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Preface

Successful interaction with products, tools, and wearable technologies depends on
usable designs and accommodating the needs of potential users without requiring
costly training. In this context, this book is concerned with emerging technology of
wearable devices with respect to concepts, theories, and applications of human
factors knowledge focusing on the discovery, design, and understanding of human
interaction and usability issues with products and systems for their improvement.

The game industry has been rapidly expanding in the past decades, and games
became more appealing to a wider audience. The level of complexity in games’
control interfaces and graphics has increased exponentially, in addition to the
growing interest in integrating augmented reality in gaming experience. As a result,
there is a growing demand for human factors and ergonomics practitioners to ensure
the users’ engagement in game design. The purpose of the AHFE International
Conference on Human Factors in Game Design and Virtual Environments is to
bring together researchers and practitioners from different fields who broadly share
the study of game design applications.

This book focuses on the human aspects of Wearable Technologies and Game
Design. It shows how user-centered practices can optimize wearable experience,
thus improving user acceptance, satisfaction, and engagement toward novel wear-
able gadgets. It describes both research and best practices in the applications of
human factors and ergonomics to sensors, wearable technologies, and game design
innovations, as well as results obtained upon integration of the wearability prin-
ciples identified by various researchers for aesthetics, affordance, comfort, con-
textual awareness, customization, ease of use, intuitiveness, privacy, reliability,
responsiveness, satisfaction, subtlety, and user-friendliness. The book is organized
into three sections that focus on the following subject matters:

Section 1: Wearable Technologies and Sensors
Section 2: Game Design for Learning and Training
Section 3: Game Design Methodology, Usability, and Applications
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This book will be of special value to a large variety of professionals, researchers,
and students in the broad field of game design, human modeling, human–computer
interaction, and human systems integration, who are interested in feedback of
devices’ interfaces (visual and haptic), user-centered design, and design for special
populations, particularly the elderly.

Each section contains research papers that have been reviewed by members
of the International Editorial Board. Our sincere thanks and appreciation to the
board members as listed below:

Wearable Technologies

Akram Alomainy, UK
Waseem Asghar, USA
Wolfgang Friesdorf, Germany
S. Fukuzumi, Japan
Sue Hignett, UK
Wonil Hwang, S. Korea
Muhammad Ismail, Qatar
Yong Gu Ji, Korea
Bernard C. Jiang, Taiwan
Ger Joyce, UK
Chee Weng Khong, Malaysia
Zhizhong Li, PR China
Nelson Matias, Brazil
Valerie Rice, USA
Emilio Rossi, Italy
Masood ur Rehman, UK
Alvin Yeo, Malaysia
Wei Zhang, PR China

Game Design

Wonil Hwang, S. Korea
Yong Gu Ji, Korea
Bernard C. Jiang, Taiwan
Ger Joyce, UK
Chee Weng Khong, Malaysia
Zhizhong Li, PR China
Nelson Matias, Brazil
Valerie Rice, USA
Emilio Rossi, Italy
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We hope this book is informative, but even more—that it is thought-provoking.
We hope it inspires, leading the reader to contemplate other questions, applications,
and potential solutions in creating good designs for all.

July 2018 Tareq Z. Ahram
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The Virtual Penetrating the Physical
and the Implication for Augmented Reality

Head-Up Displays

Matthias Walter(&), Vanessa Seitz, and Klaus Bengler

Chair of Ergonomics, Technical University of Munich,
Boltzmannstr. 15, 85748 Garching b. München, Germany

{matthias.mw.walter,vanessa.seitz,bengler}@tum.de

Abstract. Augmented Reality is one of the upcoming topics in the develop-
ment of human machine interfaces (HMI). The most promising technology using
Augmented Reality to assist the user in his driving task is the Augmented
Reality Head-Up Display (ARHUD). By reflecting virtual information at the
windscreen into the driver’s eyes, the impression of a hovering image is created.
The virtual image can be overlaid on the road surface or penetrate into an object
in which case an observer has to focus upon a distance further away than – or
through – the object he is looking at. So far, the industry wide opinion on how to
handle this has been either to change the HMI or to switch off the augmentation.
Though it has not yet been investigated whether this influences spatial per-
ception, usability or acceptance of the ARHUD [1]. In the current study we
investigated whether penetration of the virtual image with a fixed image distance
of 10 m into a leading vehicle was perceived as disturbing or influenced
usability or cognitive workload. Navigation arrows were displayed in a fixed
distance of 12 m using only monocular depth cues and superimposed by a
vehicle in 6.6 m (low penetration) and 3.8 m (high penetration) distance. As a
baseline, the leading vehicle was positioned at 13.8 m distance and thereby not
superimposing the virtual image (no penetration). On both sides of the leading
vehicle assistants presented visual cues which the subject was asked to count.
Additionally subjects performed a visual Detection Response Task to evaluate
the subjects’ reaction times and cognitive workload [2]. Usability was evaluated
using the System Usability Scale [3]. High penetration led to a significant
change in acceptance when compared to no penetration. Usability, number of
errors and reaction times were not significantly influenced. For low penetration
no significant effects were recorded. The results suggest that adapting the virtual
information displayed in an ARHUD in order to mediate penetrations between
the virtual image and physical objects is not necessary. This has the potential to
revolutionize the approach the automotive industry takes when implementing
Augmented Reality in Head-Up Displays.

Keywords: Head-up Display � Augmented Reality � Contact Analog
Optical Penetration � Navigation

© Springer International Publishing AG, part of Springer Nature 2019
T. Z. Ahram (Ed.): AHFE 2018, AISC 795, pp. 3–10, 2019.
https://doi.org/10.1007/978-3-319-94619-1_1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-94619-1_1&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-94619-1_1&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-94619-1_1&amp;domain=pdf


1 Introduction

The driving task has changed over time by an increase of assistance and information
systems in the vehicle. While these systems are designed to enhance safety and
comfort, the user is still tasked with supervising them [4]. One technical solution to
control the complexity of information is the Head-up Display. Information can be
displayed in the driver’s primary field of view by projecting a virtual image over the
bonnet of the car. This way the driver can monitor relevant information without head
movement and with minimal focal accommodation or eye movement. Consequently
distraction and reaction times to unexpected traffic events are reduced [5–8].

A possible next step in the development of Head-up Displays is to integrate Aug-
mented Reality (AR). AR is the superimposition of the real world with virtual objects
[9]. Similar to the conventional HUD, information in an ARHUD is displayed in the
driver’s primary field of vision, yet it is directly superimposed to or linked with real
objects. As already shown AR efficiently guides the driver’s attention and improves the
detection of objects [10, 11]. Utilizing the spatial link between virtual information and
physical world can help to reduce cognitive workload and reaction times in critical
traffic events and increase the understanding of advanced driver assistance systems.

TheARHUD technology has the potential to improve how information is presented in
the automotive environment and to improve road safety, yet no market ready solution has
been presented so far. Numerous technical challenges must be overcome in order to
provide an acceptable user experience. Conventional Head-up Displays sold in today’s
production cars manage with the constricted room between dashboard and steering
column. ARHUDs on the other hand provide an increased field of view and virtual image
distance and therefore need to incorporate more and larger mirrors or lenses. Hence,
packaging poses a more serious problem for ARHUDs, which occupy 4 to 10 times the
volume. Secondly, sensors, e.g. GPS, and data, e.g. maps, in cars are not able to provide
the accuracy augmented reality applications depend on. The third aspect to consider is the
humanmachine interface (HMI). Since the virtual image distance in anARHUD is at least
7 m, at times the virtual image will penetrate through an object in the real world. One
example is the waiting period at a traffic light. While waiting in line drivers have to focus
through the cars standing in front of them in order to take in the information presented in
the ARHUD. Since this effect does not occur naturally, it is unknown whether this
influences spatial perception, usability or acceptance of the ARHUD.

In the presented study we investigated whether penetration of the virtual image with
a fixed image distance of 10 m into a leading vehicle was perceived as disturbing or
influenced usability or cognitive workload.

2 Method

2.1 Participants

Thirty-four participants (nine women, 25 men, Mage = 36, SDage = 8.6, range = 25 –

61 years) partook in the study. All participants were employees of AUDI AG and we
recruited them via e-mail. All participants drive more than 5000 km per year, 91.18%

4 M. Walter et al.



drive more than 10,000 km per year. Out of 34, 32 reported to have experience in
driving with conventional HUDs, 16 participants reported to use HUDs multiple times
a month. Thirty-five percent had experience in AR applications. All participants had
normal or corrected-to-normal vision at the time. They participated voluntarily, gave
written consent and did not receive compensation.

2.2 Experimental Setup

The experiment setup comprised of a car placed in front of a junction (see Fig. 1). In
12 m distance in front of the car, a navigational prompt telling the subjects to turn left
was presented. The car was equipped with an ARHUD, the visible resolution was
800 � 480 pixel and the distance to the virtual image was 10 m. The subjects wit-
nessed the scene from the driver’s seat. During the experiment the car did not move.

A second vehicle (white) was placed in front of the ego-car. We moved the white
car to three different positions during the experiment presenting the subject with three
stages of penetration (see Fig. 2):

No penetration, distance to vehicle 13.8 m
Minor penetration, distance to vehicle 6.6 m
Maximum penetration, distance to vehicle 3.8 m.

The HMI contained speed, distance to junction, navigational instructions to turn left
and a symbol indicating the state of an adaptive cruise control system (ACC) (see
Fig. 3). We used a warning symbol as a visual trigger for a detection response task
(DRT). In order to provide a more realistic scenario by directing the driver’s attention
away from the ARHUD HMI and out of the car, two assistants presented black and
green cards on both sides of the leading vehicle (see Fig. 4).

Fig. 1. Experimental setup with ARHUD vehicle (grey) and the displayed HMI; the arrows
shown were standing upright as shown on the left, the depiction on the right is for illustration
purpose only.

Fig. 2. Experimental setup. Three different distances between ego-vehicle and leading vehicle
were presented. (a): no penetration, 13.8 m distance; (b): minor penetration, 6.6 m distance; (c):
maximum penetration, distance: 3.8 m.
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2.3 Procedure

The participants executed two tasks during each variation. We instructed them to count
and remember the cards shown by the assistants. The cards were shown in the same
order for all subjects but in a different order for each variation. With this we led the
subject’s attention out of the car and to the presented scene thereby creating more
realistic experimental conditions. Additionally the subjects performed a DRT. For a
visual stimulus we used a red triangle around a red exclamation mark (see Fig. 3). The
symbol was randomly presented every two to five seconds, the subjects pressed any
key on a keyboard in response. The reaction times were recorded.

All participants witnessed all three variations of penetration in randomized order.
Each variation was shown for 60 s. After having seen each variation the subjects filled
in a questionnaire, i.e. three times in total.

The questionnaire contained the system usability scale (SUS) [3] and a section
designed to measure acceptance. This second part subjects rated precision (“The
symbols were placed at the right position in the environment”), (“The positioning in the
surroundings was annoying”), intuitiveness (“The symbols were confusing”), (“The
HMI was intuitively interpretable”), annoyance (“I perceived the HMI as distracting”),
(“The HMI was helpful”) on a 5-point Likert scale with the endpoints fully disagree
and fully agree. These six questions were added to an ARHUD score from 0 to 24 pts.
Additionally the questions were analyzed individually.

Fig. 3. Experimental HMI. On the right, the visual stimulus for the DRT is active.

Fig. 4. Main task diverting the subject’s attention away from the ARHUD HMI.
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3 Results

Repeated measures ANOVAs were calculated to analyze all items separately.
Greenhouse-Geisser corrections were applied in case of violations of sphericity.
Post-hoc t-tests with Bonferroni-correction were calculated for all significant main
effects of the factor variation.

3.1 System Usability Scale

Penetrations into the leading vehicle did not significantly influence the usability of the
system (see Fig. 5). However a trend between the scores for no penetration (SUS
score = 86.25) and the stages minor (SUS score = 83.82) and maximum penetration
(SUS score = 83.46) can be identified (Fig. 6).

Fig. 5. SUS Score ± 1 SE. No statistically significant influences were found.

Fig. 6. SUS Score on the scale according to Brooke [3]. (a): no penetration; (b): minor
penetration; (c): maximum penetration.
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3.2 ARHUD Score

The six questions of the ARHUD questionnaire were added to result in a score from 0
to 24 pts (see Sect. 2.3). A trend is visible (see Fig. 7) and the effects did prove to be
statistically significant when comparing “no penetration” to “maximum penetration”
F(2, 66) = 4.84, p = .018. When analyzing the questions individually however, we
found a significant effect of the degree of penetration on the spatial perception of the
navigational cue. The effect occurred in both questions aimed at spatial perception
between the stages “no penetration” and “maximum penetration” Q1: F(2, 66) = 8.084,
p < .001 and Q2: F(2, 66) = 4.466, p < .015 as well as between “no penetration” and
“minor penetration” within the question “The symbols were placed at the right position
in the environment” (see Fig. 8).

Fig. 7. ARHUD score on a scale from 0 to 24.

Fig. 8. Influence of the degree of penetration onto spatial perception of navigational cues.
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3.3 Detection Response Task

The DRT was performed with red triangle around a red exclamation mark as a visual
stimulus (see Fig. 3). The reaction times showed no significant influence by the grade
of penetration (see Fig. 9).

4 Discussion

In the current study, different stages of penetration of a virtual image, presented in an
automotive ARHUD, into a physical object were compared in the aspects of usability,
acceptance and reaction times of a DRT. Participants were not actively driving and
therefore we were able to reproduce the distances between the cars with a toler-
ance <.1 m (see Fig. 2).

Pfannmüller et al. [1] reported an effect of obscured navigational cues on spatial
perception in an automotive ARHUD. As an extension of this effect, we expected an
increase of the penetration to significantly affect usability, acceptance and reaction
times. No effects were found regarding the usability or reaction times. However, we
found a significant effect of the degree of optical penetration on the acceptance of the
automotive ARHUD system. Furthermore, in context of spatial perception a significant
influence was revealed. This is in line with the findings of Pfannmüller et al. [1].

Since the experiment was conducted without the subjects driving, a misinterpre-
tation of the distance to the AR content did not lead to a navigational error. Although
the penetrations displayed did not affect the before mentioned criteria it still can effect
navigational performance while driving. This must be verified in a future study, which
takes into account objective measures of driving performance and distraction.

For this experiment we used a minimalistic HMI design but a comparison of
different ARHUD HMI concepts for ACC has revealed surprisingly little differences
between a minimalistic and a very salient, stimulating concept [12]. It is possible that a

Fig. 9. Reaction times [ms] depending on the degree of penetration.
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repetition of the experiment with a more salient display concept can reveal an effect of
the degree of penetration onto the before mentioned variables. This needs to be
addressed in future investigations.

5 Conclusion

In the presented study an optical effect which does not occur naturally was examined.
Although an influence of the visual penetration of AR content into a leading vehicle on
the acceptance was revealed, no effect regarding usability or reaction times were found.
Therefore, the results suggest that adapting the virtual information displayed in an
ARHUD in order to mediate penetrations between the virtual image and physical
objects is not necessary i.e. an automotive ARHUD HMI does not need to change when
closing on an object.

However, the current study was conducted without the participants actually driving
the car. Furthermore, the HMI used was of a minimalistic design. Future investigations
should focus on a naturalistic driving study to validate the results.
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Abstract. Measuring and interpretation of brain wave signals through elec-
troencephalography (EEG) is an emerging technology. The technique is tradi-
tionally applied in a clinical setting with EEG caps and conductive gels to ensure
proper contact through a subject’s hair, and anticipate inter-subject anthropo-
metric variations. Development of dry electrodes offers the potential to develop
wearable EEG headsets. Such devices could induce medical and commercial
applications. In this paper, we evaluate a prototype EEG headset that actively
places electrodes at standardized positions on the subject’s head, where each
electrode is applied with equal pressure. The system is designed for use with dry
electrodes. Our research delivers a better understanding on the link between
general level of comfort and possible useful clear data signals, that can be used
in brain computer interfaces (BCI). The present study is confined to the impact
of adjustable electrodes pressure on level of user comfort only. Levels of dis-
comfort are assessed in twelve participants, wearing an EEG headset with
controllable electrode pressure exerted at 14 locations. Of-the-shelf dry elec-
trodes are used. In a first session, evenly distributed pressure is increased and
afterwards decreased in fixed time intervals, going from 10 kPa to 30 kPa and
vice versa with steps of 2 kPa. In a second session, a subject specific acceptable
pressure level is retrieved from the data of the first session and constantly
applied for 30 min. During this intervention, level of discomfort is assessed in a
VAS-scale. Additional observation and surveys yields insights on user experi-
ence in wearing a pressure exerting EEG headset.
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1 Introduction

A brain Computer Interface reads out the subject’s brain signals and tune them to control
actions performed by a system that is external to the subject’s body [1]. Non-invasive
BCI is a relative new technology, by which electrical fluctuations are detected onto the
subject’s head. Fluctuations are typically in a range between 2 and 100 Hz with normal
peak-to-peak magnitude between 0.5 and 100 lV [2]. The first EEG assessment dates
from 1924, through needles that punctured the upper skin layer, and read-out through a
Galvanometer [2]. Since then, signal quality kept being improved using vacuum tubes
and transistors. Nowadays, one can get clear signals in a relatively user-friendly and
comfortable way. Brain computer interfaces have gained much interest for their
potential medical and consumer applications, but current research is mainly confined to
lab setting. Main applications in the medical field are monitoring and diagnostics,
conducted with classical EEG caps with conductive gel [2, 3]. In order to unlock the full
potential that EEG based BCIs offer, wearable EEG headsets should be developed [4].
Preliminary results indicate that a commercial headset can control a robotic arm in four
directions, thereby bypassing the neuromuscular system [5]. Such advanced applica-
tions of wearable headsets are limited to a proof-of-concept.

An extensive research focus on end user and application is required to accelerate
real-live applications [6]. Miniaturization of EEG electrodes, enhanced sensitivity and
conductivity, active amplification, electric shielding, wireless data and miniaturization
of electronics and improved signal processing and classifiers are all promising tech-
nologies that could facilitate such breakthrough. Connection with the scalp and elec-
trodes, adaptability and standardization of electrode positions, comfort and acceptance,
ease of use in mounting and un-mounting the headset, are main design drivers in the
development of wearable EEG headsets [7]. Gel based electrodes, although they pro-
vide proper electrical contact even in the presence of hair, have a low acceptance for the
end user to this respect [8]. Sensitive dry electrodes are increasingly offered as an
alternative for wearable headsets.

A challenging usability and functional factor in the deployment of dry electrodes is
the pressure of the electrodes exerted on the subject’s skull [8]. On one hand, this
pressure should not be too high, not to induce discomfort or annoyance by the wearer. At
the other hand, a sufficiently amount of pressure is required for making stable contact
with subjects’ head [7]. Also, the presence of hair could be an important factor to take
account of in the design of wearable EEG headsets [9] and exerting pressure could be a
solution to ensure proper contact of electrodes protruding the hair layer [10, 11].
Increasing electrode pressure evidently increases the chance of electrodes making proper
contact with the subject’s skin, thus increasing conductivity and thus increasing signal
quality. So, the electrode pressure should be not too low, to ensure proper signal quality.

Pressure requirements should be integrated in other requirements for wearable EEG
headsets [7]. A particular challenge in the design of EEG head caps is placement of
electrodes at pre-defined anatomical locations. These locations are geometrically inferred
from four anatomical points: nasion, inion, left pre-auriculair point and right
pre-auriculair point (respectively A1 and A2 in Fig. 2, left), along the so called 10–20
system [12]. They should be incorporated in the design of EEG headcaps to ensure

12 S. Verwulgen et al.



accurate, standardized and repeatable EEG recording locations. In clinical applications,
these positions are provided through the configuration of the textile cap, and contact is
ensured by conductive gel. In the design of wearable headsets, the challenge remains to
integrate standardized and accurate positioning with accurate pressure range, bound from
above by usability and comfort issues and bound from below by functional requirements.

This pressure range is not yet systematically investigated in scientific literature. The
problem is that no research instruments exist that automatically position electrode
locations at pre-defined 10–20 locations, independent of the individual user’s head size
and geometry, at the same time ensures that the same pressure is exerted, uniformly at
each particular electrode location, and moreover, that pressure can be controlled to
assess subject’s discomfort and signal quality.

2 Materials and Methods

Dedicated equipment was developed to acquire correct electrode positioning and
controllable pressure, to simulate the behavior of dry electrodes in a wearable headset
(patent pending).

This test setting was applied on healthy volunteers in a three phases. Firstly,
comfort levels were assessed under subsequently increasing the pressure on the elec-
trodes. Secondly, comfort levels were assessed under subsequently decreasing the
pressure on the electrodes. Thirdly, key comfort levels were retrieved from these
sequences and the time was assessed that comfort level persisted under corresponding
pressure levels.

2.1 Test Equipment

The research and development of the equipment that allows conducting experiments has
a long history, with many iterations and the generation of new scientific knowledge.

The first step was a high school design assignment where a group of four students
was challenged to design a wearable EEG headset with dry electrodes: easy to mount
and clean, comfortable for operator and subject and to be used in a clinical setting.
They designed a modular headset, adaptable to multiple purposes in a low cost concept
[13], see Fig. 1.

Fig. 1. Modular EEG headset: visually evoked event related potentials can be detected on the
back of the subject’s skull (left), and cognitive evoked potentials at the top (right). The concept
allows for the braces to be configured, thereby using the same components for shells housing
electrodes and electronics [13].
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Geometry and sizing were based on the British adult population for male and
female [14]. Breadth of the headset was adjusted to the breadth of the head at the
maximum level above and behind the ears. The maximum circumference above the
brow ridges was taken as guideline for head circumference. The bitragion coronal arc
measured across the crown of the head (arcwidth) provided the curvature in the frontal
plane. As sagittal arc, the length of the occipital-frontal curvature from the external
occipital protuberance to the glabella in the sagittal plane was taken (arclength).

The modular concept and design was appreciated through a Red Dot Design award
[15], but physical prototyping revealed sub-optimal fit and lack of functionality. Size
and shape of the headset were based on available classical anthropometric data of the
human head and naive underlying geometrical shapes representing the human head, but
the design of wearable products require 3D anthropometric models and methods to link
univariate measurements to non-trivial geometrical shapes that accurately represents
the human body shape [16].

A shape model of the human skull was constructed from 100 medical images, CT
and MRI scans [17], thereby omitting the presence of hair [9]. The model was shown
saturated for adding new skull models. Anatomical landmarks were annotated manu-
ally, e.g. inion, nasion, glabella, on which anthropometrical measurements can be
inferred geometrically, e.g. head length as distance between inion and glabella. Thus,
the shape model of the head was enriched with univariate measurements that allows
parameterization of the human head shape. Most influencing parameters on global head
shapes were retrieved: head length, bitragion width, circumference and arcwidth. Such
parameters allows linking product dimensions to head shape to ensure proper fit and
function [16, 18].

The enriched shape model of the skull was used to design an EEG headsets at 14
electrode locations (Fig. 2, left) commonly used in of-the-shelve consumer headsets
[19]. The electrode variations were mapped with the shape model (Fig. 2, middle) to
achieve a one-size fits all prototype (Fig. 2, right). This results in 10–15% improve-
ment in fit and accuracy compared to of-the-shelf available headsets [20].

Fig. 2. Adjustable non functional EEG headset. Left: those electrodes at 10–20 locations that
are assessed by the design (orange circles). Middle: variation of these locations along the main
shape (first principal component), mean head shape and P5 and P95 displayed as ghost surfaces.
Right: non functional prototype that anticipates these variations [4].
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The test setting in this work is built upon the geometry of this prototype [20]. An
additional technology is supplied to ensure automatic electrode positioning at these 14
standardized, pre-defined locations and in which pressure can be controlled in function
of e.g. time, signal quality or discomfort. In this work, we present a first pilot study to
assess discomfort depending on electrode pressure. The test setting was equipped with
dry spikey electrodes from the OpenBCI platform (Florida Research Instruments).

2.2 Subject Assessments

A group of 12 healthy volunteers was enrolled in this study after informed consent.
Study was approved by the ethical committee of UA/UZA (16/11/132). Before the
experiments, subject completed a small survey on their age, gender, mood and expe-
rience with brain computer interfaces.

Pressure is required to ensure proper connection between the electrodes and the
scalp. For thicker and more voluminous the hair, more pressure is expected to ensure a
good connection between scalp and the electrodes. Therefore, subjects were balanced
for amount of hair. A combination of hair thickness and hair volume was assessed to
that end, by making a ponytail of maximal length and measuring the circumference of
the string. Three categories were distinguished: low hair volume: 5 cm and below,
medium hair volume: between 5 cm and 10 cm and high hair volume: 10 cm and
up. Each category contained four subjects.

The level of discomfort was measured with a ten point Likert scale, ranging from 1:
no discomfort, 5: discomfort, up to 10: very painful.

Tests were conducted in a space with smooth walls where the participant was sitting
behind a desk in front of a laptop or handling a smartphone. In each assessment, the test
device was initially placed on the subject’s head without exerting any pressure. Sub-
jects could control the pressure, ranging from 0 kPa up to 30 kPa. This corresponds to
a weight of 600 g on each individual electrode.

2.3 Initiating Pilot

A first pilot was conducted to map bottlenecks and pinpoint a smooth study protocol.
While increasing the pressure, a first participant could play on this laptop the puzzle
game ‘rush hour’ online, to simulate a low involvement task. The test started at 0 kPa
and every minute, the participant was asked to raise the pressure with 2 kPa. The
participant was interested in the game until a pressure level rose above 24 kPa. After
this value, she was more focused on the timer than on the game. The last minute, the
electrodes were pushing on the test subject with 30 kPa. Then participant had no
interest anymore in the game and was waiting for the test to end. In a second part, the
participant was exposed to the maximum of 30 kPa and every minute the operator
would lower the pressure with 2 kPa.

It was observed that the participant focused on the numbers related to the pressure
on the computer and the time on the stopwatch. Being in charge of the test setting
stressed the participant.
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Both tests were repeated when an operator was in charge of the pressure levels and
alerted the participant when altering the pressure. When decreasing the pressure,
unpleasantness was instantly noticeable but more bearable than when the pressure was
increased. Afterwards, the participant felt better than being in charge of pressure
control. Notable, imprints from electrode spikes were more visual than in the first test.

Finally, to pinpoint an optimal duration, the participant was asked to wear the
headset for as long as possible under a pressure of 15 kPa. This test was conducted to
measure how long the maximum duration of tests could be. The participant could
endure this pressure for 15 min. It was estimated that 12 min would be acceptable for
participants to spread pressure between 10 kPa to 30 kPa.

2.4 Test Sessions

In the first session, the pressure was gradually increased in 12 min from 10 kPa to
30 kPa. In the second session, the pressure was decreased in the same time and over the
same range. In both sessions, the test subject was inquired every minute on the
experienced level of discomfort. At any moment, the subjects could press a panic
button that elevated the pressure at once.

Between the two sessions, subjects were asked to fill in a short survey on overall
satisfaction with the prototype BCI headset.

In the third session, a subject specific pressure was applied for 12 min. The pres-
sure was optimized for each subject, by taking the mean values of the pressures of the
first quartiles discomfort. Again, subjects were inquired every minute on the experi-
enced level of discomfort. While the test proceeded, subjects played Tetris on a
smartphone, to simulate a task with high involvement. This could correspond to a real
world use of wearable EEG headsets.

Tests were conducted by four researchers: two observers, a moderator and a
researcher responsible for welcoming the participants and handing out the surveys.

2.5 Research Questions

The setup was used to answer the following research questions.

• Is there a significant difference between the comfort levels of increasing pressure
and the comfort levels of decreasing the pressure?

• Is there a significant difference between the comfort levels measured when the
pressure is kept constant at subject specific optimized pressure and the comfort
levels when the pressure is decreasing or increasing?

• What is the influence on hair volume on the level of discomfort at optimized
pressure?

• Does the level of discomfort at optimized pressure remains constant?

Results were statistically analysed using SPSS IBM Statistics. Confidence intervals
of 95% were used to define significant differences.
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3 Results

3.1 Comfort Levels Under Increasing and Decreasing Pressure

The pressure range where the headset was not inducing discomfort was retrieved from
Likert scale levels scoring discomfort between 1 and 5. For each participant, median
discomfort score was calculated. A Wilcoxon Signed Ranks Test revealed that mean of
median comfort levels in sessions with increasing pressure (A) was significantly lower
than in sessions with decreasing pressure (B), respectively 3.5 and 4.9. Two partici-
pants had a median of B lower than median of A, eight participants had a median of B
higher than median of A and two participants had the same median for A and B.

3.2 Comfort Levels Under Constant and Changing Pressure

Median discomfort level measured when the pressure is kept constant was calculated
on the entire time range from 0 tot 12 min. A Wilcoxon Signed Rank Test showed that
mean median values were significantly lower when the pressure is kept constant at
subject-specific acceptable level than mean median discomfort when the pressure is
increasing or decreasing, respectively 2.6, 3.5 and 4.9. Eight participants had lower
medians under constant pressure than under increasing pressure, three participants had
medians that scored the opposite and one participant had the same median. Two had
medians at constant pressure that were higher than their medians under decreasing
pressure.

Mean value of subject specific pressure was 12 kPa.

3.3 Influence of Hair Thickness

The hypothesis is that high hair volume results in lower level of discomfort.
A Kruskal-Wallis Test was used on the mean level of discomfort on three different hair
types. With p = 0.4, the null hypothesis was not rejected. So with pressure optimized at
subject-specific levels, at first quartile levels of discomfort, no influence of hair could
be detected. Further research with a dedicated study design and a sufficiently amount of
participants is recommended to pinpoint the effect of hair.

3.4 Fluctuation of Discomfort at Optimized Pressure

An ordinal regression analysis on the acquired data was performed. The null hypothesis
that the variation in comfort doesn’t differ significantly over time when the same
pressure is applied was maintained, with 18% of variance explained by the regression
model and a 0.45 goodness of fit (Pearson). So variation in discomfort over time is not
significant when constant optimized pressure is applied. However, other tests on longer
the time range could yield different results.
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4 Discussion and Conclusion

Study was limited to discomfort pain ranging from 1–10, with 1 being marked as
‘comfortable’, 5 ‘uncomfortable’ and 10 as ‘painful’. Most participants marked down
‘1’ as their first reading. So they might see ‘1’ as a baseline, to increase as the pressure
went up. Others started at 5, indicating that even the first pressure level wasn’t com-
fortable. Another limitation is that the order of test sessions was not randomized for
increasing and decreasing pressure. Subjects were aware of the order in which the tests
would be conducted. So there might be a co-founding factor between both test sessions.

Increasing pressure on the participants scalp is - measured by our pain scale – less
discomfortable than decreasing pressure on the participants scalp. An evenly applied
pressure of 12 kPa through the electrodes on the scalp falls within an acceptable
comfort level for most subjects, during 12 min. This corresponds to a weight of 72 g
on spike electrodes from openBCI (Florida Research Instruments), exerted at electrode
locations used in commercial wearable headsets [19]. Pressure for minimized dis-
comfort could be influenced by the hair thickness of the user but more research is
required to pinpoint relation between pressure and signal quality in function of hair
type. When the pressure stays within the acceptable range, the comfort level of the user
won’t change significantly over a time range of 12 min. To make statements about a
longer time range, further research is recommended.
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Abstract. We investigated whether activity trackers could be used to differ-
entiate between sitting and standing at adjustable workstations and to determine
if sit-to-stand workstation usage was associated with higher activity levels.
A paired-t-test was used to assess the difference between the mean step counts
measured using the activity trackers during sitting and standing periods among
six office workers. Twelve office workers also wore activity trackers while
self-reporting their standing as a percentage of total work time every week for
six weeks. Spearman correlation was used to assess the relationship between
standing percentage and step count. The difference in mean step count between
sitting and standing was not statistically significant (p = 0.113) and the Spear-
man correlation between standing percentage and step count was weak
(q = 0.301) and not statistically significant (p = 0.342). These findings suggest
that basic activity trackers may not be useful in measuring sit-to-stand work-
station usage.

Keywords: Wearable technology � Sit to stand workstations � Activity tracking

1 Background

Prolonged sitting at work is associated with health problems as is a sedentary level of
physical activity. Sit-to-stand workstations have gained popularity as a means to
decrease sitting and promote more physical activity. However, it is unclear whether
sit-to-stand workstations are actually being used on a regular basis by those they are
designed to help. There are also questions about whether the use of these devices is
leading to a reduced risk of adverse health outcomes, which might be expected with an
increase in physical activity.

Today’s wearable activity trackers are no longer bulky plastic push button gadgets
with a single function. Activity trackers are stylish and claim to monitor all your daily
activities 24/7 to provide useful insights into your health. Activity trackers vary in
design, but most are capable of tracking steps and calculating activity levels. Certain
models have features that include stairs climbed, sleep monitoring, calorie consump-
tion, and heartrate.
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According to the Consumer Technology Association, 33 million devices had been
purchased in the US by the start of 2016 [3]. Across all emerging consumer tech
categories, wearable activity trackers have the highest anticipated household purchase
intent, at 11%, for 2016.

Activity trackers, largely, track your daily activities in terms of steps and calories
burned through movement using GPS tracking and accelerometers. Accuracy depends
on many factors to include the make and model of the activity tracker, where it is
placed on the body, and the activity it is measuring. Most companies do not claim be
highly accurate, instead they point to trending. The success of the products comes from
empowering people to see their overall health and fitness trends over time—it is these
trends that matter most in achieving their goals [1].

University of Nebraska researchers examined various fitness monitors (Jawbone,
Fitbit, Nike Fuel Band, and Actigraph) and found they overestimated or underestimated
energy expenditures by 10–15%, depending on the monitor [4]. A study published in
the Journal of Physical Activity and Health compared the Fitbit to a lab-based method
for estimation of energy expenditure for various activities during six-minute periods.
The researchers found the Fitbit to either underestimate or overestimated energy
expenditure by 1–25 calories. The smallest differences were seen in waking and
treadmill running. The greatest underestimations were in cycling and stair stepping [4].

While 25 calories may not seem like a large amount, extend this out to an hour, and
you are looking at 250-calorie underestimation for cycling or stair stepping. This
obviously makes weight management and planning dietary intake for specific goals
difficult and may deter individuals from continued efforts to improve their lifestyle. For
example, when setting goals to move more by increasing step count.

How much of our day is spent seated? Staker [7] in an objective measure found that
over 75% of the office workday is seated and much of that is accumulated in unbroken
periods of 30 min or more [7]. The study linked physical inactivity to a premature
mortality rate of 5.5% [2]. A 2008 Vanderbilt University study of 6,300 people pub-
lished in the American Journal of Epidemiology estimated that the average American
spends 55% of waking time (7.7 h per day) in sedentary behaviors such as sitting [6].
A solution is increased movement.

There is more muscular exertion in the lower extremities when standing vs sitting.
In fact, the University of Minnesota Undergraduate Research Opportunities Program
funded a study published in the Journal of Physical Activity and Health that analyzes
the caloric expenditure when standing verses sitting. The results are quite convincing
for advocating standing vs sitting. The University of Minnesota found that when
assuming a standing posture, an additional 114 kcal are expended each day. This
translates to approximately 20,461 kcal, or 5.85 lb, of additional caloric expenditure
over a one-year period.

The Take a Stand Study published by in 2011 addresses the question regarding the
benefits of short duration standing incorporated into sedentary work and found that
with one hour of increased standing time: 87% of participants felt more energized; 71%
felt more focused; and 50% felt reduction in pain [2].
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These finds are supported in an unpublished study conducted by Stack in 2009 at a
Navy worksite. Eighty workers that received sit to stand work stations between 2005
and 2009 were surveyed, 76 responded to the study, a 95% response rate. Seventy
percent felt more productive, 40% reported a dramatic decrease in pain or discomfort
and 55% reported a decrease in discomfort or pain. One hundred percent would rec-
ommend an adjustable workstation to their peers. A study published in 2015 by the
Cochrance Database of Systematic reviews found a low quality evidence that sit‐stand
desks can reduce sitting time at work. They note a need for high quality cluster‐
randomized trials to assess the effects of different types of interventions on objectively
measured sitting time [5].

Given the popularity and availability of both sit-to-stand workstations and personal
activity trackers, we investigated whether or not activity trackers could be used to
(1) differentiate between sitting and standing at adjustable workstations, and (2) de-
termine if sit-to-stand workstation usage was associated with higher activity levels at
work.

2 Methods

Two studies were conducted to determine the reliability of an activity tracker to
measure changes in sedentary activity. Subjects documented personal standing time
while using a sit to stand workstation and seated time during the regular workday.
Additional data were collected directly from a Fitbit, on a minute to minute basis, with
a synchronized software program called Fitabase®. The software provides similar
outputs on activity as the regular Fitbit application but provides greater fidelity. The
Fitbit application averages data over a 15 min period where as the Fitabase® software
records minute by minute data points. The two studies were approved by the University
of Montana Institutional Review Board.

A group of 41 potential candidates were identified as having a sit-to-stand work-
station. Out of the 41 individuals, 16 responded and agreed to partake in the study, a
resulting 39.0% (16/41) response rate. Participants were recruited using a University of
Montana Institutional Review Board approved email. Recruitment was based on having
largely sedentary occupations and similar occupational environments. Any interested
candidates were able to partake in the study if they met the following inclusion criteria:

1. Full time employees (32 h per week, minimal).
2. 50.0% of their workday consisted of sedentary work (sitting or standing).
3. Had a sit-to-stand workstation.
4. Agreed to complete a weekly sit-to-stand workstation survey.
5. Agreed to wear a Fitbit r every day at work during the study period.

Equipment. The studies focused on step count data collected via Fitbits. Sit-to-stand
workstation designs varied amongst participants. Some participants utilized sit-to-stand
workstations previously provided by the employer, that allowed for the workstation
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monitor and keyboard to be raised or lowered via an articulating arm. Other participants
utilized makeshift stations that allowed them the capability of working unhindered in
either position. An example of a makeshift station was the utilization of a metal desk
organizer to elevate the workstation to allow a standing work position. For study 2,
weekly self-reporting surveys were sent out via Qualtrics, an online research software.
Participants without an Fitbit were provided with a Fitbit Flex for their participation in
the study. Participants that successfully completed the study were allowed to keep the
accelerometer for personal use upon the conclusion of the study. If participants already
possessed a Fitbit activity tracker, they were allowed to enroll their device in the study
and received a gift card of equivalent value for their participation.

Study 1. A self-reporting study was conducted on six office workers. Participants
conducted sixteen 30 min sessions of sitting and standing, noting to the minute the time
spent in either position. Participants were instructed to record data only while in their
workstation setting. If excursions out of the work area occurred, participants would
cease logging data for the time gone and resume upon arrival back to their workstation.
Standing was again performed at a sit-to-stand workstation and Fitbit data was synced
using the Fitabase® software. A total of 4 h of standing and 4 h of sitting data were
collected for each participant to determine if an activity tracer\ is capable of detecting
differences between sitting and standing sedentary positions. These data sets were used
to calculate a sitting step total and standing step total for each participant.

Study 2. An observational study was conducted on 16 Montana Tech faculty and staff
members. The objective was to determine if the duration of standing time using a
sit-to-stand workstation while at work is associated with daily activity level. Partici-
pants were requested to comply by wearing a Fitbit daily, continue normal work
behavior, and to report the amount of time spent sitting and standing per day on a
weekly basis. Data were collected via an online survey created and tracked by Qual-
trics. Fitabase® collected Fitbit step and activity data, on a minute by minute basis.

Study 2 was conducted over a 6-week period from April 2016 to mid-May 2016.
The study examined activity during a 5-day work week, Monday through Friday, from
8:00 AM to 5:00 PM. Participants were requested to sign a consent form and were
assigned randomly generated identification numbers to protect their identity and keep
personal information confidential. Participants were asked not to alter their normal
work behavior and to report the amount of time spent sitting and standing each day on a
weekly basis.

Fitbit step data were used to calculate mean daily step count per individual, by
dividing the total number of steps per person by the number of days in the study. Data
from the Qualtrics surveys were used to determine the overall average percent standing
and percent sitting times per week per participant. Percent standing times were first
averaged per week, then averaged over the total number of days for which a ques-
tionnaire was successfully completed per individual, providing an overall average
standing time percentage.
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Analysis Study 1. Statistical analyses of the data were processed utilizing Minitab 17
Statistical Software, State Collage PA Minitab, Inc. A final sitting step total and
standing step total for each participant was calculated and paired for each subject. The
mean number of steps registered while sitting was compared with the mean number of
steps registered while standing utilizing a paired t-test. A paired t-test was chosen to
test that more activity would occur with a standing position as opposed to a sitting
position (Ha: ld [ 0). The difference between the number of registered steps while
sitting vs. while standing was calculated and included in the analysis. The assumptions
of the t-test were met by having a continuous dependent variable and the independent
variable were matched pairs. The difference between the two variables contained no
significant outliers and was normally distributed.

Analysis Study 2. Statistical analyses of the data were preformed utilizing Minitab 17
Statistical Software, State Collage PA Minitab, Inc. Self-reported standing percentages
and mean daily step counts were first calculated in Microsoft Excel. Standing per-
centages and mean daily step counts for each participant were analyzed using Spear-
man correlation. The Spearman correlation method was chosen given that the data did
not meet the assumption of being linearly distributed. The Spearman correlation was
performed under the null hypothesis that no relationship would exist between standing
percentages and mean daily step counts (Ho: r = 0). The Ho hypothesis would be
rejected if a relationship was found to exist between the two variables (Ha: r 6¼ 0). The
p-value will determine the statistical significance of the relationship between variables
if found to be less than a (0.05).

3 Results

Study 1. Seven individuals were recruited to participate. Of the seven, six successfully
completed all required components of the study, 85.7% (6/7). One participant failed to
comply with the study parameters, thus resulting in exclusion from data analysis. The
total number of registered steps while sitting and the total number of registered steps
while standing were calculated and paired per participant. The total number of steps
registered while standing varied substantially between participants, ranging from 0
steps to 814 steps. The total number of steps registered while sitting varied less,
ranging from 0 steps to maximum of 314 steps. The difference in the total number of
registered steps was calculated for each participant, ranging from −23 steps to 500
steps. The negative value here resulted from a participant having more while sitting
than while standing (0 (standing) − 23 (sitting) = −23 steps).

Analysis of the total number of steps registered while standing found a mean of
309, standard error mean of 139, and a standard deviation of 340. The total number of
steps registered while sitting for participants revealed a mean of 67, a standard error
mean of 49, and a standard deviation of 122. Based off of the paired t-test analysis, no
statistically significant difference was detected between the total number of steps
registered while sitting and the total number of steps registered while standing
(p-value = 0.113). The distribution for the number of steps registered while standing
and number of steps registered while sitting can be seen in Fig. 1.
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Study B. Of the 16 individuals that agreed to participate, 12 successfully completed all
required components of the study, 75.0% (12/16). Four participants failed to either
register their activity tracker or synchronize their daily sit-to-stand workstation usage
with Fitabase, thus resulting in exclusion from data analysis. The 12 remaining par-
ticipants were monitored for the 30-day (5 days � 6 weeks) study period. The mean
standing percentage, mean daily step count, and number of days with questionnaire
entries were paired by participant for the 12 participants that successfully completed the
study parameters. Mean standing percentages varied noticeably between participants,
ranging from 27–86%. Mean daily step counts ranged from as low as 3,033 steps to as
high as 7,094 steps. The number of recorded self-reporting surveys also varied, with
58.3% (7/12) participants having 30 recorded questionnaire entries, 25.0% (3/12)
having 25 recorded entries, and 16.7% (2/12) having only 20 recorded entries; see
Table 1. The comparison between mean standing percentage and mean daily step count
per participant can be seen in Fig. 2.

Analysis of the self-reported mean standing percentages revealed a mean of 49, a
standard error mean of 6, and a standard deviation of 20. Mean daily step count data for
the participants revealed a mean of 5,052, and a standard error mean of 444, a standard
deviation of 1539. The Spearman correlation analysis revealed a weak relationship
(q = 0.301) between participants’ self-reported standing time percentages and their
respective average daily step value. Furthermore, the correlation was not statistically
significant between a participant’s mean standing percentage and mean daily step count
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Fig. 1. Box and whisker plot of total number of steps registered while standing compared to
total number of steps registered while sitting.
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(p-value = 0.342). Only a 3.5% (R2) of the variability in step count was accounted for
due to percent standing. As shown in the scatterplot in Fig. 2, no clear relationship
between the participant’s mean standing percentage and mean daily step count is
evident.

Table 1. Self-reported standing percentage, daily step average, and number of
recorded questionnaire days observed per participant.

Participant Mean standing
percentage (%)

Mean daily
step count

# Days with
questionnaire entries

1 47 5149 30
2 86 4399 30
3 31 5183 30
4 54 3515 20
5 83 5354 30
6 69 6452 30
7 29 7094 30
8 28 3730 25
9 53 5291 20
10 35 3448 25
11 52 7979 25
12 27 3033 30

Fig. 2. Scatterplot graph of mean daily step count compared to participant mean standing
percentages for each subject.
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4 Discussion

Activity trackers such as Fitbit have been determined capable of distinguishing between
varying levels of activity, categorized as low, medium and high. The differences in
activity level classification is based on step count and a cut point, 99 steps in 5 min is
low, whereas 100 steps in 5 min may be medium. Standing still does not generally
produce a high enough steps to meet the cut point between low and medium, therefore a
user will not see an increase in their percentage of activity in the medium category with
increased standing time. They may also not see an increase in steps overall. On the other
hand, activity trackers erroneously record steps where none have been taken, this was
apparent in our studies and is in line with other findings. This finding should be con-
veyed to workers who are using activity trackers to monitor their activity level. Standing
may have physiological benefits but using step count and activity level on a Fitbit does
not appear to measure them. Heartrate may be a better metric.

The main strength of the studies was investigating whether an activity tracker could
distinguish between sedentary sitting vs sedentary standing positions, which has not
been previously attempted. Despite our results showing that no significant difference in
the standing steps and sitting steps could be seen, the amount of steps registered while
standing was generally higher than the number of steps while sitting. This finding is
important as it suggests that activity trackers, in this case Fitbits, may be useful in
ergonomic studies monitoring sit-to-stand workstation usage, but further research is
needed to determine if a statistically significant difference can be detected with larger
data sets. Additional research will also help establish how researchers and employers
can utilize the data to measure the degree of sit-to-stand workstation usage and to
determine if sit-to-stand workstations result in changes in activity of the users.

Suggestions for future research include repeating Study 2, but account for time
spent sitting, standing and walking in the self-reporting questionnaire, so that activities
can be correctly correlated with the mean daily step counts; expanding Study 2 to
include a larger sample size to verify the significance of the Fitbit’s ability to distin-
guish between sitting and standing positions. Activity trackers capable of physiological
measure should also be explored.

Our findings suggest that basic activity trackers may not be useful in measuring
sit-to-stand workstation usage. Furthermore, there was no evidence to indicate a
meaningful relationship between increased sit-to-stand workstation utilization, as a
percentage of time at work, and increased physical activity while at work. Activity
trackers capable of measuring heart rate may hold promise as a means to differentiate
between sitting and standing during office work. Further research is needed to deter-
mine if greater sit-to-stand workstation usage increases physical activity in general, not
just at work.
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Abstract. Motivated learning is the prerequisite for a deep processing of
learning content and a long retention performance, as well as the basis for joy of
learning and persistent interest. The SensoMot-project (“Sensor Measures of
Motivation for Adaptive Learning”) aims at identifying critical motivational
incidents during adaptive e-learning sessions in the context of university courses
of micro- and nano-technology through sensory acquisition with current con-
sumer wearables. These critical motivational incidents will be used to adapt
learning content at runtime and thus enhance motivation.

Keywords: Adaptive e-learning � Motivation � Physiological data
Sensory acquisition � Wearable technology

1 Introduction

Wearable technology in the form of fitness-trackers or smartwatches is used within the
scope of the SensoMot-project because of the increasing user-awareness for self-
reflective data analysis and for the potentials of this technology itself. The quantified
self-trend emerged from a many-faceted group of life-hackers, data analysts and early
adopters [1] and shall now be made accessible to a wider group of potential users –

within the project the focus is especially on learning situations. The main objective is to
use the unobtrusive sensors for measuring physiological data provided by wearables
instead of overly expensive medical equipment as well as intrusive time and cognitive
resources consuming self-reporting methods. Available wearable sensors and corre-
sponding physiological indicators cover electroencephalography (EEG), heart rate and
electrodermal activity [2]. Within the scope of this paper studies of two universities
involved in the SensoMot-project are presented which examine the usability and
sensory data quality of current wearable devices. Paragraph two includes fundamentals
of wearable technology focusing on wrist-worn devices and their means of sensory data
acquisition. Furthermore, the usage of the wearable devices in the scope of the
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SensoMot research project will be described. Paragraph three depicts the research
design and implementation of the two studies at the universities in Ilmenau and
Hamburg. Subsequently, chapter four outlines the results of the described studies.

2 Wearable Technology in E-Learning Contexts

Learners in e-learning are not always able to express their feelings and thoughts in
words. Often, they may not even be aware that they are excited, motivated or bored,
and sometimes they may not accurately report during or after an e-learning session
which content they have paid less attention to. Psychophysiological methods are
independent of speech or memory, and they measure accurately in time [3]. They are
used to circumvent the disadvantages of subjectively verbal data collection and to
supplement it [4]. In order not to block the learning flow, indicators for motivational
adaptation processes shall be obtained from data patterns obtained with non-reactive
sensors.

2.1 State of the Art in Wearable Technology

Within the scope of the conducted studies the focus of the examination was on current
consumer wearables, especially wrist-worn fitness wearables like activity trackers and
smartwatches. These devices typically are equipped with a varying number of sensors
and other technologies. In comparison to other mobile devices the scale, size and
energy consumption of the different components of a wristband-wearable have to be
reduced [5]. An ideal wearable should come with the following physical and functional
attributes:

• Physical attributes: lightweight, aesthetically pleasing, nearly invisible, shape
conformable.

• Functional attributes: multifunctional, configurable, responsive, bandwidth [6].

In comparison to other mobile devices wearables tend to be more convenient for
users to use and can further be distinguished from then according to the following five
characteristics:

• The device can be used while the wearer is in motion.
• The device can be used while the user’s hands are free or occupied with other tasks.
• The device is located within the corporal envelope of the user.
• The user should be able to maintain control over the device.
• The device should be constantly within the user’s reach. [7]

Wearables are able to execute several core use cases like perceiving, processing and
analyzing, storing, transmitting or displaying of information which require a person-
alized information processing that transforms sensory data into perceivable data [6].
The system components of common fitness wearables are shown in Fig. 1 and consist
of: system-on-chip with low-power microprocessor and wireless interface, actuators
(e.g. visual, auditory or haptic feedback), external flash data storage, Li-ion battery,
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system power management and different classes of sensors like motion-sensors (e.g.
accelerometer, gyroscope, magnetometer), environmental sensors (e.g. temperature,
pressure, humidity) or physiological sensors (e.g. heart rate, respiration rate) [5].

The data processing and stream of system activities to achieve the goal of mea-
suring vital parameters of the user in everyday life situations can be described as
follows: first, the input is acquired via active or passive sensors of different classes. The
focus of the current studies was on physiological data like heart rate, skin conductance
or brain signals. Afterwards, the sensory data is stored, interpreted and processed
before being displayed to the user via a user interface. This usually also includes a
companion device, typically a smartphone, and a dedicated companion app for elab-
orated data analysis and logging [8].

Figure 2 shows a current taxonomy of wearables, beginning with the scope of
functionality and followed by type, deployment mode, communication mode and field
of use [6]. The majority of current consumer wearables try to adopt the concept of
“quantified self”, that means the use of personal data to improve a person’s health and
well-being. Quantified self especially addresses the growing trend of self-monitoring or
self-tracking which is the process of recording and monitoring one’s behavior, thoughts
or vital parameters [1]. Since this concept relies on appropriate sensors, wearable
devices are well suited because of their already named attributes and functionalities.

Fig. 1. System components of common fitness wearables [5]
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2.2 Wearable Devices as Sensors for Psychophysiological Data Acquisition

Psychophysiology examines the interaction between the user’s mind and body, and
relies on the assumptions that changes in the human body are based on changes in
human behavior, affective or motivational states and that there is an optimal cognitive
and physical user state for a given task [2]. Advantages of psychophysiological mea-
sures are that they provide objective quantitative results unbiased by subjective ratings.
Also, sensory devices like wearables are unobtrusive and noninvasive, which means,
they do not influence the user’s task performance. Data convergence is another benefit
and states that multiple psychophysiological measures can increase the accuracy of the
mental construct being examined. A key advantage especially for adaptive systems is
that these measures provide immediate and continuous results that can be interpreted at
runtime and being used for adjusting a system the current user needs. However, psy-
chophysiological measures also have some limitations like the high requirements
regarding an accurate and high-quality raw-data that is free from artefacts. The pro-
cessing and analysis of the amount of acquired sensory data requires computational
power especially concerning the real-time demand.

In contrast to self-reporting methods psychophysiological measures do not provide
reasons for users’ reactions towards stimuli of an interactive system [2, 3]. Commonly
used psychophysiological measures in the scope of adaptive systems are electroen-
cephalography, cardiovascular activity (heart rate, heart rate variability), electrodermal
activity, skin temperature and electromyography.

Current wrist-worn wearables measure cardiovascular activity typically by means
of optical procedures – most commonly photoplethysmography (PPG). PPG consists of
the measurement of changes in blood volume and optical means. The measurement
principle is that living tissue is illuminated with a light beam that captures and analyzes
a proportion of the propagated light in the tissue. The analysis depicts functional und
structural information of the tissue. Blood is an inhomogeneous liquid medium so the
absorption and dispersion of the light beam varies during the cardiac cycle. Changes in
blood volume contribute to observable PPG signal variations that are separated in two
components: AC and DC. The choice of the light’s wavelength has to match the
application context and the skin color of potential users. Studies showed that green

Fig. 2. Taxonomy of wearables [6]
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light is preferred over infrared light in combination with light skin pigmentation and
normal ambient temperature [9]. Furthermore, comparisons of electrocardiogram
(ECG) and various PPG-signals showed that green PPG-signals provided the most
valid results [10]. PPG Measurement requires the usage of at least one light-emitting
and one light-receiving source. Wrist-related measurement of PPG signals like in
current wearable devices is advantageous because wrist and forearm are less prone to
movement artefacts and it is well accepted by users because of its similarity to wearing
a classical watch [9]. A cardiovascular indicator of particular interest is heart rate
variability which underlies variations based on environmental stimuli that can lead to
emotional or physiological reactions. Psychological stress or arousal for example can
lead to an increased heart rate and a decreased heart rate variability [11].

Some recent wrist-worn wearables like the Empatica Embrace or the Microsoft
Band 2 are equipped with sensors for the measurement of electrodermal activity and its
attached parameters like galvanic skin resistance (GSR), skin conductance or skin
potential. Skin conductance as a central parameter of electrodermal activity is mainly
influenced through the function of the eccrine sweat glands that are responsible for the
regulation of the temperature of the human body [12]. Electrodermal activity is
influenced by various external and internal parameters like ambient temperature as well
as psychological and emotional processes and is very well suited for the measurement
of stress as a state of increased arousal accompanied by negative emotions. Considering
these psychophysiological signals studies were conducted regarding the assessment of
user emotions during the usage of computer systems [13]. The measurement of the
electrodermal activity with wrist-worn wearables relies on exosomatic means using
direct current in combination with accelerometers for addressing body movements and
posture. Exosomatic measures require two electrodes on active sites, usually using
palms or fingers because of their sensitivity regarding distinguished electrodermal
activity [12].

As an alternative to wrist-worn wearables, wearable headbands like Emotiv Insight
or MUSE were released for the measurement of brain signals in accordance to clinical
electroencephalography (EEG). These devices aim at measuring the electrical activity of
the brain as means for research on relations regarding human behavior. EEG allows for
precise time measurement of mental processes and divides brain activity according to
different frequency bands indicating different levels of mental activity or arousal. EEG
can especially be used regarding the study of awareness, emotions or mental workload
[14, 15]. By dividing an EEG band that corresponds to brain activation by one that
corresponds to brain idling, an EEG index can be obtained that represent a general
measure of brain activation and correspond to user workload and engagement [16].

2.3 Wearable Devices and Their Use in the SensoMot
Project-Framework

Wearable devices shall be used as means for sensory acquisition of physiological data
within the scope of the project-framework. The result of the intend will be an adaptive
e-learning platform that adjusts its instruction, presentation and navigation according to
changes of the learner´s current motivation. The fit between learner and learning
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situation should be improved through reacting on motivationally critical incidents
during learning via adaptation [17]. The process chain is depicted in Fig. 3. The
wearable devices take the role of the sensors within this chain.

The sensory data is recorded via wrist-worn or head-worn wearable devices and
then merged, processed, interpreted and analyzed by means of pattern recognition via
machine learning. Based on recorded changes in indicators for motivation the adap-
tation of specific learning content is executed [17].

3 Method

To exclude usability of wearables as an influencing variable on the learning process, a
first formative usability evaluation of current consumer devices was conducted in 2016
at the Ilmenau University of Technology. Besides, an experiment using wearable
devices in a learning session for acquiring sensory data while learning was conducted at
the Medical School Hamburg in 2017.

The focus of the formative evaluation was on task performance, ease of use,
usability metrics like efficiency and effectiveness as well as on qualitative statements
concerning the potential of wearable technology in learning contexts.

In a second step, different wrist-worn wearables and EEG-headsets were employed
in an experiment where subjects studied while wearing the devices. Subjects made
self-reports about their motivational state during and after the experiment. Sensor data
collected from the devices was successfully used to draw inference about the subjects’
motivational states. A usability questionnaire was presented afterwards.

From 2016 until 2017 a multi-stage iterative user centered evaluation of current
wrist-worn wearables was conducted at the University of Technology Ilmenau by the
help of student projects. The focus was on laboratory usability tests [18] with users,
online surveys towards wearable usage and acceptance and requirements elicitation.
Within the first stage of the evaluation in summer semester of 2016 core use cases of
current wrist-worn wearables were identified with several student projects that resulted
in typical benchmark tasks that should be executed in subsequent usability tests. The
specific wrist-worn wearables being evaluated were one smartwatch – the Samsung

Fig. 3. SensoMot process chain: sensor data is condensed by means of pattern recognition to
indicate motivational states, which are used for the adaptation of learning content [17].
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Gear S2 and three fitness trackers – the Samsung Gear Fit, the Sony Smartband 2 and
the Garmin Vivosmart HR. The devices were tested along with a mutual android
smartphone in a usability lab to minimize external influencing variables.

The usability tests were part of the second stage of the evaluation and took place in
the winter semester of 2016. Nine participants tested the four devices, looking for
critical incidents during usage and using a post-test questionnaire as well as the
thinking aloud method during the test. According to [19] this number of participants
should be sufficient in a formative evaluation to identify the majority of critical inci-
dents or usability issues.

Within the Medical School Hamburg-study 64 subjects participated in a learning
experiment. All subjects were majoring in psychology and 14 were male. Participants
studied material from a higher semester of educational psychology for 60 min. While
studying, all subjects wore the Microsoft Band 2 (MSB2) on their offhand (left hand for
right-handed individuals and right hand for left-handed individuals). MSB2 data was
available for 50 participants. The MSB2 continuously measured GSR, heart rate and
RR-intervals derived from a PPG sensor, as well as movement data from a gyroscope
and accelerometer. In addition, 31 subjects wore the Emotiv Insight EEG headset, and
32 subjects donned an alternative EEG headset, the InterAxon Muse. The headsets
continually measured scalp EEG throughout the whole learning session. Data from the
Muse headset had to be discarded due to technical problems with data collection. While
learning, subjects were interrupted every 4.5 min by a parsimonious questionnaire
regarding their motivational state, for a total of 13 experience samples. The ques-
tionnaire was presented on a smartphone and response time averaged 16.3 s. At the end
of the 60 min, learning outcome was assessed with a multiple choice questionnaire.
Subjects reported on their experiences during the learning session by filling out the
“Mood and Affect” and “Motivation” portion of the Dundee Stress State Questionnaire
(DSSQ) [20]. The “Mood and Affect” portion of the DSSQ is equivalent to the UWIST
Mood Adjective Checklist, and is comprised of 29 affective adjectives. Subjects are
asked to state to which degree they felt the given affective state over the course of the
learning session. These items are then summed up to the four scales “Energetic
Arousal”, “Tense Arousal”, “Hedonic Tone”, and “Anger/Frustration”. The “Motiva-
tion” part of the DSSQ consists of the “Intrinsic Motivation” and “Workload“subscales,
the latter of which is the NASA-TLX questionnaire in modified form [21].

4 Results and Discussion

The core use cases identified in the first evaluation stage serving as benchmark tasks
and being evaluated during the usability tests were:

• Putting on the wrist-worn wearable.
• Synchronizing the wearable with the companion device and app.
• Starting the wearables’ heart frequency measurement and displaying the result on

the companion device and app.
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• Starting the wearable’s step counting measurement while walking around the lab
and displaying the results on the companion device and app (walked steps, distance,
burnt calories).

• Free navigation tasks across the devices´ different functionalities [8].

These functions are available in all four tested wearable devices and serve as
starting point for a comparative analysis. The questionnaire regarding the user expe-
rience and perceived usability of the devices that had to be filled in after the usability
tests was a combination of different common usability and user experience question-
naires like the SUS or the USE questionnaire [22] expanded by wearable-specific
items. The items were rated on a five-point scale. Means of the ratings as a combined
overview of all four devices can be seen in Fig. 4.

Some general findings were that all of the devices provided enough functionality in
the opinion of the users and were easy and comfortable to wear. Regarding the Garmin
Vivosmart HR many users had trouble synchronizing the wearable with the companion
device and the lack of a colored display affected the users’ ratings. The Gear S2
smartwatch was generally rated well because of the appealing touch display. It was said
though, that a device like this should provide more health sensing features and some of
the gathered data was hard to find in the companion app. This feature was rated well in

Fig. 4. Combined results of the perceived user experience of all four tested wearable devices [8]
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case of the Sony Smartband 2 but the device is lacking a display which affected user’s
ratings and opinions noticeable. The Samsung Gear Fit was said to be a device without
significant flaws whose navigation concept is easy to learn. A drawback however was
the bulky rectangular display that affected the aesthetic aspect of wearability. A con-
spicuity that was observed during the tests of the different devices were the different
number of steps counted while walking around the lab. Although the participants
walked the same route with every device the number of counted steps differed partly
drastically [8].

Altogether, the devices achieved an acceptable to good perceived user experience,
especially for being easy to use, wear and learn. Additionally, the participants were
asked to rate the importance of incorporated functionalities on a five-point scale which
should result in stating functional requirements based on the MoSCoW requirements
analysis [23].

The identified must-requirements were the existence of a display (ideally a colored
touch display), long battery life, easy wearability and the ability to save long-term
statistics to meet the requirements of the quantified-self trend. The different sensors,
especially health related ones like heart rate or step counter are should-requirements
that were desired by most participants but the preference for particular sensors depends
on the user’s goals.

In 2017 an online survey regarding the acceptance and prevalence of wearables
amongst students was conducted in combination with a market and environmental
analysis [24]. The survey asked whether participants own a wearable device and if so
which type and brand as well as since when and how frequently. There were also items
concerning the perceived usefulness according to the technology acceptance model
[25]. The online survey had 115 participants (N = 115) – 71.3% of them did not own a
wearable device. Amongst the participants that owned a wearable the fitness tracker
was the most frequently named device. More than half of the participants that own a
wearable (51.5%) owned their device less than one year. 69.7% of these participants
wear their device daily. Most of the participants who do not own a wearable seem to be
reluctant concerning the purchase of such a device.

Regarding the functionality of wearables, the actual usefulness is mainly perceived
for the already mentioned core use cases like health, fitness, data acquisition and
analysis, route planning and time indication. 63.7% of the participants that own a
wearable are satisfied or very satisfied with their devices. Amongst the participants
without wearable devices the relatively high acquisition costs and the lack of a
noticeable added value were named reasons for staying away from this technology.
Major perceived advantages provided by wearables were according to the participants´
opinions fostering “being online”, information being immediately available, health care
and replacing the need to constantly checking one’s smartphone. Major perceived
disadvantages were concerns about data security and privacy issues as well as the
feeling of being more and more dependent on technology [24].

For analysis of the Hamburg study, the median GSR and an index of brain activity
(Power in the Beta Band divided by Power in the Alpha Band across all electrode sites)
were computed over the whole learning session. The 13 intervals where subjects were
busy filling out the parsimonious questionnaire were excluded.

Application of Wearable Technology for the Acquisition of Learning Motivation 37



Real-world psychophysiological data frequently violates assumptions requiring
normally distributed data, as was also the case here. Therefore, the Kendall tau-b
correlation coefficient (sb) as a non-parametric measure of bivariate association was
used. A tau-b of 1 represents a perfect relationship between two variables, while 0
represents no relationship at all.

As can be seen in Table 1, there was no statistically significant relationship
between the EEG index Beta/Alpha and the DSSQ scales “Intrinsic Motivation”
(sb = .20, p = .137), “Workload” (sb = − .12, p = .365), “Tense Arousal” (sb = − .05,
p = .690), “Anger/Frustration” (sb = − .02, p = .847), “Hedonic Tone” (sb = .07,
p = .600), and “Energetic Arousal” (sb = .22, p = .106). These results are based on
n = 27 people for which EEG data was available.

There were significant positive relationships between GSR and the DSSQ subscale
“Intrinsic Motivation” (sb = .29, p = .002), as well as “Energetic Arousal” (sb = .27,
p = .006). There were no significant relationships between GSR and the subscales
“Workload” (sb = .10, p = .294), “Tense Arousal” (sb = − .01, p = .906),
“Anger/Frustration” (sb = − .16, p = .113), and “Hedonic Tone” (sb = .15, p = .118).
These results are based on n = 50 people for which GSR data was available.

5 Conclusion

The usability and user experience of the wrist-worn devices was rated very positive
while EEG-headsets received mixed approval both in terms of user acceptance for
learning support and regarding feel of comfort while wearing. Especially the smart-
watch exceeds the fitness-trackers as to functionality and the more appealing user
interface. However, besides being a convenient extension to a user’s smartphone a true
added value regarding the application of wearables has yet to be shown to increase user
acceptance.

Table 1. Bivariate relationships between sensor measures and DSSQ scales. Significant results
(a = .01) are marked with asterisk.

Sensor measure DSSQ scale Kendall sb
EEG beta/alpha Intrinsic motivation .20

Workload −.12
Tense arousal −.05
Anger/frustration −.02
Hedonic tone .07
Energetic arousal .22

GSR Intrinsic motivation .29*
Workload .10
Tense arousal −.01
Anger/frustration −.16
Hedonic tone .15
Energetic arousal .27*
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The Hamburg study showed that wearables can be used to measure psychological
states of users during a learning session. GSR measured from the wrist-worn Microsoft
Band 2, but not an index of electroencephalographic activity, was correlated with users’
self-reports about motivational and affective states.

No relationship was found between subjective workload and this EEG index in the
current research. While experimental tasks are usually made up of a very narrowly
defined set of demands, a broad learning session such as the one employed in this study,
consists of many different tasks such as reading, writing, remembering, memory retrieval,
reflection, among others. Further analysis will have to explore more complicated EEG
indices, as well as their connection to moment-to-moment motivational states.

These results highlight that wearable technology is in the process of opening up
whole new avenues of research, enabling studies that were thought impossible just a
few years ago. We urge decision makers to make raw data accessible via application
programming interfaces and software development kits to facilitate widespread adop-
tion of this new technology by researchers.
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Abstract. To get a better insight into perceived barriers and motives to use
fitness apps and wearables, a mixed-method study-design, consisting of both a
qualitative and a quantitative part, has been used. In an online questionnaire
answered by N = 166 participants, the perceived usefulness of fitness-apps as
well as perceived benefits and barriers were evaluated. Additional factors such
as experience with such apps and wearables, technical self-efficacy, and privacy
concerns were also taken into account. Results show that fitness apps and
wearables are met with approval. They are deemed useful and provide necessary
information to start or keep a healthy lifestyle. Demographic variables also had
an impact on the intention to use such devices. One of the biggest barriers seems
to be the concern for one’s privacy, the collected data seen as rather sensitive.
Also, the additional use of a wearable changes the perception and intention to
use a fitness app.

Keywords: Human factors � Wearables � Life-logging � Motives
Barriers � Activity tracker

1 Introduction

Nowadays, computing is ubiquitous. There is basically no venue of life that cannot be
tracked, enhanced, or supported by technology. One such example are so-called
fitness-apps that can be used on their own and sometimes offer the addition of a
wearable, a small computer that includes different sensing mechanisms to add more
data to the app input. As the saying goes, “knowledge is power,” and these small
fitness-trackers offer a lot of knowledge about daily activities and biometrics. For
example, it is possible to get around-the-clock measurements of one’s heart rate, caloric
expenditure, but also steps taken, distance and route travelled, as well as stairs climbed,
to name but a few.

These technologies – meaning apps and wearables that enable keeping track of and
putting numbers to one’s daily life and thereby discovering habits and behaviors,
thereby facilitating changes to more desirable behaviors – are termed life-logging
technologies cf. [1]. The intention behind wearables and fitness-apps is to inform their
user about the finished activities or exercises but also to encourage more activity.
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According to recommendations of the World Health Organization (WHO), adults
should take a minimum of 10,000 steps a day and exercise at least 150 min a week at
medium intensity to lay the groundwork for a healthy lifestyle and keep the body, and
by extension the mind, in good working order [2]. Because the digitalization has also
led to a lot of sedentary behavior, sitting in front of a computer or hunched over a
smartphone or tablet, the idea is to get people moving again, e.g., [3, 4]. To prevent
common maladies such as bad posture, obesity, cardiac problems, hypertension, and
diabetes, to name but a few, the information given by fitness-apps and wearables are a
possible solution to not gravely miscalculate one’s own physical activity and caloric
intake. Also, the apps can send reminders to encourage more movement, for example,
to take at least 250 steps every hour while at work.

However, actual usage is still low, at least in Germany [5]. To understand what
drives actual users but also prevents others from adopting life-logging technologies a
mixed-method study was conducted to quantify possible motives and barriers.

2 Related Work

The study of human factors and perceived barriers to technology use is nothing new.
Several models such as the Technology Acceptance Model (TAM, [6]) or the Unified
Theory of Acceptance and Use of Technology (UTAUT, UTAUT2; [7, 8]) have been
developed to explain the acceptance and subsequent use of new technologies. How-
ever, those models were designed with the use of information and communication
technologies in the workplace in mind. Wearables and fitness-apps, on the other hand,
are still fairly uncommon and predominantly used for leisure time. Therefore, addi-
tional motives and barriers might influence acceptance and usage of these personal
devices.

There are a number of studies that have addressed the technical side of fitness-
trackers. A main focus of those studies has been the accuracy of the devices, e.g.,
[9–11]. Oftentimes, the scientists used a direct comparison of commercially available
trackers and medical grade equipment. The results show that the measurements can
differ immensely, depending on brand and model [12, 13], but also activity [10, 12,
14]. Nevertheless, some devices are fairly accurate, cf. [15], and wearables such as
wristbands or even rings are smaller and less obtrusive than smartphones.

Another prominent feature of research was that of abandonment. While subjects
had interest in the technology and its potential, studies have shown that the duration of
use was limited, oftentimes to less than a year [16, 17]. Arguments for the cessation of
use range from a mismatch in expectation to a change in health status that no longer
necessitates the use, as well as technology complexity or failure [18].

Only recently have (potential) users been surveyed as to their predominant motives
but also barriers to using activity trackers. Lidynia et al. [19] have found that while
there is a general interest in the data that can be tracked by small wearables, one of the
main barriers is that of privacy and the violation thereof.

Privacy in the online world has been a well-researched subject so far [20]. The
general consensus being that stated attitude and actual behavior diverge immensely.
This means that, whilst people state to want to protect their online data and feel
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reluctant to share, their actual behavior on social network sites, for example, shows a
completely different picture. For a more detailed explanation and overview of this
phenomenon, the privacy paradox, see, for example, [21–23]. While the concern for
one’s data is still present, actual users of life-logging technologies have obviously
weighed the pros of receiving the data against the cons of granting the manufacturers
access to them and decided their benefits outweighed the possible risks. This privacy
calculus, described, for example, by [20, 24, 25], offers a good starting point for
understanding the rejection of life-logging technologies.

What are the perceived benefits of these apps and wearables, and perhaps more
importantly, what are the perceived barriers? While these technologies offer an easy
way of keeping track of one’s health, or at least the adherence to a healthy lifestyle,
what prevents a wider spread use? To answer these questions, the following study was
conducted.

3 Research Design

To identify perceived barriers but also motives for the use of fitness applications and
wearables, first, a focus group study was conducted. Based on the qualitative input
garnered there and from a wide literature research, the quantitative study was designed
and an online questionnaire was drafted.

The questionnaire first surveyed demographic data. This included age, gender, and
education. Additionally, constructs such as self-efficacy when interacting with tech-
nology (SET, a = .858, based on [26]), online privacy concerns (OPC, a = .668), and
healthy lifestyle (HL, a = .635) were polled.

After a brief introduction of the most commonly available functions actual fitness
applications offer, participants were asked if they already used such an app. With this,
expertise groups were distinguished as experience has been shown to influence per-
ception in other contexts, for example, [27, 28]. Next followed different sections in
which participants were asked to rate statements concerning the motives, perceived
value, perceived usability, but also barriers to the use of a fitness application. They did
so on 6-point Likert scales ranging from 0 (“do not agree at all”) to 5 (“fully agree”).

The data was then analyzed using both parametric as well as non-parametric
methods. The level of significance was set to .05 and calculated via two-tailed tests. For
better readability, mean values are presented ± the standard deviation.

4 Sample

The online questionnaire was answered by 173 participants in Germany during summer
in 2017. Excluding incomplete answers, a total of 166 datasets were included in the
presented analysis, with 73 (44%) female and 93 (56%) male. The age within the
sample ranged from 18 to 65 years of age (M = 29.3 ± 9.8 years). Concerning
experience with the technology, 38 (23%) participants reported the current use of a
fitness application (15 men and 20 women), including 16 (9.6%) participants who use a
wearable fitness tracker (8 men and women, respectively). In general, the sample felt
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rather self-efficient when interacting with technology (M = 3.3 ± .96, min = 0,
max = 5), but a slight gender bias could be detected as men felt more competent than
women (see Table 1).

Concern for online privacy was also present (M = 3.16 ± .93), with women being
slightly more concerned than men. According to the reports, the sample was following
a somewhat healthy lifestyle (M = 3.0 ± .93), with women more conscious of their
activity level and balanced diet than men.

5 Results

The following section will present the results of our study. First, the evaluation of
motives for the use of fitness apps will be presented. Next, the perceived barriers to the
use will be introduced in more detail. Both evaluations will be differentiated by
expertise group. Finally, barriers and motives for the addition of a wearable will be
presented, also with a closer view on usage experience.

5.1 Motives for the Use of Fitness Applications

Participants were asked to evaluate seven possible motives that have been derived from
previous focus group studies. Experience or expertise as it may be, does distinguish the
evaluation of the items significantly in all but one case, see Fig. 1. That is, users of
fitness-apps agree to all motives but that of prevention of illnesses more than the
non-users do. For all t-tests, the absolute value of Cohen’s d exceeds .8. Still, current
non-users evaluated the majority of motives for fitness app use rather neutrally, rating on
average close to the center of the scale. Even the usefulness of a fitness application for
their specific needs, which has the largest discrepancy in evaluation between the groups,
achieved a mean agreement of M = 2.11 ± 1.25 by current non-users, tusefull(164) =
7.736, p < .001, d = 1.472. Active users, on the other hand, perceive all motives but the
prevention of illnesses to be very prevalent, especially the improvement or maintenance
of well-being and fitness (Muser = 4.26 ± .82). This is themost importantmotive also for
non-users (Mnon-users = 3.1 ± 1.33), (twell-being(88) = 6.418, p < .001, d = .933). The
prevention or treatment of an illness is rejected as valid motivator by both groups
(Musers = 2 ± 1.11; Mnon-users = 1.73 ± 1.2), (tillness(164) = 1.187, n.s.).

Table 1. Characteristics of the sample (**p < .01, *p < .05, +p < .1). SET: Self-Efficacy when
interacting with Technology, OPC: Online Privacy Concerns, HL: Healthy Lifestyle, AU:
Interest in App Use, WU: Interest in Wearable Use

Age Gender SET OPC HL AU WU

Age — .299** −.296** −.239**

Gender — .488** .184* −.347** −.158*

SET — .287** −.329** −.67+

OPC — −.264** −.417** −.422**

HL — .405** .452**

AU — .753**

WU —
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Unsurprisingly, also the general interest in the use of a fitness app is much more
pronounced in active users (M = 4.0 ± 1.14) than it is in non-users (M = 2.1 ± 1.25),
tinterest(58) = 8.603, p < .001, d = 1.39. However, this non-interest is not overly
marked.

5.2 Barriers to the Use of Fitness Applications

The participants were also asked to indicate their agreement to a total of 12 possible
concerns that could arise when using fitness applications. The results show significant
differences between users and non-users of fitness apps in 9 out of 12 statements (for
p < .01, the absolute value of Cohen’s d > .7 for the t-tests, while Cohen’s d > .5 in
case of p < .05). That is, most barriers are of more concern to non-users than to users.
A complete comparison of the user groups is presented in Table 2. The data is pre-
sented in ascending order from least relevant barrier to most relevant barrier to the use
of fitness applications from the perspective of current non-users.

The most important barrier for non-users is that they lose control over their data
(tcontrol-loss(164) = −4.615; p < .001; d = .878) whereas the greatest barrier for active
users of fitness apps is the unspecificity of the app’s content (ttoo-generalized(164) = .247,
n.s.). This is also the only barrier that is more important to users than non-users. All
other possible barriers are of more concern to non-users.

Although both groups rank a possible negative impact on their health due to
erroneous data or device malfunctions as least valid concern, they do differ significantly
in the markedness of this concern (theath_impact(84) = −2.969, p < .01, d = .565).

Within the most important barriers, many relate to privacy and data security con-
cerns. Still, this sample indicated that the sensitivity of the collected data was not the
biggest concern, with non-users only nearing the arithmetical neutral level of

Fig. 1. Mean agreement to motives for the use of fitness applications, distinguished by
experience (nuser = 35; nnon-user = 131) (0 = “do not agree at all,” 5 = “fully agree”), with 95%
confidence intervals. An * indicates significant differences between the groups, p < .05.
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agreement (tsensitivity(164) = 33.09, p < .01, d = .588). Users are more concerned than
non-users about the possible violation of one’s privacy, be it by unauthorized sharing
and frequent feedback (tfeedback(164) = −4.106), p < .001, d = .781), possible data
misuse (tmisuse(164) = −3.929, p < .001, d = .748), or third party acquisition
(tthird-party(164) = −3.829, p < .001, d = .729).

No differences between experience groups could be found for the evaluation of
possible dependency on technology (tdependency(164) = −2.231, n.s.) and the concern of
erroneous data (terroneous(164) = −1.488, n.s.). However, the groups differ significantly
in their evaluation of time expenditure for the use of a fitness application
(ttime(164) = −5.406, p < .001, d = −1.029) as well as becoming annoyed after pro-
longed usage (tannoyance(164) = −5.013, p < .001, d = .954). Again, the group with
higher concerns here are the non-users. People who are active users do not feel as
bothered.

5.3 Evaluation of Supplementing a Fitness-App with a Wearable

For the analysis of the evaluation of supplementing a fitness app with a wearable, user
groups were newly divided into non-users (n = 123) – who do not use a wearable nor a
fitness app – app users (n = 22) – who use a fitness app without a wearable – and
wearable users (n = 16). To examine differences in the evaluation between these
expertise groups, analysis of variance (ANOVA) procedures were calculated using

Table 2. Average agreement of users and non-users on evaluation statements (0 = “do not agree
at all” and 5 = “fully agree”) and related standard deviations according to experience group

I am concerned… Non-users
M ± SD

Users
M ± SD

…errors within the app or the device operating the app can have a
negative effect on my health*

1.2 ± 1.17 .71 ± .75

…I will become dependent on the technology 1.21 ± 1.17 .94 ± 1.11
…the collected data is too sensitive* 2.12 ± 1.4 1.31 ± 1.28
…the information and data gathered within the app will be
erroneous

2.5 ± 1.12 2.2 ± 1.16

…that the app will keep reminding me (negatively) to do more for
my health/fitness*

2.63 ± 1.55 1.46 ± 1.29

…the content of the app is too generalized to apply to me 2.73 ± 1.02 2.77 ± .84
…using the app will be time-consuming** 2.87 ± 1.26 1.63 ± .97
…the app will forward my personal data to third parties** 3.22 ± 1.21 2.34 ± 1.26
…that my data will be misused* 3.24 ± 1.42 2.2 ± 1.23
… that the app will become annoying after a while* 3.35 ± 1.27 2.17 ± 1.1
…the app will interfere too much with my privacy (e.g., via
unauthorized sharing or frequent feedback.)**

3.38 ± 1.15 2.49 ± 1.12

…that I have no control over what will happen to my data* 3.6 ± 1.23 2.51 ± 1.27

An * indicates significant differences between the user groups with p < .05; ** indicate
significant differences with p < .01.
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Gabriel’s and Games-Howell post-hoc tests as group sizes were unequal. Games-
Howell is reported when homogeneity of variance could not be assumed. To assess the
effect size, eta square η2 was calculated.

The participants evaluated seven benefits of adding a wearable compared to the use
of a fitness app without wearable. The benefits included aspects of more accurate data,
additional functions, and increased support of health and fitness goals. On average, the
benefits were slightly agreed on by all groups (M = 2.73 ± .99, cf. Fig. 2). The
expertise groups rated the benefits significantly differently (F(2, 158) = 8.174, p < .001,
η2 = .094). App users showed the highest agreement to the benefits on average
(M = 3.47 ± 0.67) and post-hoc tests revealed this evaluation to differ significantly
from non-users (p < .001). The evaluation of non-users (M = 22.59 ± .91) and wear-
able users (M = 2.79 ± 1.48) did not differ. Most important benefits concerned more
accurate data (M = 3.47 ± 1.11) and additional functions (M = 3.17 ± 1.3). Better

Fig. 2. Mean agreement to motives and barriers to the use of a wearable in addition to a fitness
application, distinguished by experience (do not agree at all = 0, agree completely = 5),
including SEM. The asterisks indicate significant differences between the groups, * = p < .05,
** = p < .01, *** = p < .001 (non-users n = 123, app users n = 22, wearable user n = 16).
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control of health and less dependency on medical assistance is rejected on average
(M = 1.35 ± 1.22).

Moreover, nine disadvantages of wearables were assessed that regarded data
security and privacy, annoyance with the wearable, design, costs, and usability. These
were also averagely agreed on (M = 2.86 ± .95) with large differences between
expertise groups (F(2, 158) = 16.642, p < .001, η2 = .174, cf. Fig. 2). As could be
expected, wearable users rejected the barriers (M = 1.86 ± .77), and in contrast,
non-users agreed to most barriers (M = 3.06 ± .89) with a highly significant difference
between these perceptions (p < .001). App users are quite neutral in their evaluation of
the barriers (M = 2.44 ± .77) and differ significantly from non-users (p < .01).

Barriers regarding security of data (M = 3.36 ± 1.37), data sensitivity
(M = 3.36 ± 1.12), and costs (M = 3.29 ± 1.45) are the most important ones. Least
important and rejected are barriers concerning design (M = 3.36 ± 1.12) and usability
(M = 1.19 ± 1.23).

Overall, the evaluation patterns of the different expertise groups regarding barriers
and benefits, respectively, remain the same: Non-users have higher concerns than
app-users and wearable users reject the concerns the most. The benefits of an additional
wearable find the most agreement by app users, followed by wearable users. Of the
three groups, non-users are the least convinced of the positive effects of a wearable.
With the exception of control of health, data sensitivity, and usability, the expertise
groups differ significantly in their evaluations.

5.4 Influencing Factors on the Interest to Use Fitness App and Wearable

To understand which user factors influence the interest in using a fitness app or a
wearable, stepwise multiple linear regressions were performed. Independent variables
were age, gender, self-efficacy in interacting with technology (SET), online privacy
concerns (OPC), and healthy lifestyle (HL). In both cases, self-efficacy when dealing
with technology showed no influence, see Fig. 3. The regression model for the interest
in using a fitness app contained 4 factors and explained 36% of the variance. The
addition of a wearable included only HL and OPC as relevant factors to explain 30% of
variance in the willingness to use a wearable. In both cases, a healthy lifestyle is the
strongest predictor for interest.

Fig. 3. Determinants for the interest to use a wearable (r2 = .309) or a fitness app (r2 = .362).
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6 Discussion

The digitalization marches forward, offering more and more opportunities and possi-
bilities of new technical devices, be it for work or leisure time. But the use of these
devices oftentimes necessitates sedentary behavior and results in hunched over pos-
tures, thereby limiting physical activity tremendously, e.g., [3]. At the same time, new
devices and applications for mobile devices are introduced that are meant to facilitate
more activity, for example by tracking the status quo and also sending reminders to
walk a few more step each hour. The benefits of physical activity have been proven
numerous times, see, for example, [29, 30]. Nevertheless, the actual use of life-logging
technologies and activity trackers is still low. The aim of this study was to identify
relevant motives and barriers to the use of these technologies.

Whereas actual users, unsurprisingly, agree with most motives for the use, be it the
improvement of health, more fun with daily routines, or advantages other alternatives
do not offer, non-users are not convinced that those motives can be delivered by using a
so-called fitness app. The only motive clearly agreed upon by current non-users is
maintenance or improvement of the current fitness-level or well-being. On other pos-
sible motives, current non-users are rather undecided, oftentimes rating near the neutral
center of the scale. This raises the question of what came first? The perception that the
benefits predominate and therefore one decides to use a fitness app, or does the use of
the fitness app result in the benefits being perceived as more prevalent? As this is only a
snapshot of the status quo, this question cannot be answered, but a longitudinal study to
reveal insights into these temporal developments could uncover relevant insights into
the study of life-logging acceptance.

Adding another device, namely a wearable, into the equation, it is interesting to
note that possible benefits are not rated best by those who have experience with similar
devices. It is the app users that see the most benefits and believe the measured data to
be more accurate and therefore using a wearable would be easier and more effective to
reach goals or live healthier. In contrast, the barriers of a wearable in addition to the
fitness app are rejected the most by actual users. Perhaps, current non-users would
reject barriers also more after having tried such a device for some time. This again is
the question of causality that should be addressed in future studies.

Based on previous findings, the sensitivity of the collected data was one of the most
important barriers to the use of fitness applications and wearables [19, 31]. In the
present study, the sensitivity of the data was not as important as the perceived loss of
control over the data or the unauthorized forwarding to third parties. This again
illustrates that one of the main factors preventing the use of life-logging applications is
that of privacy concerns. The uncertainty of what happens to the data and who will gain
access to it is a large impediment to using the benefits and opportunities to their fullest.

Furthermore, both users and non-users reject the prevention or treatment of ill-
nesses as a valid motive for the use of fitness applications and wearables. This shows
that people are not convinced that the use of apps or wearables can help prevent
illnesses or deceases. Here, better communication strategies of proven benefits of more
physical activity, but also the potential of using apps or wearables as reminders need to
be further developed.
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Yet another valuable insight of the present study is that another obstacle to using
life-logging technologies seems the fear of constant reminders to be more active and
with it the misgiving of the device becoming an annoyance instead of a helpful tool.
The use of life-logging technologies and fitness trackers as an active motivator instead
of a passive recording device therefore should be given more attention in future studies.

7 Limitations and Outlook

This study provided valuable insights into the motives and barriers perceived by users
and non-users to the adaptation of fitness apps and wearables and particularly into the
differences between these expertise groups. Unfortunately, the sample size of actual
users of life-logging devices including wearables was rather small. Additionally, the
mean age was roughly 30 years of age, therefore surveying only a young sample. In
future studies, a larger and more diverse sample should be addressed to better under-
stand actual users and also a wider variety of potential users.

Furthermore, the present survey used a fictitious example of an app and wearable.
While based on commercially available examples, the answers of the participants were
mostly based on guesses as, with the large group of non-users, they lacked any real
insight into the topic. Therefore, it would be helpful to get the insight of more people
who have at least tried out different fitness apps or are still using them. Another
possibility would be to include a short mock-up of a fitness app that participants could
interact with to better understand concerns they have or introduce benefits they might
have previously not been privy to.

While a questionnaire can gather a lot of information, it might also be helpful to use
different methods, such as conjoint analysis, to find out which benefits and barriers are
indeed the most beneficial or detrimental to the adoption of life-logging technologies.
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Abstract. In the present study, we investigate influencing factors on the
acceptance of mHealth smartphone apps, using an extended UTAUT model.
N = 165 participants evaluated use intention, performance expectancy (PE),
effort expectancy (EE), social influence (SI), facilitating conditions (FC), as well
as privacy concerns for a fitness app (lifestyle context) and a diabetes app
(medical context). Structural equation modeling is used to assess the relevance
of influences on adoption intention in these contexts. Results show that
acceptance factors indeed differ strongly between lifestyle and medical contexts.
For the latter, only PE and SI determine intention to use, although privacy
concerns are higher than in the lifestyle context. In contrast, intention to use the
fitness app is predicted by PE, SI, FA, and privacy concerns. The extended
UTAUT model showed very good predictive relevance for use intention in both
contexts. These findings reveal that technology acceptance needs to be exam-
ined depending on context.

Keywords: Technology acceptance � mHealth � Life-logging � UTAUT
Privacy concerns � Human factors

1 Introduction

The healthcare systems of Western countries are under pressure by the demographic
developments that result in costs deficits and health personnel shortages, among other
things. Additionally, due to changing lifestyles, reduced physical activity, and
increased obesity chronic diseases occur more frequently, e.g., diabetes mellitus [1]. At
the same time, the digitization is marching on. Mobile technologies become more
prevalent. For example, in Germany, 95% of the population own a smartphone [2]. It
seems inevitable that a device that is almost always and everywhere present will also be
used to track, maintain, or improve one’s health. App stores offer a wide variety of
applications (apps) to keep an eye on one’s caloric intake, energy expenditure, steps
and distances walked, to name but a few [3]. Additionally, apps have the potential to
support chronically ill patients in their therapy and self-management (e.g., [4, 5]).
These apps are part of the area of mobile Health Technologies (mHealth).

One prominent example for disease specific apps are diabetes apps that support
patients in self-management tasks [6]. In 2010, 12% of the German population suffered
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from diabetes, which is projected to rise to 13.5% in 2030 [7]. These patients need to
self-monitor their dietary intake, medication, and glucose level. Studies have shown
that diabetes apps have a positive impact on diabetes self-management and therapy
adherence [4, 8].

Furthermore, with the ever-increasing amount of sedentary behavior, be it at work
or at home, the need for more activity to enhance quality of life, especially in later age,
is not really in question [9]. The World Health Organization (WHO) recommends that a
healthy adult should at least walk 10,000 steps a day and participate in 150 min of
moderately intense workouts per week [10]. Keeping track of that and thus supporting
an active lifestyle is made infinitely easier by smartphone apps and additional tools,
such as pedometers, heart-rate monitors, and activity trackers.

However, current surveys have revealed that these tools are not as frequently used
as they could be. In fact, in Germany, for instance, only a third of the population takes
advantage of fitness or mHealth apps and devices [11]. The question then arises, why?
What are factors that prevent people from making use of the opportunities of mHealth
applications? The present study aims at a closer look to find the relevant drivers behind
acceptance or rejection of mHealth applications and to compare acceptance patterns in
two areas of mHealth, a fitness app compared to a diabetes app. To do so, we draw on
the validated Unified Theory of Acceptance and Use of Technology (UTAUT) and
include privacy concerns into the model, as these represent an important barrier to
technology use in other areas (e.g., [12, 13]). In the next section, we will introduce the
theoretical background of our study in detail. After that, we will present our research
model and methodological approach.

2 Theoretical Background

First, the basis for the current study will be laid by giving a short overview of tech-
nology acceptance and privacy research in general. Next, the framework of previous
acceptance studies on health and mHealth technologies will be briefly outlined.

2.1 Technology Acceptance

The research field of technology acceptance seeks to understand the factors that
determine users’ intentions to use technology and the actual use behavior. Multiple
technology acceptance models have been proposed in the last decades. Most influential
and widely used is the Technology Acceptance Model (TAM, [14, 15]. It proposes that
behavioral intentions to use ICTs are determined by the perceived usefulness and the
perceived ease of use. Despite the fact that the TAM has been successfully applied in
many areas including medical contexts (e.g., [16, 17]), the theory has been revised and
extended. Venkatesh et al. integrated eight competing acceptance models into the
Unified Theory of Acceptance and Use of Technology (UTAUT) [18]. The UTAUT
model assumes behavioral intentions to be determined by performance expectancy,
effort expectancy, and social influence, and behavioral intentions and facilitating
conditions to predict actual behavior.
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In many studies applying the UTAUT model, performance expectancy – the use-
fulness of a technology – is the strongest predictor of use intentions (e.g., [18, 19]).
Effort expectancy describes the perceived effort of using the technology and is derived
from the TAM variable ease of use [18]. Social influence is defined as “the degree to
which an individual perceives that important others believe he or she would use the
new system” ([18] p. 451). Facilitating conditions describe conditions in the envi-
ronment that facilitate using the technology, e.g., assistance with problems [18].
The UTAUT model and its extended versions have been successfully applied to dif-
ferent contexts (e.g., [20, 21]) and also in the context of medical technologies and
mHealth (e.g., [19, 22, 23]).

2.2 Privacy Concerns

Privacy concerns are debated strongly in regard to ICT and emerging technologies as
users’ concerns are generally high and depict a barrier against the adoption of tech-
nologies and services [13]. Privacy can be defined as the right to control information
about oneself [24]. Traditionally, informational privacy could be distinguished from
physical, psychological, and interactional privacy [25]. With the advent of connected
technologies, the Internet of Things, and data collection in more and more areas of life,
information privacy has become another aspect within other types of privacy [26]. That
is, as data is collected about conversations, location, and medical characteristics and
activities, information privacy is key to protect all of these areas of life. Correspond-
ingly, it is not surprising that privacy concerns are increasing [27].

The type of information collected and its perceived sensitivity affects privacy
concerns (e.g., [12, 28]). Particularly, medical information is perceived as highly
sensitive (e.g., [29, 30]). Previous research showed that the formation of privacy
concerns differs between contexts and that users perceive the highest level of risk for a
healthcare context [31]. Moreover, privacy concerns show increased influence on
behavioral intentions in a medical context [32]. At the same time, most health apps
show poor information privacy practices [33]. This suggests that users could be even
more concerned about their privacy when using a mHealth app that collects sensitive
medical data.

2.3 Related Works in mHealth Adoption and Acceptance

The adoption of mHealth technologies is still a fairly young subject in the research
arena. Regarding other health technologies, e.g., health-related Internet sites, perceived
usefulness and perceived ease of use have been found to have a positive relationship to
the intention to use and actual use behavior [34]. Lidynia et al. could show that a
general interest in the monitoring of one’s own body and caloric intake exists [35].
They also worked out that a very important factor of not using these technologies was
the concern for sensitive data and the unwillingness to share data.

Studies concerning mHealth acceptance are fewer. Hoque and Sorwar analyzed
mHealth adoption in Bangladesh and found performance expectancy, effort expec-
tancy, and social influences to be important antecedents of behavioral intentions to use
mHealth [22]. In contrast, Boontarig et al. found that elderly’s intention to use
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electronic health (eHealth) services is significantly influenced by facilitating conditions
and effort expectancy besides perceived value, but not by performance expectancy and
social influence [36]. Sun et al. found all constructs of the UTAUT model as well as
threat appraisals to be significant, with performance expectancy showing the strongest
influence [19]. In a qualitative study, Parker et al. identified privacy concerns as a
barrier to mHealth use by older adults [37], but Guo et al. found privacy concerns not to
influence adoption intentions [38]. These deviating results regarding mHealth accep-
tance factors could be explained by the different examples for mHealth that the studies
applied – besides cultural and sample differences. As the field of mHealth is broad,
acceptance patterns may differ between applications.

3 Method

In this study, we compare the acceptance patterns of potential mHealth users between
two contexts, a lifestyle context and a medical context. Using and extending the
validated UTAUT model, we analyze which variables are relevant for the intention to
use a fitness and a diabetes app, and how the perception of these variables by potential
users differ. A questionnaire was distributed online, asking all participants to evaluate
the fitness and the diabetes app in a repeated-measures design. To control serial
position and carry-over-effects, the order of the apps and their evaluation was varied.

3.1 The Research Model

Our research model is illustrated in Fig. 1. We hypothesize that the central constructs
of the UTAUT model as well as privacy concerns predict the intention to use mHealth
in both contexts, but that they differ in their importance between the contexts.

3.2 The Questionnaire

The questionnaire consisted of three parts. The first part assessed demographic data: age,
gender, education level as well as occupation. In the second part, the participants
answered questions to their subjective health status and knowledge about mHealth
applications. In the third part, the participants were introduced to a hypothetical fitness

Fig. 1. Research model for both contexts.
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application as well as a diabetes app and then evaluated these. The description of the
applications included their functions, pictures, and, in the case of diabetes app, a short
explanation about diabetes. The participants were questioned, whether they use a similar
application. In the following evaluation of the applications, the formulation of the items
were adapted to either user or non-user. Non-diabetes participants were asked to put
themselves in the scenario of suffering from diabetes to evaluate the diabetes app.

For the evaluation of the applications, the constructs performance expectancy, effort
expectancy, social influence, and facilitating conditions based on the UTAUT model
[18] were assessed. The original items were translated to German and were adapted to
the context of fitness and diabetes app, were necessary. Additionally, privacy concerns
regarding the applications were assessed with five items developed specifically (e.g., “I
am concerned, that the application violates my privacy.”, and “I am concerned that I
cannot control what happens to my data.”). All constructs were measured on a 6-point
Likert scale ranging from “I do not agree at all” (1) to “I fully agree” (6).

3.3 The Statistical Analysis

To test context differences in the evaluation of the tested constructs, ANOVA proce-
dures were used. For reliability analysis of the scales, Cronbach’s Alpha was calcu-
lated. All scales exceeded a > .7 (cf. Tables 1 and 2). Significance level was set at 5%
for all analyses.

Partial Least Squares (PLS), a component-based structural equation modeling was
used to test the research model using the software smartPLS [39]. It is a second-
generation multivariate method that can be used to test and validate models and the
relationships between constructs. In comparison to covariance-based structural equa-
tion modeling, PLS is more suitable with relatively small sample sizes and has no strict
requirements regarding the data distribution [40]. The reliability and validity of the
scales, the so-called measurement model, is evaluated during the process. The evalu-
ation results are described in more detail in the next section.

Table 1. Reliability and validity measures and correlations of the constructs of the fitness app
model.

CR CA AVE PE EE SI FA PC UI

PE .931 .900 .772 .879
EE .877 .786 .707 .230 .841
SI .867 .769 .685 .593 .179 .828
FA .849 .732 .654 .145 .713 .195 .809
PC .920 .891 .699 −.317 .025 −.301 .070 .836
UI .926 .880 .806 .751 .248 .598 .277 −.363 .898

Bolded diagonal elements denote the square root of AVE.
CR = Composite Reliability, CA = Cronbach’s Alpha,
AVE = Average Variance Extracted, PE = Performance
Expectancy, EE = Effort Expectancy, SI = Social Influence,
FA = Facilitating Conditions, PC = Privacy Concerns, UI = Use
Intention.
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3.4 Evaluation of the Measurement Model

The measurement models for the two contexts were evaluated individually. All con-
structs were measured reflectively. To assess adequate quality of the measurement
model, reliability, convergent validity, and discriminant validity were confirmed fol-
lowing [40]. Composite Reliability (CR) were used to assess the internal consistency
reliability and Average Variance Extracted (AVE) to assess the convergent validity of
the constructs. All constructs reached adequate values of CR < .7 and AVE < .5 in
both contexts (cf. Tables 1 and 2). To confirm adequate indicator reliability for each
scale, items loadings were checked to be higher than > .708. The conservative
Fornell-Larcker criterium was used to assess discriminant validity of the constructs.

3.5 The Sample

In total, 165 German internet users between the age of 18 and 65 years (M = 29.31,
SD = 9.83) completed the online questionnaire. Gender distribution was quite balanced
(44.2% women). The educational level of the sample was high on average, with 61%
having completed a Bachelor or Master degree. 90.9% of the participants perceived
their health status to be rather good, good or very good, with no participant reporting a
very bad health status (M = 4.58, SD = .88, min = 1, max = 6).

One participant indicated to be already using a diabetes app. About one fifth of the
participants (21.2%) used fitness applications comparable to the one presented.
Questioned about their knowledge about mHealth and fitness applications, 51.5%
reported to know (rather) little until that survey (M = 3.27, SD = 1.21, min = 1,
max = 6).

Table 2. Reliability and validity measures and correlations of the constructs of the diabetes app
model.

CR CA AVE PE EE SI FA PC UI

PE .917 .880 .735 .857
EE .918 .865 .790 .471 .889
SI .914 .858 .779 .561 .191 .883
FA .820 .717 .605 .431 .686 .269 .778
PC .849 .902 .597 .210 .181 .135 .266 .773
UI .855 .747 .664 .769 .481 .644 .470 .161 .815

Bolded diagonal elements denote the square root of AVE.
CR = Composite Reliability, CA = Cronbach’s Alpha,
AVE = Average Variance Extracted, PE = Performance
Expectancy, EE = Effort Expectancy, SI = Social Influence,
FA = Facilitating Conditions, PC = Privacy Concerns,
UI = Use Intention.
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4 Results

In the following part, we will first examine the absolute evaluation of the constructs and
their differences between the two contexts. Thereafter, we compare the results of the
structural equation models, studying how the influences on use intention differ between
the contexts.

4.1 Differences in the Evaluation of Fitness App vs. Diabetes App

In Fig. 2, the differences in absolute evaluation of the constructs in comparison between
the contexts are illustrated. The use intention in the case of the diabetes app differs
significantly from the context of the fitness app (F(1, 164) = 38.93, p < .001). Potential
users are more willing to use a diabetes app in case they suffer from diabetes (M = 4.13,
SD = 0.93) than to use a fitness app (M = 3.60, SD = 1.11). In the evaluation of effort
expectancy, the two contexts do not differ. But the diabetes app is perceived as being
more useful (cf. performance expectancy, F(1, 164) = 218.16, p < .001). As well, social
influences to use the diabetes app are considered to be moderately high in case of the
diabetes app (M = 4.46, SD = 1.13), whereas it is slightly rejected in the case of the
fitness app (M = 3.14, SD = 1.12) (F(1, 164) = 218.69, p < .001). In contrast, facili-
tating conditions to use the app are perceived to be quite high in the case of the fitness
app (M = 5.05, SD = 0.94) and lower in the case of the diabetes app (M = 4.51,
SD = 0.87), (F(1, 164) = 100.32, p < .001). Moderate privacy concerns exit in both
contexts, but are more developed in the case of fitness app (MFA = 4.31, SDFA = 1.07
vs. MDA= 3.87, SDDA = 1.1), (F(1, 164) = 56.14, p < .001).

4.2 Comparing the Extended UTAUT Models

The structural models were assessed by checking the significance of the path coeffi-
cients, calculating the effect size f2 to assess the contribution of the constructs to

Fig. 2. Mean evaluation of the constructs in comparison between the contexts (*** = p < .001,
with 95% confidence intervals, N = 165).
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explaining the variance in use intention, and by calculating the predictive relevance Q2

of the constructs. As illustrated in Fig. 3, not all path coefficients were significant,
especially in the case of the diabetes app. Still, the remaining constructs can explain a
good amount of variance in the intention to use the respective application
(R2

adj;FA ¼ :638 and R2
adj;DA ¼ :677) and have large predictive relevance (Q2

FA ¼ :476

and Q2
DA ¼ :405).

The intention to use a fitness app is strongly predicted by performance expectancy
(b = .585, t = 6.66, p < .001, f2 = .574). Additionally, facilitating conditions
(b = .216, t = 2.77, p < .01, f2 = .063) have a small positive influence on use inten-
tion. Privacy concerns do in contrast lessen the intention to use a fitness app
(b = −0.137, t = 2.41, p < .05, f2 = .045). Social influence shows a tendency to be
positively related to intention to use a fitness app that is only significant at 10%
(b = .18, t = 1.87, p < .1, f2 = .055). Effort expectancy has no influence.

Performance expectancy also shows a strong predictive power for the intention to
use a diabetes app (b = .495, t = 5.22, p < .001, f2 = .424). Social influence is the only
other construct having an influence on use intention in this context (b = .322, t = 3.97,
p < .001, f2 = .221). All other constructs cannot predict the intention to use a
diabetes app.

5 Discussion

This study applied an extended UTAUT model to contrast acceptance patterns between
two mHealth contexts, a medical context using a diabetes smartphone app as example
vs. a lifestyle context with a typical fitness smartphone app. We could show, that the
contexts indeed differ in absolute perception of the measured constructs as well as in
the factors influencing the intention to use the exemplary apps.

Confirming previous research in medical and other contexts (e.g., [18, 19, 22]),
performance expectancy was the strongest predictor of use intentions for fitness and

Fig. 3. Results of the smartPLS SEM with path coefficients and significance (+ = p < .1,
* = p < .05, ** = p < .01, *** = p < .001, N = 165).
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diabetes app in our study. Performance expectancy is perceived to be higher in the case
of the diabetes app and use intentions are also higher. That the participants perceive the
diabetes app as more useful could be explained by the higher necessity to use the app,
as the costs for non-compliance, e.g., for inaccurate insulin dosages, are high. The use
of fitness apps can motivate a more active lifestyle which contributes to a better quality
of life [9]. But in contrast to the diabetes app, the consequences for, e.g., not walking
10 000 steps a day, are not observed as timely and therefore may seem less costly.

Effort expectancy did not predict the intentions to use diabetes nor fitness app in
this study, contradicting older research (e.g., [18]). Generally, the ease of use of both
applications was perceived as very good. One explanation to these results could be that
smartphone applications are very wide-spread and thus users are experienced by now.
At the same time, our sample was quite young on average. In most areas, older people
show less self-efficacy in interacting with technologies [41]. Also, the study by Hoque
and Sorwar [22] focusing on older adults found effort expectancy as well as technology
anxiety to be quite strong predictors of the intention to use mHealth applications. It
would be revealing to compare our results to an older sample to examine age effect.
Maybe older participants would perceive effort expectancy still as more relevant.

Social Influence shows a stronger influence on use intention in the medical context,
confirming previous results [19, 22]. Additionally, the participants perceive social
influence to be higher in the medical context. That social influence is slightly rejected
and no significant predictor of use intention in case of the fitness app, is in line with the
findings of Lidynia et al. [35] that users do not like to share their fitness app information
with peers. Thus, data sharing with peers is no relevant driver for fitness app use. But
recommendations by healthcare personnel can increase intention to use diabetes apps.

Facilitating conditions were perceived higher in the case of the fitness app. We can
only speculate that the participants thought that they would find more helpful assistance
when using a fitness app because these are more prevalent than diabetes apps. At the
same time, facilitating conditions were a moderately strong predictor of use intention
for fitness apps, but showed no influence on the intentions to use the diabetes app. As
the participants regarded the medical app as very much more useful than the fitness
app, missing facilitating conditions could be overridden in their relevance for use
intention by the usefulness of the apps. Further research should break down the concept
of usefulness or performance expectancy and analyze it in more detail, e.g., by
incorporating the perceived necessity of using a system and available alternatives.
Moreover, the trade-offs between barriers and benefits are an important research focus.

Privacy concerns have been analyzed excessively for their influence on use
behavior (e.g., [13, 32]), but only showed a weak influence on use intention in case of
the fitness app and no influence in case of the diabetes app. Still, the participants agreed
to be concerned about their privacy, even more in the medical context. Thus, the more
sensitive medical information that is collected by a diabetes tracker results in stronger
concerns, confirming previous empirical results (e.g., [31]). That the higher concerns
did not negatively influence use intention in the medical context could be explained by
the phenomenon of the privacy paradox and the theory of the privacy calculus. The
often observed discrepancy between high privacy concerns and contradicting low
privacy preserving behavior, is labelled the privacy paradox (e.g., [42]). To explain this
phenomenon, the privacy calculus theory postulates that users perform a calculus
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between perceived privacy risks and the benefits they gain by their behavior (e.g., [31,
43]). In case of the diabetes app, performance expectancy is very high and may out-
balance the perceived privacy concerns. This phenomenon should be studied further in
order to understand user decisions in privacy-sensitive areas like health technologies.
With the use of conjoint studies, the trade-offs between privacy concerns on the one
hand and benefits on the other hand can be analyzed.

Our empirical research provided valuable insights into the context-dependent
acceptance of mHealth technologies. However, limitations regarding the applied
method and the sample need to be taken into account. On one hand, this study
examined the intentions to use the presented applications. In further research, the actual
use behavior needs to be taken into account. Additionally the participants evaluated the
applications after being presented with a short description of their functions and a
picture instead of having the possibility to test them. Moreover, in the case of the
diabetes app, all questions were hypothetical in nature depending on the participants to
pretend to be suffering from diabetes. We cannot assume that the participants could
empathize with the situation and needs of a diabetes patient. Thus, it would be very
interesting to study the perceptions of diabetes patients and to examine the reasons why
some of them are using mHealth apps to support their self-management and others do
not.

In general, our sample was quite young and well educated. Fitness apps are mostly
used by younger adults [44], but the occurrence of diabetes increases with age [45].
Thus, especially older adults are an interesting user group who could benefit largely
from mHealth apps but who are also known to adopt new technologies slower [46]. The
needs and wishes of this special user group should be taken into account in the
development of medical technologies and the research into technology acceptance.

Finally, this study was conducted with a solely German sample. Technology
acceptance and privacy concerns have been shown to vary depending on culture. For
future studies, acceptance patterns of mHealth should be systematically compared
between cultures.
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Abstract. Physical fatigue in manual material handling (MMH) may cause
musculoskeletal disorders (MSDs), which threatens the well-being of workers.
However, conventional techniques for measuring fatigue have their limitations
and are difficult to implement in realistic working conditions without sufficient
resources. In this study, we proposed a method utilizing non-invasive wearable
sensors to collect bio-signals (respiration, photo-plethysmography, and elec-
trodermal activity) and estimate perceived physical fatigue. Six participants
volunteered in two MMH tasks at two paces. Subsets of five bio-signal measures
were selected to estimate perceived fatigue levels using a universal regression
model and six individualized regression models. We classified perceived fatigue
into three levels and examined the correct classification rate of the estimated
fatigue levels. Correct classification rates for the general model and the indi-
vidualized models were 67% and 80%, respectively. Results confirm the fea-
sibility to predict fatigue level using wearable sensors, but the regression models
should be used with caution.

Keywords: Wearable sensors � Physical fatigue � Fatigue measurement
Individualized regression models

1 Introduction

Physical fatigue in manual material handling (MMH) may cause musculoskeletal
disorders (MSDs) [1], which threatens the well-being of workers. In 2015, work-related
MSDs accounted for 31% of the total cases of nonfatal injuries and illness which
caused days off work in the United States [2]. Surveys in major cities of China showed
that lots of frontier workers are suffering from injuries and discomforts of MSDs [3, 4].
It is no doubt that physical fatigue influences the well-being of the workers and also
reduces the effectiveness and efficiency of production. Ergonomics interventions can
play a cost-efficient way in assessing and managing the fatigue and disorders of
workers, further ensure the health of workers and bring benefits to the industry [5].

Previous researchers have developed various methods to assess exposures in
industrial sectors for fatigue management. These methods fall into three categories:
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self-report, observational methods, and direct measurements [6]. Self-reports are the
methods that using interviews, questionnaires or other techniques to collect workplace
risk factors from the workers or the managers. Observational techniques require the
input of ergonomics experts to watch the working process and evaluate the exposure
levels. Direct methods rely on sensors to collect physiological measures of workers and
assess the status of workers. Although these techniques have improved the situation of
fatigue management, there are still limitations in the existing methods. As reviewed by
Li and Buckle [7], the interaction effects of the leading factors of fatigue and MSDs are
still not well understood. Some techniques require a great effort of expertise in data
collection and data analysis and are not easy to implement in realistic working sce-
narios. Moreover, monitoring the workers or interviewing them frequently can be
disturbed to the workers. There is an emerging need to find out a non-invasive and
cost-efficient way for easier fatigue management in MMH tasks.

During the last years, the development of wearable technologies has gained lots of
attention in the scientific community and the industry [8]. Wearable systems can
comprise various types of small physiological sensors, transmission modules, and
processing capabilities, thus facilitate low-cost unobtrusive solutions for activity status
monitoring. For example, inertial sensor systems have been developed to analyze the
activities of wearers in fitness and sports training [9, 10]; Integrated health-related
wearable systems can be used to monitor the health condition of patients in hospital or
elderlies at home [11]; inertial sensors and heart rate monitor can provide useful features
for physical fatigue evaluation and prediction [12]. Besides the above-mentioned
applications, wearable sensors that can track bio-signals will also provide valuable
information for fatigue management. Wearable sensors show great potentials to be
utilized in fatigue management, for their ease to be attached to the human body and the
capabilities of collecting data continuously and non-invasively.

In this study, we proposed a method that using non-invasive wearable sensors to
collect bio-signals for estimating fatigue of workers in MMH tasks. Two typical tasks,
lowering and lifting loads and turning loads were performed by six participants at
various paces (quick/slow) to simulate the MMH tasks. Three representative
bio-signals that can reflect the activity level were selected in the preliminary study,
including respiration (RSP), photo-plethysmography (PPG), and electrodermal activity
(EDA). Borg RPE scale was used to collect the perceived exertion level [13]. A uni-
versal regression model and six individualized regression models were trained to
estimate fatigue level for the participants. Fatigue scores were further classified into
three levels (low, medium, and high) and the correct classification rate of the estimated
fatigue level was examined for model validation.

2 Methods

2.1 Task Design

In the experiment, we selected two typical tasks in MMH, including lifting and low-
ering loads and turning loads. To trigger different levels of fatigue, the tasks were
executed at two level of paces, quick (five seconds per movement in the lifting and
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lowering task, two seconds per movement in the turning task) and slow (ten seconds
per movement in the lifting and lowering task, five seconds per movement in the
turning task). A total of four sessions (two tasks * two paces) were included in the
experiment, each session for five minutes. Before the four sessions, a two-minute rest
period was set for baseline data collection. After each session, a five-minute rest was
provided to allow recovery of the participants. The experiment setup is demonstrated in
Figs. 1 and 2.

In the first and second sessions, the task was to lift the box from a lower table to a
higher table, then lower it back to the lower table. The lower table had a height of
90 cm and the higher table was at a height of 100 cm (as we used pedestals of 6.5 cm,
the final heights were 96.5 cm and 106.5 cm, respectively). The target locations were
marked in a straight line and the participants did not need any rotational movements. In

Fig. 1. The experiment setup (session 1&2, lifting and lowering at five seconds per movement
and ten seconds per movement; session 3&4, turning the box at five seconds per movement and
two seconds per movement).

Fig. 2. The overview of the lab.

Non-invasive Wearable Sensors to Estimate Perceived Fatigue Level 67



the third and fourth session, the participants were asked to rotate and turn the box back
and forth for a distance of around 80 cm in a standing position. The height of the table
was 90 cm with an additional 6.5 cm of the pedestals. Depending on the stature of the
participants, a stretch forward might be needed. The box had a dimension of 36 cm
(length) * 13 cm (width) * 26 cm (depth) and a weight of 6 kg. In the first and third
session, the participants moved the box every five seconds (quick pace for lifting and
lowering, slow pace for turning). In the second session, the participants moved the box
every ten seconds (slow pace). In the fourth session, the participants moved the box
every two seconds (quick pace).

2.2 Equipment

A wireless measurement system BioNomadix (MP150) and selected modules were
used to collect the bio-signals during the simulated MMH tasks: RSPEC module was
selected to track abdominal or thoracic expansion and contraction while breathing,
providing information of respiration (RSP). PPG channel measured blood volume pulse
via optical plethysmographic methods and provided heart rate, interbeat interval, and
vasodilation/constriction data. The electrodermal response (EDA) was also included in
the test to track the activation level of participants. The disposable electrodes for EDA
were attached to the participants’ neck, left and right, and on the left shoulder. The
placement of the sensors is shown in Fig. 3.

In addition, the Borg RPE scale was used to collect the perceived exertion of
participants every one minute. A smartphone was used to take pictures during the
experiment and it was also used as a digital metronome to indicate the pace.

Fig. 3. The placement of the sensors (RSP belt around the breast, PPG attached on the ear, and
EDA electrodes on the neck, left and right, and left shoulder).
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2.3 Data Analysis

Five features were extracted from the bio-signals using the software AcqKnowledge
4.0. These features were: the peak voltage of RSP, the peak voltage of PPG, the rate of
RSP, the rate of PPG, and the peak microsiemens of EDA. They were further
re-sampled at 10 Hz using the software so that these reduced samples can be easier to
handle in the regression models. The start and the end of the four sessions were marked
and signals were further segmented into one-minute interval to match the Borg score
collection interval (600 samples for each feature per minute after re-sampling).

After segmenting the signals, there would be 21 data points of each participant (1
baseline + 4 sessions * 5 min). Each data point contained the perceived fatigue mea-
sure, and five predictive measures (averaged of the 600 samples in every minute for
each measure). Considering the units and scales of the bio-signal measures were dif-
ferent, we normalized the data into 0–1, using Eq. (1), where i is the participant ID, j is
the feature ID, and t indicates the time.

Norm: dataij;t ¼
Abs: dataij; t �min Abs: dataij; all t

� �

max Abs: dataij; all t
� �

�min Abs: dataij; all t
� � � ð1Þ

As a preliminary test to estimate fatigue level based on the selected features, we
chose linear regression modeling to describe the relationship between fatigue and the
collected bio-signals. Stepwise regressions (backward and both directions) were used to
select the best subsets of features to be included in the regression, using Akaike
Information Criterion (AIC) as a measure of fit.

Considering the influences of individual factors, we developed two sets of models,
one was a universal model combining all the participant’s data and the other set
contained six individualized models fitted by each participant’s data. The forth minute
data of each session (the 4th, 9th, 14th, 19th min for each participant) were selected as
testing data set and the remaining 17 data points for each participant were used to train
the models. A detailed description of the training set and testing set is summarized in
Table 1.

Table 1. The assignment of training and testing set for the regression models

Training set Sample
size

Test set Sample
size

Universal model Rest + 1, 2, 3, 5, 6, 7, 8, 10,
11, 12, 13, 15, 16, 17, 18,
20 min
All participants

102 4, 9, 14, 19 min

All participants

24

Individualized model

Participant i

Rest + 1, 2, 3, 5, 6, 7, 8, 10,
11, 12, 13, 15, 16, 17, 18,
20 min
Participant i

17 4, 9, 14, 19 min

Participant i

4
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3 Results

3.1 Participants

A total of six participants volunteered in the study. As a preliminary test, we covered a
wide range of participants for better discovering the possibilities and challenges of the
proposed method. The demographic information of the six participants is summarized
in Table 2.

3.2 Perceived Fatigue

We used Borg RPE to describe the perceived level of participants. The trends of Borg
scores for the six participants are demonstrated in Fig. 4.

Table 2. Demographic information of the six participants

Participant Gender Age Height (cm) Weight (kg) BMI

P01 Male 24 186 105 30.4
P02 Female 27 173 58 19.4
P03 Male 22 183 78 23.3
P04 Female 28 165 57 20.9
P05 Male 22 178 62 19.6
P06 Female 23 160 48 18.8
Average 3 males and 3 females 24.3 174.2 68.0 22.0

Fig. 4. Borg scores for the participants
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The average Borg scores for each participant during each session are summarized in
Table 3. Due to the small sample size, we did not perform statistical analysis, but we
can still find a general pattern that quick pace leads to higher fatigue level (except for
Participant 6 in the lifting and lowering task).

3.3 The Bio-signals

In Fig. 5, we demonstrate the changes of bio-signals along with time. Although it is
difficult to figure out a universal pattern to describe the changes of the signals during
different tasks, in some measures for some specific participants, the values are higher
during the quick pace task (e.g., RSP voltage for participant 1, PPG voltage for par-
ticipant 4, PPG rate for participant 3). The detailed relationship between these measures
and fatigue level will be explained using regression models in the next section.

Table 3. Borg score for each participant during each session

Participant ID 1 2 3 4 5 6 Average

Quick, lifting and lowering 11.6 12.0 9.4 15.4 13.0 12.4 12.3
Slow, lifting and lowering 9.8 12.0 9.0 12.0 11.2 12.8 11.1
Slow, turning 10.0 11.2 8.0 13.0 10.4 14.0 11.1
Quick, turning 13.2 14.8 9.0 15.2 16.8 15.0 14.0

Fig. 5. The bio-signals of the participants
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3.4 Regression Models and Validation

To estimate perceived fatigue levels using the bio-signals, we trained two sets of
regression models, one is a universal model that utilizing data points of all participants,
another set contains six individualized models (refer to Table 1 for the assignment of
training and testing data points). The obtained models with the testing statistics are
listed in Table 4. The inclusion and exclusion of measures vary a lot across different
participants, and no single measure is included in all the models. The respiration rate is
included in most of the models, indicating the importance of this measure in estimating
fatigue.

To test the models, we used the data points at the 4th, 9th, 14th, and 19th min for
each participant as the testing set (see Table 1 for the assignment of data points). The
absolute differences between the estimated fatigue score and the perceived score were
listed in Table 5 for both models. Furthermore, we classified the fatigue level by the
Borg scores into low (score � 9.5), medium (9.5 < score � 13.5), and high
(score > 13.5) and calculated the correct classification rates for the testing data points.
Results of the classification performance are also listed in Table 5. It is noticed that the
individualized models perform better than the universal model with smaller estimation
differences and higher correct classification rates.

Table 4. Regression model coefficients and statistics (training set)

Intercept RSP
peak

PPG
peak

RSP
rate

PPG
rate

EDA
peak

Adjusted
R2

Universal
model

7.13 / / 3.81 3.59 2.50 0.39

Participant 1 5.56 3.77 1.70 3.67 / 2.26 0.84
Participant 2 No model
Participant 3 6.94 / / 3.06 / 2.30 0.41
Participant 4 8.79 / 5.18 5.47 / / 0.49
Participant 5 4.17 2.82 4.86 / 9.70 / 0.85
Participant 6 9.01 9.30 / −2.39 / 3.02 0.77

Table 5. Performance of the models using testing set

Universal model Individualized model
Absolute difference Correct rate Absolute difference Correct rate

Participant 1 1.0 75.0% 0.8 75.0%
Participant 2 2.3 75.0% No model No model
Participant 3 1.8 50.0% 0.6 75.0%
Participant 4 2.6 75.0% 1.7 100.0%
Participant 5 2.5 50.0% 1.5 75.0%
Participant 6 1.3 75.0% 2.1 75.0%
Average 1.9 66.7% 1.3 80.0%
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4 Discussion

In this study, we used non-invasive wearable sensors to collect bio-signals of partici-
pants during simulated MMH tasks and extracted information from the bio-signals to
estimate the perceived fatigue using regression models. Two MMH tasks at two paces
were included so as to trigger different levels of fatigue.

Regarding the selection of bio-signals, we included the respiration, the photo-
plethysmography, and the electrodermal activity to reflect the physiological status of
the participants. From the descriptive results (see Fig. 5), we find that these measures
do not follow any general trends, though some measures increase when the work pace
is high. From the regression models, although no single measure is significant in every
model, the RSP rate is significant in the universal model and three of the individualized
models, while RSP peak voltages, PPG peak voltages, and EDA peak microsiemens are
included in three individualized models. These measures seem to be closely correlated
with perceived fatigue, though whether to include them in fatigue estimation needs
more careful analysis.

Regarding the selection of universal model or the individualized models, we are not
surprised to see that individualized models perform better than the universal model
almost for every participant. Further examining the models, we notice that whether to
include a specific measure in the models depends on the participant, and the coefficients
of the same measure vary across models a lot. The results address the importance of
considering individual differences when constructing regression models for fatigue
evaluation. When the target population is not identical, great caution should be put to
balance the cost of generating numerous individualized models and the need to
describe the variation among different persons.

5 Conclusion

In this study, we proposed a method to estimate physical fatigue during MMH tasks
using data collected from non-invasive wearable sensors. A preliminary feasibility test
of the proposed method was performed using a sample size of six participants. Two sets
of linear regression models were calculated, one was a universal model utilizing all
participant’s data while another set contained six individualized models for each par-
ticipant. Results show that both the universal model and the individualized models can
be used to estimate fatigue, however, the individualized models performed better in our
case due to the variation of individual factors across the participants. We suggest a
more structured experiment that better considering the individual differences and
covering more bio-signals with a larger sample size.
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Abstract. Commercially off-the-shelf (COTS) quantified self-wearable tech-
nologies (QSWT) have enabled younger individuals to adopt a measurable
living style [49] through the collection of “quantifiable data”. However, the
adoption of wearables remains lowest among the older adult, and the question of
what is holding adoption back remains. The purpose of this study is to: (i) ex-
plore and present the device characteristics of smartwatches and pedometers that
affect the adoption of wearables across different cultures; (ii) study country-
specific older adult’s importance weights on identified issues; and (iii) provide
informal usability guidelines for manufacturers, researchers, and application
developers. The results revealed that the usability issues such as screen size,
tapping detection, device size, interaction techniques, navigation, and typogra-
phy were some of the reasons for the low adoption of wearables among the older
adult. Further, device and screen size were significantly more essential for the
Finnish compared to US older adult participants, demonstrating that culture
might influence the perception of some device characteristics.

Keywords: Wearables � Usability � Culturability � Older adult
Framework � User interface � Elderly � Quantified self-technologies
Smartwatches � Pedometers

1 Introduction

Quantified self-wearable technologies (QSWTs), such as commercial off-the-shelf
(COTS) products including smartwatches and pedometers, and their associated appli-
cations have enabled individuals to adopt a measurable living style [49] through the
collection of “quantifiable data,” such as sleep patterns, calorie intake, and steps taken.
However, smartwatches and pedometers have the lowest adoption of wearables among
the older adult1 to enhance quantifiable data practices [38] due to: (i) various design
dimensions, complex interfaces, and extensive functionalities [14] or (ii) perceptions of

1 http://www.emarketer.com/Chart/US-Wearable-User-Penetration-by-Age-2017-of-population-each-
group/202360.
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being unable to learn new things because of insufficient cognitive capability, vision, or
motor function [11]. Almost none of the QSWTs available on the market in their
current form are suited for the older adult [39]. For example, Angelini et al. [3] reported
that most interfaces proposed to date for smartwatches offer limited accessibility to
older adult: the screens are small, the information is often shown with small characters,
and small buttons are used to navigate the interface [3].

Even though the low adoption of wearables has become increasingly visible, there
is still a lack of (i) research on older adult experiences with the adoption of wearing
smartwatches [6]; (ii) knowledge about what features the older adult desire when using
COTS smartwatches and pedometers, which is critical for wearable device and service
design [19]; and (iii) knowledge of usability issue variances related to cultural
dimensions, leading to non-adoption among the older adult. Angelini et al. [3] show
that one reason could be that designing for the older adult implies several additional
challenges concerning products with a generic target; in addition, in our society, “older
adult” are classified generally as a single separate group. Furthermore, country-specific
older adult importance weights given to the specific cause of non-adoption from the
perspectives of device characteristics may vary because of cultural origins and different
traditions, custom, ethics, and values [9, 44]. This is a setback for the older adult in
using and taking advantage of COTS QSWTs. Therefore, the research question (RQ) is
posed to obtain a more comprehensive overview of the gap:

RQ: What should be considered by technology designers and the research community to
enhance the device characteristics related to QSWTs and to improve older adult adoption
traits? Rationale: This provides information that can serve as a basis for improving adoption
by enhancing device characteristics.

To answer the research question, we identify which types of usability issues related
to COTS QSWTs persist across different cultures. The study begins with previously
identified reasons associated with the adoption and withdrawal of wearables by the
older adult, and it continues with identifying the current usability issues of various
stages evaluated using contextual action theory (CAT), as presented by Stanton [43],
and a usability evaluation method from Ivory and Hearst [18]. Second, we apply the
Mann–Whitney U test [48] (also known as the Mann–Whitney Wilcoxon Test) to
analyze country-specific differences in older adults’ identified usability issues. Third,
we provide informal usability guidelines for technology designers, researchers, and
application developers to broaden the scope of their designs and interfaces for
upcoming devices and applications to provide a richer end-user experience so that
wearables can also be adopted by the older adult.

2 Related Work

Related work on crafting usable quantified wearables falls within two areas: a focus on
reasons associated with the adoption and withdrawal of wearables by the older adult
and a focus on “Culturability” to understand the importance of the relationship been
culture and usability [5].
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Wearable Technology Adoption and Withdrawal Among the older adult. Rasche
et al. [35] conducted a usability evaluation with an activity tracker of the older adult (60
+ years) to understand whether activity trackers are emphasized to stigmatize the older
adult, their intention to use the devices, and their positive and negative experiences.
Results from their study show that the older adult were motivated and felt comfortable
adopting activity trackers as a motivational support tool in their lives because of the
motivational aspects and objective control. However, usability remained challenging
concerning the device’s wearing position on the body. Similarly, Fausset et al. [13]
evaluated activity-monitoring devices among the older adult over two weeks to
understand the cause of adoption and withdrawals. Interestingly, for the older adult, the
initial interest was “positive;” however, some participants continued for only a short
time due to “lack of usefulness of wearable devices,” “data inaccuracy,” and “weara-
bility.” Their results indicate that (i) despite being initially receptive to using the
technology, participants do not always accept and use the technologies unconditionally
[13]; and (ii) there is an “interplay of usability issues, such as inaccuracy of data,
wearability, and adoption which kept them from not using activity tracker for long-
term.” Another study that conducted usability experiments using fitness trackers among
older adult was described by Schlomann et al. [39]. In this study, “consequences of
use” and “device functionality” were the two main concerns for older adults to adopt
wearable devices.

Culturability. Wallace et al. [45] distributed a survey to 144 subjects from four
countries to understand whether usability attributes vary among them and whether
these variances were related to cultural dimensions. According to their results, usability
attributes across countries vary in terms of efficiency and satisfaction, whereas no
differences were noticed concerning effectiveness. The influence of culture on usability
and design, even within western nations, is also emphasized by Khaslavsky [23], who
asserted that users between two western countries might display different culturally
motivated problems when interacting with the same application localized only through
translation. To offset such differences, the authors presented a series of guidelines for
integrating culture into design. The guidelines are as follows: (i) Consider more in-
depth conceptual problems with your design when localizing; (ii) Culture-specific
localization is necessary for every country, not only Asia; and (iii) Use the package of
variables, such as speed of message, context, personal space, time, power distance,
collectivism, diffuse vs specific, and particularism vs universalism, to drive your search
for more information from users.

3 Methodology and Procedure

3.1 Experimental Setup

Data for this study were derived from the four-week-long usability experiments on
COTS wearable devices, which were carried out in Finland and the US among indi-
viduals aged 60 years or over. The first evaluation was carried out in Finland (2017)
with 13 elderly participants (age M = 62.23, SD = 1.921), and the second study was
carried out in the US (2018) with 20 elderly participants (age M = 61.92,
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SD = 1.6062), which is considered sufficient based on Macefield’s [26] recommen-
dation that i.e. a group size of 3–20 participants is typically valid, with 5–10 partici-
pants being a sensible baseline range. Participants from both countries were living
independently and were keen to use new technology to improve their well-being. Both
countries followed the same methodology for usability experiments, and participants
were recruited through direct contact, advertisement, and networking. The two coun-
tries were selected because of the overall similarity of the cultures, except in aspects
most relevant to this study, such as in how welfare and healthcare are arranged,
including in elderly care. The Finnish system is mostly based on public funding and
healthcare system is centrally funded, whereas US system is mostly based on private
funding and private medical insurances.

As a first step, a general presentation about the particular research was provided to
each participant, followed by a recruitment form that collected preliminary information
from participants, such as technological knowledge, current use of external devices
including smartphones, age, and consent to participate. All participants in the study
were presented with an ethical review statement and informed consent, and in return, a
signed consent form was obtained. The entire questionnaire was reviewed by two
reviewers before submission for ethical committee approval. The Lappeenranta
University of Technology and California State University, Long Beach, institutional
review board approved the study.

Procedure. Contextual Action Theory (CAT), as explained by Stanton [43], and the
usability evaluation method [18] were used as the foundational methodologies to
enhance our understanding of the cause of the non-adoption of COTS QSWTs among
fit older individuals across different culture.

Stanton [43] point out that contextual action theory explains human actions in terms
of coping with technology within a context, and five phases are associated with con-
textual actions: (i) the user is presented with the actual demands and resources of the
device design, the tasks to be performed on the device, environmental constraints (e.g.
time), and so on; (ii) those demands and resources are appraised by the actor;
(iii) perceived demand and resources are compared; (iv) the possible degradation of
pathways might occur; and (v) these responses’ effects on device interactions. During
the first phase of CAT, we present the actual demands and resources to the participants,
consisting of the following: (i) Devices: Functioning wearable COTS devices, i.e.
smartwatches and pedometers, to help us to explore the significance of various types of
data for future design, as identified by Kanis [21]. No requirements were provided for
device selection. (ii) Timeline: Participants were asked to participate in two one-hour
controlled environments (i.e. first meet-up session and final meet-up session), with two
weeks of each category of device (i.e. every day) use between the sessions in a
semi-controlled environment. (iii) Experimental tasks: During the first and final
meet-up session, we assigned experimental tasks2 to be performed to test usability. For
the semi-controlled environment, participants were asked to use the devices in real
conditions and to complete the daily log in the provided diary. No specific pre-defined
activities, such as sleep, walk, and exercise, were presented to the participants. This

2 https://doi.org/10.5281/zenodo.832159.
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semi-controlled environment aimed to make participants comfortable with using the
device and to gather influential data from their dairies. The diary method has been
applied because it forces participants to record all activities for the period covered, and
data reported in the diary are arguably more reliable [37].

Measurements. The diary included several kinds of data, such as (i) whether the
devices were worn (if not, why?); (ii) activities undertaken (i.e. walking, hiking, run-
ning, cycling, etc.); (iii) motivation in doing physical activities because of device use
(i.e. if yes, reason for motivation; if not, why?); (iv) used applications (which ones; if
not used, why?); (v) usability issues (i.e. screen size; icons; interaction techniques;
interaction with screen; font size; button location; data accuracy; screen resolution;
device weight, shape, and size; lack of screen; and battery life, with options to add any
missing usability issues); and (vi) additional comments that asked participants for
“other comments that should be specified.” A list of usability issues from the diaries
was derived based on issues previously identified issues [3, 13, 16, 32, 33, 41]. For
analysis, the usability issues of COTS QSWTs have been clustered into two categories:
hardware and user interface (UI). Especially, hardware concerns issues related to the
external look and feel and internal components, such as sensors, processor, memory,
power supply, and transceiver [2, 25]. Meanwhile, the UI concerns issues with the
various ways in which users interact with the device [2].

4 Results

In the interest of the study, we focus our discussion on two results: identifying usability
issues from usability evaluations to focus on what types of usability issues participants
reported and comparing significant relations across cultures reveals that the importance
weights given to specific usability issues concerning device characteristics significantly
vary across cultures among the older adult.

Identifying Usability Issues from a Usability Evaluation. We identified 14 usability
issues that were reported during the studies (see Fig. 1) between Finland and the US, of
which six were related to UI and eight to hardware.

Participants also reported usability issues with interaction techniques, such as that
feedback on smartwatches was irritating: “Having all the notifications on my watch
with vibration feels so irritating and like getting an electric shock,” or “I pressed the
screen on the device but it doesn’t respond; is this device broken?” Similarly, other
participants reported that it was too annoying to receive notifications: “I received the
notification while I was sleeping at night, it was annoying.” Another participant who
used the smartwatch said the “touchscreen reacts so fast when I press on it.”

Connectivity issues appeared when participants tried to connect with external
devices using Bluetooth: “Trouble pairing with computer. After much research on
computer, figured out I needed dongle. Once dongle connected, able to connect to
laptop, never to table top”. Regarding iconography on pedometers, “I don’t remember
all the icon. Preference should be given what we used the most.” Inaccuracy regarding
sleep and walk data was also reported by the older adult, which was in line with the
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previous study of [13]. Further, it was mentioned that the font size was too small to
read: “I cannot read the text with my reading glasses, can I make this font larger?”

After the final data coding, the data were analyzed further based on the number of
times the participants reported each usability issue. UI and hardware sub-categories,
such as interaction techniques; tapping detection; iconography; button location; navi-
gation; lack of screen; typography; screen resolution; battery; device shape, device size,
weight, and size; sensors; and screen size, were considered. Statistics show (Figs. 2 and
3) the mean and standard deviations of the scores for the usability issues for both
Finland and US.

Fig. 1. Reported usability issues for smartwatches and pedometers

Fig. 2. Mean and standard deviation of usability issues for Finland
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This outcome can point to the fact that for QSWTs, screen size, device size,
interaction techniques, tapping detection, typography, and navigation were the most
influential in both countries.

Comparing Significant Relations Across Cultures. A survey scale was constructed
based on the identified most dominant usability to understand further whether the
importance weights exist in the culture. Participants were asked to rate how much the
identified usability issues correspond to the questionnaire on a 7-point Likert scale
(0 = strongly agree to 7 = strongly disagree). The hypothesis was based on screen size,
device size, interaction techniques, tapping detection, typography, and navigation. To
gain insight, we surveyed with same participants from the usability studies. Data from
the survey responses were downloaded from the Webropol online platform into an MS
Excel spreadsheet, and they were analyzed with the R statistical language and its
statistics (“stats”) library [34]. Descriptive statistics were generated by the psych R
library [36]. The Mann–Whitney U test for difference in means was used to test the
differences between datasets. When analyzing the interval data with the Mann–Whit-
ney U statistical test, a continuity correction was enabled to compensate for non-
continuous data [7]. The Bonferroni correction was used to adjust the p-value to
compensate for the family-wise error rate in multiple comparisons [1].

The Mann–Whitney U test results are summarized in Table 1. A total of six
variables were tested and the difference of means between the two groups was sig-
nificant between (i) the device size and (ii) the screen size. Other tested variables
related to typography, navigation and interaction were not significant. For example, the
Mann–Whitney U test indicated that issues related to device sizes has a significant
difference (U = 228, p < 0.001) for Finnish (Mdn = 4), compared to US older par-
ticipants (Mdn = 6).

The significant relationship result obtained from the two survey datasets (Finland
and US) shows that some of the usability issues concerning wearable device charac-
teristics are significantly essential and vary across cultures among older adult partici-
pants from Finland more than those from the US, which is in line with Khaslavsky’s
[23] statement. Khaslavsky [23] stated that two western countries may display different
culturally motivated problems. For example, Mallenius et al. [27] found that Finnish
individuals are interested in ease of use and value services provided by the devices that
can make their everyday lives and tasks easier and safer.

Fig. 3. Mean and standard deviation of usability issues for US
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Therefore, one reason the results varied is because Finnish older individuals prefer
more perceived comfort and convenience attributes [20] that could also include value
services. For example, Finnish participants perceived comfort from wearability, con-
venience attributes from size and weight, and the value services from wearable devices
as tools to facilitate behaviour changes to increase and maintain physical activity levels
more than their US counterparts. Another reason could be the participants’ cultural
backgrounds; particularly, users’ perceptions of effectiveness, efficiency, and satis-
faction [46] may differ with regard to device and screen size.

In contrast, usability issues with wearables characteristics (i.e. UI), such as font size
and feedback, showed no significant differences between both countries. One possible
reason is that the importance weight tied to typography and feedback among older
participants could usually be countervailed by (i) individual characteristics, such as age
and health [10] or (ii) the local font characters, such as Chinese font characters, which
are composed of strokes affecting readability [17]. However, when it came to the
tapping detection threshold and navigation, the results were close to significant, and the
closeness in the results can be attributed to either the differences in older adult or
cultural characteristics. Therefore, this warrants further investigation with larger
datasets.

5 Discussion

In his inspiring work, Carmien and Manzanares [8] state, “Identifying the cause of the
non-adoption is the first step towards ameliorating this situation; having identified the
problem the next step would be to design around the obstacles that were designed into
the systems” (p. 28). This research has dealt with identifying the cause of adopting
COTS QSWTs among the older adult (60+). Our results raise concerns from many
angles of device characteristics, and they were in line with previously identified
usability issues [3, 13]. To offset such concerns, the authors have recommended
informal guidelines based on identified usability issues, qualitative feedback from the
older adult, and existing literature reviews to help technology designers, developers,
and researchers to design upcoming QSWTs targeted to the older adult. The most
important set of informal guidelines is followed for both hardware and UI.

Table 1. Results from Mann–Whitney U tests.

Variable U-
value

Mdn
(US)

Mdn
(Finnish)

p Corrected p (Bonferroni
method)/significance

Device size 228 6 4 0.0001727 0.001036233/Yes
Screen size 284.5 5 4 0.003384 0.020305537/Yes
Typography 539 2 3 0.5336 1.000000000/No
Interaction
technique

587.5 4 4.5 0.1909 1.000000000/No

Tapping
detection

654.5 5 6 0.02295 0.137708336/No

Navigation 364 4 3 0.07015 0.420873408/No
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5.1 Enhancing Usability for Hardware

Consider Configure-to-Order (CTO) Products. During usability studies, the older
adult indicated that the device and screen sizes presented the most dominant usability
issues. This may be because screen size decreased the efficiency and processing of
conveyed information [24] by limiting input modalities, navigation behavior, and
readability, while the device shape limited wearability because of individual charac-
teristics, such as variation in wrist shape and size due to the age, gender, or body
structure. To reduce the impact on usability caused by device and screen size, technology
designers should ensure both are sized appropriately for the older adult. We propose it is
highly important for technology designers to consider applying CTO products with wide
device and screen size measurement and shape variations, such as large/round,
small/round, large/square, and small/square [24], depending on preferences.

Consider Maximum Magnitude of Effect for Minimal Means. Likewise, a visual
pattern is pleasing to the eye when relatively simple design features reveal a wealth of
information [15], so the hardware design of smartwatches and pedometers should be
pleasing to the body through wearability and comfort that improve the aesthetic
experience of older adult users. When it comes to the older adult, we found that
wearable devices were used mainly for sleep analysis and counting heartbeats and
steps, and those data were used to facilitate behaviour change. Therefore, technology
designers should give careful consideration while designing the device characteristics
(hardware and User Interface) that have a maximum magnitude of effect for minimal
means. For example, removing unwanted hardware, such as the near field communi-
cation (NFC) and radiofrequency (RF) chips handling calls and texts, might reduce the
shape, size, and weight of smartwatches and pedometers to be light and comfortable
and to not affect older adults’ daily behaviour.

Consider Improving Sensor Precision. Quantitative feedback showed that the older
adult had difficulties trusting the reliability of notified sleep analysis data, such as wake
after sleep onset (WASO), sleep efficiency (SE), and total sleep time (TST) with current
smartwatches and pedometers. This may be because (i) current wearable devices
measure the binary presence of sleep or waking states by measuring wrist movements
[28] using wrist-worn accelerometer sensors [50] or because (ii) consumer health
wearables are based on simple descriptive statistics [31]. Therefore, technology
designers and researchers should consider alternative techniques to could improve
notifications of sleep analysis data. This could be done by, for example: (i) identifying
sleep stages: awake, light sleep, deep sleep, and rapid eye movement (REM) through
RF [51]; (ii) measuring skin temperature, light, and activity across days to detect
internal circadian rhythms [42, 47]; (iii) capturing entire body movements, rather than
focusing on one specific body part; and (iv) detecting the complete set of
motion-related parameters [30].

Consider Culture While Designing the Devices. From the Mann–Whitney U tests,
we found that culture may have an influence when it comes to some user characteristics.
For example, Finnish users place more importance on device and screen size than their
US counterparts. Therefore, we recommend technology designers look into cross-
culture design requirements and get feedback from local older adult using local usability
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evaluators before designing devices. Shi [40] states, “When cultural differences exist
between the evaluator and test user, some usability problems might be masked, instead
of being uncovered.” This may help to understand local users’ attitudes and intentions to
use, as well as to build an effective relationship with them and their devices.

5.2 Enhancing Usability for UI

Consider Alternative UIs. The older adult indicated that the UI characteristics of
devices, such as typography, button location, and interaction techniques, affected their
daily usage. This may be because individual characteristics, such as age, disabilities,
and environmental context, might have influenced the UI. A previous study [39] and
qualitative feedback from the older adult also indicated, “There are so many things,
which I do not need.” As [12] pointed out, simple interface manipulation can contribute
to positive preference outcomes, and one basic approach to improving the UI’s
usability is for technology designers and application developers to consider an alter-
native user interface (AUI) approach. We believe such a consideration could support
User personalization, which the older adult desire. For example, adding age and any
impairments during first time device or application start up could allow devices to
personalize the typographical variables automatically, such as font size, font color, and
background color, which could reduce the demands placed on accommodation (the
eye’s ability to change its optical power for a better focus) and vergence (eye move-
ment for focusing on near and far objects) [4]. As Morrison et al. [29] state, “Notifi-
cations appear to be most acceptable when users are provided with control over if,
when, and how they are received, and when notifications are delivered at convenient
times that do not disrupt daily routine.” Therefore, personalized information, daily
behaviour data, and the environmental context of the UI should alert on device screen
with any of the following interaction techniques: text, audio, graphic, tactile, and haptic
[49]. The consideration of an alternative UI has implications for the “how information”
for older adult at first; therefore, specific instructions should be presented during device
or application startup.

6 Conclusion

Previous studies [13, 35, 39] have identified issues such as data inaccuracy, functionality
of devices, consequences of use, wearability because of device characteristics as reasons
associated with the withdrawal from the use of wearables by older adult. In this study,
we first identified usability issues related to smartwatches and pedometers among the
older adult between two countries. Second, we looked at whether culture weighs on
usability issues. Finally, based on those issues, we provided informal usability guide-
lines that aim to help technology designers and application developers craft usable
future COTS QSWTs for the older adult. This study involved a small number of par-
ticipants in both geographic locations, meaning the results may not be generalizable;
thus, all stakeholders, including device manufacturers and application developers,
should take the findings as suggestions rather than conclusive evidence [22].
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This study suggests several potential areas of improvement of QSWT for tech-
nology designers, researchers, and application developers. First, technological
designers must be sensitive to individual and device characteristics and cultures that
might impact device adoption by the older adult. Second, both technology designers
and researchers must be sensitive to improving sensors and algorithms to avoid the
potential consequences of inaccurate data that are currently occurring through wearable
devices. Third, technology designers, researchers, and application developers must
consider an AUI on both embedded operating systems and applications, so the older
adult feel comfortable and develop a high degree of satisfaction, motivation, and
enjoyment regarding these devices’ usefulness [22].

While more research is needed to offset the usability issues caused by the smart-
watches and pedometers among the older adult, future research could investigate the
impact of: (i) low and high context cultures; (ii) local font characters, such as Chinese
font characteristics, which are composed of strokes and which affect the readability
[17] and usability of wearable devices; (iii) evaluate the significance of an AUI through
a task-based experiment; (iv) analyze empirically the weights of different interaction
techniques between smartwatches and pedometers; and (v) study how long it takes the
older adult to learn device functionalities. The research can also be extended to analyze
empirically older adults’ perceptions of adopting the CTO approach.
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Abstract. Inadequate training and lack of risk awareness are among the main
causes of work-related accidents in manufacturing facilities and during haz-
ardous tasks. In the last decade, Virtual Reality was introduced as an effective
tool for improving individuals’ skills in their tasks in several different contexts
by simulating operating scenarios. Nowadays, advances in interaction paradigms
and novel devices create opportunities to further enhance training and work
safety. In this paper, we introduce an immersive system based on affordable
wearable devices for providing on-the-job training. In addition to its advantages
for instructional purposes, we discuss the results of an experimental study about
the performance of system as an assessment tool for evaluating the presence of
incorrect movements that lead to work-related conditions.

Keywords: Wearable � Haptics � Training � Safety � Industry 4.0

1 Introduction

In 2015, over 2.8 million workplace injuries were reported in the US alone, rating
work-related nonfatal adverse events at approximately 3% of workers’ population [1].
Similar figures have been reported in other countries, with an average rate of 1.12 fatal
accidents per 100.000 full-time equivalent workers [2]. Recent statistics show a con-
tinuously descending trend since the last decade. However, specific sectors in the
goods-producing industry, such as, construction and manufacturing, maintain a
high-risk profile, with an average rate of 24.6 nonfatal accidents per 100 workers [1].

Indeed, hazardous tasks, which are inherently associated with specific risk factors,
have a direct impact on the occurrence of work-related injuries. Furthermore, the
literature clearly shows that employees are more likely to have an accident at work in
their initial period of employment in a job; also, turnover is associated with higher rate
of adverse events [3]. Among work-related illnesses and complaints, the most common
self-reported accidents are musculoskeletal disorders, with conditions involving the
upper limbs (and especially the hands) ranking second [Muggleton]. Additionally,
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young employees and newcomers are a high-risk population especially because inad-
equate learning leads to habits and behaviors which potentially cause injuries and
clinical conditions (e.g., carpal tunnel syndrome) [4].

As lack of awareness on potential risks is a major, yet preventable, cause of
accidents and fatalities, proper instruction is crucial for reducing adverse events [5]. In
this regard, Virtual Reality (VR) has been introduced as a viable tool for completing
traditional training. The advantages of simulated environments include hands-on
experience, fast design and scalable usage, and long-term cost reduction. In addition,
VR can increase opportunities for delivering accurate training, and it has been
demonstrated to improve learning performance.

In this paper, we introduce an immersive system based on wearable technology and
on a novel haptic interface. The system is especially designed for delivering
task-specific, experiential training in a simulated on-the-job situation. In addition to
providing users with a more realistic interaction with the work environment, the pro-
posed system can be utilized to acquire and analyze individuals’ movements and to
assess potentially hazardous behaviors which can lead to work-related conditions of the
hand. Finally, we detail the results of a preliminary study about the performance of our
system.

2 Related Work

In the last decade, several projects introduced the use of Virtual Reality (VR) and
Augmented Reality (AR) for training purposes in different mission- and life-critical
contexts. Applications, such as, fight and flight simulators, driving simulators, and
virtual intensive-care units, have been successfully adopted in the military, automotive,
and healthcare industries, respectively [6, 7]. Moreover, in the recent years, VR and AR
have increasingly been utilized for job training, in other sectors, such as, public safety.
For instance, the authors of [6] propose a simulated environment for improving spatial
navigation in firefighters. The use of VR-based simulation in safety training programs
has been explored in the construction and mining industry [8], and it has been sub-
sequently adopted by the manufacturing sector, where simulations are utilized to
deliver just-in-time training for operations and maintenance purposes in addition to
safety. Several studies, such as, [9], focused on healthcare, demonstrated the effec-
tiveness of practicing on virtual equipment and in training the workforce on complex
procedures [6]. More sophisticated applications include cooperation with and remote
control of equipment, industrial machinery, and robots, or for learning additive man-
ufacturing processes [10]. Nevertheless, most of the actual implementations of VR and
AR in the industry regarded environments and models in which trainees can watch
instructional demonstrations and interact with elements in the 3d scene. Unfortunately,
although they increase the outcome of training, their performance might suffer from
limited engagement, which, in turn, might undermine their applicability to actual
scenarios. For instance, the authors of [11] proposed the use of VR as a tool for
personnel selection in the early 2000, though other systems (e.g., Social Networks)
received more attention as a screening tool for human resources. Moreover, the
advantages of implementing collaborative multi-team VR environments was described
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in [12], though further research and development are required to enable physical
participation of members from multiple teams in the same space.

Recent development in interactive technology and the introduction of physically
immersive systems, such as, Cave Automatic Virtual Environments (CAVE) enhanced
simulations, as they provide trainees with a completely different experience with
respect to conventional screen-based VR software and improved users’ engagement
level with tasks, individually and in teams [13]. CAVE systems enable navigating a
virtual scenario by actually walking in it, which is especially beneficial in training for
hazardous operations, and harsh and extreme environments. However, they suffer from
several drawbacks, such as, issues in depth perception [14], high maintenance costs,
and complex logistics. As a result, they are mainly employed in experimental studies.
Conversely, head-mounted-displays (HMD) are the preferred technology for
work-related contexts. In [15], the authors present an immersive virtual environment
for training and collaboration based on low-cost technology. The system utilizes an
HMD and a gesture detection device to create a portable, affordable interactive solution
that might be utilized for on-the-job and just-in-time tasks.

Especially in workforce training, feedback is among the crucial aspects in the use of
VR and AR [16, 17]: the presence of realistic response from the environment results in
improved engagement and performance. Several research projects introduced devices
especially designed for custom tasks, which have issues in industrialization and
affordability. Conversely, we propose an immersive training system that integrates VR
and low-cost wearable devices to improve workers’ training and risk awareness. Our
system is especially focused on evaluating wrong behavior in tasks to improve safety,
reduce the risk of injuries, and prevent long-term consequences of incorrect movement.

3 System Design

The proposed system aims at enhancing standard protocols for VR-based on-the-job
training by using affordable immersive technology (i.e., head-mounted-displays) to
increase engagement in simulated work-related tasks. Moreover, our system integrates
wearable devices to improve the outcome of current technology based on
learning-by-doing approaches with a two-fold objective: (1) increase the realism of the
simulation, and (2) accurately measure factors in the execution of tasks (e.g., the
movement of the hand) which are relevant for preventing work-related injuries and
long-term conditions. To this end, the system consists in a hardware/software platform
that integrates the design of scenario-based VR simulations, devices for acquiring
movement and for delivering feedback over multiple sensory channels (e.g., tactile),
and a risk assessment module for the analysis of hazardous and repetitive tasks. As a
result, trainees can enter the simulation using an HMD, they can actually realize the
task using wearable devices that capture their movement and give them tactile feedback
from the environment, and they can receive information about their proficiency.
Simultaneously, the system analyzes their movement, evaluates the potential short- and
long-term risks associated with their performance, and suggests prevention measures.

The architecture of the system is structured in a stimulation and an acquisition
component. The former consists in a VR engine (i.e., Unity) that enable creating and

90 N. Caporusso et al.



navigating scenarios that represent the task to be accomplished by the trainee. Simu-
lations can be displayed using standard screens or HMDs. Moreover, the VR engine
includes easy-to-use modeling software that can be utilized for generating realistic
simulations, and it has already been utilized in different scenarios, including hazardous
tasks.

The acquisition component consists of motion tracking systems that can capture the
movement of subjects realizing the task. For instance, images and videos of the torso or
the entire body can be acquired using infrastructure-based motion tracking systems in
combination with wearable reflective markers that enable collecting data points from
specific regions of interest (e.g., the upper limbs), and they can be utilized for quan-
titative movement analysis. In addition to motion tracking, the proposed system sup-
ports multiple input/output devices, including ad hoc technology and, specifically,
wearable peripherals that capture orientation and movement of the hand and of the
fingers. For instance, in its first implementation, the system supports dbGLOVE [18], a
wearable device that consist in a pad equipped with inertial sensors to capture accel-
eration and orientation of the hand over 9 degrees of freedom, and bending sensors that
detect grasping and flexion of fingers (see Fig. 1). The device can accurately acquire
the movement of multiple joints of the hand and of the fingers, and convert them into
control signals. Users can interact with the environment by directly grasping, manip-
ulating, and holding simulated objects with their hands.

Simultaneously, data acquired using the wearable device enable extracting motion
and inertial patterns that represent the typical conditions that increase occurrence and
damage of musculoskeletal conditions. The system supports in-presence and remote
analysis: in addition to data points, a 3d model of the hand can replicate the movement
of the subject, so that experts and physicians have qualitative and quantitative infor-
mation to support their diagnosis and to suggest prevention strategies and correct
movements. Also, the proposed system can integrate Myo [19], which acquires inertial
components of motion and myoelectric signals from the forearm to calculate the
movement of the hand and the fingers. Furthermore, the wearable interface acts as a
stimulation device, because it provides detailed haptic feedback on sixteen points over

Fig. 1. Acquisition device. Orientation and movement are converted into control signals that
enable reproducing the hand in the simulation, in real-time.
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the palm which can be utilized to represent objects, pressure, touch cues, and tactile
icons. As a result, users can interact and operate in a more natural and realistic fashion
compared to clicking on standard controllers. Simultaneously, they can test and learn
the actual movements which will be required by their activity. Furthermore, they can
get feedback on their actions, and learn how to realize them better, to avoid situations
associated with higher risk of adverse events, injuries, and long-term conditions.

The system utilizes low-cost technology that enables its adoption directly at the
workplace, where the availability of training tools has several advantages in addition to
the possibility of using them for instructional purposes. Also, the system can be utilized
continuously for task rehabilitation, after the training phase, to identify and mitigate the
potential presence side effects of incorrect behavior caused by work experience. Fur-
thermore, the system might be utilized for rehabilitation therapy of work-related
conditions.

4 Experimental Study

In this section, we detail the results of a preliminary study about the efficacy of the
proposed system. The objective of the study was two-fold: (1) evaluate the accuracy of
the control device in acquiring and discriminating correct movement patterns from
potentially hazardous actions; and (2) validate the performance of the proposed system
as a training tool in terms of risk awareness and task proficiency over time. To this end,
we designed two experimental tasks that were realized in a virtual environment sim-
ulating a simple scenario involving operational constraints and risk factors (Fig. 2).

In Task 1, subjects were asked to operate a control room consisting of a knob which
they had to close by rotating it clockwise in the least amount of time, to prevent spilling
of hazardous material. In a preliminary experiment, we recruited 30 male participants
who matched the characteristics of a novice worker. The purpose of the task was to
evaluate the tendency of individuals of realizing movements that could lead to potential
musculoskeletal conditions. We utilized the wearable component of the system to
measure how subjects moved their hand during the tasks and we added some physical
constraints to the virtual environment: users were required to grasp the virtual knob to
rotate it (Fig. 3).

Fig. 2. Application of the system to in-presence risk assessment or rehabilitation contexts.
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In Task 2, participants were asked to accomplish the same operation as in the previous
experiment. In addition, we included a hazardous component: a metal pipe was placed in
close contact with the knob in the simulated environment, to simulate the presence of an
element that would lead to an immediate accident at work. Therefore, subjects were
required to realize more accurate movements and rotations of the knob to avoid incurring
in an accident. 15 male participants aged 24–30 were recruited for this task.

Each subject repeated the task 5 times to evaluate the effectiveness of the system in
delivering training. Acceleration and orientation acquired from the wearable device
were converted into quaternions representing the rotation matrix, which was then
utilized for real-time visualization of the hand and for calculating the following
parameters:

• number, degree, and time of positive (clockwise) rotations of the hand, which
counted towards accomplishing the task (both Task 1 and Task 2);

• number, degree, and time of negative (counter-clockwise) rotations of the hand,
which involved additional effort and time to compensate the lost progress (both
Task 1 and Task 2);

• number of collisions with the pipe (only Task 1), which represented incidents.

5 Results and Discussion

All participants successfully understood and completed the experiment. The device
showed high accuracy in recognizing the rotation of the hand and the movement of
fingers, though some modifications to its parameters were needed to increase its
responsiveness with respect to the requirements of the task and to the individual
configuration of the hand (i.e., changes in values acquired using bending sensors due to
different length of participants’ fingers).

In addition, by analyzing in detail subjects’ behavior during the tasks, we were able to
cluster individuals with respect to their probability of having an adverse event in an actual
work environment. By doing this, we could suggest additional training to subjects
depending on their identified risk class. As shown in Fig. 4, we identified 4 different types
of behavior, which can be associated with specific intervention measures (Table 1).

Fig. 3. The simulated environment of Task 2. Users are required to interact with a control panel
in which they must accomplish the rotation of a knob placed relatively close to a hot metal bar.
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Also, the effectiveness of the system in training subjects is demonstrated by the
number of collisions with the hot pipe, which is reduced to almost 0 after 5 trials, as
shown in Fig. 5, which represents the performance improvement of participants.

Table 2 summarizes the results for task 2: 54% of rotations involved smaller
angles, associated with a lower risk, 7% regarded angles from 90° to 120°, associated

Fig. 4. Task advancement plotted as users’ rotation patterns. Rotation angle is represented on
the y axis, whereas the x axis shows time. Steady lines indicate intervals between rotations. The
four groups are identified by different colors.

Table 1. Users’ clusters and their centroids, with the distribution of the population, in relation to
the angular coefficients of regression lines.

User Value Users

C1 0.08 4
C2 0.29 10
C3 0.54 13
C4 1.006 3

Fig. 5. Number of collisions with the metal bar over the 5 trials of Task 2 (left), and average
overall performance of participants, which includes the time for accomplishing the task.
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with medium risk, and 39% of rotations were larger than 120°, which stress the wrist
the most and require a rotation of the elbow, also. Interestingly, participants did not
realize angles larger than 180°, which would involve a rotation of the torso, with
additional risk for the back.

On average, participants were able to complete the experiment in 16 s. As shown in
the table, most of subjects realized smaller rotations (i.e., smaller than 90°), which have
low risk of musculoskeletal conditions, on the short term. Nevertheless, more than 30%
of participants (e.g., s2, s6, and s8) are at risk, because they realize larger movements,
which involve excessive rotations of the wrist and, thus, stress on ligaments that can
potentially cause permanent conditions, on the long term. Moreover, by analyzing the
time and the frequency of the movement, we could identify potential problems due to
the repeated quick rotations, which also might be dangerous. Overall, we registered
66% improvement in task speed, and 83% increase in achieving the objective more
safely.

6 Conclusion

According to the literature and to recent reports about workplace safety, of
work-related injuries could be avoided by improving task training and by increasing
workers’ risk awareness [4]. Nevertheless, current training systems based on Virtual
Reality and on the analysis of movement are not suitable for being employed in work
settings due to their cost and lack of context adaptability.

Table 2. Results of Task 2. Movements are represented as a percentage of rotation in regard to
the angle.

User <90° 90°–120° 120°–180° Time

s1 56% 13% 31% 11
s2 17% 17% 67% 14.8
s3 54% 0% 46% 11.6
s4 86% 14% 0% 30
s5 60% 13% 27% 17
s6 50% 0% 50% 12.2
s7 59% 6% 35% 13.2
s8 47% 0% 53% 17.4
s9 45% 0% 55% 11.6
s10 81% 11% 8% 18.83
s11 57% 7% 36% 21
s12 50% 0% 50% 16.2
s13 53% 18% 29% 19.2
s14 42% 8% 50% 10.2
s15 59% 0% 41% 17
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In this paper, we described an immersive system consisting of wearable devices
and, specifically, a novel haptic interface, for providing individuals with VR-based
hands-on training on hazardous tasks. Moreover, we discussed the experimental study
about the efficacy of the proposed system: preliminary data from a group of users in a
simulated environment support its viability as a tool for improving individuals’ safety
using a learning-by doing approach.

Future work will include extensive trials in actual industrial scenarios, to evaluate
the consistency of the training effect and the effectiveness of its portability to real-life
contexts. Although in this work Task 2 simulated a highly dangerous maneuver, the
system might have better applications in contexts where interaction involves less
hazardous operations with risks are subtler and related to long-term conditions rather
than immediate accidents. Moreover, several aspects of the proposed system will be
investigated, such as, integration of the haptic component in infrastructure-based
immersive environments, e.g., CAVE. Also, interesting directions for further research
include human factors (e.g., evaluation of motion sickness) and physiological aspects,
such as, comparison with movement patterns from individuals suffering from hand-
related conditions.
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Abstract. Augmented reality glasses are unlike regular glasses, its built-in
camera, sensors and modules make it a small computing device capable of
independent data processing. Because of the different product structures and
wearing modes of AR glasses, its center of gravity and weight have become an
important factor of the wearing experience. This research investigates mainly
from the perspective of ergonomics and human-computer interaction, through
the psychology and subjective experimental research under different structures
and wearing modes, figuring out the relationship between users’ subjective
discomfort for AR glasses and weight, the threshold value for each wearing
mode under different weight, also figuring out the relationship between dis-
comfort rate and the load in each support points, finally put forward a design
constraints guidance to enhance the AR glasses wearing experience. The
experimental results show that users have different weight thresholds for each
AR glasses with different structures and wearing modes. Different wearing
modes under the same weight can affect users’ feeling of discomfort.

Keywords: AR glasses � Discomfort rate � Human-computer interaction
Wearing mode � Weight

1 Introduction

As of the development of augmented reality technology, Augmented Reality Glasses
(AR glasses) have become the representative head-wearables in the consumer market.
The experience of traditional head wearable devices is affected by the multidimensional
effects of content, scene and human-computer interactive. However, during the design
and evaluation process of product ergonomics, the weight of the product has become an
important indicator for the experience and comfort of the head-wearable device due to
the limitations of the existing technical architecture. AR glasses’ batteries, display
module, sensor and circuit boards and other hardware are usually installed on the front
of the AR glasses [1]. The weight of module is large, user’s nose, ears and the other
support point of head will feel uncomfortable or compressed while wearing AR glasses,
which affect the user’s comfort experience. Similarly, in the use of head-wearable
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device, the weight of the device can make user’s head tilted down. User needs to use
neck reverse power to keep one’s normal head profile [2], and the excessive use of
muscle force or pressure could cause discomfort or even damage cervical [3]. Bracklry
et al. found that the weight and weight distribution of the schoolbag can change the
standing and walking body posture of children, thus affecting the comfort of children
when they are wearing school bags [4]. Therefore, weight is not only an important
physical attribute of the product, but also one of the ergonomics elements that deter-
mine the degree of comfort in the process of using the product [5]. Changing et al. uses
3D glasses as an object to studies the user’s subjective discomfort and nose affected by
pressure, which found that user’s subjective discomfort was reduced while the
weigh-concentrated location moved from the front to the rear of temples [6]. However,
the weight distribution and support point of the head of AR glasses is decided by
wearing mode [7]. The existing research does not determine the wearing mode of AR
glasses that with good user experience and the relationship between the weight change
of AR glasses and subjective discomfort of users under different wearing mode.
Therefore, if the wearing mode and weight of AR glasses can be determined in the
early stage of new product development (NPD) to consider their effects on comfort, it
will beneficial to speed up the efficiency of the development process and enhance the
user experience.

The weight and weight distribution between support point of AR glasses will affect
the user subjective comfort experience when using AR glasses [8], subjective evaluation
is the only way to determine the user’s comfort/discomfort and pain during use product
[9]. In the related research, Kningt et al. used Borg-cr10 scale [10] to enable the testers to
assess the neck muscle activity and discomfort and pain caused by head-mounted dis-
play (HMD) [11]. Takanori et al. obtained subjective discomfort during the test process
by visual analogue scale (VAS) [12], and determined the influence of weight distribu-
tion of supporting point on user comfort when using 3D glasses [6].

Through two phases of experiment research. The preliminary experiment examined
the effect of aggravating intervals on user subjective discomfort to determine a proper
time for formal experiment. The formal experiment phase, in which continual weight
adding experiments were conducted on experiment glasses models in four different
wearing modes, yielded user endurance thresholds for actual glasses weight-adding in
the different wearing modes. The experiment analyzed the correlation between user’s
subjective discomfort and glasses weight in the different wearing modes, meanwhile
yielded pressure values of the corresponding supporting points, proving the correlation
between pressure and users’ subjective discomfort.

2 Preliminary Experimental Study – Confirm the Time
of the Formal Experiment

2.1 Participants

10 subjects (female: 4, male: 6) were recruited. Their average age was 24.7. They didn’t
have any discomfort and medical problems on the experiment day. Eight of the subjects
were spectacles wearers and two were not wearing spectacles. Before the experiment,
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All the subjects fully understood the evaluation criteria of subjective discomfort, par-
ticipants were provided with relevant documentation which including the purpose,
process and precautions of the experiment, and signed informed consent form.

2.2 Experiment Materials

Through categorizing the AR glasses in the market and analyzing the feature of AR
glasses that need to be accustomed to different scenes, 4 types of glasses with different
structures and various wearing modes were selected to make models for the experiment
(with different supporting points on the head): centers of gravity of the 4 types of
glasses were calculated and weight increase components were made at the centers of
gravity, meaning that several weight increase blocks with a weight of 9.25 g (which is
the weight of a standard nut) were prepared when the basic weight of the experiment
model was guaranteed at 120 g.

As shown in Fig. 1, The support point of glasses #a (nose bridge, ear root points
and head), the support point of glasses #b (nose bridge, ear root points and head), the
support point of glasses #c (nose bridge, ear root points and head), the support point of
glasses #d (nose bridge, ear root points, face and head).

As shown in Fig. 2, the user through the CP50 (50 = 0 = no discomfort, very
strong discomfort, totally unacceptable) and the Visual Analogue Scale/Score
(VAS) [11] on the subjective rating of discomfort.

Fig. 1. Four different wearing mode glasses with different supporting points

Fig. 2. Visual analogue scale/score (VAS)
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2.3 Experiment Process

The evaluation of subjective discomfort of experimental subjects in the experiment may
be related to the time of users in wearing glasses. In order to confirm that discomfort
under different weights could be clearly differentiated during the experiment, glasses #a
was taken as the pre-experiment model and the weight on 10 experiment subjects was
increased continuously when they wore the experiment model under the three different
time interval groups: t = 1 min, t = 3 min and t = 5 min. Next, evaluation scores of
discomforts under each weight were obtained to analyze the trend of subjective dis-
comfort in the three experimental groups, and therefore, to determine the most suitable
time interval for the experiment.

2.4 Experimental Process

Experiment was carried out in a quiet room, with 10 experiment subjects numbered as
#1, #2, #3, #4, #5… #10; subjects wore glasses #a respectively and were required to
look straight ahead. Weight was increased at 1-min interval randomly and the overall
subjective commenting scores of discomfort combined with cp50 and visual analogue
scale (VAS) of pain under each weight were recorded respectively, and when the
subjective discomfort reached 50, this group of experiment was over; these three
experiments with different time intervals were carried out randomly so that the subjects
would not be influenced by specific time length when making comments and it was
also guaranteed that feelings of each group would not influence each other. There was a
30-min break between the groups to get the subjective evaluation scores of three groups
of experiment subjects for the overall discomfort of glasses with different weight.

2.5 Results: Determine the Increased Time Interval

10 experiment subjects were assigned to do 3 groups of experiment respectively, and
eventually, 218 pieces of subjective discomfort data were collected. As is shown in
Fig. 3, values of discomfort corresponding to three weight increase time intervals show
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Fig. 3. The relationship between discomfort rating and weight under different time interval
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different trends, in which the subjects failed to feel the two neighboring weights clearly
when t = 1 min, and the score of discomfort reached 50 points under relatively low
weight when t = 5 min. Since the experiment data samples were not enough and the
discomfort of the subjects were greatly influenced by how long the glasses were worn,
setting the weight increase time interval at 3 min was relatively suitable, which could
make sure that the subjects can fully feel the discomfort under different weights while
the wearing time is prevented from being the major factor of affecting users’ discomfort.

3 Weight Evaluation Experiment - Determining the
Relationship Between Subjective Discomfort and Weight

3.1 Participants

35 subjects (female: 16, male: 19) were recruited. Their average age was 25. They didn’t
have any discomfort and medical problems on the experiment day. 21 of the subjects
were spectacles wearers and 14 were not wearing spectacles. Before the experiment, All
the subjects fully understood the evaluation criteria of subjective discomfort, partici-
pants were provided with related instructions which including the purpose, process and
precautions of weight evaluation experiment, and signed informed consent form.

3.2 Experiment Material

As shown in Fig. 2 of the 4 experimental glasses model, we use the standard nuts mass
9.25 g as experimental weighting, as shown in Fig. 4 of the three-channel pressure
sensor of FlexiForce Standard Model A201, the thin film pressure sensor is fixed on the
head supporting points, and the three channels corresponding to the pressure of glasses
#a, #b, #c on nose bridge, ears and head, and glass #d on nose bridge, head and face,
shown in Fig. 2 visual analogue scale.

Fig. 4. FlexiForce standard model A201
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3.3 Experimental Conditions

As shown in Fig. 1 of 4 experimental glasses #a, #b, #c, #d in 4 experimental group,
which basis weight is 120 g, experimental subjects wear 4 glasses and continued to
aggravate to t = 3 min time interval, then we gain the comfort evaluation scores and
supporting points pressure value in 4 different weight groups.

3.4 Experiment Process

Experiment subjects were numbered as #a_1 (#a: the first type of glasses, 1: the first
subject). Each experiment was carried out by 4 subjects synchronically, with each of
them wearing one of the four glasses, glasses #a, glasses #b, glasses #c and glasses #d
to conduct the experiment at the same time. Subjects were asked to remain seated on
the chairs and keep their sight on a horizontal level to watch the video. The weight was
increased or decreased randomly by n*18.5 g at an interval of t = 3 min. Experi-
menters made records of the overall subjective feeling combined with CP50 visual
analog scale of discomfort as well as local discomfort on the supporting points, and
measured the pressure on the supporting points at that time through pressure sensor.
The added weight was not greater than the weight corresponding to 50 points of the
maximum discomfort given by the subjects. After the subjects finished the test of a type
of glasses and after they believed that they had already returned to a steady state both
physically and mentally, they would test another wearing mode of glasses alternately
until all the ten subjects completed the tests of all the four wearing modes of glasses.

4 Experimental Data and Analysis

4.1 Load-Bearing Thresholds Under Four Wearing Modes

Since scores of subjective discomfort were affected by individual differences, different
subjects increased the weight for different times in the experiment, yet each subject
would give the maximum score of discomfort D = 50 at certain weight. Therefore,
mode is introduced to reflect the general weight-bearing level of the group, that is,
when D = 50, the weight of the glasses at this point is chosen as the weight threshold
Mmax of this type of glasses. As is shown in Fig. 5, subjective score D = 50 occurs for
10 times when M = 194 g for glasses #a. Therefore, weight threshold Mamax of
glasses #a under the experiment conditions is (120, 194). Likewise, weight threshold
Mbmax for glasses #b is (120, 212.5); weight threshold Mcmax for glasses #c is (120,
194) and weight threshold Mdmax for glasses #d is (120, 231).

4.2 Subjective Discomfort in Four Wearing Modes

In the experiment, overall discomfort score and that on each supporting point under the
weight (M) of the glasses for each wearing mode of glasses were collected. D (overall
discomfort), Dn (discomfort on the nose bridge), De (discomfort on the ear), Dh
(discomfort on the head) and Df (discomfort on the face). In each experiment group,
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there were 35 groups of scores relating to discomfort. The relations of the weight
(M) of glasses, subjective discomfort in general and on supporting points are analyzed
according to mixed linear regression method:

Da ¼ �5:769þ 0:235 �Ma
Dan ¼ 3:54þ 0:185 �Ma
Dae ¼ �11:791þ 0:179 �Ma
Dah ¼ �16:332þ 0:155 �Ma

8
>><

>>:

ð1Þ

Db ¼ 1:112þ 0:181 �Mb
Dbn ¼ �2:519þ 0:191 �Mb
Dbe ¼ �15:387þ 0:184 �Mb
Dbh ¼ �22:11þ 0:225 �Mb

8
>><

>>:

ð2Þ

Dc ¼ 5:777þ 0:173 �M
Dcn ¼ 5:745þ 0:170 �Mc
Dce ¼ �11:212þ 0:164 �Mc
Dch ¼ �17:717þ 0:197 �Mc

8
>><

>>:

ð3Þ

Da ¼ �5:769þ 0:235 �Ma
Dan ¼ 3:54þ 0:185 �Ma
Dae ¼ �11:791þ 0:179 �Ma
Dah ¼ �16:332þ 0:155 �Ma

8
>><

>>:

ð4Þ

As shown in Fig. 5, the relationship between the subjective uncomfortableness and
the weight of the various types of glasses is drawn into a function diagram. It is shown
in the function relation diagram of linear regression that, influenced by the weight of
the glasses model, overall subjective discomfort of experiment subjects increases
gradually with the increase of the weight of glasses. In the meantime, discomfort on
corresponding supporting points under different wearing modes also shows different
trend of increase with the increase of model weight. We can thus infer that, users’
discomfort when wearing AR glasses is influenced by the weight of glasses and also
influenced by the weight distribution of supporting points.

Besides, according to the function equation of regression and taking D = 50 as the
limit value, corresponding theoretical limit weight (M) of glasses are calculated
reversely. Ma = 237.3, Mb = 270.1, Mc = 255.6 and Md = 289.5, that is, Ma (120,
237.3), Mb (120, 270.1), Mc (120, 255.6) and Md (120, 289.5). The result is compared
with the mode analysis result mentioned in the former part to get the intersection,
which is users’ weight bearing interval for experimental glasses: weight threshold
Mamax for #a is (120, 194), weight threshold Mbmax for #b is (120, 212.5), weight
threshold Mcmax for #c is (120, 194) and weight threshold Mdmax for #d is (120,
231).
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Fig. 5. Subjective discomfort and weight function of four glasses
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4.3 The Correlation Between Subjective Discomfort and Corresponding
Supporting Points Discomfort

Based on the aforementioned data, the overall subjective discomfort of the users’ glasses
wearing and the corresponding supporting point discomfort showed similar tendency.
Therefore, it can be seen that as weight changes, overall subjective discomfort is affected
by the corresponding supporting points discomfort - this is primarily shown by com-
paring average user rating of subjective discomfort on each supporting point, and using
Pearson Correlation Analysis to compare and determine the statistical relations between
subjective discomfort and glasses weight (Tables 1, 2, 3 and 4).
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Fig. 5. (continued)

Table 1. Glasses #a discomfort rating and Pearson

Object Discomfort Pearson

Overall 37.63 0.982
Nose 39.401279 0.969
Ear 21.2975 0.949
Head 13.654444 0.84

Table 2. Glasses #b discomfort rating and Pearson

Object Discomfort Pearson

Overall 38.00 0.957
Nose 36.30 0.967
Ear 22.10 0.988
Head 19.50 0.998
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The comparison between the average subjective comfort score and overall comfort
score of each supporting point can reflect the proportion of supporting point discomfort
in overall discomfort experience, while the Pearson Coefficient shows the correlation
between subjective discomfort rating and weight accordingly. By comparison, it is
demonstrated that in the average subjective discomfort rating of Experiment Glasses
Model #a, Dan = 39.4, Da = 37.63 - the two values are the largest and most similar.
Also, r = 0.982 is the most similar to rn = 0.967 of nose bridge, which means there is a
statistical relationship between the correlation of overall discomfort rating and weight,
and the correlation between nose bridge discomfort and weight. This also means that
the subjective discomfort of Glasses #a is mainly influenced by nose bridge discomfort.
In the average subjective discomfort rating of Experiment Glasses Model #b, Dbn =
36.3, Db = 38 - the two values are the largest and most similar, and r = 0.957 is the
closest to rn = 0.967 of nose bridge. Hence the subjective discomfort is mostly affected
by nose bridge discomfort. In that of Glasses #c, it has been yielded that Dcn = 38.78,
Dc = 39.33, and r = 0.969 while rn = 0.971 of nose bridge - thus the subjective dis-
comfort is also mainly influenced by nose bridge discomfort; in that of Glasses #d,
Ddf = 37.75, Dd = 37.45, in which r = 0.968, and rn = 0.974, so the subjective dis-
comfort of Glasses #d is influenced by nose bridge discomfort as well.

4.4 The Relation Between Each Supporting Point Pressure of the Four
Wearing Modes and the Subjective Discomfort

At the same time, in the experiment, the pressure values (P) of each supporting point of
participants in different weight conditions were recorded - including Pn (pressure value
on the nose bridge), Pe (pressure value on the ear root points), Ph (pressure value on the
head), Pf (pressure value on the face). According to the Linear Mixed Regression
Analysis, the relation between pressure value P of supporting points and glasses weight

Table 3. Glasses #c discomfort rating and Pearson

Object Discomfort Pearson

Overall 39.33 0.969
Nose 38.78 0.971
Ear 25.17 0.994
Head 22.30 0.994

Table 4. Glasses #d discomfort rating and Pearson

Object Discomfort Pearson

Overall 37.45 0.968
Nose 27.17 0.993
Ear 27.80 0.999
Head 24.75 0.975
Face 37.75 0.974
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M were analyzed. Integrated with Pearson Correlation Analysis, the influence of
pressure on users’ subjective discomfort was also identified.

Pan ¼ �0:345þ 0:015 �Ma
Pae ¼ 4:647þ 0:005 �Ma
Pah ¼ 0:661þ 0:006 �Ma

8
<

:
ð5Þ

Pbn ¼ �1:213þ 0:017 �Mb
Pbe ¼ 2:325þ 0:003 �Mb
Pbh ¼ 1:625þ 0:010 �Mb

8
<

:
ð6Þ

Pcn ¼ �0:329þ 0:016 �Mc
Pce ¼ 1:732þ 0:009 �Mc
Pch ¼ 1:046þ 0:003 �Mc

8
<

:
ð7Þ

Pdn ¼ 0:195þ 0:005 �Md
Pdh ¼ 1:695þ 0:004 �Md
Pdf ¼ 2:859þ 0:014 �Md

8
<

:
ð8Þ

By comparing the coefficients of P and M (i.e. comparing the correlations between
the tendency of pressure values on different supporting points and weight changes), this
research found that in Glasses #a: 0.015 > 0.006 > 0.005, so the influence of weight on
the pressure change on each part for Glasses #a is ranked from the biggest to the smallest
as: nose bridge, head, and ear root points; for Glasses #b: 0.017 > 0.010 > 0.003,
therefore the weight influence on pressure changes on different parts, from big to small,
is ranked as: nose bridge, head, and ear root points; that for Glasses #c is nose bridge, ear
root points, and head as the coefficients yield 0.016 > 0.009 > 0.003; for Glasses #d,
0.014 > 0.005 > 0.004, so the weight influence rankings are: face, nose bridge and
head.

According to the relationship of discomfort between the experimental subjects
above and the supporting point, it verified that the overall subjective discomfort of
glass #a, #b, #c is decided by the pressure of the main supporting point which is nose
bridge, and the overall subjective discomfort of glass d is decided by the pressure of the
main supporting point which is face.

5 Discussion and Discovery

This study verifies the relationship between subjective discomfort and the weight of the
AR glasses which user wearing by the two phases experiment, and verify the rela-
tionship between overall discomfort and the pressure of main supporting points by the
analysis of key supporting point pressure data. Thus, in the experimental conditions
(basis weight 120 g), we gain the design standard of weight from the four kinds of
wearing mode by the function relationship between subjective discomfort and the
weight (Fig. 6).
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As the result shows, when M > 123.18 g in Glasses #d, the overall discomfort is
the lowest among the four wearing modes, so the wearing mode in Glasses #d is
deemed more reasonable when glasses weight is considerably heavy. META AR
Glasses 2015 weigh 1.1 lb (=498 g), which is considered heavy, can be worn in the
same mode as in Glasses #d - not only does this relieve some pressure of glasses weight
on sensitive parts on the human face, but it also effectively distributes the weight,
stabilizing the center of gravity thus ensuring the wearing stability. However, as
hardware technology develops, products show a trend of light weight. For instance,
Intel AR Glasses demonstrate the concept of light weight - hence designed according to
the wearing mode in Glasses #a. As the experiment shows, when glasses main body
M < 123.18 g, the wearing mode of Glasses #a has the lowest discomfort. In con-
clusion, when in different weight ranges, the priority in choosing a wearing mode (i.e.
in choosing the lowest discomfort) also varies - this research provides design guidance
and constraint conditions of using Dependent Linear Equation for improving wearing
comfort of AR glasses and users’ experience.

Besides, discomfort of wearing the glasses is also related to the pressure on each
weight-bearing point, therefore, which can be relieved by optimizing and strengthening
the product framework of AR glasses, adjusting the weight distribution of glasses and
optimizing the material of the contacting surface between glasses and supporting
points, and then making the glasses more comfortable to wear.

6 Conclusion

The present study identified the statistical relationships between the subjective disco
fort and the weight of AR glasses under different wearing mode, and provided a design
guidance for the appropriate wearing mode of AR glasses under different weights.

#c #d

(189.28, 38.52)

(129.83, 24.61)
(123.18, 23.06)

(104.63, 20.05)

Fig. 6. The relationship between subjective discomfort and weight in four ways of wearing.
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Besides, the present study investigated the pressure of supporting points in terms of
subjective discomfort, determine the rational planning of the location of the various
components to distract the pressure of the AR glasses which is the critical role to
improving the comfort of AR glasses.
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Abstract. Knee osteoarthritis (KOA) is the most common type of arthritis with
a high prevalence especially among the elderly. A new concept of acu-magnetic
therapy has been developed and designed into a therapeutic knee band for KOA
relief. Therefore, aim of this study was to evaluate the effectiveness and feasi-
bility of the acu-magnetic knee band for KOA relief in the elderly. A random-
ized controlled trial (RCT) has been conducted among 30 eligible subjects
allocated to either a treatment group with six-week acu-magnetic intervention or
a control group without intervention. The clinical effects was evaluated using the
Western Ontario and McMaster Universities Osteoarthritis (WOMAC) Index,
Berg Balance Scale (BBS) and knee range of motion (ROM). Results presented
a superiority established in the treatment group on all measurements when
compared with the control group. In conclusion, the acu-magnetic knee band
was feasible and effective for KOA relief in the elderly.

Keywords: Acu-magnetic knee band � Knee osteoarthritis (KOA)
The elderly

1 Introduction

Knee osteoarthritis (KOA) is a common type of arthritis with a high prevalence
especially among the elderly and imposes a considerable medical and socioeconomic
burden [1, 2]. More than one-third of the elderly aged 65 years old and above are
suffering from the KOA with the main presenting symptoms of stiffness, pain, and
mobility limitation [3, 4]. KOA could be the major cause of disability in the elderly and
significantly influence their life quality [5, 6]. Moreover, due to the less social par-
ticipation and the sedentary lifestyle resulted by KOA, those elderly are more likely to
get mental or cardiovascular diseases [7]. Considering the particularity of the elderly
including their poor health condition, rich medical history together with the limitations
of conventional treatments such as side effect, drug dependence or drug interaction,
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medical risk, etc., it is necessary to develop a suitable way for this group of people
according to their need.

Acu-therapy is increasingly popular in treating many diseases including some
musculoskeletal and connective tissue disorders and were reported to have a good
therapeutic effect on KOA treating [8]. It belongs to the TCM (traditional Chinese
medicine) system based on the theory of acupoint stimulation in order to achieve an
internal balance of human body system, therefore, improve self-curative ability [9, 10].
It is anticipated that acu-magnetic garment therapy may help reliving the KOA suf-
fering in the elderly. Comparing to the medical treatments, garment therapy is non-
invasive, side-effect free, convenient and no need to apply external manual force. It is
the first attempt to use acu-magnetic knee band to help the elderly to relieve KOA at
home. This study aims to evaluate the effectiveness and feasibility of the acu-magnetic
knee band for KOA suffering relieving in the elderly by using a newly designed
therapeutic knee band.

2 Materials and Methods

2.1 Materials

In order to select the most suitable elastic fabric for the development of acu-magnetic
knee band, the physical and mechanical properties of six different knitted fabrics (a)–(f)
were tested. Table 1 indicates that Sample (e) is the lightest (251 g/m2), the thinnest
(0.90 mm) having the best thermal conductivity (Q-max: 0.09 W/cm2) while Sample
(c) is most air-permeable (25.08 cc/sec/cm2). Both of these two knee band materials
have good stretching performance. Moreover, a wearing test of knee bands in these two
materials was conducted to evaluate the pressure (top, middle and bottom of the knee
band), convenience, slippage, movement influence and general comfort sensation.
8 volunteers were required to wear the knee band for at least 2 h and do some daily life
activities (sit down; stand up; sitting; walking; jogging; up and down stairs) before
making assessment. The 11-box numerical rating scale was used for each item with the
score ranging from “0” to “10” matching the scale of uncomfortable to comfortable.
Considering the results from both the objective and subjective evaluation of the
samples, Sample (e) was selected for the development of therapeutic knee band.

Based on both academic reviews and clinical advice, six acupoints including
Ex-LE5 (Xiyan), SP 10 (Xuehai), LR 7 (Xiguan), GB34 (Yanglingquan), ST 35 (Dubi)
and ST36 (Zusanli) on the human body were selected to apply acu-magnetic therapy [1,
11–21]. To apply the magnet therapy on selected acupoints in this study, medical
nonwoven adhesive tape (Fig. 1a) was used to combine knee bands and oblate magnets
(diameter: 18 mm; height: 2 mm; Fig. 1b) with the treatment points on the inner
surface of the knee bands matching the acupoints on human body stated above. All of
the magnets applied in this trial have been tested for their magnetic strength using the
GM08 Gaussmeter (Hirst Magnetic Instruments Ltd. Fig. 1c) to ensure the strength
ranging from 600 to 2000 Gauss. [22–26]

A preliminary acu-magnetic knee band was presented in Fig. 2 below. When
subject wearing this therapeutic knee band Fig. 2a, locations marked in red in the knee
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band are treatment points which could apply magnetic and pressure stimulations on the
selected acupoints on human body located on four meridians (Gall bladder, Stomach,
Spleen and Liver) and an extra point of Ex-LE5 Xiyan (extra-meridian point). The
distribution of treatment points on the acu-magnetic knee band was presented in
Fig. 2b.

Table 1. Physical and mechanical properties of the fabrics tested

Items Sample
a b c d e f

Weight (g/m2) 540 445 566 534 251 510
Thickness (mm) 1.94 1.77 2.05 2.07 0.90 1.52
Air permeability (cc/sec/cm2) 18.43 18.82 25.08 18.82 17.60 21.69
Thermal conductivity Q-max
(W/cm2)

0.05 0.06 0.07 0.06 0.09 0.07

Tensile Lengthwise LT (-) 1.29 1.16 1.27 1.33 0.85 1.12
WT (N/m) 8.92 16.39 17.25 8.66 19.54 6.8
RT (%) 65.27 63.64 65.8 61.76 65.9 61.38

Widthwise LT (-) 1.26 1.08 1.26 1.25 0.74 1.24
WT (N/m) 10.23 5.39 13.25 11.31 17.03 9.29
RT (%) 71.26 64.73 74.70 68.63 69.28 70.04

Bias direction LT (-) 1.18 1.09 1.26 1.30 0.91 1.16
WT (N/m) 11.39 10.45 12.33 7.53 21.17 8.39
RT (%) 60.07 60.60 71.54 62.24 69.72 62.62

LT-Linearity; WT-Tensile energy per unit area; RT-Resilience
Testing instruments: Electronic balance, BX300, Shimadzu Corporation, Japan;
Thickness gauge, Hans Baer AG, CH, Zurich; Air permeability tester, KDG
instruments, Sussex, England; THERMOLABO II, KES-F7, KATO TECH CO.,
LTD; Tensile& shear tester, KESFB1-AUTO-A, KATO TECH CO., LTD.

Fig. 1. Acu-magnetic treatment material: (1) Medical nonwoven adhesive tape to attach
magnets to the knee band, (2) Oblate magnets, (3) GM08 Gaussmeter
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However, different KOA patients may have various bone sizes, leg circumferences,
and meridian positions. For legs with larger or less dimensions, the magnets may not be
always placed at the predetermined treatment points locations on the knee band.
Therefore, different sizes of the acu-magnetic knee bands should be made with con-
sideration of the dimensions of elderly legs, the elongation of fabric and the positions of
acu-point to fit a wide range of KOA patients. After measuring subjects who were in
small, medium and large size respectively to determine the locations of selected acu-
points in different sizes, three sizes of therapeutic knee band have been developed.
Ex-LE5 and ST 35 are located in the depression medial and lateral to the patella
ligament when the knee flexed which are almost on the same horizontal line. Moreover,
these two points are easy to locate accurately on human body and the distance between
these two points have little difference (Mean + SD: 3.5 + 0.07 cm) among people with
different leg sizes. Therefore, Ex-LE5 and ST 35 were set as the basic points with the
same distance (3.5 cm) and height (12 cm from the top of the knee band) in all the
three sizes (S, M and L) to help to identify other treatment points and ensure that all of
other points are within the knee band base. For other four acupoints except Ex-LE5 and
ST 35, location adjustment for various sizes was about 0.5 cm towards up or down and
left or right moving from original selected points.

2.2 Methods

To evaluate the effectiveness and feasibility of the acu-magnetic knee band for KOA
suffering relieving, a randomized controlled trial (RCT) was conducted involving a
treatment group and a control group. Ethical approval has been obtained from the Hong
Kong Polytechnic University. Participants were recruited strictly according to both
inclusion and exclusion criteria then randomly (computer generated sequence) allocated

Fig. 2. The acu-magnetic knee bandmarkedwith acupoints along the four meridians of human leg

114 Z. Gong et al.



to two groups with the ratio of 1:1. The KOA conditions in both groups including knee
stiffness, knee pain, physical function, balance ability and knee range of motion were
assessed at different time intervals (week 0, 2, 4 and 6) using a series of measurements.

Participants
The subjects in this study were recruited from an elderly home in Hong Kong, based on
a set of criteria. Inclusion criteria were: (1) aged 65 years old and above; (2) have
episodic pain caused by KOA in the previous six months; (3) have KOA-resulted lower
limb mobility limitations. The exclusion criteria for participant recruitment were:
(1) have other musculoskeletal issues that associated with the knee pain; (2) have
inflammatory, metabolic or neuropathic arthropathies; (3) have severe concomitant
illnesses that might interfere with the clinical evaluation of the patient; (4) have
received acupuncture/acupressure therapy in the previous two weeks; (5) have cogni-
tive impairment; (6) have skin allergy; (7) have wound or pressure sore on knee;
(8) taking steroid drugs. The information sheet and consent form were signed by each
subject and they were informed to have the right to withdraw at any stage of this study.

Intervention
Participants in the treatment group were instructed to wear the knee bands with inner
acu-magnets at the six acupoints on their lower limbs. The researcher checked the
fitting according to a guideline approved by the professor in Chinese medicine. Each
subject was required to wear the therapeutic knee band for at least two hours every day
and the therapy lasted for 6 weeks. In the control group, however, no acu-magnetic
intervention was applied, patients just kept their usual care or previous treatment for
KOA management.

Measures and outcomes
Before the intervention, each participant has completed a demographic questionnaire
that contained three parts - demographic information, history of KOA and general
health conditions. Any possible confounding factors such as past injury, medication or
other therapies were identified. Primary outcomes were the self-reported knee condi-
tions evaluated through the Western Ontario and McMaster Universities Osteoarthritis
(WOMAC) Index. Considering the language factor of the samples in this research, a
Chinese version WOMAC which has been validated by Xie et al. [27] was adopted.
This validated questionnaire has 24 items focused on three domains-pain, stiffness and
physical function. The higher score in each domain means the more pain and stiffness,
and the poorer physical function. The balance ability of patients assessed by the Berg
Balance Scale (BBS) was one of the secondary outcomes. This is a valid instrument to
evaluate the effectiveness of any intervention and to make quantitative descriptions of
function in clinical practice and research. Totally, there are 14 items in this measure-
ment and a higher adding up score reflects a better balance ability. Another secondary
outcome was the knee flexion range of motion (ROM) recorded using a goniometer
with 30-cm movable arms. During the measuring process, the knee position was
recorded where patients said ‘stop’ because of discomfort or threshold of pain, then
read the degrees. Bigger value of recorded degree presents better knee range of motion.
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Data analysis
Statistical analysis was performed using Statistical Product and Service Solutions (IBM
SPSS Statistics 19). The normality of variables were previously evaluated and con-
firmed using the Shapiro–Wilk test. Paired T-test was conducted to test the significance
of the score changes in WOMAC, BBS and ROM at different time intervals within or
between groups. A significance level of .05 (p < 0.05) was set up for statistical
threshold.

3 Results

3.1 Baseline Characteristics

There were 30 eligible patients completed the whole treatment from the baseline to the
endpoint. Baseline characteristics of KOA patients in both treatment and control groups
were presented in Table 2. In general, basic information of patients including age, BMI
(Body Mass Index), KOA suffering duration was similar in both groups. Moreover,
week 0 data in Table 3 and Table 5 showed that there was no significant difference
between treatment and control group in stiffness (P = 0.872), pain (P = 0.746),
physical function (P = 0.831), BBS (P = 0.685) and ROM (left, P = 0.868; right,
P = 0.597) suggesting a similar baseline on all measurements.

Table 2. Baseline characteristics

Variable Treatment group
(n = 15)

Control group
(n = 15)

Age 79.07 (12.39) 76.47 (11.37)
BMI 22.68 (2.70) 23.66 (2.95)
Female sex, No. (%) 9 (60) 5 (33)
Symptom duration, year 12.33 (9.11) 12.67 (11.91)
1 to � 5 y, No. (%) 4 (27) 6 (40)
6 to � 10 y, No. (%) 6 (40) 4 (27)
>10 y, No. (%) 5 (33) 5 (33)
WOMAC-stiffness 3.60 (1.35) 3.67 (1.29)
WOMAC-pain 8.13 (3.44) 8.53 (2.53)
WOMAC-physical function 29.47 (8.78) 30.20 (8.16)
BBS 29.07 (10.25) 27.20 (12.22)
ROM-left knee, degree 104.53 (11.38) 103.80 (11.87)
ROM-right knee, degree 105.53 (11.48) 102.87 (13.63)

Data were presented as mean (standard deviation, SD);
Data in Female sex and Symptom duration year range were
presented as number (percentage, %)
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3.2 Primary Outcomes

Table 3 presented the WOMAC score in each domain of both treatment and control
groups at various time intervals and the difference between groups. After two weeks
intervention of acu-magnetic therapy in treatment group, the results showed a significant
difference between groups in stiffness (P = 0.043), pain (P = 0.006) but not in physical
function (P = 0.276). Data recorded at week 4 indicated a more obvious difference
between groups in stiffness (P = 0.000), pain (P = 0.000) and physical function
(P = 0.023) and this significance persisted to the end sixth week with the result of
P = 0.000, P = 0.000, P = 0.015 respectively in stiffness, pain and physical function.
Moreover, score changes in WOMAC items during the whole treatment in both groups
has been summarized in the Table 4. In the treatment group, there was a significant score
change in stiffness (−2.07 ± 1.22, 95% CI [−2.74; −1.39], P = 0.000), pain
(−4.40 ± 2.77, 95% CI [−5.94; −2.86], P = 0.000) and physical function
(−7.33 ± 4.69, 95% CI [−9.93; −4.74], P = 0.000) implying a positive clinical effects
on KOA relief. In the control group, however, no obvious improvement existed in
stiffness (0.00 ± 1.51, 95% CI [−0.84; 0.84], P = 1.000), pain (−0.13 ± 2.33, 95% CI
[−1.42; 1.15], P = 0.827) and physical function (−0.87 ± 4.10, 95% CI [−3.14; 1.41],
P = 0.427).

Table 3. WOMAC score and difference between groups at different time intervals

Week WOMAC items Treatment group
Mean (SD)

Control group
Mean (SD)

P value

Week 0
(baseline)

Stiffness 3.60 (1.35) 3.67 (1.29) 0.872
Pain 8.13 (3.44) 8.53 (2.53) 0.746
Physical function 29.47 (8.78) 30.20 (8.16) 0.831

Week 2 Stiffness 2.47 (1.13) 3.40 (1.18) 0.043
Pain 5.40 (2.56) 8.40 (2.26) 0.006
Physical function 25.13 (8.31) 28.60 (7.35) 0.276

Week 4 Stiffness 1.80 (1.01) 4.13 (0.99) 0.000
Pain 4.20 (1.82) 9.47 (2.20) 0.000
Physical function 23.07 (8.20) 29.93 (5.64) 0.023

Week 6
(endpoint)

Stiffness 1.53 (0.74) 3.67 (1.23) 0.000
Pain 3.73 (1.49) 8.40 (1.84) 0.000
Physical function 22.13 (7.93) 29.33 (5.51) 0.015

Table 4. Changes in WOMAC items within groups from baseline to endpoint

WOMAC items Treatment group
(n = 15)

Control group
(n = 15)

Mean (SD) 95% CI P Mean (SD) 95% CI P

Stiffness −2.07 (1.22) (−2.74; −1.39) 0.000 0.00 (1.51) (−0.84; 0.84) 1.000
Pain −4.40 (2.77) (−5.94; −2.86) 0.000 −0.13 (2.33) (−1.42; 1.15) 0.827
Function −7.33 (4.69) (−9.93; −4.74) 0.000 −0.87 (4.10) (−3.14; 1.41) 0.427
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3.3 Secondary Outcomes

BBS score and ROM degree of treatment group and control group at different time
intervals were showed in Table 5 as well as the difference between groups. The results
indicated that there was no significant difference in BBS (P = 0.143) and ROM (left,
P = 0.173; right, P = 0.147) between these two groups during the first two weeks of
intervention. On the fourth week record, acu-magnetic intervention in the treatment
group exerted significant impact on balance (P = 0.018) and knee range of motion (left,
P = 0.003; right, P = 0.001) as compared with the control group. On the endpoint of
the intervention, this significance still existed between groups in either BBS
(P = 0.049) or ROM (left, P = 0.003; right, P = 0.003). After receiving the
acu-magnetic therapy for six weeks, patients in the treatment group experienced an
obvious improvement in balance ability (8.60 ± 6.06, 95% CI [5.25; 11.95],
P = 0.000), left ROM (8.47 ± 6.60, 95% CI [4.81; 12.12], P = 0.000) and right ROM
(7.47 ± 9.83, 95% CI [2.02; 12.91], P = 0.011) as presented in Table 6. However, in
the control group, results showed that ROM decreased by 3.47° (P = 0.018) and 1.53°
(P = 0.368) respectively on left and right knee. Surprisingly, the BBS score in control
group was observed to increase significantly (2.13 ± 2.39, 95% CI [0.81; 3.45],
P = 0.004) from baseline to endpoint suggesting a positive impact on balance ability.

Table 5. BBS and ROM difference between groups at different time intervals

Week Items Treatment group
Mean (SD)

Control group
Mean (SD)

P

Week 0
(baseline)

BBS 29.07 (10.25) 27.20 (12.22) 0.685
ROM-Left 104.53 (11.38) 103.80 (11.87) 0.868
ROM-Right 105.53 (11.48) 102.87 (13.63) 0.597

Week 2 BBS 35.13 (8.58) 28.40 (12.68) 0.143
ROM-Left 112.07 (10.98) 105.67 (10.15) 0.173
ROM-Right 114.00 (9.82) 108.00 (9.41) 0.147

Week 4 BBS 37.93 (7.28) 27.47 (11.98) 0.018
ROM-Left 115.00 (8.86) 102.00 (10.49) 0.003
ROM-Right 115.53 (7.41) 101.20 (10.12) 0.001

Week 6
(endpoint)

BBS 37.67(6.37) 29.33 (12.51) 0.049
ROM-Left 113.00 (7.02) 100.33 (10.77) 0.003
ROM-Right 113.00 (4.55) 101.33 (11.41) 0.003

Table 6. Changes in BBS and ROM within groups from baseline to endpoint

Items Treatment group (n = 15) Control group (n = 15)
Mean (SD) 95% CI P Mean (SD) 95% CI P

BBS 8.60 (6.06) (5.25; 11.95) 0.000 2.13 (2.39) (0.81; 3.45) 0.004
ROM-Left 8.47 (6.60) (4.81; 12.12) 0.000 −3.47 (5.03) (−6.25; −0.68) 0.018
ROM-Right 7.47 (9.83) (2.02; 12.91) 0.011 −1.53 (6.38) (−5.07; 2.00) 0.368
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4 Discussion

Current outcomes extracted from the RCT suggested that acu-magnetic knee band was
effective for KOA relief in the elderly. The result collected by the WOMAC, BBS and
ROM test indicated that the 6-week acu-magnetic intervention has significant
improvement on knee stiffness, knee pain, physical function, balance ability and knee
range of motion. However, the effects on different items varied at different stages of the
treatment. Compared with the control group, a more obvious improvement was
obtained by the treatment group in each item on the last two records (week 4 and 6)
than that recorded on week 2. Moreover, significant difference was first observed in
stiffness (P = 0.043) and pain (P = 0.006) on week 2 while the significance in physical
function (P = 0.023), BBS (P = 0.018) and ROM (left, P = 0.003; right, P = 0.001)
began to appear in week 4. This may because the acu-magnetic therapy had quick
effects on promoting vital energy (Qi) and blood circulation in meridians, relaxing
muscles, remodeling microvascular, reducing oedema and inhibiting pain sensory.
[9, 10, 28–31] Therefore, the knee stiffness and pain was significantly improved at the
early stage of the intervention. With less stiffness and pain, the participants were more
willing to move and do more daily activities, a better physical function ability was thus
achieved as well as the balance ability and knee range of motion.

The stiffness has been measured subjectively in the WOMAC-stiffness domain, and
measured objectively by the knee ROM measurements. [32] It showed a significant
improvement in knee stiffness from a subjective perception after 6-week intervention
and confirmed by the objective measurements from ROM test. However, the
improvement on WOMAC stiffness was discovered to be more obvious than that on
overall ROM. The subjective perception might bring some personal bias on the effect
evaluation of the acu-magnetic therapy for KOA suffering relieving. Subjects who wore
the knee band believing that they were receiving treatment and may expect to have
clinical effects. Such psychological expectation may bring bias to the result especially
to those self-reported outcomes. In addition, other factors such weather, number of
clothes, health condition change, etc. could also influence the knee conditions and
physical function of the patients, therefore, bring bias to objective measurements. As a
result, future studies should set up more control conditions trying to rule out different
kinds of research bias.

Although there was a superiority established in treatment group over the control
group in all measurements, a significant improvement has been achieved by the control
group in BBS score (P = 0.004) at the endpoint. This finding may partly due to the
BBS questionnaire setting and test methods. BBS is widely used for the balance
measurement of the elderly as a function performance task. This valid instrument was
consisted of 14 fixed functional tasks such as standing to sitting, transfers, turning to
look behind, placing alternate foot on stool, standing on one foot, etc. Participants in
both groups were required to perform all these 14 tasks every two weeks and score for
each task was given according to their performance finally adding up to a BBS score.
Totally, four times need to be tested during the whole RCT conduction thus participants
would be experienced in performing these tasks which may contribute the positive
result found in BBS.
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The current study has several potential limitations. Firstly, the RCT was not blinded
to either the patients or the researchers. It is impossible to mask the patients because the
treatment group wearing a knee band but no intervention adopted by the control
group. In addition, researchers were not blinded since they need to give instruction to
treatment group on how to wear the acu-magnetic knee band accurately and collect data
from both groups. Secondly, psychological factors may play a role in the positive
results of the treatment group. A sham group need to be set up in future RCTs in order
to explore the placebo effect. Moreover, the therapeutic knee band used in this study
was a preliminary design that needs to be further refined. In the future, the knee bands
should be embedded with oblate magnets to increase the convenience and long-term
usability. Although there is a size setting (S, M and L) for different leg sizes of KOA
patients, further adjustment on the hem edges will be needed to fit more patients.

5 Conclusion

This study has demonstrated the effectiveness and feasibility of the acu-magnetic knee
band for KOA relief in the elderly, in terms of knee stiffness, knee pain, physical
function, knee range of motion and balance ability improvement. We believed that after
refinement, this new application could have tremendous potential to be widely accepted
in the market and significantly support the home treatment which is highly urged by the
elderly. Moreover, this therapeutic garment may not only provide promising methods
to relieve KOA suffering and improve mobility but also give future directions for
symptom management and functional maintenance in KOA in order to improve the life
quality of the elderly KOA sufferers.
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Abstract. A pronounced deficit of physical activity is one of the challenges in
today’s societies. Lacking the minimum of activity recommended for a healthy
lifestyle can be avoided by so-called life-logging technologies. However, usage
is still low. To understand what factors contribute to an acceptance and use of
these technologies, we conducted a quantitative online study with users and non-
users. In total, 412 people have participated, 225 of them active users of life-
logging technologies and 187 non-users. It was found that individual user
characteristics shape its acceptance. For instance, the goals for possible behavior
change, which the use of life-logging devices can support, differ significantly
between users and non-users. Furthermore, the study reveals that factors such as
age, motives for physical activity, and privacy concerns are key determinants for
projected acceptance of life-logging technologies.

Keywords: Persuasive technology � Privacy � User modelling
Quantified-self � Consumer Health Information Technology

1 Introduction

The spread of online services, be it the internet, mobile apps, or smart devices, has
enabled a lot of positive and empowering opportunities. By now, almost everyone can
consult the internet, book vacations, or reach friends anytime and anywhere.

However, the ongoing digitalization has also led to a lot of sedentary behavior, be it
in the workplace or in leisure time. People spend a good amount of time sitting at a
desk or hunched over a small mobile device like a laptop, a smartphone, or a tablet PC,
cf. [1, 2]. Nevertheless, while readily available online services might be a facilitating
factor to creating health risks such as obesity, hypertension, bad posture, and the like,
they also offer a possible solution to avoid or at least minimize these risks. So-called
Consumer Health Information Technology (CHIT) also allows for the opportunity to
keep a close eye on one’s own life. It has become easy and almost effortless to keep
track of step count, calorie intake, and even the path one has walked during the day.

Although the benefits of physical activity to reduce health risks have been proven,
see, for example, [3, 4], the use of apps or wearables to keep track of one’s activities
and caloric intake is still not widely spread, even though market estimates put the sale
of wearables in Germany soaring in the past few years, e.g., [5, 6]. The question then
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arises, why? What are reasons such devices and apps are not more widely used? What
factors – be it demographic, psychological, or technological – prevent the adoption of
so-called life-logging, i.e., regularly recording aspects of one’s life to understand
current behavior and improve habits [7, 8], even though its benefits have already been
attested, e.g., [9]?

The present study aims at determining the answers to those questions. Our main
contribution is threefold: First, we show which goals people want to pursue and for
which goals they desire technological assistance. Second, we identify factors that differ
between current users and non-users of life-logging technologies. Third, we show
which user factors and which perceptions about life-logging technologies contribute to
a likely adoption of life-logging technology by current non-users.

2 Related Work

A cornerstone of the present study is that of technology acceptance. Previous studies in
different contexts have found that the adoption of a technology, that is, the later use of a
product or service, is largely depended on its acceptance [10–12]. Acceptance, in turn,
depends on several other factors: on the one hand, there are user factors such as age,
gender, or technology affinity. On the other hand, there are factors pertaining to the
technology itself such as ease of use or perceived usefulness. Davis et al. found a strong
relationship between intention and action, meaning the intention to use a device or
service can predict the actual use later [13]. This is the basis for the Technology
Acceptance Model (TAM).

Earlier, the Theory of Reasoned Action (TRA) by Fishbein and Ajzen has shown a
strong relationship between the intention to perform a specific behavior (i.e., adopting a
specific product or service) and the actual behavior [14]. According to the TRA, the
intention towards the behavior is governed by the individual’s attitudes and subjective
norms towards the behavior.

Another theoretical framework that links intention with action is the Theory of
Planned Behavior (TPB) [15]. Although other factors directly influence the intention,
once the intent to display a behavior, be it the use of a technology or physical exercise,
is strong enough, the actual performance is more likely to follow.

While the previously cited works lay the theoretical groundwork for technology
acceptance and behavior change, there have also been several studies within the
specific context of wearables and fitness applications. Recurring observations have
been privacy concerns [16, 17] or lack thereof [18], and abandonment or discontinu-
ance of use [19–21]. Lidynia et al., for example, have found that a general interest in
fitness trackers and wearables, especially in the data collected, is present [22]. How-
ever, they also found that the concern for privacy was one of the biggest barriers to
actually using life-logging devices and apps. As mentioned before, perceived useful-
ness plays a large role in technology acceptance and adoption. Consequently, several
studies have focused on the accuracy of commercially available devices, e.g., [23–26].
It was found that the accuracy largely depended on model, e.g., [25, 27]; anatomical
placement, e.g., [25]; activity that is recorded, e.g., [23, 25, 26]; or a combination of
these factors, e.g., [28].
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3 Research Design

To understand the goals potential users of life-logging technologies might want to
pursue and which perceived barriers they might encounter, we conducted an empirical
study using an online survey. The survey consists of three parts: Firstly, we queried the
participants’ demographic data, explanatory user factors, as well as their current use of
life-logging technologies. Secondly, we asked for the goals they might want to pursue
and for which of these goals they seek or would accept digital assistance. Thirdly, we
queried the participants about potential barriers to using life-logging technologies in the
pursuit of their goals. The list of potential barriers, as well as the list of goals was
collected in antecedent focus groups (see below).

Explanatory Variables: The first section included demographic data such as age,
gender, and education. This was supplemented with the following factors:

Subjective Vitality (VIT): 4 items taken from [29], translated into German.

Motives for Physical Activity (revised scale) (MPAM-R): This scale by Ryan and
Frederick captures individuals’ motives for performing sportive physical activities [30].
The scale is subdivided into five dimensions: perception of one’s own competence,
appearance, fitness, enjoyment, and social motives.

Self-Efficacy in Interacting with Technology: The context-specific self-efficacy deter-
mines an individual’s selection of tasks, their performance in these tasks, and their
perseverance in case of difficulties. In the technology domain, self-efficacy in inter-
acting with technology has been found to profoundly shape how people interact with
interactive systems. To understand its influence on the use of wearable electronic
devices, we surveyed this construct with 8 items based on a scale by Beier [31].

Another section was devoted to Need for Privacy (NfP) and Privacy Concerns
(PC), each determined by 3 items to be rated on 6-point Likert scales, respectively.
While the NfP is used to evaluate the participants’ general stance on information
disclosure, the second concept (PC) deals specifically with concerns regarding infor-
mation privacy in an online context.

Use of Life-Logging: Concluding the list of explanatory user factors, we asked for the
participants’ current life-logging behavior, i.e., whether they use life-logging tech-
nologies or paper-based diaries for logging (no, apps, wearable, web portals, diary).

Dependent Variables:
Pursued Goals: As the goals individuals want to pursue might differ, we collected a list
of possible objectives through literature review and two focus groups with users and
non-users (4 participants in each). In total, we included 12 different goals in our study
and asked the participants to rate the importance of each goal on a 6-point Likert scale
ranging from “not important at all” to “very important”:
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Desire for Support: For each of the goals we also asked the participants if they desire
(technological) support for achieving this goal, also on a 6-point Likert scale.

Perceived Barriers: To understand what prevents people from using life-logging
technologies to support the pursuit of their goals, we collected a list of potential barriers
by using the same methodology as above. Again, the 13 perceived barriers were
surveyed on 6-point Likert scales ranging from “do not agree at all” to “fully agree”:

• already active enough
• no benefit from life-logging
• goals beyond reach
• battery's service life too short
• device does not look nice
• not knowing what happens to 

measured data
• constant reminders to get moving

• forced sharing of results in 
social networks

• arduous usage
• device does not work correctly
• getting negative feedback
• device is expensive
• constantly under surveillance, 

even on a "lazy" day

Statistical Procedures: All answers to the items were captured on 6-point Likert
scales ranging from ‘not important at all’ to ‘very important.’ For the statistical anal-
yses, items were rescaled to 0 to 100% and scales were aggregated into arithmetic
means. The results are analyzed with parametrical and non-parametrical methods, using
bivariate correlations (Pearson’s r or Spearman’s q) as well as single and repeated
multi- and univariate analyses of variance (M/ANOVA). The type I error rate (level of
significance) is set to a = .05 (findings .05 < p < .1 are reported as marginally sig-
nificant). Pillai’s value is used for the multivariate tests. Arithmetic means are reported
with standard deviations (denoted ±). The whiskers in the diagrams show the 95%
confidence interval. All scales used were tested for their internal reliability by calcu-
lating Cronbach’s a (see Table 1).

Table 1. Reliability of scales and sources.

Scale Items n Cronbach’s a

SET self-efficacy technology interaction [31] 4 412 a = .876
VIT subjective vitality [29] 4 412 a = .859
MPAM motives for physical activity [30] 15 412 a = .889
NfP need for privacy 3 412 a = .701
PC privacy concern 3 412 a = .636
GLC goals for life-changes 12 412 a = .779
BLL barriers to life-logging 13 412 a = .864

• quit smoking
• quit drinking
• achieve an exercise goal
• reduce resting heart rate
• increase discipline
• drink more water

• get better sleep
• lose weight
• more balanced nutrition
• do more sports/exercise more
• be more active in daily life
• increase overall well-being
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3.1 Description of the Sample

A total of 412 data sets was collected via technology mediated social networks or email.
214 participants of the study are women (51.9%) and 198 are men (48.1%). The age in
the sample ranges from 17 to 78 years (mean 36.1 ± 12.2 years). Age and gender are
not correlated (q = .061, p = .213 > .05), indicating a heterogeneous sample.

In our sample, higher age is associated with a slightly higher subjective vitality
(r = .116, p = .016 < .05), slightly lower motives for physical activities measure
(r = −.175, p < .001), and lower self-efficacy in interacting with technology
(r = −.099, p = .044 < .05).

Gender is linked to technical self-efficacy (r = .312, p < .001) and men report a
significantly higher self-efficacy in interacting with technology (82.3 ± 17.6%) than
women (69.3 ± 21.6%). No influence of gender was found on subjective vitality
(r = .078, p = .114 > .05), whereas men reported higher motives for physical activities
than women (r = .163, p < .001). Neither the privacy concerns nor the need for pri-
vacy were affected by gender (pPC = .345 > .05, pNfP = .589 > .05). In addition, we
found a strong relationship between subjective vitality and the motives for physical
activities (r = .381, p < .001), as well as a very strong relationship between the
reported privacy concerns and need for privacy (r = .652, p < .001).

In our sample, 225 (54.6%) participants reported to be users of life-logging tech-
nologies and 187 (45.4%) participants reported to be non-users. Specifically, 169
(41.0%) stated to use smartphone apps for life-logging, 118 (28.6%) conveyed to use
an extra device, such as a wristband, for life-logging, 32 (7.7%) are using a fitness
portal, and 18 reported to keep a diary (4.4%). In the following, we focus on elec-
tronically mediated life-logging systems and only consider users of apps, portals, or
wearables as life-loggers in our analyses.

4 Results

This section presents the findings of our survey. First, we show how users and non-
users of life-logging technologies differ in regard to the investigated user factors.
Second, we present a ranked list of goals that users and non-users of life-logging
technologies want to pursue. Third, we illustrate the perceived barriers of adopting life-
logging technologies. Finally, we investigate how personality factors and perception of
life-logging technologies relate to the projected adoption.

4.1 Contrasting Users and Non-Users of Life-Logging Technologies

This section presents the similarities and differences between users and non-users of
life-logging technologies. First, we show the similarities and differences regarding the
participants’ personality profiles. Next, we illustrate how users and non-users differ in
regard to their goals and then in regard to the perceived barriers to using life-logging
technologies.

First, gender is not related to the use of life-logging technologies (v2 = .385,
p = .535 > .05). Of the 214 women, 120 reported to be users with the remaining 94
being non-users. Of the 198 men, 104 indicated to be users and 93 stated to be non-users.
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To understand if the surveyed personality factors influence the use of life-logging
technologies, we calculated a MANOVA with usage as independent and VIT, MPAM,
SET, PC, NfP, and age as dependent variables. The MANOVA revealed an overall
significant effect (V = .131, F6,405 = 10.159, p < .001). In this sample, the use of log-
ging technologies was neither related to age (F1,410 = .030, p = .863 > .05), PC
(F1,410 = .409, p = .523 > .05), nor VIT (F1,410 = 2.152, p = .143 > .05). Differences
emerged for the NfP (F1,410 = 7.327, p = .005 < .005), MPAM (F1,410 = 22.327,
p < .001), and SET (F1,410 = 26.421, p < .001). Specifically, users of life-logging
technologies reported a highermotivation for physical activities and a higher self-efficacy
in interacting with technology, whereas non-users reported a higher need for privacy.

Figure 1 and Table 2 illustrate the influence of life-logging usage on these mea-
sures. In regard to the self-reported steps per day (p = .023 < .05) users and non-users
of life-logging technologies also differ, although the self-reported hours of sportive
activities per week is not significantly different (p = .079 > .05).

Fig. 1. User factors for users and non-users of life-logging technologies (whiskers show the
95%-CI, * indicates significant differences of p < .05).

Table 2. Differences between life-logging users and non-users.

Life-loggers (n = 225) Non life-loggers (n = 187) p

Age 36.2 ± 11.0 36.0 ± 13.6 n.s.
Gender 120 f; 105 m 94 f; 93 m n.s.
SET 80 ± 17% 70 ± 22% p < .001
VIT 65 ± 18% 62 ± 18% n.s.
MPAM 69 ± 14% 62 ± 17% p < .001
PC 64 ± 17% 65 ± 18% n.s.
NfP 64 ± 20% 69 ± 19% p = .005 < .05
Est. steps per day 9794 ± 21252 6048 ± 8162 p = .023 < .05
Est. h sport per week 4.8 ± 3.6 4.0 ± 5.2 p = .079 > .05
Goals for life-changes 58 ± 14% 51 ± 16% p < .001
Desire for support 51 ± 17% 38 ± 22% p < .001
Barriers to life-logging 55 ± 18% 56 ± 20% n.s.
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4.2 Goals for Life-Changes

As Fig. 2 illustrates, the items ‘quit smoking’ and ‘drink less alcohol’ are given the
lowest priority by our subjects, whereas a higher level of sporting activity, more
activity in everyday life, and increased overall well-being are given the highest priority.

Next, we analyzed if the pursued goals differ depending on experience with life-
logging technologies. A MANOVA with usage as independent variable and the goals
as dependent variable affirmed a significant overall effect of usage on the goals
(V = .163, F12,399 = 6.495, p < .001). However, differences in goal importance emerge
only for some of the 13 surveyed goals. Specifically, these differences concern
achieving a defined athletic goal (p < .001), resting heart rate (p = .019 < .05), sleep
quality, (p < .001), weight loss (p < .001), nutrition (p < .001), increase of overall
sportiness (p = .009 < .005), more activity in everyday life (p < .001), and overall
well-being (p < .001). No differences were found for smoking cessation (p = .409),
less alcohol consumption (p = .284), being more disciplined (p = .083), and drinking
more water (p = .305).

4.3 Perceived Barriers to Life-Logging

Figure 3 shows that some aspects of life-logging technologies are perceived as stronger
barriers than others. Also, the perception differs only for some of the queried barriers
between users and non-users of life-logging technologies.

Fig. 2. Importance of goals by users and non-users of life-logging technologies (whiskers show
the 95%-CI, * indicates significant differences of p < .05).
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The participants evaluated potential (negative) feedback and feedforward to get
moving as the least important barriers, whereas the price of the device, the limited
effectiveness, or the perceived necessity to share one’s activities in social networks
were rated as the most important barriers.

Next, we wanted to understand how users and non-users differ in regard to the
perceived barriers to the use of life-logging technologies. A MANOVA with the usage
of life-logging technologies as independent variable and the 13 potential barriers as
dependent variables attests a significant overall effect (F13,398 = 5.234, V = .148,
p < .001).

4.4 A Closer Look at Non-Users of Life-Logging

As shown above, actual usage of life-logging technologies significantly relates to most
of the investigated independent and dependent variables. But what factors relate to the
projected adoption of life-logging technologies by non-users?

To answer this question, we now focus only on the group of non-users of
life-logging technologies (n = 178). Here, the average intention to use life-logging
technologies is just 44 ± 27% and thus below the center of the scale. The large
standard deviation indicates a rather strong disagreement among the members of this
group.

To understand what causes this disagreement, we calculated two stepwise multiple
linear regressions with the intention to use as dependent variable. First, we focus on the
perceived benefits and barriers of this technology. Thus, we used the goals, desire for
support, and barriers as independent variables for the stepwise multiple linear regres-
sion, see Fig. 4. The analysis yields a significant model with desire for support as the
single predictor for intention to use (b = .590, T = 9.705, p < .001). The share of
explained variance is r2 = .345, thus the desire for support explains about 35% of

Fig. 3. Comparing barriers for users and non-users of life-logging technologies (whiskers show
the 95%-CI, * indicates significant differences of p < .05).
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intention to use’s variance. Consequently, participants reporting higher desire for
support also report a higher intention to adopt life-logging technologies.

Second, we analyzed which user factors relate to the intention to adopt life-logging
technologies. For this, we calculated a second stepwise multiple linear regression with
the user factors age, gender, SET, VIT, MPAM, PC, and NfP as independent variables.
This analysis yields a significant model with two factors and an explained variance of
r2 = .058. The model predicts that MPAM is strongly and positively (b = .196,
T = 2.608, p = .008 < .05) and PC less strong and negatively (b = −.152, T = −2.065,
p = .040 < .05) related to the intention to adopt life-logging technologies. Hence,
participants with a higher motivation towards physical activities are more likely to
adopt life-logging technologies, whereas a higher PC acts as a barrier for the adoption.
Within this sample and our limited sample size of 178 participants, no other factors,
such as age, SET, or gender, influence the intention to use.

5 Discussion, Limitations, and Outlook

The study analyzed different aspects that might influence the acceptance of life-logging
technologies. To do so, user factors, e.g., demographics, privacy concerns, motivation
to be physically active, etc., as well as different experience groups were compared as to
the possible goals they might pursue and for whose achievement the use of CHIT might
be beneficial. Furthermore, we compared the evaluation of different barriers preventing
the use of life-logging devices.

Fig. 4. Determinants for projected use by non-users of life-logging technologies. Left: goals,
desire for support and barriers (r2 = .345). Right: based on user factors (r2 = .058).
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Our results show that users and non-users differ in many instances in their evalu-
ation of barriers to life-logging but also in goals they deem worthy of pursuing. While
non-users are mostly opposed to arduous usage, forced sharing of their data, expenses,
and malfunctions, users in turn are more concerned with the technology’s appearance
and battery runtime.

In accordance to previous studies, e.g., [22], concerns for one’s privacy are once
more the main obstacle to the use of fitness-apps and trackers. However, even though
information privacy concerns or possible violations factored into 3 of 13 items, it is
interesting to note that the barriers did not have a significant influence on the projected
future use of life-logging technologies. Here, the goals and wish for support in
achieving said goals play a much more important role.

Another interesting finding was that, although we analyzed the acceptance of a
technology, specific as it might be, self-efficacy when interacting with technology did
not influence the projected use. Neither did gender, both of which have been important
factors in previous acceptance studies. However, other typical acceptance factors, such
as perceived usefulness or effort expectancy, are still very important in the evaluation
of possible barriers to the use of life-logging devices.

Even though our sample reported to be rather active on average, see Table 2, more
activity was an important goal and already sufficient activity a medium important
barrier. Nevertheless, this might also be a misjudgment as the standard deviations
surpass the average means considerably.

While the present article analyzes the potential goals that might be supported with
life-logging technologies and the perceived barriers potential users might encounter,
future work should address the representativeness of the sample. Although the current
study contains younger and older participants as well as users and non-users of life-
logging technologies, the validity of the presented findings might be improved by using
a representative sample of the population.

Furthermore, the study was conducted in Germany where life-logging is still not
widely used, e.g., [32]. Other countries with more exposure to activity trackers or
higher numbers of users might encounter different perceived barriers but also different
goals that might be supported by life-logging devices or apps that, so far, have not
reached the German usage context.
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Abstract. OCRA (Occupational Repetitive Action) index is one of the most
used method for supporting risk assessment in tasks requiring manual handling
of low loads at high frequency. One of the main drawbacks of this method is that
the operator analyses the activities by observing videos. This kind of procedure
is inherently not objective and operator-dependent. To overcome these limita-
tions, we developed a toolbox to support the analysis with contextual noting and
wearable sensors kinematic data. Three expert operators were asked to evaluate
seven videos with and without the aid of the developed toolbox. Results
underlined a high inter (R2 mean 0.4) and intra-operator variability (posture time
percentage and technical actions (TAs) count mean errors respectively 7.44%, 4
TAs) when using the only video-based approaches. On the contrary, research
outcomes showed that the introduction of wearable device allow to overcome
these issues and to reduce noticeably the evaluation time (−98%).

Keywords: Occupational ergonomics � Wearable systems
Upper limb musculoskeletal disorders � Movement analysis

1 Introduction

Manual handling of loads is very common in several professions and in very different
workplace and working tasks. This kind of activities implies that the workers decide -
consciously and/or unconsciously and in relation to the environment itself - move-
ments, postures and muscular strength necessary to complete the assigned task and,
consequently, the level of effort to be invested in. The motor strategies or behaviours
adopted by subjects in executing these actions obviously strongly affect the overall load
acting on and related fatigue of musculoskeletal system. Upon the individual choice of
the “optimal” motor strategies and the environmental constraints, the worker could
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develop different kind of musculoskeletal pathologies and disorders that can impact
also his/her daily life. Hence it is important that manual work must be designed and
monitored with the aim to guarantee and protect health and well-being of all the
involved employees. In this framework the analysis of postures and movement
assumed by workers is critical to correctly define the level of risk to develop muscu-
loskeletal disorders, associated to their specific working activities. Ergonomics is the
reference discipline to assess and design tasks and workplaces to support the best safety
and performance of the human-environment-task system. Several norms have been
developed for these purposes, both for designing and for assessing the working tasks
and environments (and tools).

ISO 11228 [1] is the international standard referred to manual handling in which are
contained several information on how to conduct a reliable risk assessment. It is
organized in three parts related to the evaluation of risk factors in lifting and carrying
tasks (ISO 11228-1), push and pulling tasks (ISO 11228-2) and manual handling of low
loads at high frequency tasks (ISO 11228-3). In particular, this latter part suggests the
use of OCRA (Occupational Repetitive Actions) index [1, 2]. Undoubtedly this method
presents several advantages such as: it takes into account several risk factors, it is
applicable to jobs in which workers have to exploit different tasks (i.e. multitask jobs)
and give to the analyst quantitative criteria to predict the occurrence of upper limb
work-related musculoskeletal disorders. On the other hand, in most cases, operators
conduct the analysis of postures and movement mainly by qualitatively observing
videos acquired during the work shift of a workers’ population. Thus, although the
approach has a concrete scientific basis and is based on an extensive epidemiological
research, the overall procedure can be affected by systematic not objective and
operator-dependent (with a critical level of inter- and intra-operator variability) factors.
Furthermore, the analysis could lead to misleading outcomes due to the 2D nature of
the available information [3–5].

All these considerations led us to hypothesize the necessity to design novel tools
and methods able to objectively and reliably quantify the level of risk to develop
musculoskeletal disorders associated to working task.

In this regard, the main goal of this paper is to describe the development of an
original software tool that can support and help operators in the analysis and evaluation
of working task requiring manual handling of low loads at high frequencies. The
method/tool is based on the integration of multimedia information with contextual
noting and the acquisition of kinematic data with the use of wearable inertial sensors.
Furthermore, different methods are compared with the aim to assess whether our novel
approach could improve the quality and the productivity of the risk assessment with
respect to the classic manual “paper-based” approach.

2 Materials and Methods

The proposed toolbox integrates different activities that the operator can do concerning
risk assessment by means of OCRA Index. For sake of clarity, first we report the main
characteristics of this index and then how we integrated them into the developed
toolbox.
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2.1 ISO 11228-3: Posture Analysis and Technical Actions Count
(Checklist OCRA Index)

The third part of the ISO 11228 norm gives recommendations about the evaluation of
tasks involving manual handling of low loads at high frequencies. It guides the analyst
step-by-step in conducting a complete risk analysis considering all the factors that can
contribute to the insurgence of work-related musculoskeletal disorders. The Standard
suggests to quantify the risk of hazard using the OCRA Index.

The OCRA Index [1] (Eq. 1) is specifically defined as the ratio between the number
of Actual Technical Actions (ATAs) execute by workers and the Reference Technical
Actions (RTAs), that represent the ideal number of actions required to prevent the
occurrence of Upper Limb Work-related Musculoskeletal Disorders (UL-WMSDs) in
the execution of that task.

OCRAIndex ¼ nATA= nRTA ð1Þ

RTAs and ATAs must be computed for each upper limb side. In order to determine
ATAs, the analyst has to compute the number of technical actions observed during the
work shift related to that particular task. Then, it is possible to compute the frequency
of actions per minute, through the definition of the ratio between number of actions
observed and the time of the observation. The number of technical actions is computed
by observing the video: the analyst takes note “on paper” about the number of esti-
mated technical actions.

Once nATA is calculated, it is possible to calculate the number of RTAs. A value for
each different multiplier is computed using empirical rules described in the interna-
tional standard. Then all values are multiplied and thence nATA is obtained.

In particular, force and posture multipliers are really hard to be objectively deter-
mined only by observing a video. For the main purpose of this paper, only posture
analysis will be take into account.

Posture multiplier is determined for each upper limb joint, by comparing the
angular displacement in different anatomical planes with its threshold. The operator
takes note of percentage of time in which the joint angle is greater than the threshold.
Thresholds for each movement in each anatomical plane are reported in Table 1. For
the elbow, the analyst has to consider only “dynamic movement”, i.e. not considering
absolute angles, but temporal variation. Concerning the hand, it has to be considered
the percentage of time only when workers hold in their hand the object.

Table 1. Angular displacement threshold for each upper limb joint movement.

Joint Movement Limits

Shoulder Flexion/extension >80°
Elbow Pronation/supination (dynamic movement) >60°

Flexion/extension (dynamic movement) >60°
Wrist Palmar flexion/dorsal extension >45°

Ulnar deviation >20°
Radial deviation >15°
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In particular, this work has taken into account the OCRA Checklist index method, a
simplify version of the more complex OCRA. This method is the most widely used for
the assessment of the overall risk in work environment.

Considering the OCRA Checklist method, it is important to underline that the
percentage of time is cumulative for movements of a specific joint. A time span is
considered as the time in which the worker has an incorrect posture, if at least one of
the movements of the specific joint reaches an angle that is beyond the (static or
dynamic) threshold.

2.2 Software Toolbox

The proposed toolbox was designed to follow OCRA Checklist method, giving mul-
timedia management support and integrating the possibility of using wearable inertial
sensor data. The overall toolbox was developed in Matlab (The Mathworks Inc.). As
reported in Fig. 1, it is composed by four different Graphical User Interfaces (GUI).
Each GUI is useful to conduct a particular analysis. The toolbox is organized as follow:

• Selection module;
• Technical Action Count module;
• Posture Analysis (Video) module;
• Posture Analysis (Inertial Sensors) module.

Once the analysis is completed, it is possible to export drawings and data in a well-
organized spreadsheet file. Furthermore, the user can save in the same spreadsheet file
and sheet, results of other performed analyses and trials.

2.2.1 Selection Module
In the first GUI, the user can choose the analysis mode: (a) count of technical action
number (Technical Actions), evaluation of postures through video analysis (Posture)
and automatic evaluation of postures uploading body kinematics acquired by a com-
mercial system of wearable inertial sensors (Smart Posture).

2.2.2 Technical Action Module
This module is dedicated to the analysis of the so-called technical actions (Fig. 1). The
operator has to upload a specific video recording of the working tasks from the
structured video database folder (each one has been categorized with a proper label
according to technical action, user, date). While the video is reproduced, the operator
can select the side of the body to be analyzed and the number of technical actions, with
their timing with a dedicated button. The technical actions frequency is automatically
computed and displayed.

The user can also tag the instants when the worker begins to maintain an object with
a single hand (static actions) and when he stops to maintain it and begin to move again
(end of static action). The duration of the static action must be higher than 5 s to be
considered in the computation of static action total time. Bar-plots are drawn to describe
these actions, and the total and percentage of time of static actions are displayed. These
data can be exported, in the most common spreadsheet file format (such as *.xls) all the
data. Corresponding pictures are automatically saved in the selected folder location.
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2.2.3 Posture Module
Posture module (Fig. 2) was designed in order to help the user analyzing postures
through the video observation. The GUI allows the operator for loading the video to be

Fig. 1. Technical actions GUI.

Fig. 2. Posture module
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analyzed and its reproduction. Again, the operator the side of the body (left/right) and
the joint he/she wants to analyze. After starting the analysis with the corresponding
button, the user can mark the time whenever the worker presents an awkward posture.
A bar in the lower-right graph window related to the selected side, described the joint
posture and the relative percentage of time. As previously reported, data can be
exported in spreadsheet file and the bar-plot can be saved too.

2.2.4 “Smart” Posture Module
The “Smart” posture module lets the user to import kinematic data (joint angles)
acquired by means of commercial systems based on wearable inertial sensors and then
it computes in an automatic way the posture evaluation and the related time and
percentages of time (Fig. 3).

For the determination of time and percentage of time, a specific algorithm (Fig. 4)
was designed, following the rules of ISO 11228-3 norm. In particular, once data have
been loaded, a counter (countsign) is initialized. This counter will take into account the
discrete time of the sample that is going to be analyzed. Then the sample of the first
joint angle (imov1) corresponding to the counter value is read. The value is compared
with the relative threshold (thrmov1) and, if the value is greater than the threshold, a
counter is incremented (countmov1). The next sample in the array of data is read and a
new comparison will take place. In case the angle is no longer beyond the threshold, the
algorithm starts to consider another movement of the same joint in another anatomical
plane. Subsequently the flow follows the same path as seen previously. The loop can be
interrupted only when the last sample has been analyzed. When this condition occurs,

Fig. 3. Smart posture module
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the percentage of time for the ith joint in which the worker has an awkward posture is
computed using the following equation (Eq. 2):

t% ¼ countmov i= fsampl
� �

= ttot
� �

100% ð2Þ

where countmov_i is the counter that counts samples in which the worker has an awk-
ward posture, fsampl is the sampling frequency and ttot is the trial time. Regarding the
elbow, the algorithm is not the same as for the other joints. In this case the algorithm
must control that the value is not the same for more than 5 s.

The grab is the only percentage that cannot be automatically computed starting
from kinematic data. The percentage of time in which the worker handles an object is
obtained in the same way as for the posture module.

2.3 Experimental Protocol

The developed toolbox was preliminary tested in a real context related to large retail
chains, by involving expert operators and real workers and compared to the traditional
analysis in accuracy and productivity (time spent for the analysis).

Fig. 4. Data and choice flow within the algorithm used to estimate percentage time of posture in
the “Smart” posture module.
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2.3.1 Participants and Study Procedures
Three expert operators were asked to evaluate seven different videos, each one showing
an activity made by a worker in their working environment. All the activities recorded
were characterized by repetitive task involving manual handling of low loads. Oper-
ators evaluated, for each video, both number of technical actions and postures using the
Checklist OCRA method. Videos were randomly selected and showed to each operator.
Participants were instructed not to share their results and not to influence each other
with any kind of suggestion.

Operators evaluated videos according to the following methods: “Pen&Paper”
(Method 1), video analysis supported by the toolbox (Method 2) (Technical actions and
Posture) and finally by using the automatic method (Method 3), in which the posture
evaluation is made automatically using the “Smart” posture module.

For each video the sequence the operators had to follow in order conduct their
analysis was therefore different.

2.3.2 Data Acquisition and Sensors Placement Protocol
Workers, during “on field” trials, wore wearable inertial sensors. We specifically used
the Notch system (Notch Interfaces Inc.), a commercial and low-cost inertial mea-
surement units (IMU) based wearable motion capture system. Sensors were placed on
the workers’ body surface as reported in the left part of Fig. 5. Sensors were attached
on the body surface using cotton straps and were positioned on the following
anatomical regions: stern process, left upper arm, right upper arm, left lower arm, right
lower arm, left hand, right hand, pelvis.

Furthermore, in order to allow the simultaneous and standard video-based
approach, each trial was recorded using two cameras with two distinct point of
view. In this way operators can choose the best perspective from which he can properly
conduct his/her analysis. Usually cameras were placed at about one meter from the
workers (Fig. 5 right).

Fig. 5. Cameras setup (right) and sensors placement protocol (left).
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2.3.3 Statistical Analysis
The statistical analysis was performed with the aim of investigate inter- and intra-
operator variability and errors made by using manual method (Methods 1 and 2) with
respect to the automatic one (Method 3), here used as “gold standard”. Inter-operator
error was computed as correlation index (R2 index) between results obtained by dif-
ferent operators using the same method. Intra-operator error was underlined computing
the mean error between the two manual methods (Methods 1 and 2), when the same
operator evaluates the same video. Results obtained from method 1 and method 2 by
different operators, were then compared with results obtained with method 3. R2 cor-
relation was computed to underline the errors made with qualitative methods (Methods
1 and 2), with respect to the objective method (Method 3). Results for each limb are
averaged between them.

Furthermore, the reduction in the overall assessment time was compared between
the manual methods (Methods 1 and 2) and the automatic one (Method 3).

3 Results and Discussion

3.1 Inter-operator Variability

Results concerning the inter-operator variability analysis are reported in Table 2. The
highest value reached (0.93) is for the evaluation of the shoulder made by operator 1
and operator 3 with the “Pen&Paper” method (Method 1). The minimum value
obtained in this analysis is 0.00 (no correlation) for the evaluations of the elbow made
by operator 1 and operator 3. It is possible to see that all the other values are randomly
distributed and there is no a clear tendency in data. However, R2 values for the
evaluation of the shoulders with all methods showed the highest value of correlation
(R2 higher than 0.6).

In a general perspective, these results showed that, in a general perspective, there is
a good correspondence. Furthermore, for technical action count and shoulder evalua-
tion, operators seem to have the same metric in assessing trials. For wrist and elbow
this is no longer true: this result reflects the difficulties in the determination of the joint
angles from the video analysis.

3.2 Intra-operator Variability

Outcomes related to the intra-operator variability are reported in Table 3. It is possible
to underline in this case how errors are always high. Highest values for technical action

Table 2. Inter-operator analysis results: R2 value for each method and each couple.

Operators Method 1 Method 2
TA Shoulder Elbow Wrist TA Shoulder Elbow Wrist

1 vs 2 0.55 0.77 0.18 0.11 0.81 0.71 0.49 0.06
2 vs 3 0.59 0.68 0.37 0.01 0.12 0.71 0.12 0.02
1 vs 3 0.59 0.93 0.00 0.02 0.42 0.71 0.39 0.15
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count are obtained for operator 3 (4.33). For postures, all percentage are not negligible
too. The error become higher when considering elbow and wrist joint. The maximum
error is made by operator 1 when considering the wrist evaluation.

These considerations, lead us to affirm how this kind of evaluations, that are based
on the video analysis, are strongly affected by a high intra-operator variability. This
means that also the same operator, analyzing the same video with two different
approaches, is not able to uniquely determine results.

3.3 Comparison Between Manual Methods and the “Gold Standard”
and Time Reduction Analysis

Table 4 reports results of the comparison between manual methods and the automatic
method base on kinematic data gathered from the IMU based movement analysis
system. All R2 values are very low, except when comparing wrist evaluation using
methods 2 and 3. The worst results are obtained for the wrist: all the R2 values are
lower than 0.1.

From the analysis of these results, we can surely affirm that values obtained from
the video analysis-based approach are far from the real and objective data. This is due
to difficulties in evaluating movements in a 3D space. Difficulties are encountered also
and above all when evaluating the wrist. This can be explained thinking at the small
threshold and the presence of occlusions that can make it impossible to determine when
awkward postures are reached.

Net time reduction (in both cases of about 98%) (Table 5) is a clear advantage of
the automatic analysis. Data show that the mean time using method 1 is about 77 min,
Companies can reduce notably time spent for risk analysis assessment. Moreover, they
can monitor the real risk associated to working activities acquiring many data in a more
reliable way. In this way the evaluation can be considered consistent.

Table 3. Differences in posture and technical actions count using method 1 and 2.

Operator Mean error - method 1 and method 2
TA Frequency (TA/min) Shoulder Elbow Wrist

1 3.93 3.70 4.43% 8.12% 14.38%
2 3.29 3.64 5.22% 8.15% 10.15%
3 4.33 10.50 3.24% 5.87% 7.39%

Table 4. Differences in posture and technical actions count using method 1 and 2.

Operator Method 2–method 3 Method 1–method 3
Shoulder Elbow Wrist Shoulder Elbow Wrist

1 0.14 0.46 0.05 0.08 0.06 0.06
2 0.14 0.09 0.06 0.10 0.11 0.00
3 0.02 0.28 0.01 0.07 0.04 0.01
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4 Conclusion

This work can be a good starting point to develop a complete toolbox, integrating user-
friendly interface and quantitative data about worker kinematics, with the aim to help
the operator conducting his risk analysis in a more efficient and objective way.

Results are promising and underlined that the analysis, although it is conducted by
expert operators, may be subject to an intrinsic operator-dependent error when the
evaluation is made only by observing videos. This is easy to comprehend thinking
about the 3D nature of movement. Furthermore, the advantages of this kind of
methodology are surely the possibility to measure the movement of workers in an easy
and non-invasive way thanks to the use of the wearable inertial sensors. This kind of
approach can also remove the inter and intra-operator variability due to the subjective
way in which the large part of analysts in this field conduct their evaluations.
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Abstract. The objective of this study was to measure the hand speed of
eighteen (18) subjects making after-reach movements from an upper palm
button (UB) and lower palm button (LB) on a simulated press. Each after-reach
movement was measured with a Vicon optical motion capture system and an
Xsens IMU based system. A Bland-Altman analysis of the speed measured by
the two technologies demonstrated a general agreement (average bias 0.19 m/s)
between the measurements and a potential for using IMUs for hand-speed
measures in the future. However, the computation intensity required to
manipulate the Xsens data is likely too complex and time consuming for
practitioners who are busy with plant activities. A simple IMU system, designed
specifically for hand speed capture, could be a viable option for measuring
after-reach speed in the future.

Keywords: Hand speed � Palm button � Machine guarding � After-reach
IMU

1 Introduction

The OSHA 1910.217 (1971) standard established safety requirements for mechanical
presses in the USA. The standard was revised in 1973 to improve machine control
reliability and point-of-operation safeguarding [1]. One of the point-of-operation
improvements was the development of a safe distance formula for dual palm buttons
and light curtains to prevent after-reach errors. After-reach occurs when a worker
attempts to reach into the press after the downward motion of the ram has been
actuated. This is believed to be an inadvertent, automatic response to clear a process
upset in the die [2]. The safe distance formula contains a hand speed constant based on
the work of Löbl [3], who estimated that after-reach hand speed was 63 inches/second
(or 1.6 m/s) [4].
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Palm buttons are a two-hand-capture device intended to reduce the risk of hand
injury when operating a press. They allow the machine to cycle only if both buttons are
pressed at the same time, ensuring that an operator’s hands cannot be in the die during
the start of the downward stroke of the press. The use of two-hand palm buttons and
light curtains reduces the risk of after-reach errors. After-reach is believed to occur
when workers notice scrap in the die or a miss-set blank and attempt to clear it after the
machine cycle has started, but before the die closes. Reaching into the die during the
press’s downward stroke can result in the worker’s fingers, hand, or arm being in the
point-of-operation when the press closes. The safe distance calculation reduces manual
loading efficiency by moving the operator away from the point of operation while
increasing safety. The “safe distance” calculation establishes a set-back distance that is
intended to decrease the likelihood that an operator can physically reach (limited by the
speed of his/her hands) into the press before it closes.

Numerous researchers have studied after-reach speed [5–8]. The majority of the
researchers have reported after-reach speeds higher than the 1.6 m/s value found by
Löbl in 1935. In March 1987, in response to the evidence amassed by research sci-
entists (Pizatella, Moll, Horton, and others), The National Institute for Occupational
Safety and Health (NIOSH) issued Current Intelligence Bulletin (CIB) 49 [2]. The CIB
warned employers that the OSHA hand speed constant was not protective for all
workers and that additional safety precautions were necessary for some workers.
NIOSH did not recommend a method for evaluating press operators to determine if
they were “exceeding the current OSHA hand-speed constant.”

2 Inertial Measurement Systems

Inertial Measurement Systems (IMUs) are small, portable devices that measure
acceleration, velocity, and position using miniature electro-mechanical sensors. IMUs
are a product of micro-machining technology that allow the fabrication of computer
board level mechanical devices. Most IMUs contain three orthogonal rate-gyroscopes
and three orthogonal accelerometers, which measure angular velocity and linear
acceleration [9]. Because gyroscopes are prone to drift, the system also contains three
magnetometers which are designed to sense the earth’s magnetic field and locate
magnetic north. The output from the sensors are combined in a recursive algorithm
called a Kalman Filter. This algorithm is designed to combine the data from the three
types of “complementary sensors” (a technique termed sensor fusion) to minimize drift
and allow the more accurate calculation of acceleration, velocity and position [10].

The design of the Kalman algorithm is a critical part of the accuracy of an IMU
system. Since position data is calculated by the integration of sensor output, small
errors in the accelerometer or gyroscope output builds rapidly in to larger errors in
velocity (a single integrated value) and position (a double integrated value) [9].
Another source of IMU error is magnetic interference. The presence of iron (machines,
rebar in floors, and so forth) in the test area can distort the earth’s magnetic field and
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interfere with the magnetometer output, introducing error into the sensor fusion cal-
culation [11].

A system of IMUs can be purchased in a fully integrated, commercial package that
is designed for full body motion capture. For example, Xsens MVN Biomech Awinda
(Xsens Technologies B.V., P.O. Box 559, 7500 AN Enschede, Netherlands) is a small,
lightweight motion tracking system. It consists of seventeen, individual, wearable IMU
(47 � 30 � 13 mm) sensors. The IMUs include an on-board battery and wireless
communication to a proprietary motion capture software package. Xsens uses a pro-
prietary data fusion algorithm which combines both sensor output and user entered
anthropometric data. “The system is unique in its approach to estimating body segment
orientation and position changes by integration of gyroscope and accelerometer signals
which are continuously updated by using a biomechanical model of the human
body” [10].

3 IMUs Versus Optical Motion Capture

IMU based MoCap systems, like Xsens, are an important innovation for human factors
and ergonomics researchers since they have the potential to allow the less invasive
measurement of workers on the factory floor. Traditional motion capture research has
relied on optical motion capture systems (OMC). OMC systems use multiple cameras
to triangulate the position of reflective markers secured to the test subject. OMC
systems provide very precise position data collected at high speed (frame count 120 Hz
or greater) but are not compact or portable. OMC position data can be used to calculate
velocity, acceleration, joint angles and so forth and is accurate (system error is less than
2 mm during dynamic movement) [12]. Optical motion capture is considered the gold
standard for segmental kinematic measurements [13].

However, OMC based research is usually confined to the research lab. OMC
requires multiple cameras installed in multiple locations to view the target from mul-
tiple angles to clearly capture the movement. Lighting is critical and cameras must be
rigidly mounted to minimize vibration and camera movement. The capture volume is
limited and data capture is line of sight, so subjects cannot reach into blind areas (areas
not seen by the cameras) or turn their body so the cameras cannot “see” the reflectors.
OMC systems can be purchased as fully integrated, commercial packages. Vicon
(Vicon, Oxford, 14 Minns Business Park, West Way, Oxford England, OX2 0JB)
provides an integrated system that provides cameras, reflectors and software designed
to capture and model the motion data.

The ease of use and potential for using IMU based motion capture in the workplace
has generated a flurry of research activity to demonstrate IMU MoCap accuracy and
compare it to the “gold standard” OMC. Table 1 summarizes the IMU validation effort
and the finding generated:
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Table 1. Summary of IMU accuracy research

Study Findings Reference

Inertial measurements of upper limb
motion

Development of portable IMU
motion tracker to aid in home rehab
of stroke victims. System
demonstrated less than 5% error
(arm angle, slow movements)
compared to OMC

Zhou et al. [15]

Ambulatory measurement of arm
orientation

Study of upper arm kinetics using an
“ambulatory system.” IMU vs OMC
using RMS

Luinge et al. [16]

Inertial sensors for motion detection
of human upper limbs

Study of portable IMU motion
tracker to aid in home rehab of
stroke victims. “The motion detector
using the proposed kinematic model
only has drifts in the measurements.
Fusion of acceleration and
orientation data can effectively solve
the drift problem…”

Zhou and Hu
[17]

Magnetic distortion in motion labs,
implications for validating inertial
magnetic sensors

Compared to OMC; Studied joint
angle. Accuracy in the presence of
iron was acceptable but performance
deteriorated in 20–30 s

de Vries et al.
[11]

Use of multiple wearable inertial
sensors in upper limb motion
tracking

IMU vs OMC measuring wrist &
elbow joint angle. “Experimental
results demonstrate that this new
system, compared to an optical
motion tracker, has RMS position
errors that are normally less than
0.01 m, and RMS angle errors that
are 2.5°–4.8°.”

Zhou et al. [18]

Accuracy of inertial motion sensors
in static, quasistatic, and complex
dynamic motion

Tested IMU against OMC using
RMSE analysis. Studied arm
movement during static, quasi-static,
and dynamic motion. RMS error was
1.9° to 3.5° during pendulum
movement. Higher error in complex
movement. Acceptable accuracy for
field study

Godwin et al.
[19]

Feasibility of using inertial sensors
to assess human movement

Comparison of IMU system to
electromagnetic sensors for hip
measurement during walking. “We
conclude that the inertial sensors
studied have the potential to be used
for motion analysis and clinical
research.”

Saber-Sheikh
et al. [20]

(continued)
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Table 1. (continued)

Study Findings Reference

Inertial measures of motion for
clinical biomechanics: comparative
assessment of accuracy under
controlled conditions - effect of
velocity

IMU “systems demonstrated good
absolute static accuracy (mean error,
0.5°) and clinically acceptable
absolute accuracy under condition of
slow motions (mean error between
0.5° and 3.1°). Absolute and relative
accuracy were significantly affected
by velocity during sustained
motions.”

Lebel et al. [21]

Performance evaluation of a
wearable inertial motion capture
system for capturing physical
exposure during manual material
handling

Application of IMU in a work
environment (lifting/material
handling). Tested IMU against OMC
to compare joint angle and joint
velocity. “The IMU system yield
peak kinematic values that differed
up to 28% from OMC system.”
Acceptable accuracy for field use

Kim and
Nussbaum [22]

A comparison of instrumentation
methods to estimate thoracolumbar
motion in field-based occupational
studies

Compared to Lumbar Motion
Monitor using RMSE. “Results
suggest investigators should
consider computing thoracolumbar
trunk motion as a function of
estimates from multiple IMUs using
fusion algorithms…”

Schall et al. [23]

Accuracy and repeat-ability of an
inertial measurement unit system for
field-based occupational studies

“The accuracy and repeatability of
an inertial measurement unit
(IMU) system for directly measuring
trunk angular displacement and
upper arm elevation were evaluated
over eight hours…
Sample-to-sample root mean square
differences between the IMU and
OMC system ranged from 4.1° to
6.6° for the trunk and 7.2°–12.1° for
the upper arm depending on the
processing method

Schall et al. [24]

Validation of inertial measurement
units with an optoelectronic system
for whole-body motion analysis

Compared to OMC; Evaluated Joint
Angle using RMSE “Error remained
under 5° RMSE during handling
tasks, which shows potential to track
workers during their daily labor.”

Robert-Lachaine
et al. [14]
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4 Research Aim

It is clear from the literature that the 1.6 m/s OSHA hand speed constant used in the
“safe distance” calculation is not protective for all press operators. Multiple studies
have found after-reach speeds that exceed the 1.6 m/s OSHA constant and that hand
speeds vary significantly between subjects and based on palm button placement and
orientation. NIOSH recommends that press operators with high hand speeds be eval-
uated to determine if they are “exceeding the current OSHA hand-speed constant.”
These “at risk” operators would require additional safeguards.

The present study is designed to evaluate an Xsens (IMU-based motion capture)
system and compare its accuracy to a Vicon (optical motion capture) system. If the
Xsens accuracy is equivalent to Vicon, it would be possible for safety practitioners to
conduct hand speed trials on the factory floor and identify press operators who are at
risk for after-reach accidents.

5 Equipment

To estimate the accuracy of an IMU based system for after-reach speed measurements,
subjects were fitted with two motion capture systems. The first system was an optical
motion tracking manufactured by Vicon (Vicon, Oxford, 14 Minns Business Park,
West Way, Oxford England, OX2 0JB). The OMC system used seven (7) Vicon T010
cameras collecting data at 120 Hz. The OMC data was processed using Vicon Nexus
1.8.5 2013 software. The second system was an Xsens Model MVN (Xsens Tech-
nologies B.V., P.O. Box 559, 7500 AN Enschede, the Netherlands) which collected
data at 60 Hz. The IMU data was processed using Xsens MVN Studio BIOMECH
Version 4.2.0 software.

All of the after-reach speed measurements in the literature were collected using a
simulated press [4–8]. The target “hit” was captured using an electronic or photo-optic
switch. The after-reach speed was determined by dividing the straight-line distance
from the dual palm buttons to the target by the time measured from palm button release
to target strike.

A simulated press was constructed for this experiment (Fig. 1). The fixture mim-
icked the geometry of commercially available power presses and included dual palm
buttons at waist and shoulder height. The simulated two hand start buttons (56 cm
apart) were mounted at waist height (84 cm from the floor) and shoulder height
(160 cm from the floor) with a near waist height after-reach target (107 cm from the
floor). These dimensions are typical of free standing, C frame presses used in industry
and in the simulated press used in other experiments. The apparatus was constructed of
wood (to minimize magnetic interference to the IMU system) and counterweighted to
prevent tipping, with all sharp edges padded to prevent injury. The press was painted
flat black to minimize reflectivity that might interfere with the OMC system (Fig. 1).
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6 Subjects

Data for this study was drawn from a larger experiment to measure after-reach speed.
The criteria for experimental subjects were to be 19 to 30 years old, with no history of
heart disease, stroke or breathing disorder that prevented exercise, and no medical
history or injury to their back, shoulders, arms or hands that would prevent rapid
movement. The experiment was conducted using twenty-seven (27) male subjects. The
male subjects ranged in age from 20 to 29 years with an average age of 23.6 years old
(SD = 2.97 years). On the day of the experiment, subjects were interviewed to insure
they met the requirements of the study, they reviewed the experimental procedure, and
signed a voluntary consent form. After signing the consent, the subject’s measurements
were taken (height and length measurements of their arms, legs, and arm reach). Vicon
reflective markers and Xsens IMUs were then placed on the subject’s shoulder, elbow,
wrist, and hand. Only right hand dominant subjects were used in this experiment.

After placing the IMUs, the subject’s anthropometric measurements were entered
into the Xsens MVN Studio software, which allowed Xsens to establish a model of the
subject’s body segment lengths. The Xsens system was then calibrated with an
“N-pose” (arms neutral beside the body) to establish the sensor to segment orientation
for each IMU sensor [10]. The MVN Studio software rated the sensor to segment
calibration quality (good, acceptable, fair, and poor); only systems calibration rated as
good or acceptable were used in this study.

The study consisted of the subject reaching from the waist height palm button
(LB) to the target and from the shoulder height palm button (UB) to the target (Fig. 1).
The study was a randomized design with order of the conditions decided based on a
coin flip. The subject was asked to practice each movement until they felt comfortable
before an actual measurement was taken. The subject was given a “one-two-three-go”
signal and then asked to make a rapid hand movement from the fixed starting position

Button to Floor
84 cm

Button to Floor
160 cm

Button to Button
56 cm

Upper Dual Palm
Button (UB)

Lower Dual Palm
Button (LB)

Target to
107 cm

Floor

Fig. 1. Waist height and shoulder height dual palm button layout
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to the target position. The movement was repeated three times. After completing the
three trials, the researcher explained the next start position, the subject was allowed to
practice, and the subsequent trial was performed.

7 Data Collection

The majority of Xsens/Vicon comparison studies (Table 1) were position based. The x,
y, and z positions for a movement were extracted from the IMU system and the OMC
system and the position curves were compared using root mean squared error analysis.
Accuracy results were reported as joint angles. For this study, the position data was
extracted from both systems and converted to a velocity by dividing by time. This
allowed the direct comparison of after-reach speed for each trial.

Several hurdles had to be overcome to develop an objective comparison between
the two systems. Since the Xsens system was developed as a MoCap system, much of
the data developed by the MVN Studio BIOMECH program is calculated for the center
of the joints (for example the right wrist) rather than the appendages (the right hand).
To allow a direct correlation with the Xsens position data for the right wrist during an
after-reach event, Vicon markers were attached to the left and right sides of the wrist.
The Vicon velocity data for both wrist markers was averaged to estimate the velocity
for the center of the wrist.

During an after-reach movement, the operator’s hand moves along a curvilinear
path from the palm button (start position) to the target (Fig. 2). Velocity data for the
wrist joint can be downloaded directly from Xsens. However, this velocity data is the
angular velocity of the wrist as it travels along the curvilinear path to the target. This
velocity is higher than the linear velocity. OSHA’s hand speed constant is based on the
linear velocity of the hand as it moves toward the target. To provide an “apples to
apples” comparison of hand speed a Python program (Version 2.7) was used to extract
the position data, approximate the linear distance from current position to the point of
origin (linear distance), and calculate the average velocity of the movement over the
travel path.

Hand
Motion Path

Target

UB

Hand Motion Path
Target

UB
Curvilinear

Hand Path to Target
Linear Distance

to Target

Fig. 2. Trace showing hand path traveled during an after-reach event (based on Vicon data)
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8 Statistics and Analysis

The average velocity for each trial was compared using a Bland-Altman Plot. The
Bland-Altmanmethodology was developed in the 1980’s and is designed to compare two
methods of measure and determine if they agree statistically [25]. If the methods “agree”
then they are interchangeable and either can be used without a significant loss of accuracy
[25, 26]. The Bland-Altman technique involves plotting the average of the reading taken
by both devices against their difference for each trial. If the plotted points fall between the
limits of agreement (LOA) for the process (two standard deviations from the mean) the
instruments are in agreement. Bland and Altman have continued to refine the technique
and extend their method to experiments with repeated measure in 2010 [26]. Zou sug-
gested improvements to the method of calculating the LOA based on a one-way random
effects model measures when the true experimental value varies trial to trial [27].

The study included twenty-seven (27) male subjects who attempted three trials at
the waist height palm button (LB) location to the target and three trials from the
shoulder height palm button (UB) location to the target. Only subjects that completed
three complete trials without gaps in the position data were included in the analysis. Of
the twenty-seven trials for the UB after-reach, three of the Xsens files were missing or
corrupted and six of the Vicon files had gaps in the position data (subject’s wrist rotated
during the movement, obscuring the reflector for the right wrist marker) and were not
included in the analysis. For twenty-seven runs LB after-reach trials three of the Xsens
files were corrupted and six of the Vicon files had gaps in the position data (subject’s
wrist rotated during the movement, obscuring the reflector for the wrist marker) and
were not included in the analysis.

The eighteen UB after-reach speed runs (3 trials/run) measured by Vicon averaged
1.40 m/s (SD = 0.24 m/s). This is the average speed of the left & right side of the wrist
and represents the center of the wrist. The eighteen UB after-reach speed runs (3
trials/run) measured by Xsens averaged 1.22 m/s (SD = 0.23 m/s). An analysis of the
normality of the difference of the two methods using the Anderson Darling Test
(Ho = Data follows a normal distribution) failed to reject the Ho (pvalue = 0.7840). The
Bland-Altman plot of the data is shown in Fig. 3. The Limits of Agreement were
calculated using the method recommended by Zou. The Bland-Altman Plot for the UB
after-reach (Fig. 3) indicates that all values fall inside the upper and lower limits of
agreement. The difference of the values (Vicon-Xsens) indicate a bias of 0.18 m/s.

The eighteen LB after-reach speed runs (3 trials/run) measured by Vicon averaged
0.94 m/s (SD = 0.16 m/s). This is the average speed of the left & right side of the wrist
(i.e. representing the center of the wrist). The eighteen LB after-reach speed runs (3
trials/run) measured by Xsens averaged 0.74 m/s (SD = 0.15 m/s). An analysis of the
normality of the difference of the two methods using the Anderson Darling Test
(Ho = Data follows a normal distribution) failed to reject the Ho (pvalue = 0.2631).

The Bland-Altman plot of the data is shown in Fig. 4. The Limits of Agreement
were calculated using the method recommended by Zou [27]. The Plot for the LB
after-reach shows that all plotted values fall inside the upper and lower limits of
agreement. The difference of the values (Vicon-Xsens) shows a bias of 0.20 m/s. The
bias between the UB (0.18 m/s) and LB (0.20 m/s) plots were different but an ANOVA
of the differences (Ho = values are equal) failed to reject the Ho (pvalue = 0.6444).
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Fig. 3. Bland-Altman plot of UB after-reach speed, comparison of Vicon and Xsens

Fig. 4. Bland-Altman plot of LB after-reach speed, comparison of Vicon and Xsens
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9 Discussion of Results and Conclusions

The data (UB/LB) were normally distributed and are good candidates for Bland-Altman
analysis. Both plots demonstrated bias, but in general they indicate acceptable agree-
ment between the two methods (average bias 0.19 m/s). The difference of the individual
trials was calculated as “Vicon-Xsens”, so the positive value of both biases indicates that
the Xsens measurements are consistently lower than the Vicon measurements. This can
be corrected by adding the bias value to the Xsens speed measurement.

The general agreement between the two speed measurement methods show a
potential for using IMUs for speed measure in the future. However, the use of an Xsens
system for this type of measure seems impractical. The Xsens software is designed to
track joint velocity rather than finger or hand velocity. The computational intensive
procedures required to download the joint position data, manipulate it to hand position,
and calculate the linear velocity from this data may be too complex and time con-
suming for typical safety practitioners who are busy with day to day plant activities.

However, the IMU system exhibits reasonable accuracy for ballistic hand speed
measurement. A simple IMU system, designed specifically for hand speed capture,
could be a viable application for measuring after-reach speed in the future. The
operation of IMUs in a ferromagnetic and electromagnetic rich environment, like that
found on the factory floor, must be evaluated before the technology may be considered
for adoption in industry.
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Abstract. Smart clothes development history started in the military field and
this still remains a main application field. A soldier is like a high-performance
athlete, where monitoring of physical and physiological capabilities of primary
importance. Wearable systems and smart clothes can answer this need appro-
priately. Smart cloth represents a “second skin” that has a close, “intimate”
relation with the human body. The relation is physiological, psychological,
biomechanical and ergonomical. Effectiveness of functional wear is based on the
integration of all these considerations into the design of a smart clothing system.
The design of smart cloth is crucial to obtain the best results. Identifying all the
steps involved in the co-design workflow can prevent a decrease in wearer’s
performance ensuring a more successful design. This paper presents all the steps
involved in the workflow for the design of a proposed solution of a smart
garment for monitoring soldier’s performance.

Keywords: Human factors � Smart clothing � Wearable monitoring
Military

1 Introduction

Smart clothing or “intelligent textile” represents the new class of wearable textile design
era 2.0 with interactive technologies, intended to be attractive, comfortable and ‘fit for
purpose’ for the identified user. The fields of applications are very different such as
healthcare, fitness, sport [1], lifestyle, space exploration, public safety, and military [2].

The first idea to embed sensors into the garments in the military field was by
researchers of the Georgia Institute of Technology on a US Defense Advanced
Research Project Agency grant [3]. The main goal was to monitor the status of the
soldier and to reveal eventual injuries and their influence on his/her health. Scataglini
et al. [4] classified the current main applications of smart clothing in military field in
health monitoring, environmental safety monitoring, stress management and empow-
ering human function.

Sensing clothing offers the unique opportunity to implement a non-intrusive
monitoring, i.e. they represent an extraordinary tool for observing and analysing the
complex Human-Machine-Environment system in specific tasks (Fig. 1).
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The main requirements that a smart clothing is called to achieve are functionality,
usability, monitoring duration, wearability, maintainability and connectivity [5], but
comfort is another key and transversal factor (also among the previous features) to be
considered. The impact of comfort on wearable monitoring technologies has been
recognized as an important aspect of its design. Wearing an uncomfortable system
compromises the soldier’s ability to do his/her job [6].

The functional design process, as well as the knowledge and intuition about the
body interface gained from the study of functional design methodologies can help to
broaden the scope of interdisciplinary variables considered in the design of wearable
technology, and thereby produce a more successful design. The design process should
begin through the anthropometric data retrieval and analysis of the user, and the
identification of the user’s needs. Anthropometry, or measurement of the body, is a key
of the clothing design and the placement of smart textiles around the body. Volume,
shape, weight, and adherence to the body of wearable devices must be designed to not
affect or interfere with natural movements. Design must also consider the wearability in
situation-specific movements required for the accomplishment of a task. In more
extreme situations, where weight is a crucial factor as well as volume, stationary or
dynamic balance should be preserved and not modified.

Finally, but not exhaustively, other architectural requirements are the connectivity
between the textile sensor/component and the electronic part and the connectivity
towards the external world.

Once these design criteria have been established, the initial aesthetic design is
created within the framework of the user’s needs.

The purpose of this paper is to present the methodological approach and the def-
inition of requirements and specifications for the design of smart clothing for military
applications, using Belgian soldiers as case study.

Fig. 1. Human-product-task system performance and the main parameters to be monitored
specifically in the military applications.
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2 Methods

Wearable have a close, even intimate, relation with the human body. This relation is
physical, physiological, and functional. For this reason, the design of “intelligent”
garments involves two different macro areas: design issues and technological issues
(Fig. 2). The first one comprehend specifically physical and design related factors
such as anthropometry, gender issues, body positions, wearability, elasticity and
adherence of the body fixing element or of the garments. The technological issues
comprehend the requirements related to the technology as sensing and processing, data
transmission and power supply [7]. Design and technological issues are the two main
macro areas involved in the process together with the esthetical one.

The design thinking process begins at the empathise stage with the analysis of the
anticipated user and the identification of the end-user needs (Fig. 3).

2.1 Empathise: User Analysis

This step consists in the observation of the user by questionnaire. An user experience
questionnaire 2.1.1 was designed to investigate the importance of the following fea-
tures in designing smart clothing focus on the military field.

Fig. 2. The two macro-areas of the design process

Fig. 3. Design thinking process.
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2.1.1 Questionnaire

Please rate the following variables on a scale. From 1–5 as to the importance they play
in your perception of comfort and use.

5 very important
4 of some importance
3 of moderate importance
2 of little importance
1 of no importance

Place a number from 1 to 5 that indicates the rating you would give that variable.

1. Ease of movement
2. Texture
3. Weight of the fabric
4. Color
5. Fit
6. Thermal
7. Care of the garment
8. Self-confidence in appearance
9. Transmission and data storage

10. Easy to clean
11. Functionality and reliability
12. Ease of use
13. Proxemics (as human perception in space)
14. Use for sport activity
15. Use for military training
16. Do you like the idea to have it as military equipment? If the answer is yes, do you

have any suggestions?

The empathy phase highlighted that the smart clothing should be a smart shirt
addressed to the soldier in military training and can be included as part of the military
equipment.

In fact, the soldier is like a high-performance athlete, but he/she must perform at a
lower physical level for an extended period and career. The physical efforts of the
tactical athlete cannot be picked out or periodized like for sports athletes. The pre-
diction of events is highly uncertain in the military context. Musculoskeletal injuries
are the leading cause for the medical profile during training and military operations. Big
efforts are made in the screening and prediction of these kinds of injuries. It is very
clear that the multifactorial ground of these injuries makes them hard to predict.

The performance and underperformance of a tactical athlete do not solely depend
on physical factors but also on mental fitness, nutrition, rest & recovery and so on. The
(re)occurrence of musculoskeletal injuries follows the same path. Smart technology can
allow collecting many data on the physical load on the tactical athlete, the physio-
logical response to it, the behavior of the individual, etc.…
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This technology enables the military rehabilitation specialist to monitor perfor-
mance of the patients defining specific protocols based on algorithms and end-user
interface adapted to the user’s needs.

Body-worn health monitoring systems measure physiological signals in real time to
track individuals’ physical condition and performance.

Combining data from established human monitoring technology with environ-
mental and performance information, provides detailed live feedback from military
rehabilitation training, monitors their well-being and records changes in ability over
time.

2.2 Ideate: The Concept

Designing smart clothes requires as first task the identification of measuring parameter
requirements, whose first need is determining sensor placement onto the body and their
wearability. For sensor positioning, according to [8], we need to consider areas that are
relatively the same size across adults, areas that are larger as surface areas and finally
areas that have low movements (Fig. 4).

Considering the Belgian soldier equipment, we eliminated the neck areas and the
arms areas. We chose the chest areas due to the equipment interaction and the shooting
movements (Fig. 5).

Washability [9] and sterilization or disinfection should be considered if applicable
in special applications like the military. When protection is a driving force, other
factors must be taken into consideration. In addition to fabric durability, air perme-
ability, pore size and moisture transport, factors such as dust infiltration, dirt, and sand
resistance, are expected to play a vital role in both, comfort and protection.

Fig. 4. Areas of the upper body parts for the sensor placement according with Gemperle et al.
[8] criteria.
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Elasticity also plays an important aspects permitting a close contact between the
sensor and the skin. Elasticity is obtained by the design impose criteria that preserve
comfort and wearability of the smart clothes. High stretch fabrics provide mobility,
tight-fitting and enhanced performance. At the same time the adherence should not to
be invasive for posture and movements or create a thermal discomfort. According to
these criteria a smart shirt was designed with stretch fabrics and cut close to the body
for enhanced performance. The observation of the upper body soldier equipment (such
as the rucksack, vest and helmet combined with motor task (jumping, climbing,
shooting, running)) gave the idea of the first constraints and requirements in the design
of smart garment for soldier. The smart cloth was designed to be used as underwear
garment. This means that adding equipment on it should not create inter-ference with
the sensing technology embedded in the cloth. Ruck-sack strap position should be
tested in the ideate steps as while impact protection and weapon interactions.

The intelligent garment is a washable smart shirt based on the wearable 2.0. is
intended for monitoring the heart rate activity and the body acceleration (Fig. 6).

The base fabric is complemented with textrodes textrode (textile electrodes) that are
constituted of electrically conductive yarns that are in contact with the skin. The main
advantage of using the textrode is the non invasivity in terms of skin irritation for long
monitoring due to the unnecessary use of the electrogel. They are embedded into the
clothes and positioned on the 10th rib at the distance of 15 cm between each other
enabling transthoracic electrical bioimpedence measurements [10].

We distinguish metal yarns (stainless steel, copper or silver mixed with natural or
synthetic fibers) and yarns containing electro-conductive fibers (polymeric or carbon
coated threads). In that case, the textrode does not required electro conductive gel but
sweat (perspiration). As well, strain gage textile sensors are used to analyse breathing
parameters. Mechanically, they elongate in relation to body motion structures [5].

Data connection between the textile/component is facilitated by two fasteners
(nickel free material). The device is supported by a mobile app designed at POLIMI for
collecting and managing data related to 3D accelerations (Anterior-Posterior, Medio-
Lateral and Vertical) and the ECG potential in real-time.

Fig. 5. Areas of the upper body parts for the sensor placement of our smart shirt as an
unobtrusive placement.
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2.3 Prototyping: Garment Design

Once these criteria have been established, the initial esthetic design is created within
the framework of the user’s needs.

A co-design workflow can be used to define the functional cloth.
Iterative studies are evaluated and re-evaluated based on physiological, ergonom-

ical and biomechanical monitoring of the wearer’s performance. Therefore, alternative
solutions are generated for each decision. Iterative co-design steps (Fig. 7) were used to
influence the modifications made from the first prototype, and the design process began
again [11]. This ensured that corrections had been made before the design was
finalized.

Garment can be design manually drafted (traditional) or computer aided drafting.
Both require the illustration of the flat drawing, the patter making and grading, and the
process sheet making.

Garments were designed using the traditional 2D flattened pattern approach.
Traditional pattern making refers that pattern makers draw garment constructions

lines on a paper. Anthropometry plays an important role in pattern grading.

Fig. 6. The smart system.

Fig. 7. Garment co-design workflow.
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Starting from an anthropometric approach collected on 1615 soldiers we defined the
“average anthropometric soldier measure” [12]. To obtain the single segment length we
used Drillis and Contini [13] that expresses the segment length as a function of the
body height (Fig. 8).

Thanks to this calculation, we were able to define the horizontal (width at chest and
waist) and the vertical measurements (sleeves length and total length) of the smart shirt.

In term of prototyping, three smart cloths were realized [14].
The first one was inspired by body mapping of the sweating in male athletes [15].

Qualitative study on a soldier population reveals that the shirt was not comfortable
because of a limited movement at the armpit (Fig. 9).

Adhesives and bonding films were used to join the fabrics together creating the 3D
shell ensuring performance and reliability with excellent bond strength and washability.

A second one solved that limit thanks to the use of stretch fabric at the armpit
permitting comfort and flexibility (Fig. 10).

Fig. 8. Body segment lengths expressed as proportion of body height (H) by Drillis and Contini
and the identification of body segment lengths related to the thorax (marked in red) expressed as
proportion of body height (H).
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That feature allows us to extend the use of the smart shirt in sports such as
climbing, rowing, archery, basketball, and volley-ball where a high range of motion at
the armpit is requested.

The second prototype presents a hidden pocket able to transform the smart cloth by
inserting a pad of smart material for shock absorption and impact protection during
activities like shooting.

2.4 Testing

Comfort includes the physiological and psychological aspects on one hands, and the
biomechanical and ergonomical aspects on the other. More attention should to be paid
to understanding ergonomic issues, heat stress and the clothing. The degree of ther-
mophysiological comfort is defined by the thermophysiological characteristics of the
textile as well the range of the motion while performing a task.

Fig. 10. The second prototype-front.

Fig. 9. The first prototype-front
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The thermophysiological can be measured using a thermal imaging technique.
While the range of motion can be measured using an inertial motion capture system.

Nowadays Digital Human Modeling (DHM) offers innovative possibilities to
integrate physiological, kinematic and kinetics data providing a data representation of
the virtual soldier wearing a smart cloth during a motor task (Fig. 11).

The goal is to identify and quantify the main critical factors influencing the per-
formance in terms of effort and correct task completion and to evaluate the influence of
the equipment design on this performance.

Iterative studies on the co-design workflow permitted us to redefine the final
functional garment realizing a third prototype, a vest that can be used for monitoring
soldier’s performance in terms of training, injuries, and psychological status moni-
toring inside and outside the water.

This concept aims at reducing the number of patterns and consequently the number
of joins of the fabrics permitting more comfort and flexibility. The vest is a breathable
fitting garment that gives freedom of movement.

3 Conclusion

In this paper, we have presented some issues related to the design smart clothing for
military applications, using Belgian soldiers as case study. Smart t-shirt monitoring
capabilities can be extended from the lab to the field permitting a continuous physi-
ological monitoring (HR and HRV) and the wearer’s gesture detection.

The smart technology equipment is composed by:

• A wearable device (waterproof package) measuring and recording motion data (3D
accelerations) and physiological data (heart rate variability).

Fig. 11. The DHM with the second prototype.
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• A smart shirt (long sleeves) with two textrodes embedded into the cloth. The new
shirt presents a hidden pocket inserted on the right shoulder. This gives the pos-
sibility to transform the shirt inserting a pad of smart material for shock absorption
and impact protection during activities like shooting.

• A smart vest with two textrodes embedded into the cloth.
• A mobile app for real-time processing and visualization.

Acknowledgement. The authors would like to thank you all the subjects that took parts in the
study for their patience, commitments, and motivated collaboration.
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Abstract. Nowadays there is a global concern with driving safety issues. This
article proposes a system based on tactile cues, designed to help drivers find
obstacles while driving and achieve safe driving. The feature of this system
compared to other systems is that it uses a tactile perception and reminding
method that has not been used in the previous designs of the same type to build a
simple tactile display to prompt the user. In addition, a user use test was per-
formed for the vibration mode proposed in this issue, and the accuracy and
naturalness of the system were evaluated by the detection of the user’s use of
sensations. At the same time, the design is completely independent of the
vehicle’s system. It can be installed not only on bicycles and motor vehicles, but
also on special vehicles such as disabled bicycles and urban sweepers.

Keywords: Arduino � Vehicle � Obstacle avoidance � Electronic system

1 Introduction

Volvo proposes Eye Car technology, the working principle is that the position of the
eyes of the driver is first read by the eye position sensor, and then the motor is
automatically used to lift the seat to the optimal height position, thereby providing the
driver with the best sight to grasp the road conditions. At the same time, the motor will
automatically adjust the steering wheel, pedal, center console and even floor height to
provide the most comfortable driving position [1]. Finally, the B pillar of the car was
redesigned and removed from the driver’s eyes [2]. The core of Ford proposes CamCar
technology is to use micro-cameras to detect road conditions. After computer pro-
cessing, the measured information is presented to the driver from a central main display
and two additional side displays. The displayed image will be transformed according to
real-time conditions, providing the driver with information on the lateral and visual
dead angles of the vehicle [3]. Mazda proposes SensorCar technology, sensors in the
rear bumper monitor the traffic flow at the rear of the vehicle. When a rear-end collision
is about to occur, the warning system will activate the electric seat belt pretensioner,
automatically tighten the seat belt, the warning icon on the instrument panel will light,
and the rear speaker will alarm. Therefore, it plays a very good protection and early
warning effect [3]. Mercedes-Benz proposes preventive fatigue prevention technology.
If the driver’s operation is judged by the system to become obstructed by rapid sta-
bility, and the vehicle has been driving continuously for more than two hours, the icon
of the small coffee cup in the center of the instrument panel will light up. This reminds
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the drivers that they need to rest and this icon will disappear after the parking flameout
[3–7]. Tian Zhihong (2007) used ultrasonic distance measurement principles to design
an automatic wheelchair capable of intelligent obstacle avoidance. Multiple sets of
ultrasonic ranging sensors were installed in various directions of the wheelchair, and
the real-time distance value measured by the ultrasonic ranging sensor was processed.
In addition, a certain obstacle avoidance strategy was added to achieve the function of
helping people with mobility difficulties to avoid obstacles intelligently [8]. The
Ricardo Queiros and Francisco Correa Alegria (2001) of the University of Lisbon
applied the cross-correlation and sine generator technology to the ultrasonic ranging
system, which further improved the resolution of the ultrasonic ranging system and
drastically advanced the ultrasonic ranging technology. The design mainly used two
methods to improve the resolution of ultrasonic distance measurement in the air. First,
ultrasonic transmission and reception signals and cross-correlation technology are
combined to detect the propagation time of ultrasonic waves in the air [9]. Second, the
sine generator and other transmitted and received signals are used to detect the phase
shift generated during propagation of the ultrasonic wave in the air, and the sine
generator can effectively eliminate the influence of the phase shift, so that a very high
ultrasonic ranging resolution can be obtained [10]. Joseph C. Jackson et al. of the
Imperial College of London jointly published a book describing in detail the principles
and implementation of ultrasonic distance measurement using the transit time method.
After research, they eventually applied transit time ultrasonic ranging technology to
mobile robots to avoid obstacles, internal structure detection and medical imaging, etc.
[11]. Infrared distance measurement under good weather conditions, the actual atmo-
spheric extinction coefficient value can be obtained by actual measurement or calcu-
lated by software such as Lowtran, Hitran, etc. Based on the actual parameters of the
atmosphere, and a farther measurement distance can be obtained with good distance
resolution [12]. The disadvantage of this method is that it needs precise atmospheric
conditions parameters, that is, it has poor generality. it needs to change the corre-
sponding parameters every time. These parameters will fluctuate greatly with changes
in the weather, and these parameters are not easily measurable, and are difficult to apply
in electronic systems in a short time [13]. The advantages of infrared ranging sensors
are that they are cheap, easy to use, safe and practical; and infrared rays cannot
penetrate obstacles, so no signal crosstalk occurs [14].

This paper summarizes the status quo of domestic bicycle safety, as well as the
existing safety assisted driving systems on the market. Based on the Arduino, a new
traffic safety warning system consisting of three subsystems for measurement, calcu-
lation and implementation was built to constantly detect nearby obstacles and remind
cyclists to avoid obstacles. In this project, ultrasonic sensor probes are used to detect
surrounding obstructions in real time. Through the calculation and processing of the
Arduino development board, a completely different way from the previous technology,
the vibration sense haptic gloves is used to warn the user of the presence of obstacles.
This enables effective and rapid delivery of information without affecting driving.
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2 Overall System Design

To complete the basic functions of the system, summarize the existing systems and
summarize the three subsystems necessary for the system to complete the functions.

The sensor usually completes the main functions, is responsible for continuously
collecting the surrounding road conditions and transmitting it to the computing system,
and can also be supplemented by a simple circuit to convert the electrical signals
transmitted by the sensors to the computing system. One or more microprocessors
working together to collect and process the electrical signals sent by the detection
system, and output electrical signals to the execution system so that the execution
system can complete the corresponding tasks. Composed of LED, buzzer, motor and
other original parts, responsible for the implementation of the information output by the
computing system, the implementation results are perceived by the user. According to
the functions of these three subsystems, the system workflow is designed, as is shown
in Fig. 1.

3 Detection System Design

This chapter classifies and enumerates various types of obstacles encountered during
the course of driving a bicycle, analyzes its characteristics one by one, and proposes a
theoretical identification method.

Fig. 1. System workflow
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Since multiple sensors are mounted on the same plane, the position of the sensor
can be determined by two-dimensional coordinates after determining the direction in
which the sensor is facing. Having determined the two-dimensional coordinates of each
sensor, the type of the obstacle can be initially determined by the time difference of the
data received by each sensor. However, this method can only determine the volume and
speed of obstacles, so the characteristics of the obstacles are mainly analyzed in both
volume and speed. Common driving obstacles fall into three categories, as shown in
Fig. 2.

When there is a motor vehicle approaching from the rear, a plurality of ultrasonic
sensors installed behind the bicycle detect obstacles at the same time, and a plurality of
sensors detect that the distance is getting closer and closer, and the approaching speeds
are substantially equal, and the presence of the vehicle is identified. When passing on
both sides, the sensor recognizes that the order of the motor vehicle is from the back to
the front, and the vehicle can be identified by setting a certain delay time range after
determining the distance of the sensor. Non-motorized vehicles can only be detected by
one sensor. When approaching from the rear, only one or a plurality of vertically
mounted sensors detect the obstacles getting closer and closer, and the approaching
speeds are substantially equal, identifying the existence of a non-motor vehicle. When
passing from both sides, the rear sensor first recognizes the presence of an obstacle, and
then the obstacle leaves the detection range. After a short time, the front sensor rec-
ognizes the presence of an obstacle, and the distance from the obstacle identified by the
rear sensor is basically the same. It can be determined as a non-motor vehicle.
Large-scale slow-moving cars usually emit loud sounds that are easily noticed by the
rider and are therefore not considered.

The method of detecting biological and stationary objects is similar to the method
of detecting the vehicle.

Fig. 2. Common driving obstacles and basic features
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Through the above methods, it is possible to complete the discrimination and
recognition of common driving obstacles by the sensors. Through the calculation and
comparison of the calculation system, a corresponding prompt for the rider can be
given.

According to the HC-SR04 Ultrasonic Ranging Module Instruction Manual, first
the module’s trigger signal input and recall signal output need to be defined (for
example, the rear-side sensor, the same below):

int EchoB=13;
int TrigB=12;

Set port status on Arduino:
pinMode(EchoB, INPUT);
pinMode(TrigB, OUTPUT);

10 microsecond high signal to the TRIG pin:
digitalWrite(TrigB,LOW);
delayMicroseconds(2);
digitalWrite(TrigB,HIGH);
delayMicroseconds(10);
digitalWrite(TrigB,LOW);

Record ECHO pin high time with cmB:
cmB=pulseIn(EchoB,HIGH);

Convert time to distance:
cmB=cmB/58;

The value recorded by cmB is the distance from the rear obstacle to the sensor in
centimeters.

4 Executive System Design

The design flow of the execution subsystem system is a cyclic process that proposes the
model, implements the model, determines the user and finally determines the overall
scheme of the system, as shown in Fig. 3. This mode requires that a specific vibration
mode scheme be put forward, and the scheme should be embodied as an entity, and
then the actual user use test should be conducted to evaluate the accuracy and natu-
ralness of the vibration mode.

4.1 Execution System Design

The difference in the intensity of the vibration, the time of the vibration and the area of
the vibration allows the user to recognize the vibration generated by different distances.
In the process of riding, enough attention is needed to focus on the visual and auditory.
The rider’s attention to touch is not too high, and people’s perception of vibration
intensity often requires higher attention. Therefore, this project does not choose the
vibration intensity as the basis for distinguishing vibrations. The time of vibration is
relatively easy to perceive. Although everyone has a different perception of time, most
people have the ability to compare the vibration time, so the length of the vibration time
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can be used as one of the elements of the oscillator vibration mode design. The
vibrating area is the easiest to discriminate and will also be used as an element of the
vibration pattern design.

In order to detect the direction and the distance of obstacles, at least three vibrators
are required, representing the left, rear and right directions, the forward direction is the
normal direction of the rider’s vision and is therefore not considered. Three different
arrangements of vibrators were tried, as is shown in Fig. 4. In the first arrangement, the
right hand little finger serves as the reference direction on the right, and vibrators are
placed on the thumb, the little finger and the wrist respectively. Although this oscillator
arrangement mode can clearly indicate the direction of obstacles, the prompts for
different distances can only be distinguished by multiple vibrations. This method of
presentation is not desirable. The second arrangement mode places two vibrators in
place of each vibrator, and the vibratory tactile sensation can be achieved by con-
trolling the number of vibrator elements. However, after the actual completion of this
method, it was found that the difference in the sense of vibration was not obvious, and
the correct rate of the prompt was very low. Therefore, this scheme was abandoned.
The third scheme adds a large number of vibrators and places them in different areas.
Through the sequential vibration of different areas, the user is prompted to locate the
obstacles. The specific tips are: (1) For far-distance obstacles, only the fingertips
corresponding to the obstacle orientation trigger short vibrations. (2) For
near-obstacles, intermittently vibrate the fingers of the finger corresponding to the
direction of the obstacle. (3) For the most recent obstacles, start with the finger pads
that correspond to the relative directions of the obstacles, vibrate one by one in the

Fig. 3. Implementation system design flow
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horizontal or vertical sequence, and finally the fingertips that correspond to the
direction of the obstacles vibrate for the longest time.

Obstacle avoidance gloves based on tactile channel was designed, as is shown in
Fig. 5.

4.2 Execution System Effect Test

The ultimate goal of this system is to create a hardware device that can be widely used.
The device uses a tactile language, more precisely a vibration alert language. Different
from visual and auditory information, tactile language is often just a kind of information
that helps people to understand things. Few healthy people use touch as the main source
of information. Therefore, the vibration operation mode of the device needs to be used
and adapted by most users. Instead of allowing users to adapt to the device’s prompt
language, it is better to let the device actively adapt to the user’s way of thinking and
thinking habits. So if the system wants to design a set of vibration prompting language
suitable for most people, it will require a certain amount of sample research.

In order to facilitate data recording and statistics, the survey was conducted using
questionnaires and live-action tests. The designed questionnaire is as shown in Fig. 6:

Fig. 4. Vibrators arrangement modes to show distance differences

Fig. 5. Obstacle avoidance gloves based on tactile channel
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The number of participants is 59, including 32 men and 27 women. The result of
the questionnaire shows that the vast majority of people thought that the fingers and the
palm feel the most sensitive, so they are more suitable for receiving signals. In question
4, 56 people thought that little finger can better represent the right side. For questions 5,
6 and 7, since the survey result is a time range, the average of the minimum and
maximum values of the interval is taken as the minimum and maximum values of the
survey result range, respectively. The result time ranges are as follow. The result of
question 5 is 1.217 s and 4.443 s, question 6 is 0.381 s and 1.239 s, question 7 is
0.515 s and 1.937 s.

According to the contents of the questionnaire, the vibratory alert method described
in Sect 4.2 was set up. Three types of vibrations were performed in an out-of-order
manner. The following three questions were set for the subjects: (1) Which direction do
you think the prompt indicates the risk is coming from? (2) Which vibration do you
think is the strongest? Which time is the weakest? (3) Can you roughly describe the
sequence of vibrations?

Test results are expressed as percentages. For question 1, 100% of the participants
can accurately describe the direction of the obstacle. For question 2, 100% of the
participants can judge the strength of the vibration method. For question 3, 13 people
(about 22%) can accurately tell the vibration sequence of each vibrator, 43 people
(about 73%) can describe which area is vibrating first and which area is vibrating later.
Three people (about 5%) can only tell which vibrator is the most vibrated.

Based on the above experimental results, it is determined that the installation
position of the vibrator is located in the palm and the finger pulp, the reference
direction with the right hand little finger as the right, and the vibration period is 0.6 s.
At the same time, it is proved that the vibration mode originally set by the system can

Fig. 6. Questionnaire design
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be accepted by most people. The three levels of vibration intensity and sequence can
also be recognized by most people. However, due to the small total sample size, there
may be some errors.

4.3 Execution System Code Design

Define the detection distance, which is bounded by 5 cm and 10 cm:

double Length1,Length2,Length3;
Length1=5;
Length2=10;
Length3=20;

Compare the obstacle distances in the four directions and copy the minimum value
to cm:

if(cmB<cmF){cm1=cmB;};
if(cmF<cmB){cm1=cmF;};
if(cmL<cmR){cm2=cmL;};
if(cmR<cmL){cm2=cmR;};
if(cm1<cm2){cm=cm1;};
if(cm2<cm1){cm=cm2;};

If the rear obstacle is the shortest and cmB is the smallest, enter the execute
statement using the if statement:

(cmB<cmF && cmB<cmL && cmB<cmR)

Determine the distance range of the rear obstacle. If it is between length2 and
length3, that is, more than 10 cm and less than 20 cm, then,in a time of 0.6 s, vibrate
the vibrator at the wrist twice for 50 ms each, and the interval between the two shocks
is 250 ms.

if(cmB>Length2 and cmB<Length3){
digitalWrite(Long4,HIGH);
delay(50);
digitalWrite(Long4,LOW);
delay(250);
digitalWrite(Long4,HIGH);
delay(50);
digitalWrite(Long4,LOW);
delay(250);};

If it is between length1 and length2, that is, greater than 5 cm and less than 10 cm,
shake the vibrator at the wrist twice within 0.6 s, the first 50 ms, the second 250 ms,
interval between 250 ms:
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if(cmB<Length2 and cmB>Length1){
digitalWrite(Long4,HIGH);
delay(50);
digitalWrite(Long4,LOW);
delay(250);

digitalWrite(Long4,HIGH);
delay(250);
digitalWrite(Long4,LOW);
delay(50);};

If it is within length1, that is, less than 5 cm, vibrate the vibrators at the middle
fingertip, middle finger root, palm, and wrist in order of 0.6 s, vibrating the first three
times for 100 ms and the fourth for 300 ms:

if(cmB<Length1){
digitalWrite(Long1,HIGH);
delay(100);
digitalWrite(Long1,LOW);

digitalWrite(Long2,HIGH);
delay(100);
digitalWrite(Long2,LOW);

digitalWrite(Long3,HIGH);
delay(100);
digitalWrite(Long3,LOW);

digitalWrite(Long4,HIGH);
delay(300);
digitalWrite(Long4,LOW);};

Finally close all vibrators, end the statement, and proceed to the next cycle:

digitalWrite(Long1,LOW);
digitalWrite(Long2,LOW);
digitalWrite(Long3,LOW);
digitalWrite(Long4,LOW);

5 Conclusion

The safe driving intelligent system will encounter various obstacles during the oper-
ation, find obstacles beyond the horizon of the cyclist, and can get the exact distance
between the sensor and the obstacle, which will provide great help for the safe driving
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of the vehicle. Therefore, this paper designed and developed an Arduino-based intel-
ligent obstacle avoidance prompting system to implement automatic detection obstacles
and humanized prompts. The system involves hardware and software development.
After a comparative analysis, it is found that the Arduino platform is easy to use, low
cost, and excellent in performance, and is in line with market trends. Therefore, the
design and development of this system is based on the Arduino open source platform.
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Abstract. This study aimed to investigate the thermal properties and subjective
comfort of Virtual Reality (VR) headsets. Three VR products were selected.
Twenty-seven university students were invited to experience the VR for 45 min.
Each participant wore all VR headsets in three different days. The microclimate
temperature and relative humidity were measured by thermocouples. Subjective
thermal discomfort was evaluated using a 10-point visual analog scale. The
results shown that the average microclimate temperature of the three VR
headsets was increasing, and humidity increased at the beginning and then
decreased. The subjective thermal discomfort of the three VR headsets increased
with duration of use. The differences of average microclimate temperature,
humidity and subjective thermal discomfort were significant among three
headsets (p < 0.05). SONY PlayStation had the best thermal appreciation, fol-
lowed by OCULUS Rift and GOOGLE Daydream.
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1 Introduction

Virtual Reality (VR) systems have been widely applied in industry, education, public
and domestic settings. Head-mounted display (HMD) is used for providing image for
many VR headsets [1]. Previous study indicates the head is the most sensitive region
for whole body thermal comfort, and the thermal comfort of headgears directly
determines its user experience [2–5], thus improving thermal comfort of headgear is
likely to enhance the willingness to wear headgear [6]. A few studies related to thermal
comfort of VR headsets mentioned that head-mounted displays (HMD)s are often of
enclosed design and generate a considerable amount of heat in powering the displays
[7], but no study has been empirically conducted to evaluate the thermal comfort of VR
headsets, it is therefore important to conduct the study.

Methods used in evaluating thermal comfort of headgears can be categorized into
numerical, biophysical, combined numerical with biophysical, and user trials [6].
Temperature and relative humidity within the microclimate, which is a relatively
enclosed air layer between human skin and the HMDs, were the most frequently used
indicators to evaluate thermal properties of industrial head-worn products, such as
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bicycle helmets [3], motorcycle helmets [8], cricket helmets [9], protective garments
[10], ski-boot liner [11] and back protectors [12].

This study aimed to investigate the thermal properties (microclimate temperature
and relative humidity) and subjective discomfort of VR headsets. Through experiment,
physiological parameters were integrated with subjective thermal sensations collected
from a questionnaire, to have an overall understanding of the thermal comfort of the
VR headsets.

2 Method

2.1 Materials

In the experiment, three VR products available on the market were selected: SONY
PlayStation VR, OCULUS Rift Consumer Version 1, GOOGLE Daydream, as shown
in Fig. 1. Each VR product has its own platform system, whereas same type of
videogames were chosen in the test to ensure the amount of physical activities are the
same among different platforms.

HMDs were differed with other headgears in that the display itself will be heated,
so the temperature and relative humidity between the display and human face will
change when using. The thermocouples (iButton Hygrochron Temperature and
Humidity Logger - DS1923, as shown in Fig. 2) were used to measure temperature and
relative humidity in the microclimate with time interval of 30 s. Three locations were
identified to place sensors inside the microclimate. The first thermocouple was located
upon the right cheekbone of the face, the second sensor was located in the center of
eyebrows, and the third sensor was located inside the left inner wall of the HMD cradle.
The placement of all three sensors did not interfere with the VR experience process.

The experiment was conducted in a controlled environment. Laboratory average air
temperature was 22.92 ± 1.38 °C, and the relative humidity was 38.56 ± 7.43%. The
temperature was controlled through an air conditioning. The ambient temperature and
the relative humidity were measured using Testo 610 Thermo hygrometer.

SPSS were used for data input and data analysis. Repeated measures ANOVA was

Fig. 1. Three VR headsets used in this experiment
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performed to determine whether there were statistical differences of mean temperature,
humidity and subjective thermal discomfort among three different VR headsets. The
alpha level (p < 0.05) was set.

2.2 Participants

A number of 27 university students (17 women and 10 men) with average age of 22.78
(standard deviation of 2.28) participated in the experiment. All of the participants were
in good health condition and were informed the procedure and purpose of the study.
Their participation was voluntary. Individual demographic information (e.g. gender,
age) was collected. Each participant experienced all of the three VR headsets in three
different days at the same time of day.

2.3 Procedure

The experiment employed a within-group design. Each participant was wearing the
three VR headsets randomly in three different days. In order to investigate the per-
formance of thermal properties of VR headsets during the course of using as well as
thermal comfort, the experiment time lasted for 45 min. Before experiencing VR,
participants were given 10 min to acclimatize the environment, which is independent
from the activities simulated [11, 12]. During the acclimatization phase, written consent
was obtained from participants and thermocouples were placed on the participant’s face
and inside the HMD. Participants wore the VR headset properly with the help of
experimenters. During 45 min VR experiencing, participants were stayed within a
specified area, and the thermal couple record the microclimate temperature and relative
humidity every 30 s. A self-rated subjective question was asked at 10th, 20th, 30th, and
45th min of the experiment. The subjective question was “would you please report
your thermal comfort of your head region at this moment?” The responses were based

Fig. 2. The temperature and humidity sensors used in this experiment
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on a 10-point visual analog scale, in which “0” indicates no discomfort and “10”
indicates extremely discomfort.

3 Result and Discussion

3.1 Microclimate Temperature

The average microclimate temperature of the three VR headsets was 30.02 °C during
the 45 min of VR experiencing. The average temperature of microclimate was
increasing from 24.79 °C to 32.90 °C, with a rise of 8.11 °C in 45 min, and the result
of recorded temperature is shown in Table 1, GOOGLE had the highest average
microclimate temperature (30.39 °C) in 45 min, followed by OCULUS (30.14 °C),
and SONY (29.55 °C). The difference between the three devices in average micro-
climate temperature was significant (p < 0.05). Post-hoc analysis showed the difference
between GOOGLE and OCULUS was not significant.

Previous research on headgear thermal property has summarized the range of
change in microclimate temperature [6], the results in this study was consistent within
the range of 26 °C to 36.5 °C. Literature indicated forehead has higher sweating rate
compared with the regions of temple, rear or vertex [13] and all VR headsets covers
eyes and forehead, so a rising temperature in the forehead microclimate might result in
thermal discomfort. Studies also found that discomfort is relating to the rapid increase
of temperature in head area when wearing headgears [14], and it’s also happened when
wearing a helmet lacking of heat dissipation [15]. In this experiment, a quick change of
microclimate temperature might cause heat discomfort for all users. Moreover, previ-
ous study also proved that users could experience thermal discomfort when temperature
is beyond a narrow range of ±1 °C [16]. Increment in microclimate temperature when
using VR headsets in this study could cause thermal discomfort for participants.

3.2 Microclimate Relative Humidity

The average relative humidity of the three headsets was 48.87% during 45 min of
experiment. The average initial relative humidity was 45.14%, and it was rapidly rising
to a peak point of 53.38% at the 7th min, and then started to relatively slowly decline.
The relative humidity at different test times is shown in Table 2. At the 45th min, the
average relative humidity was 46.67%, which was increased by only 1.53% compared

Table 1. Experiment result of microclimate temperature (°C)

1st min 10th min 20th min 30th min 45th min Average

SONY 25.23 28.69 30.37 31.39 32.06 29.55
OCULUS 24.94 28.83 31.03 32.42 33.50 30.14
GOOGLE 24.66 29.85 31.73 32.59 33.14 30.39
Average 24.94 29.12 31.04 32.13 32.90 30.02
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with baseline. The changes in the relative humidity seemed to play a secondary role in
influencing thermal comfort in addition to microclimate temperature increase. The
average relative humidity differences between the three VR devices were significant
(p < 0.05): OCULUS (58.14%) > SONY (44.62%) > GOOGLE (43.84%), while there
was no statistical difference between SONY and GOOGLE in average relative
humidity.

3.3 Subjective Discomfort Evaluation

The subjective thermal discomfort of the three VR devices increased with time
(Table 3). The mean subjective discomfort score was 2.81 with slight discomfort
according to the scale (from 0 - no discomfort to 10 - extremely discomfort), and the
differences of subjective thermal discomfort were significant among three VR headset
(p < 0.05): GOOGLE (3.32) > OCULUS (2.79) > SONY (2.31). Results of post-hoc
comparison indicated that GOOGLE was much uncomfortable than SONY, but there
were no significant differences between GOOGLE and OCULUS, neither OCULUS
nor SONY.

The thermal discomfort level of all VR headsets was acceptable in the current
study. Previous literatures indicate that unfavorable thermal sensation might result in
not wearing protective helmets when it was recommended to [17, 18]. Thus, in order to
provide better user experience, the thermal properties of HMDs need to be improved.

Comparing with SONY and OCULUS with T-shape head strap, GOOGLE has a
single headband to be fastened when wearing. In order to prevent the device from
falling off the face during use, the headband pressure of GOOGLE would cause facial
discomfort. Moreover, the internal material for GOOGLE and OCULUS is composed
of cotton. The shell of GOOGLE is made from cotton as well. Cotton has lower thermal

Table 2. Experiment result of microclimate relative humidity (%)

1st min 10th min 20th min 30th min 45th min Average

SONY 44.61 50.14 44.91 43.29 40.12 44.62
OCULUS 47.01 62.52 62.49 60.78 57.92 58.14
GOOGLE 43.79 46.94 44.17 42.34 41.98 43.84
Average 45.14 53.20 50.52 48.80 46.67 48.87

Table 3. Experiment result of subjective discomfort evaluation

10th min 20th min 30th min 45th min Average

SONY 1.44 1.85 2.56 3.37 2.31
OCULUS 1.78 2.44 3.22 3.70 2.79
GOOGLE 2.04 2.89 3.70 4.63 3.32
Average 1.76 2.39 3.16 3.9 2.81
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conductivity and impedes heat dissipation, which may be the reason that microclimate
temperature for OCULUS and GOOGLE were higher than SONY. SONY had the
lowest microclimate temperature and highest subjective thermal comfort rating com-
pared with OCULUS and GOOGLE. It is suggested that higher microclimate tem-
perature and higher relative humidity might be the main causes of subjective thermal
discomfort when using VR headsets.

4 Conclusion

During the 45 min of VR experiencing, the average microclimate temperature of all
three headsets increased by 8.11 °C, which might cause thermal discomfort according
to a previous study on helmet [14].

Humidity of all three devices increased at the beginning and then decreased, and it
has increased by 1.53% within 45 min, which seemed to play a secondary role in
thermal discomfort feeling.

Lastly, subjective evaluation of the thermal discomfort showed that there are dif-
ferences among three VR headsets. The device with better thermal appreciation was
SONY PlayStation VR, followed by OCULUS Rift Consumer Version 1 and GOO-
GLE Daydream.

This study investigated the thermal properties of three VR headsets in terms of
microclimate temperature and relative humidity, as well as subjective thermal sensa-
tion. However, independent variables such as materials, types of wearing and venti-
lation design were not controlled, reasons leading to the experimental result and
differences between three headsets could not be concluded. A further research with
controlled condition is needed to figure out how material, and ventilation design could
impact on the thermal properties.
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Abstract. In the production environment, digital assistance systems become
more important as an interface between human and machines. Considering
implementation processes of new technologies, like mobile and wearable
devices, employee acceptance is crucial. The research objective is to describe
the current level of acceptance of production staff and to reveal the influencing
factors for technology acceptance towards mobile and wearable devices in
manufacturing environment. The impact of the degree of familiarity with the
medium is of particular interest, because of the first-time implementation of
devices that are already conversant from private surroundings, such as smart-
phones. The research method features an explorative, qualitative interview
approach to examine complex attitude and decision-making processes in a
theory-generating way. The qualitative content analysis implies differences
between familiar and fairly unknown devices. Further results reveal several
influencing factors such as robustness, wearing comfort, customizability, sup-
port of management or data protection that should be considered in imple-
mentation strategies.

Keywords: Industry 4.0 � Human factors � Technology acceptance
Mobile devices � Wearable devices � Digital assistance systems
Production industry � Employee participation

1 Introduction

The digital shift is ubiquitous and changes global markets. In an economic or industrial
context, the digital transformation is often covered under the term Industry 4.0.
Industry 4.0 comprises enhancements in industrial production systems in the context of
digitization. At its core, there is the real-time capable and smart connection of all
players including machines, workers as well as information and communication
technology (ICT) [1]. Thereby Industry 4.0 does not only go beyond the manufacturing
process in particular, but rather affects all sectors ‘from order management, research
and development, manufacturing, commissioning, delivery up to the utilization and the
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recycling of produced goods’ [1]. The overall goal of all efforts summarized under the
term Industry 4.0 is to overcome current challenges in the changing working world.
Companies are under pressure to maintain their competitive position in globalizing and
fast-changing markets. Product cycles are becoming shorter and shorter, the innovation
pressure and the demand for individualized products are increasing, which results in
decreasing lot sizes. In some countries demographic change leads to an aging society
which causes companies to adjust work tasks to less powerful employees [2–4]. Those
changes imply an increasing complexity that shall be coped with the potentials of
digitization. Mobile and wearable digital assistance systems are an important techno-
logical development that helps handling the upcoming level of complexity in the
fast-changing working world [5, 6].

2 Theoretical Framework

2.1 Digital Assistance Systems in Production and Private Sectors

Digital assistance systems can be defined as technologies that support humans in
performing certain tasks. They can provide physical support, such as
human-robot-interaction or exoskeletons, or cognitive support, such as digital infor-
mation systems [7, 8]. This paper focuses on cognitive systems for informational
assistance. The aforementioned challenges in the production environment confront
employees with changing information and work tasks. Digital assistance systems offer
new ways of technical assistance, they are location-independent, provide hands-free
communication and real-time information to handle different upcoming challenges.
They contain a wide range of technologies, like virtual or augmented reality, devices,
like tablets or data glasses and use cases, like information systems for manual
assembly. The further include input modalities, like voice or gesture control, and
different possibilities of information presentation [5, 9–11]. This paper focuses on
mobile and wearable devices from the consumer sector due to their increasing use in
the production environment as well as their lower costs compared to customized
devices. In particular, smartphones, tablets, data glasses and smart watches are chosen
to be the objects of investigation due to their multiple features and thus their great
importance for future production [11].

In the private sector in Germany, digitization has been going on for many years and
especially tablets and smartphones are widely spread among the population [12]. Those
devices now enter the production environment, which characterizes the uniqueness of
the current situation and may have an influence on the workers perceptions. Especially
small and medium sized enterprises (SME) are at the beginning of digitization pro-
cesses, which is why they are central in this research [13].

2.2 Human Factors in Production and the Role of Acceptance

Technological innovations in companies mostly come along with social innovations
[14]. The term socio-technological system describes the cooperation of humans and
machines to collaboratively carry out a task. A central purpose in order to develop such
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working systems in the context of Industry 4.0 is to reconcile the factors human,
technology and organization [15, 16]. Despite of a prevailing technocratic view, the
opinion that human beings play a significant role in future smart factories becomes
prevalent [17]. Nevertheless, operational and technical decisions are often made merely
on the basis of efficiency, productivity or competition, whereas the role of the human
and his sensitivities should also be considered as one of the most essential factors for
decision-making in technology innovation processes [16, 18]. Especially two aspects
are pointed out: The technology – in this case the digital assistance systems – should be
developed based on the workers requirements and primarily acceptance-encouraging.

Acceptance towards a technology can be seen as an important condition to sustain
worker satisfaction and to enable an efficient and trouble-free usage. Otherwise, lacking
acceptance may lead to barriers in willingness or abilities of the employees or in the
worst case to avoidance. Change is not always perceived positive because technical
transformations affect one’s habituated behavior and request adaption to new situations
and processes [18, 19]. Acceptance is a key concept in many research areas. An
established view is the differentiation between attitude-acceptance and behavior-
acceptance. Attitude-acceptance includes the positive attitude and valuation of a subject
matter and therefore cognitive and affective components. Behavior-acceptance means
the performed action itself, which is visible and includes attitude-acceptance [20]. In
this study, attitude-acceptance is focused because the research subject covers
employees in companies that not have implemented assistance systems yet, so the
attitude and level of acceptance is located before the actual use. Acceptance towards
technologies is usually investigated under the term technology acceptance.

2.3 Technology Acceptance

One of the most popular, widespread and evolved models is the Technology Accep-
tance Model (TAM) from Davis [21, 22]. It is based on the Theory of Reasoned Action
(TRA) [23] and the Theory of Planned Behavior (TPB) [24]. The TAM implies that the
perceived ease of use as well as the perceived usefulness affect the attitude toward use
and the intention to use. The model is approved in numerous studies but criticized
because of excluding further important influencing factors [15, 25]. Further develop-
ments of the model – TAM 2 and TAM 3 – include determinants of perceived ease of
use, like image or job relevance, and of perceived ease of use, like computer anxiety or
objective usability [26–28].

The Unified Theory of Acceptance and Use of Technology (UTAUT) comprises
eight acceptance models, including TAM, and has four key constructs: performance
expectancy, effort expectancy, social influence and facilitating conditions. Gender, age,
experience, and voluntariness of use are presumed to moderate the impact of the four
key constructs on intention to use and behavior. The four key constructs include
various factors or sub constructs that cover further important influencing factors on
technology acceptance [29].

Furthermore, several models and constructs are commonly applied in technology
acceptance research. For example the Task Technology Fit Model (TTFM) is of interest
for this study. Therefore, the accordance of task demands, technology functionalities and
individual user skills – the task-technology-fit – affects acceptance and behavior [30].
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Popular and familiar approaches are technology appropriation theories and con-
siderations to innovation barriers. The Model of Technology Appropriation
(MTA) describes technology adoption as the relation of people’s desire, the capabilities
and implications of technology as well as the situations of usage. It includes inter alia
appropriation criteria, like leisure use, and disappropriation criteria, like unusability
[31]. In the German research environment, acceptance and innovation barriers com-
plement the discussion. These are for example motivational or ability barriers, lacking
employee participation, lacking know-how or missing recognition of the technology’s
potentials [32]. In the course of Industry 4.0 further factors may play a role, for
example concerns about work safety, data-security or the preservation of work-related
values and meanings.

3 Research Issue

In conclusion, technologies like digital assistance systems for the production envi-
ronment should be developed and implemented under the principle of maximizing
employee acceptance. To do so, research needs to be conducted for a deeper under-
standing. Whereas technology acceptance in general is a relatively well studied field,
especially in market analysis for the consumer goods sector, there is a lack of research
concerning the level and influences of worker acceptance of mobile and wearable
devices in the production environment.

Therefore, the research objective of this study is to describe the current level of
acceptance of the production staff and to reveal the influencing factors on technology
acceptance towards mobile and wearable devices in the manufacturing environment.
The implementation process of digital assistance systems has only just begun, which
underlines the importance of investigating technology acceptance at an early stage. The
impact of the degree of familiarity with the medium is of particular interest, because of
the first-time implementation of devices that are already conversant from private sur-
roundings, such as smartphones and tablets.

4 Methodology

4.1 Design

While many researchers choose a quantitative approach to examine technology
acceptance by means of the aforementioned models, this study uses a qualitative
approach for two reasons: First, quantitative acceptance models are criticized for not
being able to explain complex decision making and attitude processes that exceed the
rather inflexible models [33]. Second, the consideration of the use of tablets or smart
watches in the production environment is a fairly new situation, which demands a
flexible research approach. Qualitative and explorative social research provides
methods that are open and flexible for new circumstances. Moreover, they are able to
reveal complex subjective thought and attitude patterns as well as probably unexpected
results [33]. Therefore, the research method of this study features an explorative,

190 L. Merhar et al.



qualitative interview approach that is oriented towards the theory-generating
Problem-Centered Interview from Witzel [34]. This approach focuses on a combina-
tion of induction and deduction and includes theoretical prior knowledge, in this case
especially the aforementioned acceptance models, as well as the required openness for
explorative research [34].

4.2 Interview Guideline and Pretest

Core element of this interview study is the developed problem-centered interview
guideline, which serves a structuring purpose. After an information part about the data
acquisition and usage, the interview starts with a problem-orientated introductory
example. It motivates the participant to narrate and it helps to settle in the interview
situation. The main phase includes several open and narrative-generating questions
with more specific sub-questions that are aligned with established models, previous
research and assumptions from scientific literature about technology acceptance (see
Sect. 2.3) while providing the necessary openness for qualitative research. In the final
phase, the interviewee has the possibility to add his thoughts and is asked to draw a
conclusion.

The interview guideline was pretested with one interviewee that additionally gave
feedback regarding comprehensibility. Afterwards, the guideline has been slightly
adapted to a more natural course of conversation. The pretest is included in the
analysis.

4.3 Procedure

The five interviewees were selected on the basis of different criteria to cover various
fields of activity: All of them work in the production environment of small or medium
sized companies in Germany but in different levels and areas, such as assembly or
quality assurance. Unfortunately, no female participants were found for the study,
which is why gender had to be excluded as a possible influence. The theoretical
saturation was reached after five interviews.

The interviews were conducted at the end of the year 2016. At the time of the
interviews the age of the participants was between 28 and 49 with an average of 35, 4
years and they worked in assembly, manufacturing or inspection. The interview
duration was between 29 and 68 min with an average of 51 min. All interviews were
recorded and fully transcribed.

4.4 Data Analysis

The analysis of the transcribed interviews was executed in accordance with Qualitative
Content Analysis from Mayring [35]. This method for text analysis reduces the content
up to the relevant passages in order to build a systematic category system that con-
stitutes a reflection of the base material.

Deductive categories from the aforementioned acceptance models and theories
formed a preliminary category system for the initial analysis. In the course of the
analysis, this category system was supplemented, extended and modified gradually
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(inductive category development). MAXQDA was used as data analysis software. The
result of the analysis, the final category system, is explained in the following chapter.

5 Results

The following chapter outlines the results focused on the comparison of mobile and
wearable devices. First, the level of acceptance is described (Fig. 1). Second, various
influencing factors on acceptance are explained (Fig. 2).

5.1 Level of Acceptance

Awareness of Change. The participants are aware of the necessity of a change. They
recognize current challenges and support efforts of their management towards digiti-
zation in general.

Level of Information. Most participants do not feel well informed about the usage and
benefits of digital assistance systems in production contexts. One participant assesses
his own level of information slightly higher based on his usage experience with digital
devices in the private sector, although he does not have a clear vision of specific use
cases.

General Attitude Towards Digital Assistance Systems at Work. Overall the attitude
towards digital devices at work is characterized by optimism and openness.

Level of Acceptance

Awareness of Change

Level of Information

General Attitude towards Digital Assistance 
Systems at Work

Differentiation between the Devices

Perceived Ease of Use

Fig. 1. Main categories of level of acceptance.
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Differentiation Between the Devices. The interviews show major differences between
mobile and wearable devices. Tablets are mainly favored because of usage experience
from the private sector, as supposed before. Furthermore, it is assumed that tablets are
equipped with the best display options with a simultaneously high level of mobility as
well as possibilities of a flexible installation at a working station. Smartphones are on
the second place because of high mobility but fewer display options due to a smaller
screen size. Wearable devices score poorer in general due to skepticism towards
technology performance and wearing comfort. Data glasses get rejected in case of long
wearing periods, frequent information in the field of vision or for wearers of glasses.
Smart watches are considered to disturb manual activities or to damage sensitive
components. In contrast to tablets and smartphones, the participants only have very
little or no usage experience from the private sector regarding wearables.

Perceived Ease of Use. For devices that were already tried at home – mainly tablets
and smartphones – the level of difficulty is considered to be low. In general, the
perceived ease of use is higher if trainings and an extensive induction phases are
provided.

In conclusion, prior experiences seem to have a relevant impact on the current level
of acceptance before the implementation of digital assistance systems. Therefore,
mobile devices show a higher acceptance level in the context of the study than
wearable devices with a fairly low level.

5.2 Influencing Factors on Acceptance

Perceived Usefulness. Digital assistance systems are considered useful, for example if
new tasks that are not solvable through practical knowledge, have to be carried out. The
devices shall grant benefits for the worker, for example higher productivity, less reject

Influencing Factors on
Acceptance

Perceived Usefulness

Technology Design and Working Environment 

Social Influence

Individual Factors

Organizational Factors

Safety Factors

Fig. 2. Main categories of influencing factors on acceptance.
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parts, more information, shorter distances, an improved flow of information and easier
coordination between different areas, targeted assistance, less documentation effort –
overall a saving of time, fewer errors, support and communication. Negative influences
would be an increasing dependency on technology and a loss of significance of
practical knowledge.

Technology Design and Working Environment. Digital assistance systems should be
designed primarily easy in relation to structure and intuitive operation. Further
important aspects are trouble-free functionality, reliability, up-to-dateness of the device
and software, performance and rapid data-transfer. In return, malfunctions or slowness
are significant hindering factors. Moreover, the devices should be robust against sur-
rounding threats like oil and dust or against dropping. Further designing aspects are
device and display size including clarity. Regarding clarity, the participants are skep-
tical towards data glasses and smart watches. They are concerned that wearables might
be hindering, disturbing or like a foreign object that they do not want to wear close to
the body all the time. At least, several factors related to information provision are
important: information should be found and structured easily and a help feature should
provide additional information on demand. At best, the device is customizable to the
users’ individual requests.

Social Influence. Social factors include support from the management, the influence of
colleagues and the atmosphere in the group as well as external effects like a positive
image of being an innovative company.

Individual Factors. The most important impact in this section is private experience.
The participants are familiarized with the handling of smartphones and tablets, whereas
no one has got or tried wearables in-depth. Some influencing factors correlate
according to the participants with private experience. They consider the devices to be
less difficult in handling, more work-simplifying and the usability to be easier. In
general the participants are much more open towards familiar devices. Negative factors
in the individual sector might be the fear of rationalization and again a loss of sig-
nificance of prior working experience.

Organizational Factors. As previous studies have shown, information, participation
and training are very important acceptance factors for the participants. As further
factors, they mention early and consistent information and participation, justification
for the project from the management and testing procedures on-the-job. Another
conducive aspect is the equal distribution of the devices. Inversely, envy among col-
leagues is stated as a hindering factor for acceptance.

Safety Factors. Data safety, data protection and work safety are mentioned as
influencing factors. The participants highlight that sensitive data must not leak out.
Regarding data protection the opinions differ. Some participants fear a data misuse of
the management in form of performance assessment. Others would either like to use
their data for their benefit, for example in salary negotiations, or do not care about data
usage.

In conclusion, many factors from technical, organizational and social areas seem to
have an impact on acceptance towards digital assistance systems. Some of these are
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already known from scientific literature, but also several context-specific factors
beyond the acceptance models were identified, like information design or safety
aspects.

6 Conclusion and Outlook

The results show that there is a difference between mobile and wearable devices
concerning the current level of acceptance of digital assistance systems in the pro-
duction environment. Whereas the participants of the study largely approve tablets and
smartphones, they are rather skeptical towards smart watches or data glasses. More-
over, the results reveal several influencing factors that might have a significant impact
on technology acceptance in the specific context.

Due to an explorative, qualitative research approach with few participants the study
is limited regarding statements about frequency and distribution. Therefore, generally
valid conclusions cannot be drawn without further research.

First cautious assertions include conclusions for implementation strategies. Mobile
devices that are widespread in the private sector, like tablets and smartphones, have the
advantage that they are familiar regarding operation and as well presumably already
accepted. If companies want to establish wearable devices, they should start with a
detailed and extensive introduction to the device and its features, an accentuation of the
advantages and comprehensive testing possibilities. Regarding the device, different
factors should be considered, for example display size, surrounding conditions or
device-specific acceptance barriers.

In conclusion, the study provides findings that could not have been revealed with a
quantitative approach. The next step is to revise the results of this study with a larger
sample to generate universal statements as a basis for future development and suc-
cessful implementation of digital assistance systems.
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Abstract. Since a growing number of variants increase complexity in today’s
production systems, higher flexibility is needed. However, automated produc-
tion systems are often not economical in high-variant production scenarios.
Therefore, human flexibility plays an important role, especially for assembly
tasks. In order to increase human flexibility in manual assembly a variety of
assistance systems providing cognitive support for individual workers has been
developed in recent years. Cognitive assistance systems can support assembly
workers by providing, processing or collecting information. This paper presents
an approach to determine cognitive assistance functions in manual assembly.
The need for different assistance functions is investigated in order to make a
needs-based selection. The results can then be matched with suitable tech-
nologies to design an assistance system. An application of this approach is
shown for a manual assembly system in the learning factory for cyber-physical
production systems in Augsburg, Germany.

Keywords: Cognitive assistance � Manual assembly
Technology management � Industry 4.0 � Human factors

1 Introduction

In order to be successful in saturated markets, more companies are offering customer-
individual products [1]. Besides production in lot size one, volatile demand [2]
increases complexity in production. Furthermore, a rising product complexity [3] and
shorter product lifecycles [4] are challenges producing companies face today. Rising
complexity in production not only increases quality costs [3] but also requires a broad
qualification of employees [2]. In order to master rising complexity, production sys-
tems need to become more flexible.

Depending on the industrial sector, assembly is responsible for up to 70% [5] of
total production costs. Since manual work is the most flexible factor of production [6],
flexibility in production is especially enabled by manual assembly. Manual assembly
workers can be supported by assistance systems in perceiving assembly tasks, making
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decisions and executing assembly tasks [1]. Physical assistance systems can be applied
to improve ergonomics in handling heavy components. Cognitive assistance systems
can support manual assembly workers by providing, processing or collecting infor-
mation. Due to rising complexity in manual assembly, the importance of correct and
relevant information in manual assembly is rising [7]. Therefore, cognitive assistance
systems play an important role to increase flexibility in manual assembly systems.
Furthermore, the use of cognitive assistance systems can result in higher efficiency and
error-free assembly [8].

2 Complexity Evaluation in Manual Assembly

In order to design a needs-based cognitive assistance system in manual assembly, it is
necessary to analyze the required assembly tasks. Several models have already been
developed for measuring complexity in assembly. Samy et al. [9] are using detailed
geometrical information to measure product assembly complexity. Zeltzer et al. [10]
identified 11 complexity drivers in assembly to quantify complexity for mixed-model
assembly workstations. These complexity drivers cover several technical aspects from
the analyzed assembly operations. These models can be used to reduce complexity
during the design-phase of a product.

In order to develop a needs-based assistance system for a given product,
worker-specific information has to be considered as well. Zäh et al. [11] are using a
temporal, a cognitive and a knowledge-based factor in order to measure complexity of
manual assembly operations. Besides product complexity Claeys et al. [12] are also
considering operational complexity of the workstation as well as operator-specific
information. Hold et al. [13] are using MTM to structure assembly tasks and also
consider human error probability for each task group.

Several existing models allow a very detailed analysis and quantification of
assembly operations. Since product life-cycles are shortening [4] and the investment of
cognitive assistance system has to be amortized, the lifecycle of a cognitive assistance
system is often longer than product lifecycles. Therefore, it is necessary to consider
product changes during the lifecycle of the assistance system. Furthermore, several
models for measuring assembly complexity focus on detailed technical aspects and
don’t consider legal aspects, such as documentation tasks.

3 Determination of Cognitive Assistance Functions

This section introduces a method for needs-based determination of cognitive assistance
functions for a given manual assembly process. It can be applied for workshop
assembly scenarios which are not equipped with cognitive assistance systems. In this
method the complexity of an assembly task is evaluated in order to select suitable
assistance functions. In order to include all relevant aspects all stakeholders (e.g.
industrial engineering, assembly workers, production IT) should be involved in the
evaluation process.
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3.1 Assembly Process Analysis and Complexity Evaluation

In order to design an application-specific assistance system, the assembly process shall
be analyzed from worker-centric perspective. Assembly processes is therefore divided
into different tasks, which are defined in the work plan. For each assembly task an
assembly worker has to perceive information [11], execute the assembly task and
document the performed assembly. In order to introduce a needs-based assistance
system the complexity of an assembly task needs to be evaluated in different dimen-
sions. The goal of this method is to develop an applicable assessment of manual
assembly that focusses on key aspects in order to limit the evaluation effort.

Therefore, for each assembly task three dimensions of complexity shall be
analyzed:

• Perception Complexity (PC) aims to evaluate the cognitive workload an assembly
worker before the physical assembly execution.

• Execution Complexity (EC) aims to evaluate the risk of an assembly error during the
assembly.

• Documentation Complexity (DC) aims to evaluate the necessity and effort of doc-
umentation during the assembly task.

3.1.1 Perception Complexity
During several workshops with production engineers from different industrial sectors
three main complexity drivers were identified that increase the cognitive workload
during the perception of an assembly task. They include worker-specific information
[12], variant-specific information [10] as well as influences from product changes. In
order to evaluate the Perception Complexity of an assembly task, the following three
components are introduced:

• The Employee Qualification Factor (EQF) describes if assembly workers have the
necessary qualification for the performed assembly task.

• The Customization Level (CL) describes the influence of product customization on
the analyzed assembly task.

• The Change Frequency (CF) describes the time intervals the assembly task changes
during product changes or the introduction of new products.

In order to achieve a compromise between accuracy and practicability, the three
components are evaluated with integer values on a scale from 1 to 10. The three
complexity components are multiplied and weighted equally to quantify the Perception
Complexity:

PC ¼ EQF � CL � CF: ð1Þ

Table 1 shows typical scenarios for the lowest and highest value for the three
Perception Complexity components. To assess the complexity for a given assembly
task, an intermediate value within the given limits has to be chosen.
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3.1.2 Execution Complexity
In order to quantify the Execution Complexity of an assembly task, the risk of an
assembly error shall be evaluated. In risk assessment applications a risk priority
number [14] is commonly used for evaluation. This method shall be applied for the
Execution Complexity in manual assembly:

• Severity (S) describes the impact of an assembly error on product quality and human
safety.

• Occurrence (O) describes the frequency of assembly errors in the analyzed
assembly step.

• Detection (D) describes the probability an assembly error is detected before the final
assembly step is completed.

According to the risk priority number, the three components are evaluated with
integer values on a scale from 1 to 10. In order to quantify the Execution Complexity,
the three complexity components are multiplied [14]:

EC ¼ S � O � D: ð2Þ

Table 2 shows typical scenarios for the lowest and highest value for the three
Execution Complexity components.

Table 1. Perception complexity components with lowest and highest value.

Perception Complexity
component

Lower limit: 1 Upper limit: 10

Employee qualification
factor

All employees are
trained for the assembly
task

The assembly task is regularly performed
with new employees that lack necessary
qualification

Customization level The assembly task is
identical in every order

The assembly task is highly dependent on
order-specific information

Change frequency The assembly task is not
influenced by product
changes

The assembly task is frequently changing
due to product changes

Table 2. Execution complexity components with lowest and highest value.

Execution
complexity

Lower limit: 1 Upper limit: 10

Severity An error in the assembly has no effect
on the product quality

An error in the assembly task always has
an hazardous effect

Occurrence History shows no failures in the
analyzed assembly task

Failures in the analyzed assembly task
are almost certain

Detection Every error in the assembly task is
directly detected at the next process
step

Every error in the assembly task cannot
be detected in all following process steps
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3.1.3 Documentation Complexity
In order to evaluate the Documentation Complexity, the reason for documentation and
its effort are analyzed. Moreover, the reason for documentation can be divided into
internal and external reasons factors. In order to evaluate the Documentation Com-
plexity of an assembly task, the following three components are introduced:

• Documentation Necessity (DN) describes the importance of documentation caused
by external factors, such as legal aspects or customer demands.

• Internal Information Value (IIV) describes if a documentation of the assembly step
is important for internal assembly data evaluations such as productivity indicators or
traceability of components.

• Documentation Effort (DE) describes the effort of manual documentation without
digital assistance.

In order to achieve a compromise between accuracy and practicability, the three
components are evaluated with integer values on a scale from 1 to 10. The three
complexity components are multiplied and weighted equally to quantify the Docu-
mentation Complexity:

EC ¼ DN � IIV � DE: ð3Þ

Table 3 shows typical scenarios for the lowest and highest value for the three
Execution Complexity components.

3.2 Cognitive Assistance Functions

3.2.1 Framework
A cognitive assistance system is able to exchange information with the objects
assembly worker, IT systems and product [15]. Figure 1 shows an illustration if the
information flow framework.

Communication with the assembly worker consists of input given by the worker as
well as information provided for the worker by the assistance system. An assistance
system can also communicate with existing IT Systems such as enterprise resource

Table 3. Documentation complexity components with lowest and highest value.

Documentation
complexity

Lower limit: 1 Upper limit: 10

Documentation
necessity

No external party requires a
documentation of the
essential task

Documentation of every aspect of
the assembly task is required

Internal information
value

A documentation of the
assembly task creates no
internal benefits

A documentation of the assembly
creates a high benefit for internal
evaluations

Documentation
effort

The documentation effort of
the assembly task is
negligible

The documentation effort surpasses
the value-adding assembly time by
many times
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planning systems or manufacturing execution systems. This communication is used to
receive order information as well as to document an accomplished assembly. Fur-
thermore, an assistance system can also read and write data from a product if it or the
workpiece carrier is equipped with rewritable digital memory. An information flow
with the product can also be realized by intelligent tools that are part of the assistance
system.

Assuming in each assistance function an assistance system always has one data
input and one data output, there are two possible outputs for every three inputs. In total,
there are six possible assistance functions for the communication with assembly
worker, IT systems and product. Figure 2 shows the information flow of the six
assistance functions and the corresponding description. The six assistance functions are
to be seen as a toolbox and can be combined as necessary for a given use case. The
following section connects these six assistance functions with the evaluated complexity
dimensions and gives a brief explanation how the six assistance functions can support
manual assembly tasks.

3.2.2 Selection of Assistance Functions
In order to make a selection of the introduced assistance function, they are mapped in
Table 4 with the three complexity dimensions. A high Perception Complexity indicated
the need for worker information in order to provide the relevant information for the
assembly task at the right time. A high Execution Complexity can be handled by the
assistance functions quality assurance and product manipulation. In quality assurance
the assistance system supervises the assembly process and only gives feedback if an
error was made. A product manipulation can be realized in order to avoid manual
mistakes, e.g. by introducing a torque-controlled screwdriver. Documentation can be
assisted in several ways. A manual documentation can be integrated easily by using
keyboard or touchscreen input. Automatic documentation can be realized using a
camera at an assembly workstation. A product documentation is only possible if the
product is equipped with digital memory, e.g. radio-frequency identification (RFID)
transponders.

Cognitive 
Assistance System

Assembly Worker

ProductIT Systems

worker informationworker input

product
monitoring

product
updating

incoming
order data

outgoing 
order data

Fig. 1. Information flow framework for cognitive assistance systems in manual assembly [15].

Determination of Cognitive Assistance Functions for Manual Assembly Systems 203



Cognitive 
Assistance 

System

Assembly 
Worker

ProductIT Systems

Cognitive 
Assistance 

System

Assembly 
Worker

ProductIT Systems

Cognitive 
Assistance 

System

Assembly 
Worker

ProductIT Systems

Cognitive 
Assistance 

System

Assembly 
Worker

ProductIT Systems

Cognitive 
Assistance 

System

Assembly 
Worker

ProductIT Systems

Cognitive 
Assistance 

System

Assembly 
Worker

ProductIT Systems

Worker information Manual documentation

Quality assurance Product documentation

Product manipulation Automatic documentation
Active information flow of assistance function

Additional information flow when combined with other assistance functions

Fig. 2. Information flow of six developed assistance functions.

204 L. Merkel et al.



4 Application in the Learning Factory for Cyber-Physical
Production Systems

This section shows an application of the method in the Learning Factory for Cyber-
Physical Production Systems. The learning factory consists of six assembly stations for
remote-controlled cars [16]. It is organized as a flexible workshop assembly with
dedicated parts at each workstation. Depending on the customer’s product configura-
tion every product is only transported to the relevant workstations.

The method is applied on workstation #4 ‘Electronics’ of an assembly system for
remote-controlled cars. In workstation #4 there are five assembly tasks to be executed.
At first a battery is installed for which a customer can choose from three different
options. The installation of a wrong battery cannot be detected after that chassis has been
put on. Then, one of two antenna sleeves is inserted. In contrast to the battery, a wrong
antenna sleeve can still be detected when the chassis has been put on. If demanded by the
customer, the car is equipped with a light. For every car the speed controller is connected
and an electronic test is performed. The final two assembly tasks are identical in every
order but essential for the functionality. Table 5 shows the evaluation of assembly tasks
at workstation #4 which was performed by developers of the learning factory.

Table 4. Mapping of complexity dimensions and assistance functions.

Assistance function Perception
complexity

Execution
complexity

Documentation
complexity

Worker information ●
Manual documentation ●
Quality assurance ●
Product documentation ●
Product manipulation ●
Automatic
documentation

●

Table 5. Evaluation of workstation #4 in the learning factory for cyber-physical assistance
systems.

Assembly tasks PC EC DC
EQF CL CF S O D DN IIV DE

Battery installation 6 8 6 3 3 2 1 1 4
PC = 288 EC = 18 DC = 4

Insertion of antenna sleeve 6 6 2 3 3 5 1 1 4
PC = 72 EC = 45 DC = 4

Light installation 6 4 6 3 2 3 1 1 2
PC = 144 EC = 18 DC = 2

Speed controller connection 4 1 1 7 4 10 1 1 2
PC = 4 EC = 280 DC = 2

Electronic test 6 1 1 7 1 10 5 1 2
PC = 6 EC = 70 DC = 10
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The evaluation of the Perception Complexity results in high values for the battery
installation and light installation. As a consequence, worker information has been
applied by introducing tablets with order-specific information. In addition, the imple-
mentation of a pick-by-light system would be possible.

The Execution Complexity results in high values for the speed controller connec-
tion. However, this connection is already ensured by the electronic test. A possible
quality assurance system would require a connection of the speed controller with the
assistance system. Then a quality assurance procedure could be integrated into the
assembly workflow.

A documentation of the installed components is currently not required. However, it
is planned to implement a tablet-based documentation at a later station in order to
perform additional quality checks.

Besides the evaluation of workstation #4, the presented approach is applied at every
workstation of the learning factory. If new product variants are introduced, the eval-
uation will be reviewed in order to identify chances for the need of assistance.

5 Summary and Outlook

Producing companies face several challenges today. Cognitive assistance system can
help to master rising complexity in manual assembly systems. In order to realize an
application-specific and needs-based design of cognitive assistance systems a method
for complexity evaluation and a framework for cognitive assistance functions have
been introduced. Complexity is evaluated for each assembly task in dimensions of
perception, execution and documentation. For each complexity dimension the most
important influences are evaluated in order to make a needs-based selection of assis-
tance functions. The developed framework for assistance functions introduces six
directions of information flow that can be used when applying a cognitive assistance
system at a manual assembly station.

In the future, the method has to be evaluated in different industrial applications. The
method has to be extended in order to select technologies and components to configure
to realize a cognitive assistance system. Furthermore, an economic evaluation has to be
introduced in order to identify the appropriate degree of assistance during the assembly
process.
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Abstract. We propose an interpersonal biofeedback technology which uses
music-like stimuli to convey a user’s physiological information to another
observer. It is argued that this interpersonal biofeedback may facilitate empathy
and interpersonal entrainment. We argue that music is an optimal carrier for
biofeedback because it naturally regulates psychophysiology, is cross-modally
associated with emotion, and can be attended to peripherally. We propose a
research study to investigate the effects of interpersonal biofeedback on emo-
tional mindreading.
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1 Introduction

How do humans understand each other? Undoubtedly, this process requires a great deal
of unconscious expression and processing of nonverbal cues: people unconsciously
express emotions through actions and expressions, and mirror and entrain with others
to establish shared psychophysical context [1]. They also attend to these nonverbal cues
use them to make cognitive inferences about others’ mental states [2]. These two
processes together contribute to empathy, the ability to generate an understanding of
the meaning and intent behind another person’s actions. What if technology could
facilitate this process in computer-mediated interaction? In this paper we outline the
development of an interpersonal biofeedback system designed to facilitate mental
inference between users. We explore theoretical and practical concerns in the devel-
opment of such an technology, and propose applications in psychological research.

2 Designing Interpersonal Biofeedback

Traditionally, biofeedback involves presenting a user with data about their own bio-
logical processes. Biofeedback training helps users better understand, predict, or
control those processes. However, little research has been done on exposing users to
another person’s biosignals, which is our primary concern. A single study serves as
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evidence to the plausibility of this approach. Researchers showed that listening to
another person’s heartbeat while conversing has been shown to produce feelings of
intimacy similar to eye contact [3]. We hypothesize that an interpersonal biofeedback
technology may be able promote empathy through two distinct but compatible
mechanisms of action: (1) by facilitating psychophysiological entrainment between the
user and the target (entrainment approach), and (2) by providing users with relevant
information for making mental inference (social information-processing approach). In
this paper, we propose an interpersonal biofeedback technology where users are given
perceptual access to another person’s nonverbal signals as quasi-musical auditory
stimuli. In order to maximize the effectiveness of the biofeedback intervention, the
system will be designed to optimize both possible mechanisms of action. Each fore-
grounds different considerations which inform the major decisions in the design of a
biofeedback system: appropriate selection of signals to encode (the message), and the
method of encoding (the medium).

2.1 Interpersonal Synchrony

People tend to unconsciously mirror, and fall into rhythms with other people, especially
when performing similar tasks. Interpersonal synchrony researchers have studied
emergent synchrony in pairs and groups of interacting participants. Researchers have
found that overt motor behaviour such as rocking [4], tapping [5], speaking [6], and
posturing [7] entrain between interacting participants. These synchronization processes
have implications for social cognition. When pairs and groups of interacting people
become entrained, they may find each other easier to understand and cooperate with.
Indeed, researchers have found that induced or incidental motoric entrainment has
positive effects on affiliation [8], empathy [5], cooperation [9], and altruism [10, 11].
Deficits in the ability to entrain with a partner have been implicated in social disorders
such as Autism Spectrum Disorder [5].

More covert or difficult-to-perceive phenomena such as breathing [12], heart rate
[13], skin conductance [14], and EEG activity [15] also show entrainment effects. But
the causal role of these entrainment processes is not known. These covert synchrony
processes have proven more difficult to study due to the difficulty of directly manip-
ulating physiological or neurological synchrony. Thus research on covert interpersonal
synchrony has been limited to correlational and observational study. So while
researchers have been able show that entrainment correlates with feelings of intimacy
[14], they have not been able to manipulate physiological synchrony directly in order to
attribute to it a causal role in social cognition. Fortunately, many of the processes which
show entrainment effects between people also show entrainment effects to repetitive
environmental stimuli. The physiological rhythms of heart rate [16, 17], breathing [18],
brainwaves [19], and motoric behaviour (e.g. dancing, foot tapping) [20] all show
entrainment to both social and repetitive sensory stimuli (stimuli such as flashing lights,
repetitive sounds (including music) and tactile sensations [21]). This suggests that an
interpersonal biofeedback system which represents these biorhythms as entrainment-
ready repetitive stimuli may allow us experimentally manipulate physiological syn-
chrony, and consequently allow us to explore physiological synchrony’s causal role in
social cognition.
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2.2 Social Information Processing

Given access to informative cues about another person’s mental state, users should be
able to improve their ability to make mental inferences, regardless of whether they
experience physiological synchrony with the target. Learning and conditioning research
shows that organisms readily learn and use (1) stable, (2) informative, and (3) relevant
stimulus pairings [22] in problem-solving contexts. Accordingly, for users to make
effective use of the interpersonal biofeedback system, this research suggests that
encoded cues should (1) reliably and (2) informatively covary with mental states, and
should be (3) non-redundant, and this difficult to perceive under normal circumstances.
Cues such as facial expressions, vocal prosody, and body language covary with mental
states [22–25] (indeed they likely serve a communicative function [26]). But, while
informative, these overt expressions of emotion are so easy to perceive in normal
circumstances that biofeedback information about them would be redundant. In con-
trast, physiological signals like heartbeat, breathing, skin conductance also covary with
mental states [27], but these are difficult to perceive under normal circumstances. They
are therefore good candidates for inclusion in the biofeedback system.

2.3 Interim Summary

Both interpersonal synchrony research and the social-information processing approach
suggest that making physiological signals perceptually available to users may improve
empathy. In addition to the content of the biofeedback system, it is important to
consider the medium (i.e. the encoding scheme) used to present the data to the user. We
propose using quasi-musical auditory stimuli to convey this information.

2.4 Musical Auditory Biofeedback

Music is an ideal carrier for interpersonal biofeedback data. It is one of the most
researched targets for environmental entrainment of both motor action and biorhythms
[28], and it automatically regulates psychophysiology [29]. Thus, music shows promise
as an entrainment-ready stimulus for facilitating interpersonal synchrony.

Humans have highly sophisticated musical-cognitive abilities, and can process and
entrain to many layers of complex sensation. Hence, use of musical/auditory signaling
will allow for the simultaneous encoding of multiple channels of biofeedback data, into
a stimulus which is easily discriminable, and readily parsed. More generally, auditory
stimuli will not take up attention or space in the visual domain, ensuring that focal tasks
requiring visual attention will be minimally hindered by the use of biofeedback.

Finally, music seems to have an intuitive relationship to the communication of
mental states. People speak cross-culturally about the emotions or mental states con-
veyed by music [30], and musical biofeedback has demonstrated efficacy as a carrier
for biofeedback information in individuals [31]. Music is therefore an intuitive choice
for representing psychophysical states in interpersonal biofeedback. Researchers have
also found that certain musical parameters are cross-modally congruent with patterns of
motion of on-screen objects and certain emotional states [32]. We can make use of
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these pairings in designing our biofeedback technology to ensure that the stimulus
decoding is as intuitive as possible.

3 Proposed Biofeedback System

We propose an interpersonal biofeedback technology which conveys a user’s physi-
ological information to another observer in the form of quasi-musical stimuli. It is
hypothesized that by increasing users’ perceptual access to relevant physiological
signals in another person, we will be able to enhance their ability to discern the other
person’s mental state. This technology will take advantage of two potentially inde-
pendent, but mutually compatible processes in empathy. First, if the encoded physio-
logical signals are indicative of the user’s mental state, then learning & conditioning
research suggests that an observer will be able to learn to use the biofeedback signal to
make correct mental inferences. Second, interpersonal synchrony research suggests that
the increased perceptual access will facilitate entrainment of physiological processes
between the pairs of users, and that this entrainment will facilitate correct mental
inference. We hypothesize that increasing perceptual access to physiological processes
such as breathing, heart rate, and skin conductance will promote correct inferences
through one or both of these processes. We will then be able to test if degree of
entrainment predicts accuracy of mental inference judgements.

4 Research Utility

4.1 Current Research

Our current research is making use of the biofeedback system as follows:

Phase 1: Participants’ psychophysiology (breathing, heart-rate & skin conductance)
is recorded while they view a series of emotional video clips. This is similar to
manipulations by Davis et al. [33, 34]). All participants are video recorded
throughout. After each emotional video clip, participants log their emotional
experience using a questionnaire and journal.
Phase 2: New participants watch all the emotional video clips shown to participants
in phase 1. They are then shown video recordings of participants from phase 1.
These video recordings show the target (with no sound) watching one of the
emotional video clips. The content on the screen is hidden from view, however, so
phase-2 participants cannot tell directly which clip the participant in the recording is
being shown. Some participants hear the target’s biofeedback through headphones,
others receive none or sham (biofeedback from a different target). Phase-2 partic-
ipants’ physiology is recorded throughout. After watching each video recording,
participants report on the emotions experienced by the subject in the video, and try
to guess which video the subject was watching. We then examine (1) if hearing
biofeedback from the target improves the accuracy of emotional judgements, (2) if
participants show patterns of physiological synchrony with the target (and/or with
the sham biofeedback), and (3) if such synchrony improves performance on emo-
tional empathy.
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Two important limitations of this research are as follows: (1) Effective use of the
interpersonal biofeedback system might require extended training which is not included
in this research paradigm, (2) interesting effects of the system might be found in
contexts where two people use the system simultaneously. In this situation, the mutual
entrainment and interpersonal dynamics of experiencing a real interaction partner’s
biorhythms may more effectively engage social-cognitive processes and intuitive
learning of the encoding system. Future research should investigate these exciting
prospects.

5 Conclusion

Due to the limitations of previous research on covert interpersonal synchrony,
researchers have not been able to assess the causal role of covert synchrony in social-
cognitive processes such as empathy and trust. Although behavioural research has
supported the hypothesis that embodied simulation of another person aids in empathy
and promotes intimacy, the covert synchrony research has not been able to follow suit.
Skepticism about the causal role of covert synchrony in producing these effects is
warranted, as there are no clear mechanism for people to synchronize their biorhythms.
The approach outlined here provides a means for clarifying this dispute. If the entrain-
ment intervention is effective in manipulating interpersonal synchrony, then researchers
will be able to examine the effects of covert synchrony much more directly. If successful
manipulations of synchrony show social-cognitive effects on empathy/empathy, then
this will be strong support for the causal role of covert synchrony in social cognition. On
the contrary, if increases in covert synchrony are not associated with these effects, it
would support a more cognitive theory of empathy which ascribes greater importance to
attention to social cues and mental inference. Each of these results would be valuable.
Significant or null findings resulting from this research could inform the direction of
future social-cognitive theory and research programs.Whether the primary mechanism is
entrainment, or attention to social cues, the interpersonal biofeedback methodology
developed here may contribute to the development of interventions and technologies for
enhancing social cognition in broader contexts.
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Abstract. The study of human factors is fundamental for the human-centered
design of Smart Workplaces. IIoT (Industrial Internet of Things) technologies,
mainly wearable devices, are becoming necessary to acquire data, whose anal-
ysis will be used to make decision in a smart way. For industrial applications,
motion-tracking systems are strongly developing, being not invasive and able to
acquire high amounts of data related to human motion in order to evaluate the
ergonomic indexes in an objective way, as well as suggested by standards. For
these reasons, a modular inertial motion capture system has been developed at
the Department of Engineering of the University of Campania Luigi Vanvitelli.
By using low cost Inertial Measurement Units – IMU and sensor fusion algo-
rithms based on Extended Kalman filtering, the system is able to estimate the
orientation of each body segment, the posture angles trends and the gait
recognition during a working activity in industrial environment. From acquired
data it is possible to develop further algorithms to online asses ergonomic
indexes according to methods suggested by international standards (i.e. EAWS,
OCRA, OWAS). In this paper, the overall ergonomic assessment tool is pre-
sented, with an extensive result campaign in automotive assembly lines of Fiat
Chrysler Automobiles to prove the effectiveness of the system in an industrial
scenario.

Keywords: Motion capture � Wearable device � IMU � Industrial ergonomics
Industrial environment

1 Introduction

The use of wearable devices in industrial environment, during the last years, continues
to capture high levels of interest, as companies across a wide variety of industrial
sectors conduct several trials with different set of devices.
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The main manufacturing companies are realizing that to be competitive in the
market, especially during the Industry 4.0 era, the introduction of new technologies
directly in the factory is needed, in order to make decision in the best way, optimizing
production lines and making workplaces safe for workers.

Within manufacturing industries, in particular the automotive ones, ergonomics can
be considered a very important aspects for the continuous screening about the working
conditions, as well as a fundamental variable in the design of workplaces.

Fundamental analyses concern the working postures assumed by the workers.
Posture angles become fundamental for studying this ergonomic factor and they can be
provided by using wearable inertial motion capture system, because of their low
invasiveness in a manufacturing plant, allowing the worker to normally continue its
activity.

Indeed, as MEMS (Micro Electro-Mechanical Systems) inertial sensors are com-
pact and light, they have been a popular choice for applications such as motion tracking
or animation. Some interesting uses are described in [1–4].

As well as in [5–7], in this paper multiple micro Inertial Measurement Units (IMUs)
are involved to analyze human postures. A Kalman filter is used to compute the
estimation of the attitude for each IMU, by combining a series of measurements
affected by noise.

This research is aimed to propose a body motion tracking system, already partially
presented in [8, 9], composed by several IMUs, developed at the Department of
Engineering of the University of Campania Luigi Vanvitelli in collaboration with
LinUp S.r.l.

A test case is presented in order to prove the reliability of the system and how it
allows to automatically evaluating ergonomic indexes by analyzing working postures
in detail.

2 Modular Body Motion Tracking System

The core of the proposed motion tracking system is an IMU composed by a triaxial
accelerometer, a triaxial gyroscope and a triaxial magnetometer. These inertial sensors
represent the minimum set of measures to estimate the attitude of a rigid body system.
In our laboratory, a low cost IMU has been developed based on a STM32F103 CPU
and the MPU6050 (accelerometer and gyroscope) and the HMC5883L (magnetometer)
as MEMS sensors.

Considering the human body as a system made of several rigid segments, con-
nected by joints, each IMU can be mounted on a single part to estimate its pose. By
concurrently monitoring every IMU it is possible to reconstruct the human posture.

Consider e ¼ XEYEZE as the earth fixed reference frame, coincident with the pelvis
reference system at the initial time, such that the origin is in the center of mass of the
body, the Z axis is parallel to the gravity vector, the X axis points to the front of the
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body and the Y axis creates a left-handed reference system with the other two axes
(Fig. 1).

Each segment is defined through a local frame B in agreement with its orientation
and overlapped to the earth frame at the initial time. To avoid singularities, the ori-
entation of each segment can be determined using a quaternion based orientation for
each segment.

The transformation of an arbitrary vector x between the fixed frame (e) and the local
frame (B) can be written as follows:

xb ¼ CBE q tð Þð ÞxE; ð1Þ

where q ¼ q1; q2; q3; q4½ � is the quaternion vector and CBE is the rotation matrix defined
as follows:

CBE qð Þ ¼
q21 � q22 � q23 þ q20 2 q1q2 � q3q0ð Þ 2 q1q3 þ q2q0ð Þ
2 q1q2 þ q3q0ð Þ �q21 þ q22 � q23 þ q20 2 q2q3 � q1q0ð Þ
2 q1q3 � q2q0ð Þ 2 q2q3 þ q1q0ð Þ �q21 � q22 þ q23 þ q20

2
4

3
5 ð2Þ

The minimum set of segments, considered in our tests, is composed by: pelvis,
trunk, right (left) arm, right (left) forearm, right (left) upper leg and right (left) lower
leg.

Furthermore, segments have been grouped in set of 4, to create general purpose
modules with the same software that independently estimate global and local orien-
tation of each segment in the own part. This scheme has been useful to limit acquisition
burden on the central CPU, represented by a Raspberry Pi board, one for each
group. Figure 2 shows the main components of the hardware (HW).

Fig. 1. Human body reference system.
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The upper limb pose is estimated by using two modules. Each one measures the
orientation of pelvis, trunk, right (left) arm and right (left) forearm. Pelvis and trunk
measures are redundant. Lower parts are made of: pelvis, upper leg, lower leg. Such
partition makes it possible to create general purpose modules that independently
estimate global and local orientation of each segment in the own part.

The attitude estimation relies on an Extended Kalman Filter based on the following
kinematic model:

_q ¼ 1
2Mq

_b ¼ � 1
s b

�
ð3Þ

M ¼
0 � p� bp

� � � q� bq
� � � r � brð Þ

p� bp
� �

0 r � brð Þ � q� bq
� �

q� bq
� � � r � brð Þ 0 p� bp

� �
r � brð Þ q� bq

� � � p� bp
� �

0

2
664

3
775 ð4Þ

a ¼ CBEg
B ¼ CBEBE;

�
ð5Þ

where b ¼ bp; bq; br
� �T is the gyroscope bias, x ¼ p; q; r½ �T the angular velocity, a and

B are respectively the acceleration and the magnetic field vector in the local reference
system, and g and BE, are gravity vector and earth magnetic field in the fixed reference

system. In the state space, the state vector is ¼ qT; bT
� �T

, the output vector is y ¼
aT;BT
� �T

and the input vector is u ¼ x.
The output for each segment is based on the Tait-Bryan angles that describe a

rotation around the z axis (w yaw angle), a rotation around the y axis (h pitch angle) and
a rotation around the x axis (/ roll angle).

Figure 3 shows the motion tracking system in upper-body configuration.

Fig. 2. Components of the HW.
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3 Test Case

A wide campaign of experimental tests in several assembly lines of FCA plants has
been conducted, in order to test the reliability of the system in an industrial
environment.

Below, a test case related to an activity carried-out at the assembly line of FCA
plant of Melfi is described. The task under examination is the “central-tunnel assembly”
of Jeep Renegade and Fiat 500 X.

Table 1 shows a schematic description of the task.

Inertial data about this activity have been acquired by using the only upper-body
configuration.

The algorithm provides several data per each segment: attitude quaternions, attitude
Euler angles and posture angles. All of these information are enough for a detailed
analysis of human motion during the working activities.

In particular, figures below show the trends over the time of the main posture angles
about pelvis, trunk, arms and forearms.

Figure 4 shows the trend about the rigid rotation of the pelvis, during a working
cycle. In the figure are also underlined the time intervals of the sub-tasks of Table 1.

Fig. 3. Body motion tracking system in upper-body configuration.

Table 1. Central – tunnel assembly tasks, left side of the car.

No Task

1 Pick dashboard panel from the cart
2 Walk to the car and place the panel on the car floor
3 Pick and place central-tunnel
4 Pick and place dashboard panel
5 Pick screwdriver from the cart
6 Perform screwing no 1
7 Perform screwing no 2
8 Make cables connection at the rear of the central-tunnel
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Pelvis rotation indicates the orientation of the IMU located on the pelvis with
regard to the initial orientation of the magnetic field vector.

Table 2 shows three frames related to task 3, 4 and 8 of Table 1, with the obser-
vational evaluation of three main human body posture angles: trunk flection forward,
arm elevation and elbow flection.

Figures 5, 6 and 7 show the trends over the time about trunk flection forward, left
arm elevation and left elbow flection. The times of frames of Table 2 are circled in
black.

Fig. 4. Pelvis rigid rotation and time interval of tasks.

Table 2. Acquisition frames from a working cycle: observational evaluation of posture angles.

Acquisition time = 15 s
(task 3)

Acquisition time = 24 s
(task 4)

Acquisition time = 44 s
(task 8)

Main posture angles Main posture angles Main posture angles
Trunk flexion fw 29° Trunk flexion fw 15° Trunk flexion fw 39°

Arm elevation ~90° Arm elevation 71° Arm elevation 92°
Elbow flexion ~90° Elbow flexion 56° Elbow flexion ~10°
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Table 3 shows the posture angles values, related to the three same frames of
Table 2, evaluated by processing data acquired by the motion capture system. Values
are coherent with those ones shown in Table 2.

By combining data related to attitude quaternions and posture angles, an algorithm
has been coded, by using MATLAB® programming language, to automatically assign

Fig. 6. Left arm trend in a working cycle.

Fig. 5. Trunk flection forward trend in a working cycle.

Fig. 7. Left elbow flection trend in a working cycle.
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the working posture points according to European Assembly Work-Sheet (EAWS) [1].
The EAWS is a recently developed 1st level screening method for biomechanical
overloads. It is composed by four sections. It is particularly suitable for the study of
repetitive work activities. Section 1 of EAWS evaluates the working postures and
movements with low additional physical effort. It considers static working postures,
with a duration of at least 4 consecutive seconds.

Figure 8 shows the Sect. 1 of the EAWS. This section is able to evaluate the
“working postures and movements with low additional physical effort”. It considers
both symmetric (bent forward, elbow at shoulder lever and hands above head level) and
asymmetric postures (trunk lateral flection, trunk torsion and far reach) in four con-
ditions: standing posture, sitting posture, kneeling or crunching posture and lying or
climbing posture.

Table 3. Acquisition frames from a working cycle: experimental evaluation of posture angles.

Acquisition time = 15 s
(task 3)

Acquisition time = 24 s
(task 4)

Acquisition time = 44 s
(task 8)

Main posture angles Main posture angles Main posture angles

Trunk flexion fw 28.64° Trunk flexion fw 14.04° Trunk flexion fw 41.3°
Arm elevation 86.8° Arm elevation 70.48° Arm elevation 90.9°
Elbow flexion 99.1° Elbow flexion 52.68° Elbow flexion 9.42°

Fig. 8. Section 1 of EAWS.
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The total score is done by adding both symmetric and asymmetric points.
Table 4 shows the duration of the static postures characterizing the analyzed

activity.

Being the central-tunnel assembly carried-out in standing posture, Fig. 9 shows the
Sect. 1 of EAWS checklist and its score, evaluated with experimental data provided by
the motion tracking system. The total score, considering the risk area shown in Fig. 10,
is within the low risk area and the activity can be considered safe concerning working
postures.

Table 4. Duration of static postures for central-tunnel assembly.

Static Postures Total time [s/cycle] Time to 60 s 
[s/min]

Symmetric 

Standing and walking
27,24 s
(+9.1 s 

balancing difference)
36,34 s/min

Bent forward (20°-60°) 25,66 s 25,66 s/min

Asymmetric - - - 

Fig. 9. EAWS Sect. 1 score for central-tunnel assembly.
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4 Conclusions

The present research is aimed to propose a homemade inertial motion tracking system
for industrial application, in order to acquire data for human motion analysis and
ergonomic indexes evaluation directly on the assembly line.

The system is composed by four independent modules in full-body configuration,
with each module composed by 4 IMUs and a raspberry device for data registration.

To support the reliability of the system in an industrial environment, a test case,
regarding a working activity in a FCA plant assembly line, has been proposed. The
high number of acquired and processed data, by using the system in upper-body
configuration, gave the chance to perform a detailed analysis of the human motion and
a fast and automatic evaluation of the working postures according to the desired
ergonomic method.

Acknowledgments. The authors would like to acknowledge the FCA – Fiat Chrysler Auto-
mobiles, EMEA Manufacturing Planning & Control – Ergonomics, and the LinUp S.r.l. for
supporting the research work on which this paper is based.
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Abstract. Effects of smartphone use for SNS’s while walking were investi-
gated in a laboratory setting. Participants walked on a treadmill for 3 min and
performed a visual detection task at the same time while using (under the Twitter
and LINE conditions) or not using (under the control condition) an iPhone SE.
In front of the treadmill, there was a screen on which a video taken in a crowded
underpass was projected. The detection task was to respond to a target (red
circle) displayed on the screen 6 times at random intervals in the 3-min trial.
Results showed that the number of missed targets was significantly greater and
the reaction times to the visual targets were significantly longer under the
Twitter and LINE conditions than under the control condition. The results
indicated visual inattention of pedestrians using smartphones for Twitter and
LINE while walking.

Keywords: Smart-phoning while walking � Pedestrian safety � Detection task
Reaction time

1 Introduction

Pedestrians’ inattention while on crowded sidewalks or underpasses sometimes causes
injuries and other problems. Lately, many people have been using their smartphones
for social networking systems (SNSs) such as Twitter, Facebook, and LINE. The
purpose of this study was to collect data from a laboratory experiment on the phe-
nomenon of inattention caused by using Twitter and LINE with a smartphone.

There have been many studies of distracted drivers using cell phones (e.g. [1–5])
while we found relatively few studies concerning cell phone use by pedestrians
(e.g. [6–8]).

The first author of this paper has conducted several experiments on the inattention of
pedestrians operating a cell phone [9–11]. In his recent study [12], participants read
email messages (email-reading condition), exchanged messages through LINE
(LINE-chat condition), or just held a phone (control condition) while walking on a
treadmill. A movie made using a wearable video camera in an underground passage was
projected onto a large screen in front of the treadmill. The participants pressed a
hand-held button as quickly as possible when they saw a girl wearing a red cap. Reaction
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times were longer and the number of missed targets greater under the email-reading and
the LINE-chat conditions than under the control condition. Contrary to our expectation,
however, the participants missed many more targets under the email-reading condition
than under the LINE-chat condition. We had assumed that participants would be more
distracted under the LINE-chat condition because texting messages should be more
distracting than just reading messages.

This experiment had a shortcoming. Because the target (girl with a red cap) came
into view by walking from a distance in a crowded underpass, timing of the stimulus
onset was so ambiguous that the reaction time was not precisely measurable (Fig. 1).
Therefore, in the present study, we superimposed targets generated and controlled by a
computer program and considered that we could more precisely record responses of
participants than with the previous procedure.

2 Methods

2.1 Participants

Fifteen undergraduate students (7 males and 8 females, average age 20.73 years)
participated in the experiment. However, due to noncompliance with the instructions,
3 students were excluded from the analysis. As a result, data from 12 participants
(7 males and 5 females, average age 20.67 years) were analyzed. All had their own
smartphones, with which they were familiar.

2.2 Visual Detection Task

A treadmill (Johnson Citta T82) was placed in front of a 120-in screen
(2438 � 1829 mm). Distance from the center of the screen to the eyes of the partic-
ipants was approximately 3 m (Fig. 2). A movie recorded in advance by one of the
authors using a wearable video camera (SONY FDR-X3000R) while walking on a
sidewalk on Rikkyo Street by the university campus was projected by a projector

Fig. 1. Scene in the movie projected on the screen in the first author’s previous study [12]. The
girl wearing a red cap was the target to be detected.
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(SONY VPL-CX6) hung on the ceiling while the experimental tasks were carried out.
Figure 3 shows a scene from the movie.

The participants walked on the treadmill at a velocity of 3 km/h while they per-
formed a visual detection task for 3 min.

The stimulus for reaction was a red circle 10 cm in diameter presented on the
screen by a second projector (EPSON EB-535W) placed on the floor. The circle
appeared 6 times during the 3-min trial with a duration of 4 s at an unexpected location
(lower half of the screen) and randomly within a 30-s window. Participants were
required to respond to the target as quickly as possible by pressing a button held in the
hand that was not holding the phone. The button for reaction (Kokuyo ELA-FP1) was
connected wirelessly to a laptop computer (Lenovo Thinkpad X1 carbon) that con-
trolled the stimulus presentation. Every reaction time was recorded on the computer.

2.3 Smartphone Tasks

The participants performed the detection task while walking on the treadmill under the
following three smartphone use/non-use conditions:

(1) control condition, participants only held the phone (iPhone SE) in one hand.

Fig. 2. The treadmill and screen used in the experiment. A projector hung on the ceiling
projected the motion picture and a second projector placed on the floor in front of the treadmill
displayed the visual targets.

Fig. 3. Scene in the movie projected on the screen.
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(2) Twitter condition, participants read a designated part of past timeline on an
account that had been created by the authors. In order to make sure that partici-
pants read all the “tweets” in the timeline, they were asked about the contents of
the tweets after the trial. In addition, participants were warned before the trial that
they could be tested regarding the content of the tweets.

(3) LINE condition, participants were given a LINE account created by the authors
and chatted with the experimenter, one of the authors, who sent the participants
simple questions one after another. Approximately 15 Q&A’s were exchanged
throughout the experiment.

2.4 Workload Ratings

After the 3-min trial, the participants rated the subjective workload of the task with the
Japanese version of NASA-TLX [13]. As with the original NASA-TLX [14], the rating
scale consisted of 6 subscales: mental demand, physical demand, temporal demand,
participant’s own performance, effort, and frustration. Workload scores were calculated
by averaging the ratings from 0 to 10 on a visual analogue scale for the total of the 6
subscales. It was reported that the average rating highly correlated with the formal
weighted workload score using paired comparison of subscales according to the
specific importance of the task [15].

2.5 Procedure

After giving informed consent for participation in the experiment and performing
practice trials of the detection task and smartphone tasks, the participants performed
three trials under each experimental condition: control, Twitter, and LINE conditions in
a random order. The participants rated the workload after each trial, then rested for
3 min before the next trial. Figure 4 shows how the experiment has carried out.

Fig. 4. Using a smartphone while walking on the treadmill in the laboratory.
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3 Results

A missed target was declared when the participant did not respond to the target within
4 s before it disappeared. No target was missed under the control condition. As shown
in Fig. 5, mean number of missed target was significantly greater under the Twitter and
LINE conditions than under the control condition. A statistical test using one-way
analysis of variance (ANOVA) showed that the difference between the conditions was
significant (F(2, 24) = 17.24, p < .001) and post-hoc analysis demonstrated that the
differences between the Twitter condition and the control condition and between the
LINE condition and the control condition were significant (p < .05 and p < .001
respectively).

Fig. 5. Mean number of missed targets. No target was missed under the control condition. Error
bars represent standard errors. ***p < .001, *p < .05

Fig. 6. Mean reaction time to the visual targets under three conditions. Error bars represent
standard errors. ***p < .001, *p < .05
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Reaction times to targets detected within 4 s were averaged for each trial, then were
compared between the conditions (Fig. 6). One-way ANOVA showed a significant
difference (F(2, 24) = 10.00, p < .01). Post-hoc analysis demonstrated that the par-
ticipants responded to the targets more quickly under the control condition than under
the Twitter condition (p < .05) and LINE condition (p < .001). However, they reacted
less quickly under the LINE condition than under the Twitter condition.

Workload ratings on the Japanese version of NASA-TLX were significantly dif-
ferent between the conditions (F(2, 24) = 54.39, p < .001) (Fig. 7). Post-hoc pairwise
comparisons demonstrated that workload ratings were higher under the Twitter and
LINE conditions than under the control condition (p < .001).

4 Discussion

The results demonstrated that the participants detected fewer targets and reacted more
slowly to the targets and that the workload of the experimental tasks was greater when
they were operating a smartphone while walking on the treadmill. Performance was
worse under the LINE condition than under the Twitter condition. This is under-
standable because the participants under the LINE condition had to text answers in
response to questions given by the experimenter, while they only read texts under the
Twitter condition although they rated the workload higher for the Twitter condition.
These results suggest that visual attention of pedestrians is deteriorated through the use
of a smartphone for SNSs while walking on the street.

Further research should be directed toward effective measures to regulate or dis-
courage the use of smartphones while walking.

Fig. 7. Workload ratings for the experimental tasks under the three experimental conditions.
Error bars represent standard errors. ***p < .001
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Abstract. Biomechanical overload is one of the main risk factors for muscu-
loskeletal disorders among manufacturing workers and so far, it has been
evaluated with observational methods. The aim of this research was to introduce
a procedure for quantitative biomechanical overload risk assessment in which
surface electromyography integrates with a motion capture system. The paper
deals with actual test cases performed in an automotive company, using surface
electromyography and a homemade inertial motion capture system. The quality
of the data produced by it demonstrates that these devices can be integrated,
worn in actual working conditions and are not influenced by electromagnetic
interference.

Keywords: Wearable devices � Biomechanical load � Industrial ergonomics
IMU � sEMG

1 Introduction

Biomechanical overload represents one of the main risks in the industrial environment
and a possible source of musculoskeletal disorders and diseases (MSDs). Prevention of
MSDs is a cornerstone of ergonomics. Even if the mechanical load on the human body
in working life is not the exclusive causative factor, it is likely to constitute a major part
of it. According to several studies, posture, range of motion, force and repetition must
be considered in order to estimate risk exposure [1].

Specific attention has been given to working postures and movements: they are two
important mechanical variables and load determinants.

Posture is the position in which someone holds his or her body when standing or
sitting: it is influenced by the task, the workstation, the design of any work tools and
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the anthropometric characteristics of the workers. Awkward posture refers to positions
of the body (limbs, joints, back) that deviate significantly from the neutral position
while job tasks are being performed. Posture is an important risk factor for the outbreak
of low back pain [2–4]. Several laboratory studies have associated the possibility of the
occurrence of low back pain with industrial work activities [5–8] while diverse epi-
demiologic research has shown the association between low back pain and awkward
posture among automotive workers [9, 10].

Traditionally, there have been many subjective assessments on working postures
and movements, using various observational protocols and checklists such as the
Ovako Working Postures Assessment System (OWAS), the Rapid Upper Limb
Assessment (RULA), and the Rapid Entire Body Assessment (REBA). Specific
working methods, e.g. the European Assembly Worksheet (EAWS), have been
developed in some work contexts, such as the automotive industry [11].

All of these assessment tools use on-the-job observation or video recordings to
categorize the ranges within which each body segment falls, with obvious limitations in
the characterization of physical exposure: subjectivity, rater bias, low precision,
lengthy analysis periods and the requirement for highly trained observers. Their
internal and external validity has also been questioned.

On the other hand, studies that use quantitative biomechanical measures could be
more precise and reliable. An advantage of direct measurements is that they provide
detailed and accurate values for jobs with varied work tasks.

Marras et al. first conducted a study in which they registered the posture taken from
the trunk during work operations in an industrial environment, with the aid of real-time
3D monitoring systems [12]. The movements were analyzed using the Lumbar Motion
Monitor (LMM), a sort of exoskeleton positioned along the vertebral column that
accurately records and registers data on speed, acceleration, and position of the trunk.
This study detected a relation between awkward trunk working posture and the onset of
low back pain; a limit of this approach was the bulky tool used, which actually could
hinder workers’ movements. Another study of Norman et al. [13] highlighted the
association between low back pain and trunk bending in the automotive industry, with
a limit due to postural analysis that was based on 2D images from video.

Muscle activity performed during different occupational tasks is often evaluated by
surface electromyography (sEMG) and presented as a percentage of maximal measured
activity (% MVC). Surface electromyography is considered one of the most important
tools for quantitative evaluation of biomechanical overload and provides possibilities
of obtaining information, highly relevant from several ergonomic perspectives [14].

Recently, motion capture techniques to acquire human body movements have
broadened their range of applications from sports training to rehabilitation, from ani-
mated graphics to ergonomic issues. For industrial applications, motion capture sys-
tems are largely used to acquire workers’ movements, in order to assess ergonomic
indexes and to improve working conditions, comfort and safety: motion capture sys-
tems composed of wearable inertial sensors represent the best solution for ergonomic
application in manufacturing, being only slightly invasive and not an obstacle to
workers’ activities. Several researchers have introduced inertial measurement units
(IMU) in order to evaluate body motion in actual working conditions [15].
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The aim of the study is to introduce a new procedure for a quantitative risk
assessment of biomechanical overload using an innovative wearable inertial motion-
capture system together with surface electromyography.

2 Materials and Methods

2.1 Study Design, Setting, and Subject

The proposed protocol was tested during the “central tunnel cabinet assembly activity”
performed in a real-work environment, in collaboration with Fiat Chrysler Automobiles
Italy S.p.A. The electromyographic signals and trunk flexion-extension angles of two
workers were registered during a single standard working task. The assembly task can
be performed on both the left and right side of a car. Therefore, seven trials were
collected from the left side and seven trials from the right side in order to evaluate the
muscle activity and the posture angle trends under the two different task configurations.
Several video shots were made at the same time to study the task.

Working Activity Description. The Fig. 1 shows the main work phases performed by
a worker on the right side (RS) and left side (LS) of the automobile in the analyzed
workstation where the central cabinet is assembled inside the car using screws, plugs,
and cables. The cycle time lasts about one minute (58 s).

2.2 Procedure and Data Acquisition

2.2.1 Body Motion Study
A homemade inertial motion capture system has been used in this study. The system,
developed by the research teams of Machine Design and Flight Control of the
Department of Engineering of the University of Campania Luigi Vanvitelli, is com-
posed of multiple micro inertial measurement units (IMU) [18]. A Kalman filter is used
to compute the estimation of the attitude for each IMU, by combining a series of
measurements affected by noise and other disturbance.

In order to include the investigated body segments (trunk, arms, forearm) together
they will be referred to as “upper body”. Considering the lower limbs in a steady state,
the bones attitude estimation allows computing the whole upper-body posture. Each
segment can be equipped with an IMU, composed of a tri-axial accelerometer, a
tri-axial gyroscope, and a tri-axial magnetometer and used to estimate the orientation
w.r.t. a fixed frame.

The system, in upper-body configuration, is composed of two independent mod-
ules. Each module is composed of 4 IMUs, positioned on the trunk, the arm, and the
forearm. Data are recorded and pre-processed by a raspberry, powered by a battery.
A camera, positioned on the goggles and synchronized with the raspberry, records the
entire activity from the worker’s field of view (Fig. 2).

An algorithm has been developed in order to provide attitude quaternions, attitude
Euler angles per each IMU and, combining these data, the posture angle trends over the
time considered: pelvis rigid rotation; flexion forward, lateral flexion and torsion of the
trunk; elevation, lateral flexion and rotation of the arm; flexion and rotation of the
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Fig. 1. Working activity

Fig. 2. Motion tracking system in upper-body configuration.
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forearm. For this research, only the posture angles of the trunk, in particular, the
forward flexion, have been investigated.

Surface Electromyography Recording. The enrolled subjects were studied using an
8-channel Wi-Fi transmission surface electromyograph (FreeEMG1000 System, BTS,
Italy), with a sample rate of 1 kHz. The sEMG activity of trunk muscles was detected.
After skin cleaning, bipolar surface electrodes Ag/AgCl (F9079, FIAB, Italy), prepared
with electro-conductive gel (diameter 1 cm, distance between the electrodes 2 cm),
were placed bilaterally along the direction of the muscle fibers of the Erector Spinae
Thoracic region (EST), Erector Spinae Lumbar region (ESL) and Multifidus
(M) (Fig. 3) according to the Atlas of muscle innervation zones of Barbero et al. [16].

Before starting the activity, each worker performed isometric maximal voluntary
contractions (iMVC) of the muscles to determine the maximum level of muscle acti-
vation, which were used as reference during the signal processing phase. Each iso-
metric contraction was repeated three times after a rest period of 3 min between trials
[17]. To perform the iMVC, subjects were instructed to increase the force exerted from
zero to their maximum and to hold it for about 5 s.

The acquired sEMG signals were processed using Analyzer software (Smart
Analyzer, BTS, Milan, Italy) and MATLAB R2016b (The MathWorks, Inc., Natick,
Massachusetts, United States). The sEMG signals were processed as follows: the raw
iMVC and trials data were band-pass filtered (30–450 Hz), rectified and low-pass
filtered (10 Hz). The processed signals of the working tasks were then normalized to a
mean of the maximum values of the processed iMVCs. Amplitude parameters of these
processed sEMG signals were then calculated in order to have a quantitative assess-
ment of the muscle commitment during the working activity. Some amplitude
parameters such as Average Rectified value (ARV), maximum value (MAX) and Root
Mean Square (RMS) were evaluated within each registered trial.

The sEMG signals were obtained synchronously with the inertial sensor signals: the
data, however, were separately processed. All the statistical analyses were performed
using SPSS 17.0 software (SPSS Inc., Chicago, IL, USA).

Fig. 3. Surface electromyography (sEMG) electrodes position.
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3 Results

Kinematic Recordings. Figures 4 and 5 show four examples of kinematic measure-
ments on one of the two subjects enrolled during the assembly activity analyzed. In
particular, in each of the four graphs, the trend trunk flexion-extension angle is shown,
normalized over time with respect to the duration of the cycle (Duty Cycle %), for each
of work sub-phases (see Sect. 2.2.1). Measurements were conducted during the
activities performed on the right side (RS) and on the left side of the vehicle (LS).

Left Side Car Workstation (LS). On the left side, the analysis of the first half of the
work cycle showed a good reproducibility of the cycle, with some variations in the first
phase (A_LS) due to the variability in the preparation of the workstation. As can be
seen in Fig. 4, the maximum value of anterior flexion is approximately 60°, achieved in
almost all the phases.

In B_LS the trunk flexion-extension has the same trend of increase, which leads,
towards the final part of the cycle, to a trunk flexion of about 60°, as seen in both cycles
shown in the figure, to then have a small and rapid decrease in the values of the angle
up to about 50° (52° for 1_LS and 46° for 2_LS).

In C_LS, trunk flexion-extension shows an initial increase in the angle value, to
then decrease sharply until it reaches 0°. Phases B and C are those in which a greater
staticity is observed with average of flexion (m ± DS) of 53 ± 4°, 49 ± 4° and
69 ± 3°, respectively.

Right Side Car Workstation (RS). On the right side of the car, the work activities are
associated, in the first phase (A_RS), with minimal postural variations of the trunk,
having flexions that do not exceed 40°. The postural engagement instead increases in
the next phase (B_RS) when the trunk is almost always bending around 45°, with small
oscillations, and then returning towards 15–20° at the end of the phase. This is the most
static phase. In the third phase, C_RS of the two cycles 1_RS and 2_RS, the

Fig. 4. Work subphases end their names are shown. The two graphs refer to two cycles of the
activity on the left side of the car.
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flexion-extension of the trunk presents an initial increase in the angle value, passing
from 14° to arrive at 59° for 1_RS and from 21° to 53° for 2_RS. This increase was
followed by a decrease in the value of the trunk flexion angle, reaching 35° for 1_RS
and 42° for 2_RS.

Finally, in the final part of the work phase, there is a further increase in the value of
the angle followed by a stabilization and then a decrease in value, as in the B_DX
cycle, up to −4° for 1_RS and −9° for 2_RS. In cycle 1_RS there is a further working
phase, called C*, in which the flexion-extension of the worker’s trunk shows a rapid
increase of the angle from −4° to 44°, which is maintained for less than 4% of the
cycle, and a subsequent decrease of the value from 43° to about −6°.

Finally, in phases D, E and F of all four cycles (1_LS, 2_LS, 1_RS and 2_RS) the
flexion-extension angles of the worker’s trunk has the same trend. In the fourth phase D,
the flexion-extension angle of the trunk has a pronounced increase for the entire duration
of the phase, with variable values that reach as much as 74° (in cycle 2_RS). Instead, in
the fifth phase E the flexion-extension of the trunk has a trend opposite to phase D, that
is, its value tends to decrease, but more gradually. Finally, in the sixth phase F the trunk
flexion-extension trend shows an initial increase in the angle value, a more pronounced
phenomenon in the cycles w.r.t the left of the car (from 31° to 67° for 1_LS and from 33°
to 71° for 2_LS). After that, this value of the flexion-extension angle of the trunk is
maintained for almost the entire subphase and ends with a small increment, followed by
a rapid decrease until to 0°. The F phase is characterized by the static nature of the
postures with angles that exceed 60°, working on both sides of the car.

Surface Electromyography. Figure 6 shows an example of the activity recorded from
the Erector Spinae Thoracic region during the manufacturing phases carried out on the
left side of the car assembly line. The graphs show the linear envelope of the sEMG
signal normalized in amplitude (% MVC) and over time (Duty Cycle %), Work sub-
phases end their names are shown in Fig. 6.

Fig. 5. Work subphases end their names are shown. The two graphs refer to two cycles of the
activity on the right side of the car.
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In the two work cycles 1_LS and 2_LS, in both the muscles, muscular activity in
the A_SX phase shows an initial low value, then increasing at the end of the phase. The
increase of the muscular activity is maintained even for half of the second work phase
B_SX, in both cycles and muscles and the value decreases toward the end of the phase.
The muscular activity in this second work phase, B_SX is greater in the left muscle.

In the third work subphase, C_SX, the trend of the muscular activity returns to
increase in the right muscle, in both cycles 1_LS and 2_LS, then decreasing at the end
of the phase. In the muscle of the left muscular activity remains low and constant for
the entire duration of the subphase, with the exception of a pronounced peak of activity
at the end of cycle 1_LS. In the subphase D, the muscular activity in both cycles of
Fig. 6 has a slight decrease on the right, where the RMS values are of about 8% in
1_LS and 10% in 2_LS, and a slight increase on the left, where RMS values are 11% in
1_LS and 12% in 2_LS.

In the subphase E, muscle activity on the left has a slight decrease in both cycles,
with RMS values of 9%. In the right muscles, the muscular activity remains low with a
peak in the middle in both cycles showed in Fig. 6.

Finally, in subphase F, muscular activity has a growth in both cycles and muscles.
In the right muscle, RMS values are of about 13% in 1_LS and 15% in 2_LS, while in
left muscles are of about 12% in 1_LS and 13% in 2_LS.

4 Discussion and Conclusions

The aim of this study was the development of an integrated sEMG-IMU protocol for
posture evaluation during work activities in an automotive environment. A few out-
comes of the measurements made with electromyography and inertial sensors are
reported. We observed a good correspondence between kinematic and electromyo-
graphic data. Both signals could be integrated into a wider evaluation of the

Fig. 6. sEMG signals of the Erector Spine thoracic region during the activity on the left side of
the car, normalized in amplitude (% MCV): above the 1_LS cycle and below the 2_LS cycle. The
red dashed lines divide the phases.
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biomechanical load due to awkward postures with or without manual load handling.
Furthermore, sEMG together with kinematics can contribute to better analyze both
static and dynamic postures.

Several research groups used these integrated approaches with the combination of
sEMG and IMU sensors to assess biomechanical overload. The novelty of the proposed
protocol is that it was tested in a real work environment rather than in laboratory
settings [19].

The results of this study confirm the chance of using surface electromyography in
conjunction with inertial sensors, overcoming the presence of potential electromagnetic
interference that worsens the quality of the signals. Moreover, this pilot study
demonstrates that the use of these technologies does not hinder the execution of the
work activity in a production line, which requires speed and accuracy in performing
movements in a rather short cycle (<1 min). The quality and reproducibility of the
recorded signals allow a good comparison of the same subject at different times. The
possibility of objectivizing and customizing the biomechanical risk assessment due to
awkward postures leads to a more accurate management of occupational risks in
assembly lines.

This study has some limitations such as technical characteristics of used inertial
sensors that don’t allow to investigate trunk torsion. The presence of this postural
component was however evidenced by the electromyographic data analysis showing
different activity patterns on the left and right side. The corrective measures, already
made to the suite, will permit a more detailed analysis of motion patterns in the three
space planes. Furthermore, the small sample size affects the full generalization of the
results.

Further research is needed for a complete validation of the suite to create a pre-
dictive model of force and posture and to identify exposure limits. A modified version
of the proposed technique could be implemented in order to perform muscle fatigue
analysis [20–22], Exposure Variation Analysis [23] and Joint Analysis of Spectrum and
Amplitude [24, 25].
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Abstract. In this study, we analyzed the physical rotary quantity of the yaw
axis while subjects walk on running-machine, because it was considered that
this rotary quantity may be available for discrimination of the right and left walk
intention on the running-machine. Four subjects were attached a gyro sensor of
Enliven3D to a head, a shoulder, a waist and a foot. Then, they walked two
kilometers per hour on running-machine. When subjects walked on the
running-machine, we requested them to intend changing direction and going
straight with looking straight. The shoulder, waist and foot in all subjects turned
about 20° under the influence of turn-intention in the changing direction. There
was individual difference of about 10° in the rotary quantity between every
subject and each part. Each part without heads turned under the effect of turn
intention, even if we requested subjects to look at the right and the left.

Keywords: Locomotion Interface � Walking running-machin � Gyro sensor

1 Introduction

Recently, Virtual Reality (VR) technology is studied actively due to improve Computer
technology. VR technology is available to process the reality information using
computer simulation. However, anyone can’t always use comfortably VR technology.
Some VR contents user occur VR sickness that is similar to Symptoms of car sickness
[1]. It is important to improve presence for suppressing VR sickness.

Locomotion Interface (LI) is the technology to improve presence in VR contents.
There was some study that using motion capture system, running-machine and Kinect
to develop LI. However, motion capture system is too expensive to use normally.
Running-machine is almost cheaper than motion capture system. However,
running-machine has the problem that the walker can’t walk except straight. Therefore,
to use running-machine for LI, it is important to make it possible to change
walking-direction. Previous study analyzed foot rotary quantity and acceleration for
analyzing walkers root [2]. Therefore, we consider that walker’s body change direction
caused by turn intention.

In this study, we analyzed the physical rotary quantity of the yaw axis while
subjects walk on running-machine. To use this quantity for LI, walker that using
running-machine may be able to change direction in VR environment.
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2 Method

To develop Locomotion Interface (LI) that is available to change walking direction in
Virtual Reality environment with running-machine, It is necessary to know any
quantity that each part of body. Therefore, we focused on body rotation while subjects
walking. This experiment was carried out in the following the order.

1. Walk on circle on the floor both clockwise and counter-clockwise in order to unify
walking image.

2. Mount gyro-sensor on subject’s head, shoulder, waist, and both tiptoes.
3. Stand on running-machine and hold handrail of it.
4. In one trial, first, stay over 3 s, next walk straight with looking straight, finally,

intention walking direction.

To research relationship between body rotation, looking-direction and intention of
change-walking-direction, we analyzed walking of 3 patterns intention and 3 patterns
looking direction (Fig. 1). Subjects who mount gyro-sensors stand ready to walk
running-machine. When we give them a sign to walk straight, subjects walk straight
and look front on running-machine 2 km per hour for five seconds. After five seconds,
we give subjects a sign to intent change-walking-direction.

Fig. 1. Measurement flow
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3 Measurement Environment

The measurement was done at Kogakuin University Shinjuku Campus Digital Contents
Production Studio (Fig. 2). The gyro-sensor that used in measurement was Enliven-3D.
Subjects wear the sensor on head, shoulder, waist, and both foot (Fig. 3). The
running-machine that used in measurement was Running-Machin-R18 of IGUNIO Co.
Subjects grab handle for safety while walking. Four subjects were twenties male.

View 
Point

(left, 
straight, 

right)

Fig. 2. Measurement environment

Yaw axis

Roll axis
Pitch axis

Fig. 3. Wearing sensor point. [Enliven 3D]

Analysis of Physical Feature in the Course Turn While Walking 245



The sensor of Enliven-3D was produced by Enliven Japan Inc. [3]. It can measure 3
axis accelerations, 3 axis geomagnetic data, and 3 axis gyro data. The data measured by
the sensor is sent to iPad by Bluetooth network. User can make simple 3D human
model in iPad (Fig. 4). Connecting the sensor to iPad and adapting the senor that
displayed in iPad and the part of human model, User can display the data that was sent
by the sensor. In this measurement, sent the data of iPad to Computer, we analyzed
only yaw axis gyro data.

4 Results

Figure 5 shows Result of head rotary quantity that one of subjects walking on
running-machine (Fig. 5). Vertical axis shows measurement time. Horizontal axis shows
head rotary quantity. If horizontal value is positive, subject’s head rotate clockwise. If
the value is negative, subject’s head rotate counterclockwise. Blue line shows the rotary
quantity when we gave subject a sign to intent change-walking-direction to left. Orange
line shows the rotary quantity when we gave subject a sign to intent walking straight.
Red line shows the rotary quantity when we gave subject a sign to intent
change-walking-direction to right. Figure 6 shows result of shoulder rotary quantity.
Figure shows result of waist rotary quantity (Fig. 6). Figure 7 shows result of waist
rotary quantity (Fig. 7). Figure 8 shows result of left foot rotary quantity (Fig. 8) Fig. 9
shows result of right foot rotary quantity (Fig. 9). Each part rotated to left and right side
in intent-time affected by a sign of intent change-walking-direction to left and right.

Fig. 4. Enliven 3D in iPad screen
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Figure 10 show subject’s head rotate quantity when we give a sign to look left side
(Fig. 10). Figure 11 show subject’s head rotate quantity when we give a sign to look
right side (Fig. 11). Subject’s head rotated affected by a sign to look. The effect of a
sign to intent change-walking-direction was little.

Figure 12 show subject’s shoulder rotate quantity when we give a sign to look left
side (Fig. 12). Figure 13 show subject’s shoulder rotate quantity when we give a sign
to look left side (Fig. 13). Shoulder rotary quantity was not affected by a sign to intent
change-walking-direction.

5 Discussion

We analyze walker’s rotary quantity while walking on running-machine. When subject
walk on running-machine with looking forward, each body part was rotate effected by
intention of changing direction. Subject’s shoulder and waist was affected by a sign to
intent change-walking-direction without being affected by looking direction. However,
head rotary quantity was affected by only looking direction. Therefore, I consider that
shoulder and waist rotary quantity are available to discriminate intention that walker
intent to change direction. Because, their rotary quantity was not affected by looking
direction. Head rotary quantity is available to discriminate looking direction. Therefore,
if subject walk on running-machine that only walking straight, using shoulder rotary
quantity, we can discriminate direction that subject intent for develop Locomotion
Interface (LI). Previous study shows view information affect to walking direction [4].
When we develop LI using image-display, it is necessary to check rotary quantity.
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6 Conclusion

In this study, we analyzed the physical rotary quantity of the yaw axis while subjects
walk on running-machine. All subject’s head rotary quantity was affected by only
looking direction. Shoulder and waist rotary quantity was affected by a sign to intent
change-walking-direction. These rotary quantities will be available to discriminate
direction for Locomotion Interface that using running-machine.
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Abstract. No matter how good the fire evacuation plan for a building is, there
is a risk of immovable victims being left behind due to smoke obscuration,
inhalation of poisonous gasses, or other reasons. Firefighters usually perform the
search and rescue for casualties in responding to fire hazards, besides the fire-
fighting. Among of the challenges in the search and rescue operation is how to
locate victims, and to keep monitoring the fire development so that it will not
accidentally harm the fire personnel. This paper presents a game designed to test
a smartphone app’s feature that supports concurrent tracking of indoor victims
and fire spread. 22 volunteers were assigned roles either as rescuers or victims.
The game was organized in collaboration with the fire service personnel as
observers together with the building security officers. The evaluation results are
presented from both observers’ and players’ perspectives.

Keywords: Indoor fire � App testing � Search and rescue � Serious games

1 Introduction

Among the challenges faced by firefighters in the risk-taking mission of search and
rescue (SAR) for victims in the indoor fire are unfamiliarity with the burning building
and identification of victims’ positions, coupled with keeping an eye on the fire
development. Not to mention protecting their own lives. One among the technological
supports for SAR in a burning building is infrared-based thermal imaging cameras that
enable firefighters to see objects such as hidden fire and victims in low visibility, but
indeed, there is no way to detect the existence of victims from a distance.

This paper reports the implementation of an Indoor Fire Search-and-Rescue Game
(IFSG) created for testing an alternative smartphone app for locating victims and
predicting fire development, which has been prototyped [1–3]. This app was created in
the completed SmartRescue project, [2] that aimed at making use of advanced
smartphone sensors to alert people in an indoor fire situation. The app can support
firefighters to detect victims’ locations both remotely or in the short distance as long as
the victims have activated the app. Regardless of these app features, this paper rather
focuses on how to design a game to demonstrate applicability and usefulness of the app
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to a broader audience, and not at all to discuss its underlying technology. The indoor
fire scenario was chosen to match the required app testing environment.

By all means, researchers have initiated and proposed to use Serious Game (SG) for
crisis management as an approach for testing the increasing number of ICT
(Information-Communication Technology) solutions for crisis management such as
Meesters [4]. The author demonstrates the potential use of the SG approach for ICT-tool
evaluation and a way to improve the practitioners’ understanding on how these ICT-tool
inventions can help responders, and ultimately will increase their future adoption.

At the core, IFSG was multidisciplinary-collaborative research. In fact, IFSG
offered exciting, diverse opportunities for data collection and research standpoints—
ranging from the organization, communication and collaboration, evacuation, work-
load, information exchange, usability, game design, user experience, user interface, and
so on—making the planning phase of this game quite challenging and unique. Hence,
inserting the multidisciplinary research, coupled with the experience for “packing” app
prototype testing and evaluation into an SG design, can be regarded as the main
contributions of this paper. Besides, this paper includes the brief evaluation of the game
implementation and user experience to determine which part of the game was con-
sidered best, and what aspects need improvement.

This paper contains six sections. Section 2 presents literature review. Section 3
describes scenarios and tested technologies. Section 4 presents the game design and
implementation. Section 5 comprises discussions and lessons learned from the case in
this paper. Section 6 concludes this paper and reveals some limitations of this work.

2 Literature Review

The SG has, in fact, been used in different organizational contexts as a mean for
training. The application areas are quite broad, ranging from the military training,
organizational education, medical care emergency services, politics, business, and
many other sectors of society. The “SGs” is used to denote the games used for
non-entertainment purposes [5], or education [6]. Engaging and fun game(ful) expe-
rience is the heart of the game, but promoting learning and education, participation,
behavioral improvement are among the characteristics of an SG [7]. As mentioned by
Djaouti et al. [8], the first definition of SGs with a meaning that is closer with today’s
usage was introduced by Abt [9], although the authors have found an older definition of
SGs dating back to 1950.

There is no agreement in the literature, how can we categorize an SG. This question
has been a subject of discussion in the literature which mentions different terms
referring to SG, definitions, and classifications [10–13]. However, there are two ele-
ments that most authors agree as parts of a SG’s definition, i.e. the purposes, both for
entertainment and learning or training. However, this does not entirely solve the dis-
agreement as other authors also differentiate a “game for learning” from an SG [14], but
the article does not explain further the differences between the two categories or even
tends to treat “SG” as “game for learning”. Also, there are tiny differences between the
different games and game-like experiences, i.e. Game, SG, Simulation, Gamification
and Game Inspired Design [15]. Lastly, it is not so trivial to classify a game, into
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different game genres simply because there is also no consensus how the game and the
SG should be classified.

Susi et al. [10] try to sort it out and suggest that SGs can be grouped into Games
(application focuses on simulation, learning, and fun) and 3D applications that use 3D
game technology to solve business problems. Still, Sousi et al. point out some over-
lapping in this category where there are 3D applications that are not games, or 3D
applications that are games and games that are not 3D applications.

Marczewski [15] suggests a game design intent as a way to differentiate different
game nuances, presented in Table 1. This table shows that a game category can be
detected from various design intents, i.e. game thinking, game elements, virtual world,
gameplay and non-purposeful. However, this framework intent-based framework only
includes “virtual world” as a game environment, which is typically produced by 3D
applications that are commonly found in video or digital games.

In sum, papers attempt to classify games, games for learning and SGs such as [11–
13, 16] consistently link this term to video games or video toys1 using various plat-
forms, vary from video console, PC, online game, second life, mobile or alternate
reality game. Thus, to be considered as a fully SG, the IFSG cannot fully satisfy all
necessary elements of the design intent, as it includes a real instead of virtual
environment.

Thus, while the division itself is useful, but it does not fully capture the SG design
proposed in this article. If all gameplay requirements are fulfilled, but the design and
application include a real building, real tools and devices, and real people – would it
then be considered as a SG? Therefore, the life-like world is added to the virtual world
as an alternative for defining the environment setting used for the SGs. It this paper, the
life-like world is defined as the imitation of the operation of the real-world process, in
non-virtual context representing the characteristics, behaviors, and functions of this
selected environment.

Table 1. Game and game-like experience

Design intent
Game
thinking

Game
elements

Virtual/life-like
world

Game
play

Non-
purposeful

Game and
game-like
experiences

Game
inspired
design

√

Gamification √ √

Simulation √ √ √

Serious
game

√ √ √ √

Game √ √ √ √ √

1 Exhaustive list of SGs can be found in http://serious.gameclassification.com/.
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Djaouti et al. [11] propose the G/P/S or the Gameplay (G), Purpose (P) and Scope
(S) model to classify the SG genres. The G/P/S model is very practical in that one can
determine quickly whether a game falls into a specific type. The gameplay (G) has
options Game-based or Play-based. The purpose (P) of the game can be message
broadcasting (educative, informative, persuasive and subjective), training (mental and
physical) or data exchange. The scope (S) contains market that consists of 13 cate-
gories, and the public, i.e. the general public, professionals and students. Thus, this
model is useful for getting an overview of how each game is played and for what
purpose it is designed. However, this framework is used for the practical purpose in
education where a teacher can use it to quickly detect SGs that are relevant for
teaching.

There is another known term related to the game approach, i.e. “gamification”.
Gamification refers to the use of game design elements in non-game contexts, to create
an interactive system and environment that aim to motivate and engage end-users
through the use of game elements and mechanics [7, 17, 18].

Conversely, referring to Table 1 framework on “Game” and “Game-Like Experi-
ence”, the SG is closer to the approach has been adopted for IFSG. Most SG designs
aim at improving the participants’ skills [19] and behavior, for learning and educating
[20] and informing. Many studies have linked the SGs with the digital games as we
seen in the G/P/S model [11]. These types of SGs try to allocate information or
education and offer a balanced possibility for authentic and playful learning. However,
in this paper, the proposed SG application is a combination of role-playing tailored to
the ICT technology testing environment for data collection. In fact, the SG ICT
technology testing for disaster management is still rare [4]. This work will hopefully fill
this gap and contribute towards further research in this area.

3 Scenario and Tested Technology

Recall that the indoor fire scenario was used in IFSG, and the university building was
used as a game venue. A series of discussions about the local practice of SR in a case of
fire with the fire emergency staff of the university and local firefighters were conducted
before the scenario development. The IFSG focus was a hypothetical situation where
the fire had grown, and several occupants were trapped inside.

The scenario was designed as closely as possible to the standard evacuation pro-
cedure in this university. In the scenario, we assumed that with 30% of maximum room
occupancies in the game area, there are approximately 126 people daily during normal
working hours. Hence, to assume that there would be 10–15 trapped victims were quite
realistic.

The game was designed for testing an app that as a part of a project aims at studying
the possible use of advanced sensors that have been embedded in most of the today’s
smartphones. Through the communication technologies, the data can be passed to
others, especially among the rescue team members and responders for monitoring,
tracking, and decision support. The main features of the app are:
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• Fire assessment (to locate where the fire is and to see its development over time).
• Fire prediction (to predict the possible direction of the fire spread).
• Indoor localization (to find the exact location of the victims indoor).

The fire assessment and fire prediction features have been developed using Bayesian
Network (BN) reasoning and K-nearest neighbor algorithm for indoor localization [2].

4 Game Design, Mechanics, and Implementation

4.1 Design and Mechanics

As IFSG was a game in nature, hence the fun and enjoyment elements, as well as goals,
rules, challenge and interactivity, were undertaken as part of the design. The design
would like to find a balance between “seriousness” and “learning” in one hand, and the
“technology testing environment” on the other hand. It has game elements, i.e.,
components that can keep people engaged. There are many examples of and ways to
define game elements [21, 22]. The following features: “challenge”, “collaboration”,
“resources”, “time”, “reward or scoring” and “theme” were covered in IFSG. The game
elements overlapped slightly with game mechanics, although game mechanics is more
about rules and procedures that guide players to respond to the game challenges.

On the game learning and game mechanics, several models and theories have been
proposed to show the interaction between game and learning patterns for a SG design.
Game Object Model (GOM) [23] provides a theoretical basis for the design of edu-
cational games, while LM-GM [24] introduces the interplay between pedagogical
patterns and game design patterns of the SGs.

For the description of the IFSG design, the author adopts the LM-GM model as it
has several advantages. LM-GM considers the interactions between learning and
entertainment as a core of SG mechanics. The model is flexible, allows users to
“interpret” the linkage between learning and gaming mechanics to describe the SG

Table 2. Learning and game mechanics in IFSG, using adapted LG-GM model
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situation. It can be done by drawing a map or filling the table. The original LM-GM
model consists of two main components, i.e. the LM framework with 31 points of
learning mechanics, and GM framework with 37 points of game mechanics, which are
derived from various literature. In brief, it provides a concise overview of what should
be taken into account when planning a SG mechanics. Table 2 depicts the relevant
elements from LM-GM model that are applicable for IFSG.

Some elements of LM and GM are somehow related and interacted in IFSG as
illustrated with colorful lines connect to various components. The implementation of
the identified mechanics is explained below which is not fully organized consecutively
with the linked LM-GM points in the table.

(1) LM: Motivation-Participation-Incentive-Feedback.

The motivation element was inserted in the game goal, i.e. to search and rescue as
many victims as possible, to take the victims to the safe area, and to report the victim’s
condition to the Medical Care Unit (MCU). The learning point from participation was
in terms of players’ flexibility for taking different roles in two session games, and
learning quickly and acting based on newly assigned roles. The incentive was mostly
related to the game goals, i.e. how many people can be saved, and players who keep
alive until the end of the game. The questionnaires and debriefings served both for the
feedback mechanisms to encourage participants’ learning from the game, and instru-
ments for data collections to provide time to collect data from them (see point 3).

(2) LM: Instructional-Guidance-Action/Task ! GM: Strategy/Planning-
Move-ment-Action Points-Story.

The author acted as a game master, which is known in the game world as an
organizer who set-up rules and moderates the game. The rules were organized as
follow. In the pre-implementation stage, each player received written information about
the game: the story, scenario, outline, roles and tasks, action points and expected game
duration to accommodate these two session games, briefing, and debriefing, trying out
the tools and apps, and the transition between games. The game organizer’s team
played themselves before the actual game day, ensuring every single plan would work.
On the game day, all players attended a general briefing to ensure that the game rules,
movement, and action points were understood. It was also to consolidate the groups; to
test the equipment; and other necessary preparation before the game.

In the first session, the burning rooms were known from dynamic fire markers
glued on a door. The fire markers were added from time to time by the game orga-
nizers, while in the second session, the fire spreading from room to room was visible in
the app. In brief, we combined real smoke and “simulated” fire in the IFSG. In the
session without the app, the players should check the room one by one and reported to
the medical care unit if the room were clear—nobody inside. The communication mode
was walkie-talkie software on the smartphone. In the session with the app, information
about the victims was available in the smartphone app which displayed an indoor
layout. Overview of the victims’ locations was visible in the app.

The deployment of the app was conducted in two ways: by sending the app directly
to the players to download in advance, and by preparing ten devices with the app
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installed. The app usage was explained in the briefing and repeated before the 2nd
session was started. In fact, familiarizing the players with the app was crucial to the
success/failure of the game goal.

(3) LM Responsibility ! GM: Role Play-Cooperation-Collecting-Colla-
boration-Competition-Cascading Information-Time Pressure-Move-
ment-Information-Story-Feedback-Simulate/Response.

The Role-Play element of IFSG is that the organization of the game imitated the
real local practice of firefighting as seen in Fig. 1. There is a Crew Manager (CM),
Smoke Diver Leader (SDL) and Smoke Diver (SD). CM roles: to monitor the evac-
uation process and tracking the victims if they are safe. His position was outside the fire
zone and provided instruction. SDL roles: to coordinate/communicate the team
members in the field, and with CM and to do rescue operation. SD roles: to carry out
the rescue operation, check the victim’s condition (based on the tag on the victim, save
them based on the victims’ situation), and to communicate with other rescuers. He/she
may receive information from the leader, about the fire, or about the victim.

As communication modes, we used real Walkie Talkies and smartphone apps that
functioned similarly to Walkie Talkie that could be used as information tracking tools.
Careful preparation prior to the game was done to ensure that the groups interacted with
each other through the correct channels based on the organizational communication
hierarchy we had defined. In such way, cooperation, collaboration, information col-
lection, information feedback, cascading information within each role and each group
were granted. The competition occurred among groups in terms of their efficiency in
managing the crew members and saving victims under time pressure.

A group of students was recruited to join the game, nine people were assigned as
firefighters in three groups, and one person acted as CM, and one as MCU personnel.
We had thirteen victims, of which two of them were dummies. Participants were asked,
when they found a victim, read the tag, inform the SDL, and evacuate the victim to the
North exit (which was predetermined and known to all). For adding the realism of this

Fig. 1. Organization of the players in session 1 (left figure) and session 2 (right figure)
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simulated environment, a couple of smoke machines were used and automatically
triggered the building alarm as soon as the smoke was detected, which would not stop
before the smoke had dissipated entirely.

(4) LM: Explore-Hypothesis-Observation-Plan-Experimentation-Reflect/
Discuss-Feedback.

As this game was created for learning and testing technologies, several research
elements were embedded. At least five topics of research were integrated into IFSG, i.e.
evacuation procedures/policy, communication, information flow and collaboration,
usability, monitoring/tracking people, and hazard. Hence, we considered carefully of
how not to give excessive burden to the players, and how not to reduce the enjoyment of
the game despite these research elements added to the top of IFSG. The two-session
game experiments permitted us to compare specific elements in each session (e.g. rescue
performance, the number of victims saved, collaboration). The use of questionnaires and
audio-video devices was informed to the players during the recruitment phase. Wearable
cameras, video glasses for a usability test, and Walkie-talkie apps were considered as
less obtrusive tools for data collection during the game and made the purposeful research
less exposed. The players also had a chance to express their feeling, opinions,
lessons-learned and reflections in the debriefing phase in each session.

4.2 Game Play

Two sessions of 30 min SR activities had been planned, i.e. one without and one with
app support. We hypothesized that the rescue operation with app support (2nd session)
would be faster than without app support (1st session). The IFSG goal was to search for
victims trapped in the 3rd floor, and rescuing them by moving them all the way to the
MCU located by the main entrance of the building.

All victims that were saved based on each victim’s condition (safe/dead) had to be
reported to the CM who monitored the overall progress of the rescue operation per-
formed by all three rescuer groups. In these two scenarios, the players were permitted
to swap the role, e.g. between leader and member of rescuers, or victims. No exact
script was given to them as how to act, communicate and interact, except that they were
informed on the outline of the roles, tasks, scenarios, prior to the game. Figure 2
summarizes the game timeline.

Fig. 2. The game timeline
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5 Results

The results reported in this article highlight three points: the status of victims saved in
the two experiments, evaluation of the app usage, and finally a comparison of the
overall game implementation from observers’ and players’ point of view. Remember,
we assumed that rescuers would work more efficiently with app support than without
app, thus, more people would be saved. It was perhaps the most tangible indicator of
the success or failure of our experiments.

In Fig. 3 we can see a comparison of the victims that arrived and registered by the
MCU in session 1 (top chart) and session 2 (bottom chart). The horizontal axis shows
the timestamp while the vertical axis indicates the number of victims registered. As an
illustration, from the chart in Fig. 3 we know there were two victims that arrived in
MCU at 6:08 and 6:09 PM successively. In the session 1, it took 15 min from the first
victim saved to last victim found, and two of the 13 victims were dead. In the session 2,
it took 12 min (shorter time), but rescuers only managed to find 12 of 13, meaning 1
was missing, and 3 of them were dead. The time required to find the first victim in the
second scenario was longer than in the first scenario (Fig. 3). All these results were
unlooked-for.

It leads us to look more carefully at our questionnaire regarding the use of the
app. Among the questions asked to the players concerning the app performance were:
“Did the app crash during the game?”, and “Did the markers of the victims’ locations
point to consistent locations?” The results are shown in Table 3:

Fig. 3. Victim saved in session 1 and session 2

Table 3. The app performance

Role (N = 15) Crash/not (in %) Marker
visible/not (in
%)

Yes No N/A Yes No N/A

Victim 57.2 42.8 0.0 14.2 28.6 57.1
Rescuer 75.0 12.5 12.5 50.0 25.0 25.0
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Note that not all players used the app. Table 3 only includes those who had the app
in session 2, i.e. eight rescuers and seven victims, or, 15 persons in total. 57.2% of
victims and 75% of rescuers experienced app crashes. Some of them had to restart the
app before searching could continue. Only 50% of rescuers saw the victims’ markers
while for the victims only 14.2%. We do not know if 57% who gave no answer were all
experiencing a completely crashed app or only did not answer the question. It worth to
mention the users with experience with app crash although only in the beginning is
counted as a “crash” category. In other words, if the app crashed during the game, it
does not mean the app does not fully work in the rest of the game. It is a rather
technical disturbance at the beginning that prevented particular rescuers from acting
promptly because they had to restart the app. On the whole, these can be either due to
the app instability, or the smartphone’s capability issue (e.g. if some players use older
smartphones with lower memory or computing capacity).

The next question is of course: did it happen at all that the rescuers managed to help
victims based on the app and did victims manage to inform about their position to the
rescuers? Based on the debriefing discussion, after-game discussion with professional
firefighters who watched the game, and interviews with a couple of players, there were,
in fact, a few success stories where it was really the app that helped particular rescuers
to find some victims. To put it differently, regardless of the revealed app stability
problem, those who had the app running, could complete the task as expected.

Fig. 4. Comparing evaluations on game implementation from observers’ (bottom chart, N = 6)
and players’ perspectives (top chart, N = 22)
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Likewise, one could see the great value of this app and its applicability, which was
the main goal of the IFSG game implementation from both players’ and observers’
perspectives, they were asked to rate seven questions measured by a 5 step Likert scale.
The observers judged based on “very good” to “very poor/bad” scale while the players’
scale rated based on “very satisfied” to “very unsatisfied” scale. The results are pre-
sented in two stacked bar charts in Fig. 4, comparing the opinions of those two groups.
The proposition of more positive respondents is marked with green or light green color
in each bar while the most negative answers are colored red or light red. The yellow
color indicates the proportion of neutral respondents while those who did not answer
are marked with blue.

In general, most players were satisfied as indicated by longer green portions in each
bar except “the game flow scenario 2”. We look closer into the charts on the point that
is rated poorly, which seems to come from the observers, i.e. the game flow 1 (see
bottom chart, the longest red line). This is a bit counterintuitive as many players were
more frustrated in scenario 2 shown from the graph where their satisfaction decreases.
Moreover, we knew the reason was that the app did not fully work as expected for
some users. Thus, a further discussion was conducted with the observers to find out
what they saw that the player did not see so that they considered the scenario 2 to be
better than the scenario 1.

One of the explanations is that the players played more systematically since they
need to concentrate on the app, unlike in scenario 1 where the rescuers were rushed and
tended to run, giving a chaotic impression. In reality, when working with fire, it is
almost impossible to run, people have to walk with full concentration because they do
not know where they are and the possible dangers ahead. If the rescuers run, they will
also be exhausted too soon.

At the end of the game, the experience about the like and dislike side of each
session of the game was collected through questionnaires. The players in general saw
the positive sides of the session with app. However, the opinions vary more the second
session such as “less chaotic”, “new experience”, “easy to report”, “found fast” and
other specific opinions about the functionality of the app. Based on the questionnaire
results, the dislike of sessions with or without app came from several reasons. In the
first session, the dislike part varies from personal feeling such as “noisy”, “had no
interesting role” or even unsatisfied that some players did not fulfill their role: “rescuer
did not carry me all the way”. Some opinions expressed the collaboration aspects such
as lack of communication, or too little information. In the second session, the dislike
part mostly directed to the technical difficulties found during the game such as
“un-user-friendly”, “crashed app”. The non-technical comments are very likely to come
from the victims that need to wait for the rescuers to come and help them. From these
results, we know that there are many elements of the game that were appreciated, but
there are weaknesses that we can learn from. Note that the reaction toward rescuing
process is understandable since most of the players were not real firefighter and we
could not expect them to act professionally as real firefighters.
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6 Discussion and Lessons Learned

Designing SGs for testing an IT solution, coupled with extra research missions, is, in
fact, an elusive task. There are several lessons to learn that we can discuss based on the
results obtained in the previous section. First, the problem with the app used during the
game may stem from unfamiliarity with the app, its user-friendliness, or compatibility
issues with players’ smartphones. The players had limited time to rehearse and to try
out the app before the game.

Second, the slower reaction in response to the fire is highly recommended by
firefighters, and more realistic. In reality, professional firefighters will walk slowly with
full concentration on SR duty because they do not know where they are. Running will
make the firefighters exhausted too early, which is undesirable. In the game, rushing
and running created chaos. The undesirable effects of this behavior should be high-
lighted better to the players prior the game implementation.

Third, people make mistakes when exposed to the new technology, even if it is a
mature one. The drill of thermal imaging camera usage introduced to the local fire
service—for instance—was done multiple times before they could reap the benefits
from it, and indeed, this will also be valid for our app testing. In other words, mistakes
during technology testing are not entirely unexpected but repeated pre-game testing
may minimize the errors in the actual game.

Indeed, testing the app in a SG context where the players are non- professional can
be the primary limitation of this approach. Some players could not concentrate when
exposed to the smoke, and were not trained to conduct multiple tasks. Hence, involving
real users (in this context the firefighters) may be a better design for a SG intended for
ICT-tool testing.

7 Conclusions and Future Works

In this study, we discuss a SG, designed for an app prototype testing. Despite some
weaknesses in the stability of the app and the game implementation, the approach itself
seems promising. Several improvements need to be considered, such as the importance
of trial tests and better guide/technical information about the app. Future challenge if
this technology becomes more mature, is how to increase the adoption of the tool, and
how to use it within the existing SAR procedure.
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Abstract. Along with digitisation in the intralogistics sector, new methods of
employee qualification arise. In this evaluation study a Virtual Reality-based
serious game for workplaces in intralogistics was analysed due to usability, user
experience, workload and motivational aspects. Results clarify that the virtual
training is characterised by a good usability, a positively assessed user experience
and a moderate mental workload. Intrinsic motivation of the study participants is
positively associated with usability and user experience. Furthermore, mental
workload is related with the usability of the VR game and technology-based
personal information of the participants. The combination of serious gaming in a
virtual training world is a new research field and offers a modern and efficient
alternative to conventional training methods in intralogistics.
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1 Introduction

1.1 Virtual Trainings

Along with digitisation new methods for employee qualification arise. In various work
contexts and economic sectors virtual training worlds can be found. Recent research
shows that especially in the field of vocational trainings Virtual Reality (VR)-based
simulations are suitable for exercising and assessing skills and furthermore reducing
errors. The immersive effect of the VR technology enables the user to perceive situ-
ations realistically. Simultaneously, work situations can be simulated virtual that are
cost-intensive, appear rather seldom or are difficult to train in the real working envi-
ronment. Virtual learning environments and trainings are for example applied in avi-
ation industry (Flight simulators), in the medical field (Training of medical procedures),
in motoric rehabilitation, in in automobile construction, for exercising sports, or in
construction safety management [1, 2].
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1.2 Serious Games

A special type of digital knowledge transfer is the playful learning method of a serious
game. The aim is to improve human motivation and performance regarding a special
activity. Game mechanics are combined with suitable learning mechanisms to improve
the learning success [3]. Digital games may enhance learning behaviour in comparison
to non-playful alternatives [4]. Learning effects are associated with digital game design
and complexity of interactions in the game environment. Recent research findings
make clear that specific game design elements like badges, leaderboards, performance
graphs, avatars or meaningful stories may have different psychological effects [5].

2 An Evaluation Study of a VR-Based Serious Game
for Workplaces in Intralogistics

2.1 Research Objective

Going hand in hand with growing globalisation and flexibilisation of the working world,
the logistics sector gains in importance. These days, due to digitisation, new information
and communication technologies are increasingly used in companies. More and more
processes are automated according to rising demands on entrepreneurial performance
and costs in intralogistics. Nevertheless, for flexible and complex work steps, human
beings are still an irreplaceable resource in the »Social Networked Industry« [6].
Therefore, a stress-optimised and thus human-centred design of human-machine sys-
tems is crucial to success of digitisation. To keep the human knowledge carriers in
future, new variants of employee training have to be found. Nowadays, it is indis-
pensable to provide cost-effective and time-saving alternative methods for occupational
trainings. Thus, the research objective of our study was to evaluate a VR-based serious
game of a packaging workplace. Our aim was to proof the operability and utility of a
new technological solution for trainings in the intralogistics sector.

2.2 Description of the VR Technology

The VR-based serious game for workplaces in intralogistics was developed and
designed at the Fraunhofer IML (see Fig. 1). Deployed hardware consisted of the
HTC-Vive® system and a powerful desktop computer. To develop the VR-based
serious game, the game engine Unity® in the Version 5.6.0f3 was used. Microsoft
Visual Studio Professional 2015 was applied for creating und editing the scripts in C#.

2.3 Study Design

At first, for understanding and handling how to use the VR technology, all participants
had to complete the Steam® HTC-Vive® Tutorial. Then, the participants played the
VR-based serious game of a packaging process. For this purpose, a typical packaging
process was chosen and designed according to a sufficient complexity level and dif-
ferent working steps. The logistical tasks were simulated close to reality and provided
opportunities for task processing and identification for the player. The stationary
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packing station (goods-to-person) had the advantage, in contrast for example to a
person-to-goods picking process, of maintaining or reinforcing the immersion in the
VR environment. Working steps were introduced via a headset.

The individual working steps of the packaging process were simulated realistically
and consisted of the following steps:

• Requesting next order
• Selection of the specified box size and positioning on the packing table
• Opening the box
• Picking up the scanner and scanning the items to be packaged which are delivered

by the automated guided vehicle (AGV)
• Putting the items into the box
• Selection of the specified packaging material and putting in the box
• Closing the box
• Sealing the package with the tape dispenser
• Placing the package on the target pallet next to the packing table

In the training environment the player received each next task which had to be
performed via audio instructions with the help of a headset. As main game elements,

Fig. 1. Training environment of the Fraunhofer VR-based serious game of a packaging
workplace (Source: Fraunhofer IML)
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visual aids, a running game time followed by a final displayed leaderboard, audio
feedback during the scanning process and a final verbal feedback on the overall per-
formance were used.

2.4 Survey Instruments

After the virtual packaging training participants were asked to fill out several validated
questionnaires covering different areas: To evaluate the usability of the virtual game,
the internationally known System Usability Scale (SUS) was deployed [7]. The SUS
comprises ten items with a 5-point Likert scale from 0 to 4. The overall SUS score has a
range from 0 to 100 by multiplying the total sum of the values of all items by 2.5 [8].

User experience was measured with an identically named questionnaire (UEQ) [9].
The subscales of the UEQ can be classified into attractiveness, pragmatic quality
(Efficiency, perspicuity, dependability) and hedonic quality (Stimulation, novelty).
Pragmatic quality describes task-based issues and the quality of use. Hedonic quality
includes the quality of design. The UEQ consists of 26 unipolar items with a format of
a seven stage semantic differential [9].

Subjective mental workload was recorded with the well-established and most widely
used NASA-Task Load Index (TLX) [10]. The NASA TLX consists of six different
subscales: Mental demand, physical demand, temporal demand, performance, effort and
frustration. All six dimensions were rated on a bipolar scale from 0 (low) to 100 (high)
with 5-point steps. To determine the overall mental workload, the raw TLX score was
calculated by taking the average of the sum of the values of all six subscales [11].

To measure the intrinsic motivation during the packaging training, a German short
scale (KIM) [12] was applied that is an adapted, time-economic version of the Intrinsic
Motivation Inventory by Deci and Ryan [13]. The KIM consists of the four subscales
interest/enjoyment, perceived competence, perceived choice and pressure/tension.
While pressure/tension is a negative predictor, the remaining subscales load positively
on intrinsic motivation. Each subscale consists of three items with a 5-point Likert scale
from 0 to 4.

The Positive And Negative Affect Schedule (PANAS) [14] was deployed to assess
the current affect situation of the participants. The PANAS consists of an adjective list
with 20 items with a 5-point Likert scale from 1 to 5. The two dimension positive affect
(PA) and negative affect (PA) contain ten positively and negatively connoted adjectives.

Dizziness, ocular and musculoskeletal strain were recorded by a validated ques-
tionnaire [15]. The scale dizziness consists of two items. Visual strain includes seven
items and musculoskeletal strain comprise five items. Each item was rated on a 6-point
scale from 1 to 6.

Furthermore, sociodemographic and personal data was captured. Technology-based
personal information like the previous experience with technologies, the personal
attitude towards technical progress [16] and the willingness to use new technologies
[17] were asked for: Technology-based biography includes the two subscales avoid-
ance tendency and innovation orientation [16]. The former is composed of seven items,
the latter is formed of two items. Attitudes towards technology is composed of the two
subscales potential threat (Two items) and the need for using technologies (Four items)
[16]. The German short scale of technology commitment [17] consists of the subscales

Serious Games in Virtual Environments: Cognitive Ergonomic Trainings 269



acceptance, control beliefs and agency beliefs regarding new technologies or modern
technology development. Every subscale includes four items. Each item of the above
mentioned technology-based subscales has a 5-point Likert scale from 1 to 5.

2.5 Sociodemographic and Technology-Based Personal Information

The study sample comprises 30 participants (50% male) with the age ranged from 19 to
29 years (M = 25.47; SD = 2.24). The knowledge in logistics varied between »none«
(13.3%), »theoretical« (30.0%) and »theoretical and practical« experiences (56.7%).
All participants were students working at the Fraunhofer IML.

Regarding the positively connoted subscales innovation orientation and need for
using new technologies high mean values were achieved (see Table 1). According to
the subscales with negative connotation, such as avoidance tendency and potential
threat, rather low arithmetic means were reached (see Table 1).

The acceptance and agency beliefs regarding new technologies is rather high
among participants (see Table 2). In contrast, control beliefs according to modern
technology development is quite low on average.

2.6 Usability and User Experience

The usability of the VR game reached an average SUS score of M = 71.81 (SD = 9.18)
which can be interpreted as a »good« rating [8, 18]. The subjective assessments of
usability varied from »bad« (SUS Score Min = 37.5) to »excellent« (SUS Score
Max = 85.0) [8, 18].

Table 1. Descriptive statistics of the two subscales of technology-based biography.

Min Max M SD

Technology-based biography
Avoidance tendency 1.00 3.33 1.92 0.68
Innovation orientation 1.67 5.00 3.91 0.80
Attitudes towards technology
Potential threat 1.00 4.00 1.85 0.79
Need for using technologies 1.75 5.00 3.90 0.79

Note. Min = Minimum, Max = Maximum,
M = Arithmetic mean, SD = Standard deviation

Table 2. Descriptive statistics of the three subscales of technology commitment.

Technology commitment Min Max M SD

Acceptance 1.50 5.00 3.73 0.80
Control beliefs 1.00 2.75 1.69 0.64
Agency beliefs 1.75 5.00 3.68 0.79

Note. Min = Minimum, Max = Maximum,
M = Arithmetic mean, SD = Standard deviation

270 V. Kretschmer and A. Terharen



Descriptive results of the user experience subscales attractiveness, stimulation,
novelty, efficiency, perspicuity, and dependability are listed in Table 3:

Subscales can be classified into the three dimension attractiveness, pragmatic
quality (Perspicuity, efficiency, dependability) and hedonic quality (Stimulation, nov-
elty). Attractiveness (M = 1.71), pragmatic quality (M = 1.20) and hedonic quality
(M = 1.59) of the VR game were assessed on average as positive. According to the user
experience, the situation of affect during the VR training was also mostly positive (PA:
M = 3.60, SD = 0.75; NA: M = 1.35, SD = 0.30).

2.7 Workload

The overall mental workload during the VR training was evaluated on average as
moderate (Raw TLX:M = 30.06, SD = 12.12) [19]. The subjective strain regarding the
subscales of the NASA TLX ranged from low to moderate (see Table 4).

The subjective perceived dizziness (M = 1.73, SD = 1.07), ocular (M = 2.26,
SD = 1.21) and musculoskeletal strain (M = 1.31, SD = 0.32) caused by the VR
glasses were valued as low.

Table 3. Descriptive statistics of the user experience variables.

User experience Min Max M SD

Attractiveness −2.00 3.00 1.71 1.15
Stimulation −0.50 3.00 1.84 0.93
Novelty −0.25 2.75 1.34 0.66
Efficiency −1.25 2.75 0.92 0.87
Perspicuity −0.50 2.50 1.68 0.58
Dependability −0.75 2.25 0.99 0.69

Note. Min = Minimum, Max = Maximum,
M = Arithmetic mean, SD = Standard
deviation

Table 4. Descriptive statistics of the six subscales of mental workload.

Mental workload Min Max M SD

Mental demand 0 90 31.50 24.75
Physical demand 0 40 13.17 10.54
Temporal demand 5 70 35.17 19.80
Performance 0 90 36.67 28.72
Effort 0 70 35.00 17.81

Note. Min = Minimum, Max = Maximum,
M = Arithmetic mean, SD = Standard
deviation
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2.8 Intrinsic Motivation

The subscales interest or enjoyment (M = 3.41, SD = 0.81), perceived competence
(M = 2.71, SD = 2.19) and perceived choice (M = 1.94, SD = 0.85) are marked by a
low to moderate average value. Furthermore, the average of subjectively perceived
pressure or tension is quite low (M = 1.12, SD = 0.79).

2.9 Correlations Between All Variables

Bivariate correlation analyses indicate that the usability of the VR game was negatively
related to mental workload (r = .39, p < .05). Furthermore, usability was positively
associated with most user experience subscales (Attractiveness: r = .67, p < .01;
Perspicuity: r = .64, p < .01; Efficiency: r = .43, p < .05; Stimulation: r = .50,
p < .01; Novelty: r = .55; p < .01). Results make clear that the higher the usability of
the virtual training was, the more positive was the current affect situation of the
participants during interaction with the technology (r = .55, p < .01). Usability sig-
nificantly increased with a higher degree of innovation orientation (r = .38, p < .05)
and perceived need for using technologies (r = .49, p < .01). In addition, usability
significantly decreased with rising potential threat.

Between mental workload and technology acceptance (r = −.41, p < .05) and the
perceived need for using technologies (r = −.44, p < .05) a negative relationship could
be found. Besides, results illustrate that the increase of subjective threat of technology
was positively linked to overall workload (r = .41, p < .05).

Regarding intrinsic motivation, a positive correlation between usability and interest
(r = .42, p < .05) and also perceived choice (r = .37, p < .05) could be determined.
Equally, most user experience subscales were positively associated with interest
(Attractiveness: r = .78, p < .01; Efficiency: r = .61, p < .01; Stimulation: r = .78,
p < .01; Novelty: r = .70, p < .01) and perceived choice (Attractiveness: r = .43,
p < .05; Efficiency: r = .51, p < .01; Stimulation: r = .39, p < .05; Novelty: r = .45,
p < .05).

Between user experience and total subjective workload no significant correlations
could be found. Furthermore, the scales dizziness, ocular as well as musculoskeletal
strain were not related to mental workload or usability.

3 Summary and Outlook

All in all, the Fraunhofer VR-based serious game has a positive rated usability and user
experience and is mentally and physically demanding only on a moderate level. Results
of correlation analyses indicate that usability as well as user experience are positively
associated with intrinsic motivation of the trainee. Furthermore, a user-friendly design
of dialogue seems to be negatively related with the mental workload of the player.
Equally, technology-related personality characteristics may influence the interaction
between humans and technology.

With VR trainings process understanding and quality awareness can be provided.
Furthermore, the immersion in a VR environment may lead to increased motivation and
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learning success of trained persons. Further advantages of digital workplace simula-
tions are providing implicit knowledge, exercising rarely occurring work situations,
comparing training results or promoting sensory-motor skills. In addition, with virtual
trainings individual needs of each trainee can be addressed. The combination of serious
games and virtual worlds is a new research field and offers a modern alternative to
conventional training methods in the intralogistics sector. The evaluated VR game will
continue to be developed at the Fraunhofer IML.

In future research, a wider age range of study participants should be investigated.
As specific game design elements may have specific psychological effects [5], various
configurations of game design elements should be tested and compared. To measure the
degree of engagement in the virtual training world, further questions regarding
immersion and presence should be used [20].
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Abstract. Minecraft is an innovative video game that combines a simplistic,
flexible, childlike interface with an open-ended, non-deterministic, playing
environment that allows for a wide assortment of tasks and skills building while
providing a platform for innovative game play, collaboration, and new formats
for interaction and cultural creation. In this paper, we explore the dynamics of
Minecraft and we discuss their implications in the context of virtual education.

Keywords: Minecraft � Education � E-learning

1 Introduction

In the recent years, Minecraft has exploded from an indie game to a best-seller platform
with over 100 million copies distributed. Nowadays, the software invites creative
participation from a total of 55 million monthly active players, programmers, and
designers worldwide. Unlike point and shoot, sports, and specific strategy games (e.g.,
Doom, Call of Duty, The Sims, or Civilization), Minecraft comes with no official
agenda, and once there, users can decide what end they wish to follow, similarly to real
life. It offers an unarticulated schema when a player enters, and it is up to the user to
transform the partial environment of the base game into something more personal. This
leads to a culture of customization and innovation that has created massive commu-
nities that explore and create new aspects to the growing and continuously expanding
virtual platform. Few proprietary gaming systems have allowed or encouraged this
level of interactivity, expandability, and diversity. Most importantly, Minecraft
demonstrated that unleashing individuals’ creativity is even more important than
providing users with adrenaline and compelling visual experience. On the contrary,
pixel art succeeded as a democratization tool for user generated content.

The launch of Minecraft education edition represents a natural but important step in
which programming, gaming, design, and educational resources have converged with
the purpose of creating new technologies that seamlessly blend gaming and education.
However, beyond this initiative, worldwide communities of educators independently
created and keep generating new use cases for using this platform for teaching and
engaging learners in exploring subjects in non-conventional ways. In this paper, we
present a literature review of the most prominent applications of Minecraft for virtual
education. To this end, we analyze scholarly articles and unpublished yet relevant best
practices. In addition, we categorize currently available tools into education level and
subject, with the objective of providing educators with both an entry point and a
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reference to integrating virtual experiences in their teaching activities. Moreover, we
analyze factors, such as, gamification, creative and spatial thinking, and integration
between interaction between physical and virtual classroom, that might play a role in
revitalizing education. Also, we identify directions for education research using gaming
platforms and we present novel opportunities for designing learning environments.

By viewing Minecraft as a larger entity, and by analyzing how users are leveraging
its potential to shape new products, to create communities, to engage with audiences,
and to deliver experiences, other software houses could understand how to invest the
resources spent in developing their game titles to generate an impact in other sectors,
with a specific regard to education. Examples from Minecraft could lead to trans-
forming games which are well-developed, mature, and adaptable to educational pur-
poses, into cost-effective, collaborative, and expandable learning platforms.

2 Related Work

Minecraft differs from most games in that it is wildly anarchic in its construction and
aims. Developer, Markus Persson wrote that the game is constantly under development
[1], which, in turn, helped to keep the game a subject of interest. What is the subject of
Minecraft, and indeed is there a single subject or objective in this game? It is more than
a mere game and has morphed into an infotainment educational portal that has invaded
classrooms across the globe. In [2] Minecraft was referred to as “an alluringly moving
target to try to pin down, and so in order to assess how it is well-played, well-designed,
and iteratively well-redesigned, we need to think more broadly about the approach
Persson has taken toward the development of the game”. That process has been cir-
cuitous and this has prompted some hesitation about the game and its implementation
in the educational and scientific community.

The authors of [3] commented that introducing the game to a novice can be a
difficult task due to the lack of instructions. A belief in rational processes presumes the
game and its subsequent play needs to be directed towards a definitive goal. Mine-
craft’s lack of destination can be worrying to a community that perceives a game design
as requiring a requisite end goal.

Yet, it is precisely the open-ended nature of Minecraft that makes it a touchstone
for innovative scientific and creative accomplishment. In structured gaming, goals and
insight are limited. Minecraft is often associated with the burgeoning maker movement
that is flourishing in communities and schools across the nation to teach innovation and
entrepreneurship to a group of young creators that can empower them to be creatives
rather than drones of an industrial oligarchy in the hands of a few corporations. In [4],
the authors commented that Minecraft has participated in the building of makerspaces
in libraries that provide students with hands-on skills. The perspective presented in [4]
is that diverse forms of learning encouraged in an open environment provide the best
educational opportunity. Authors of [4] write that, “whether the learning takes place
through being a part of a team, building a robot, using maker kits, designing in 3D, or
through individuals reading or group discussion”. Minecraft offers this sort of gener-
alized workspace where students can build without specified end goals.
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Such open-ended constructions might seem less than optimal to produce significant
results. Certainly, one subject area that has fascinated Minecraft scholars is the game’s
application to the fine arts and architecture. In [5], the authors postulate that the game’s
style of art creation, this open-ended free ranging design is precisely the format that
Minecraft assails most capably: “rather than form a stable body, the immanent data-set
moves as a flow of information through systems” [5]. Therefore, the authors imply that
students are more challenged by such environments and this energizes the creative
process, and they argue that this computer replication process merges the creative
instinct of the creator with hard core data, describing the process as, “these operations
include in general: generating a point cloud; building a mesh; creating a UV map, also
called a skin or a texture”. Thus, such operations foster more creativity than operations
that do not have to reference real spaces in a real plane. What is built in Minecraft must
be buildable and must conform to the rules, the geometry, and space of the Minecraft
virtual world.

While many in the educational realm see production as proceeding through a series
of concrete steps, in [5] authors argue that digital production need not follow this
time-based progression sequential model derived from film and prior narrative struc-
tures, explained as “3D imaging is characterized by simultaneity – a function of parallel
processing rather than cinematic succession” [5]. This form of creation violates some of
the honored traditions of temporality, and therefore can be both embraced and ques-
tioned by academic institutions that are regulated through sequential processes and thus
are wary of simultaneity, a factor of fast computer and machine processes.

City Building Games (CBGs) are described in [6], as changing the thinking models
and methods of young scientists and artists and urges them to consider the whole topic
of cityscapes earlier in their development thus providing a better entre for future city
planners. The authors of [6] describe the games as, “highly successful cultural products
that for millions of gamers have constituted their initial formative experience with
urban planning and development”. The authors of [6] are less concerned with the
formal pedagogical models underpinning such games and prefers to view them as
“social or cultural” devices. A central concept to the games’ value is the ability of such
games to urge players to think in terms of definite spatial dimensions [6]. They may not
be working in a real world, but they must follow the rules of engineering in a real world
even if their world is make-believe: “CBGs and other simulation/strategy games
encourage the player to exercise adaptive critical reasoning while continually critiquing
different theories and strategies” [6]. So, in this sense, Minecraft creators are dealing
both with theoretical issues and practical problems. The only thing that is imaginary is
the plane of creation that is a digital construct. In other regards their simulation contains
elements of a real-world simulation.

3 Human Dimensions of Minecraft in Education

In the striving to make computers, gaming and education synonymous, much effort has
been expended in finding games that are age appropriate. A delightful aspect of the
Minecraft experience is that the game and its open-ended playing mechanism is that the
game is age appropriate at almost any level, due to its innate capacity to be modified
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and the broad ranging community that engage in continually modifications of the game.
Because of its complexity and online community, Minecraft is recommended for kids
aged 8+. However, even younger children can enjoy the game with little adverse
reactions, and therefore several suggest that the title is already suitable for kids at a very
young level. Furthermore, a variety of games with similar game play and set of
objectives that can occupy younger children and would not necessitate constant
monitoring for students that desire to play Minecraft at a younger age. Essentially, the
dynamics of Minecraft can be described as a sandbox game, which means that players
are given a virtual construct with which they can build things, though survival mode
and adventure mode offer more challenges and more dangers and even potential death
for characters. As a result, the best approach is for parents who are concerned about
younger children is to keep a watchful eye when they are involved in game play. If
properly harnessed, Minecraft enables children to express their creativity in a 3D
environment: they can create massive buildings, elaborate villages and cities, train
systems, or even other creative objects and projects.

The wide disparity in age range for players and fans is one of the sources of
inspiration for their players. As any product enjoyed and loved by children, parents
need to feel comfortable and secure with the product. It is easy for parents to be
concerned when a new product begins to draw their children’s attention and consumes
massive amounts of a child’s time, as several researchers associated smart phone usage
can degrade memory function [7]. However, researchers argue that reliance on a
technology can stunt real world growth experiences. If this is true for people engaged in
using smart phones is it true of people that spend long hours in video game play.

A big question concerns whether programs like Minecraft can teach conducive
computer skills or must it ratchet our brains to new levels of stress, excitement and
engagement that destroys constructive thought, concentration and the ability to get
things done. Minecraft is a strongly collaborative learning tool for youth and parents
and children need to approach it in that fashion. New improved version of the game,
and specifically the cross platform, Minecraft Better together sadly evolves the game
towards the industry that constantly depends on upgrades and new thrills to sustain
audience involvement. While there is no rush to update to the new version, the existing
Minecraft games will not stop working. However, parents need to know that it is the
new version of Minecraft that children will want to play. However, while Minecraft can
be obsessive as a hobby, it unlikely to be addictive and harmful the way shooting
games are to mental development. The authors describe it as a “an amazingly creative
experience”, which has intrinsic educational value from problem-solving, storytelling
and team building skills. According to its creator, the better together version allows
kids to play together on console on tablet for the first time it also opens up services
which of been unavailable on the console version.

Another aspect in Minecraft is the shelf-life of creative work as updates will happen
as the game is developed in the coming years. While provisions for porting over
previous constructions have been made for some versions of the game there is a
potential that past creations, such as, old houses that are torn down in the redevelop-
ment project of a town, may be swept away.

There are benefits to upgrades to new versions. Minecraft’s transition to new
gaming engines, such as, the Microsoft Bedrock engine, which happened after the
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acquisition of the platform, inspired a new look. Though the blocking sub-structure of
the game remained, the visual textures and colors were enhanced by a gaming engine
that rendered the colors and landscapes more vibrantly. Updates are also expected to
improve game play. The Better Together update allows the Minecraft kernel to be
loaded to the new Bedrock gaming engine which improves graphics and the look of
Minecraft (famous for its blocking textures) and enhances cross platform play that
allows users to play from one device to another device in seamless integration.

Recent articles explore the creation of a new novel that was produced by the
Mojang company, the producing entity that has produced the Minecraft game and
subsequent Minecraft forms of adventure. Minecraft: The Island is an adventure set in
the Minecraft Universe. As reminded by the authors [8], the open-ended nature of the
game is a big part of its appeal. Max Brooks, the author of the Minecraft novel is the
son of Mel Brooks and Anne Bancroft and wrote the popular zombie novel World
War Z. He combines a paranoid glee about end of the world apocalyptic visions with a
Robinson Crusoe sense of adventure and innovation. In another sense, the expansion of
Minecraft into the realm of fiction is appropriate for a game that has acquired a
narrative sensibility and created its own adventure world.

Further change from conventional gaming is how Minecraft can steer students
towards aesthetic adventures, and the creation of actual 3D objects. Many describe the
potential of Minecraft to be more than a game, and to implement an aesthetic platform.
Indeed, many game contributors are designing elegant landscapes and extreme archi-
tecture patterns out of the game’s crude block construction. For instance, a company
called Blockworks designs maps for the Minecraft platform and the company has even
developed a coffee table book called Beautiful Minecraft which shows the most
extreme game designs. The artistic community can thrive in the open gaming context of
Minecraft, as are artistic opportunities flow from Minecraft’s open structure, and by the
fact that players, in addition to the classically video-game-like “Survival Mode”, can
also realize anything they want in the “Creative Mode”, which removes any threats and
turns Minecraft into a blank canvas.

Where Minecraft turns from a distraction to a device for learning is in the way the
program is deployed and used at various schools across the nation. Gamification, the
use of game strategies to increase learning has become a common practice in educa-
tional institutions. In a report [9] published by an educational firm discussing Mine-
craft’s capability for teaching social and emotional learning through its platform. The
company explained their research design, which involves meeting with teachers, school
leaders, and students, and co-designing instructional resources. Testimonials and
contributions from the viewpoints and experiences of dozens of educators from 11
countries across four continents enable shaping new educational tools.

While the findings of the report suggest that the game can help students with
intellectual, creative, and emotional development, the schools seem to have focused on
kids with strong backgrounds, good parenting, and strong resources that also could
account for their strong personal development. One places a good student in a healthy
educational environment and remarkably they tend to grow into healthy adults. One
cannot ascertain from this scenario if Minecraft encouraged healthy development or if
the research simply confirmed the impact of a good nurturing environment, with or
without Minecraft. Despite this caveat, the researchers may have found impressive
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correlations between Minecraft and student development. As discussed in [10] “when
educators intentionally work on the classroom culture using a game like Minecraft as a
vehicle for that learning - when students are already intrinsically motivated to play - it
can serve as a powerful learning tool. Studies point to learning as a cultural process,
including complex aspects of development representing a larger human experience
regardless of age, gender, class status, racial or ethnic group membership. It has global
impact. It can be entirely non- verbal, and yet, it provides opportunities for rich verbal
dialogue, story prompts, history, contextual understanding, science, fine arts and even
world languages”. So, the research suggests that the game can aid such developments
in any children.

The education and therapy community have been interested in Minecraft’s ability to
engage students. So successful has the game been that therapists are now looking to the
game design as a model for approaches to therapy. The authors of [11] explained that
Minecraft’s game design emphasizing an essential experience principle provided users
with an emotive or cognitive connecting point that other games and other forms of
therapy might not emphasize. The authors postulated that if therapeutic approaches
could emulate the game’s connectivity with audiences, the game and the therapy might
be more effective. They quote [12] on video game design and explain that their notion
of an essential experience principle of playing a game is comparable to the idea of
“systems thinking” [12] or as the authors describe it, “the emergent, holistic, and
immersive experience of the player that occurs when the tangible game elements are
combined with the player’s actual participation”. [11] They believe that the experience
comes before the playing and the winning and any other reward involved with the
gaming mindset. The authors of [11] believe that one of the main concept in [12] is that
the true purpose of playing a game is not to complete it or to win but rather to
participate in its essential experience. Not all game authors adhere to this principle.
Some work on building a world or making active game play, but Minecraft adheres to
the heavy engagement model by providing a sandbox environment where concrete
goals and specific problems are not dictated, raw materials must be manipulated and
molded into tools and structures, and players can visit other worlds, build in them,
allowing building and creating that can be spread and shared. Thus, Minecraft works on
the psyche of the player in a much less fatalistic manner but at times in a more
profound fashion the player’s thought process is supported and aided by the interface,
ambitions, and outcomes of the game, itself.

Still others have explored learning objectives and how gaming, and particularly
Minecraft leverages gaming structures to participate in crafting learning environments.
An article [13] mentioned a clear connection between the procedures and objectives of
the technical communication field and the roles and missions of gaming structures, and
they stated that the field already works at the intersection of the technical and the
symbolic and games are both”. The authors envision games as rule systems and
frameworks for interaction and they see a very natural evolution from that process to
the process of writing and thus interacting in that game world. Moreover, the authors
speculate that creating manuals and communication materials to aid players in their
gaming pursuits may draw on the writers’ humanistic training to design systems that
prioritize human/player experiences. The work of [13] suggests that not only can
technical communication engage with traditional game play, it can also involve itself in
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game subversion by helping create technical writing hat can disrupt play. As an
example, Minecraft griefing guides teach aspiring griefers how to enter social situa-
tions, gain trust, and then make people angry and disrupt game play for the spectacle
and benefit of the person doing the griefing. Such insight into technical communication,
the game Minecraft and gaming in general suggests a highly developed community of
learners that study the game, discover the intents and concepts of the game, and find
means to disrupt the game. This is a complicated series of interactions in a game world
in which little is pre-destined or ordained as conventional game play or outcomes and
suggests that even the practice of griefing demands a high level of originality to
produce optimal disruption outcomes.

Owing to its expansive game play, Minecraft has evolved more complex audiences.
People with disabilities and with special needs, and adult-non-gamers have engaged
with the game to seek worlds that don’t exist in a non-game environment but do exist
very easily in the Minecraft environment. According to [14], limited budgets are
driving individuals and small teams to experiment with minimalistic styles and explore
themes and taboos that would normally be considered beyond the purview of mere
games, such as mortality, morality, economics, and abuse. In their work, [14] explore
how games like Minecraft cultivate an interest in exploration, creation, world-building,
and the production of safe and attractive habitats: positive society building may be an
outgrowth of non-confrontational non-aggressive game play. Society building on the
scale of new civilizations could be one of the practices and outcomes of Minecraft’s
method of play as an act of creation.

But the alternative to deeply directed game play in videogames like Minecraft may
be a form of human colonization of cyber worlds. Not horrific dystopias that offer a
destiny of murder and dissolution in competitive violent worlds, such as, Grand Theft
Auto, where situational ethics dominates our thinking, but perhaps the creation of
utopian places where people congregate and set up an alternative existence. The
authors of [14] introduce recent patterns of Minecraft consumption involving less of
creating and having more of a focus on a minimalist existence a sense where more time
is simply spent exploring and appreciating the landscape. Maybe the result of Mine-
craft’s virtual world is a land of leisure and a sense of accomplishment, making a
perfect world where none existed. However, what keeps audiences generating more
worlds and more spaces in Minecraft is the incredible ability to simulate large chunks
of the conventional world. According to the authors of [14], the simulation technology
underlying the game is sophisticated enough to allow a recapitulation of the entire
history of technological civilization, from primitive wood and stone tools, through
agriculture, right up to factory-sized computers capable of running algorithms and
displaying animated outputs on giant screens.

But apart from the ability of the game to synthesize and simulate our world, it has
evolved, as we have, into a place where people can exist, something that is becoming
far more difficult in the conventional non-cyber world: the game has become about
finding, creating and fostering sacred spaces that evoke a sense of wonder, beauty and
dramatic naturalism. Maybe Minecraft should be renamed MIND-craft, and maybe that
world perfecting mindset is its greatest contribution to our desire to make better virtual
worlds.
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Abstract. The use of video games as pedagogical tools that can be used within
the classroom has been an initiative that has been in use for a few years with
special emphasis since 2000. Therefore, using methodologies and tools that
motivate students is an interest of the educational field. However, it is important
to delve into the benefits of video games as educational materials that can
motivate students. In addition, the motivation within a video game entails that
the student can not only remember the facts and characters, but also that they
have the initiative to ask or know more about it, which is extremely useful for
active learning. This study aims to design a video game that improves students’
motivation on the history of Peru. The game focuses on the historical figure of
Mariano Melgar, hero forerunner of the independence.

Keywords: Human factors � Educational videogames

1 Introduction

Videogames are an inherently multidisciplinary field of study, since the very complexity
of their development requires the joint work of computers professionals, educators,
psychologists, sociologists, among others [1, 2]. Because of this, the construction of a
consensual definition of “videogame” is a complex enterprise, since it can be approa-
ched from the perspective of the computer specialist (see [3, 4]) as from the perspective
of the design of games or the very action of playing (see [5, 6]). Therefore, one pos-
sibility of integrated definition can be that which comprises the videogame as an
electronic device that fulfills a mediating function of the playful action of the human
being [7].

In line with the above, it is easy to see that videogames are the object of study of
different disciplines, not only because of their popularity with children and adults, but
also because of their proven benefits on cognitive, social and educational development
[8–10]. These benefits are possible, among other reasons, because of the immersive
characteristics of videogames, which generate a sustained interest of the users in the
game, which in turn, allows the player to keep interacting with the device and develop
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different abilities. Of course, these characteristics of immersion and sustained interest
refer us to an important construct in the field of psychology: motivation.

Motivation is understood as the set of impulses that keep a person performing a
certain behavior [11, 12]. These impulses can come from internal or external factors to
the subject, so that in function of these the types of motivation can be classified as
autonomous and controlled [11].

Autonomous motivation refers to the behaviors performed due to personal factors
(I do it because I like it, or because I consider it important) [11]. Controlled motivation
refers to behaviors performed influenced by factors other than the person, which can
influence in an authoritarian way to force a behavior (I do it because they force me, or
because if I do/do not do it, I will receive a reward/punishment) [11]. It is known that
the autonomous motivation has the greatest potential to sustain a personal interest in
people, which in turn generates positive consequences at the player’s cognitive and
affective level [13, 14]. Because of this, it is the kind of motivation that a videogame
should try to generate.

A term associated to motivation, and studies about videogames, is immersion. The
immersion with videogames can be understood as the cognitive, affective and emo-
tional involvement that a person experience when interacts with this type of media [13].
Along with this concept, Deci and Ryan [15] report that an important aspect related to
motivation is the feeling of competitiveness that the person experiences in the different
activities that he/she performs. This also happens when playing a videogame [14].

There is evidence that aims that if we promote an autonomous motivation, which
encourages the player’s competition [14], will generate high levels of immersion and
even generate Flow in the players. This is something desirable for any type of
videogame, because Flow is a generalized sensation that the person experiences when
acting with total immersion in an activity [16]. Its distinctive feature is the total
involvement in the activity, which implies high levels of enjoyment [16, 17]. Therefore,
it is desirable for any type of videogame to generate flow.

Although the differences characteristics of videogames have been studied to better
understand their benefits [10], a field of study that has not been addressed –particularly
in the educational context - is game design.

Game design is the structure from which a videogame starts to be developed, that
is, the guidelines about the mechanics, rules, objectives, narrative, and characters of a
video game [18]. The designs of video games, particularly educational ones, have been
addressed in different ways [19], and it has been found that each one of these has a
particular effect on the player [20]. Thus, mechanics can influence cognitive functions
(First Person Shooter), narrative resources can influence knowledge (real-time strategy
games, with history), visual effects in immersion (colors and graphics of any video
game), etc. [19–21].

An important aspect in the development of educational videogames is to keep in
mind the objective of learning in design. However, it is difficult if you do not have the
north to guide the process. Therefore, an initiative that can be addressed is the use of
thematic axes that serve as guidelines or guides in every decision or step that is made;
thus, the use of “creative pillars” that fulfill this function is proposed. The pillars are
“concept art” initiatives that can be useful for the design of videogames.
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Within the field of study of the use of videogames for education, design must be
oriented to the promotion of an intrinsic and immersive motivation that generates flow
states in human beings. Thus, from the analysis made to the design created, the fol-
lowing model of steps to follow to design an educational video game is proposed and
shown in Fig. 1.

The learning objective should help to delimit the creative pillars of game design.
Thus, they must generate guidelines that help filter game elements that help achieve the
learning objective. This process must be considered part of an educational process; the
complex part is to gamify that experience in a motivating and immersive videogame. In
this sense, the present study seeks to design a videogame that can motivate students to
learn history. With this purpose, it is proposed to approach and make a game design
proposal based on the evidence collected. Thus, a videogame (in alpha stage) was
developed to be used in a classroom. Likewise, class observations were made to
identify if the game was being used properly and if the students showed interest or
participated in the class. Finally, a focus group was held with five students who
participated in the class with the video game.

2 Method

Based on the principles of motivation and immersion, a methodology was designed for
game design and content development. In the first place, the use of thematic axes
(creative pillars) that guided the content of the game using symbols associated with the
historical content about the character of Mariano Melgar was established. also, it
considered the cognitive and physical development of high school students who are

Fig. 1. Educational game design model
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directed the game. Another aspect was the use of colors and a background theme: the
nostalgia and melancholy of the main character. Finally, the design based on the
thematic axes was executed.

In addition, due to the needs of the project, the game design considered that the
game can be incorporated naturally within a class. This was considered pedagogical
requirements and learning objectives that helped the design of the video game itself.

After design and development, the video game was tested in a high school class of a
public institution in Lima. We counted on the help of teachers to design a class based
on the characteristics of the game and the requirements of game design. A focus group
was conducted with five students (three men and two women), to identify the positive
and negative aspects of the video game.

The participants pointed out that the video game liked and motivated them to
continue playing and then to ask questions about the symbols. This proved that
designing symbols of the historical contents, framing them as cross-cutting aspects of
the videogame, allowed the attention of the students.

2.1 Participants

The participants were high school students, from two public schools in Lima. In the
first school 23 students participated (9 women and 14 men) and in the second school 14
students participated (9 men and 5 women). For the focus group, there were 5 students
from one of the schools.

The students who participated were between 14 and 15 years old and it was
considered that during their school years none had received classes on the historical
figure of Mariano Melgar, so the content to which they were exposed was new.

2.2 Materials

For this study, the following materials were designed:

• Interview guide: An interview guide was designed for a focus group, which focused
on identifying if the video game attracted attention and interested the students.
Likewise, it was sought to know the interest of this type of initiatives in comparison
with the traditional classes and with traditional educational materials.

• Observation Sheet: Class observations were made, where we sought to identify if
the teacher generated discussion spaces for the student to participate. In these, it was
identified if the following was fulfilled:
– Students participate in class, answering questions about the historical character.
– Students make comments on personal aspects of the historical character.
– Students use the videogame and ask questions about it.
– Students talk to each other about how to move forward in the game.

2.3 Procedure

The GDD (Game Design Document) of an educational videogame about Mariano
Melgar was made, following the model proposed from the review of the theory of
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motivation and immersion in videogames, as well as the principles of teaching and
learning. The narrative, mechanics, rules and art were designed according to this
model. Then, a videogame was developed in an alpha version that was introduced in a
history class. The classes were observed by the researchers, who reported the behaviors
of the teachers and students.

Finally, the opinion of the students was collected through a focus group, which
lasted thirty minutes.

Details of the areas of the game design are reported are as follow.

Learning Objective: The learning objective is for the students to know the historical
figure of Mariano Melgar, and his activities during the war for the independence of
Peru. To achieve this, it aims to capture the attention and interest of students for the
characters and content with which they interact in the game.

Creative Pillars: The creative pillars are a creative methodology that allows to filter
the elements and contents that will be considered in the videogame. As the goal is that
students are motivated to learn from a historical character (Mariano Melgar), it is
necessary to rescue the most representative aspects of the character. Everything that is
presented in the game must contribute to the learning objective. Based on the learning
objective, the areas that should focus on the character that is intended to be taught are
determined. Thus, from the information about Mariano Melgar, three important aspects
of his life were recognized: (i) Curious Intellectual, where the academic dimension of
the historical character is addressed: (ii) Romantic poet, where the romantic and ide-
alistic dimension of the historical character is addressed; (iii) Patriotic hero, which
addresses the political dimension and participation for the struggle for the indepen-
dence of Peru.

Narrative: The narrative presents the figure of Melgar from the creative pillars of the
videogame: Curious Intellectual, Romantic Poet and Patriotic Hero. The characters,
relationships between characters, scenarios, enemies and other elements are inspired by
the life, person and work of Melgar; but, in many cases the elements are symbolic of
Melgar’s life, person and work.

The narrative assumes that the players do not know anything about Melgar, thus, the
story is told as the story progresses.

Game Mechanics: The mechanics developed for this game are those of a platform
game. This allowed the player to better assimilate the symbols scattered in the game
environment.

Art: The graphic proposal of the game responded to what was proposed by the cre-
ative pillars. It was required to have symbols that highlight the image of Melgar as an
intellectual (see Fig. 2), poet (see Fig. 3) and hero (see Fig. 4).

Rules: The rules define the scenario where the game occurs. In that sense, many of the
rules are linked to allowing the player to assimilate the symbols expressed in the art and
characters.
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Fig. 2. Melgar as intellectual

Fig. 3. Melgar as poet

Fig. 4. Melgar as hero
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3 Results and Discussion

The objective of this study was to identify if the game design of an educational game,
managed to capture the interest of the students, generating immersion in them.

From the results obtained, two (2) of the three (3) immersion levels indicated by
Brown and Cairns [22] have been observed in the videogame Melgar: the last dream.
First, it is possible to observe the level of Engagement immersion. Next, the
appointments of the interview will be exposed where this level is evidenced:

Interviewer (I): “¿What did you like the most?”
Participant (P): “The videogame. The beginning of the videogame.”
I: “¿What do you think about the duration of the class? ¿Very long…very short?”
P: “Too short, we wanted to play more. It should be longer.”
I: “¿And what would you like to do?”
P: “That there are more levels of the game because it is very short (…)”
I: “¿And did you like the duration that was one hour of videogame and one hour of
class?”
P: “Yes. I just wanted to play the videogame only.”

(High school students, 14–15 years).

Brown and Cairns [22] point out that, in the first level of immersion, Engagement,
the player needs to invest time, effort and attention to learn to play and use the controls.
As it can be seen, Melgar: the last dream not only caught the attention of the students,
but they invested the necessary time to understand the game, to successfully use the
controls and finish it. Not only that, the students were willing to invest more time in the
videogame, as they suggested more levels and mentioned that it was “very short”.

In addition, it is possible to observe indications of the existence of the second level
of immersion: Engrossment. However, this is not achieved because the students
expected other elements in the video game.

I: ¿What things would you change in the game?
P: “More levels, more difficulty, multiplayer.”
P: “More difficult, with more characters.”
P: “The father of his beloved (Silvia) chasing Melgar.”
(High school students, 14–15 years).

Likewise, the students compared the differences between this type of approach
(with videogames) and the traditional method of teaching.

I: “Which differences did you notice between this session and a normal history
class? (about the learning of Mariano Melgar)?”
P: “We would take longer to learn [in a regular class]. Because in the class they
leave us books and we must read, instead here [with the videogame] they give us
clues.”
I: “¿And the graphics? ¿Everyone understood the instructions, what they have to do
and were able to locate at the time?”
P: “Yes, it was not difficult.”
P: “Yes.”
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P: “Yes, Yes.”
(High school students, 14–15 years)

Brown and Cairns [22] points out that, to enter this level, it is necessary that the
characteristics of the videogame be combined in such a way that the player’s emotions
are affected; they also point out that, in this state of immersion, the controls do not
represent a difficulty and the player’s mind focuses on the story. As it can be seen, for
the players of Melgar: the last dream, this did not happen due to the simplicity of the
game, which generates a need for more difficulty in the player. This could be related to
what Przybylski et al. [14] and Deci and Ryan [11] refer about the competition in this
type of activities. If there is no feeling of competitiveness when performing the action
(the game is difficult and challenges my skills to the limit) then no emotional responses
will be generated in the player. Also, you cannot get the player to enter a state of Flow.
This should be important for future studies and interventions in the design of educa-
tional videogames.

Although no evidence of the third level of immersion was found, Total Immersion,
Jennett et al. [13] mention that this is rarely achieved and that it is rather fleeting
experience. Also, it is possible that the short duration of the game and the context in
which it was presented have diminished the chances of reaching this level. In addition
to all that has been mentioned, it haven been observed that “Melgar: the last dream”,
have positively influenced the academic motivation of its players. Next, the quotes of
the interview where this influence is observed will be exposed

I: “¿How are your history classes here at school? ¿What do you think of them?”
P: “Well, interesting, pure theory. Pure work notebook,
copy the blackboard.”
I: “¿And what do you think of the way the game was integrated into class?”
P: “Well, because not only here we shared ideas, but also in the videogame they
gave us clues to develop our own ideas. It was beneficial to the questions that they
gave us.”
I: “¿Do you believe videogames are a useful tool for learning?”
P: “Yes, because we play and learn at the same time. Further, there is not like in
those games that there is a space to be able to skip history, moreover we enjoy it.”
I: “¿Would you like the videogame to be in your history classes?”
P: “Yes, because you would learn a lot, it should be like that with each hero of Peru.
More time to play, more characters.”
I: “¿As in a normal history class?”
P: “No, we would take longer to learn. Because in the class they leave us books and
we must read, instead they give us clues here. When we are reading we get bored,
words are new, and we cannot identify them.”
(High school students, 14–15 years).

González-Pienda et al. [23] mention that one of the dimensions of academic
motivation is the expectation component, which includes “perceptions and individual
beliefs about the ability to perform a task”. In this sense, we can observe that the
students do not know and cannot identify the new words presented in the books or
readings given in school, which could suggest that they do not feel capable of facing
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these tasks. However, the videogame allows students to feel more capable of per-
forming specific tasks, because they mention that “here (in the videogame) they already
give us clues”, that is, the game does not give explicit answers to the students, but
rather gives them the pertinent help so that they can face these tasks and feel capable
enough to solve them.

Likewise, [24] point out that another dimension of academic motivation is the
affective component, in which Pardo and Alonso Tapia [25], cited in [24] suggest that
people seek to understand and discover the causes of things that happen, the casual
attribution that we give will trigger a series of affective. In this sense, “Melgar; the last
dream” could positively influence the student’s attribution of success to the questions
presented to himself, since the videogame “gave clues” that would allow him to
develop his own ideas. Therefore, “Melgar; the last dream” could be a useful tool for
students to solve specific tasks in a successful way, and to attribute that success to
themselves.

This qualitative analysis was complemented by a class observation, to identify if
there were interest in the contents presented in the videogame.

For this observation, there were two qualified professionals. In the observation, it
was necessary to identify if the teacher allowed participation spaces for the students, as
well as the student’s interactions during the use of the videogame. It was observed that
the teachers allowed the active participation of the students, who made questions and
observations to the contents of the game and the historical character (Mariano Melgar).

Also, it was found that, during the game, the students interacted with each other and
asked questions about the events and symbology presented in the game, which was
expected.

From the results, it can be identified that the game design had the expected effect on
the students. This study allows to open the field of study about game design for
videogames in educational contexts. It is hoped that, in this way, the playful content of
an educational videogame will not be lost. On the contrary, it is expected that the model
proposed for this study will be useful for the development of immersive educational
videogames that motivate students.

4 Conclusions

The participants recognized that the videogame maintained their attention and interest
for what happened in the class. They continued to play and learn more about the
historical figure from the history of Peru (Mariano Melgar) and asked questions about
what was happening. The teacher in charge of teaching a class with the videogame took
advantage of this interest in the students to explain more about the historical figure.

The symbols and strategies used to design the videogame proved to have the
desired objective by the designers and, in addition, fulfilled what was expected
according to the theory on motivation and educational videogames.
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Abstract. The purpose of this paper is to study a game-based multimedia
design promote museum education. The museum is an important contributor to
the social education function, which should build a modernized public cultural
service by using modern technology and new environment. The research
methodology mainly adapted on three approach. (1) A literature review of the
relationship between people and museums, digital media education and
game-based learning. (2) An observation of the target groups behavioral habit in
the in specific British Museums. (3) A summarize of the particularity and the
popularity of the group. This paper focuses on three aspects to evaluate the
practical significance of the various theoretical results and discussed these
theories permeate the game-based multimedia design development in the
museum.

Keywords: Gamification � Interactive multimedia � Usability
Museum education � Children and elderly � User experience

1 Introduction

1.1 Research Background and Motivation

Museums as an educational institution to transmit social cultures which are assumes a
major responsibility as a public facility for the mass and can demonstrate the defects
and problems of education at cultural level. The educational concept currently has
limited energy and economic resources. Therefore, the role of the museum for edu-
cation is more important than ever before. Museums are a form of theatre in which the
varieties of human experiences and the complexities of the world are staged in ways
they find intriguing and helpful [1]. Museums act as a high quality environment for
public to both learn and relax in. Specially for children and elderly, which can absorb
the knowledge within a museum through a variety of senses and in a natural envi-
ronment to understanding the world. Digital media can enhance user relationships with
the museum whilst also learning cognitive and social skills [2]. Some museums have
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complex exhibition space with a mass of information about exhibits, which requires the
audience to be receptive to understand. But for children, they only want to focus on
more interesting things such as the digital screen and games and interactive items.

1.2 Aims and Objectives

The research aim is to effectively inform the audience of each museum exhibit. This
would be particularly so for two specific groups, being the elderly and children. It is
obligatory to encourage interaction between children and the elderly, to cultivate and
stimulate the interest of children to explore the world they live in. Moreover, to
enhance the museum directions and exhibits would help people to visit and view the
museum in a more efficient manner.

The objectives to achieve these aims are:

• To explore the relationship between the museum and the user.
• To investigate the effect of multimedia design within the museum.
• To produce background research through literature research.
• To investigate current digital design within the museum.
• To identify the main problems of visitors and the museum.
• To research audience behaviour upon their visit to the museum.
• To identify the main sequential flow of the exhibition.
• To analyse effective information according to observation.
• To perform critical reasoning of the existing design.

1.3 Relationships Between Children and the Elderly Within the Museum

Since the last century, museums began to open their doors to children. Children are an
important part of museum visitors and need a different way in which to view the
museum compared to adults. Children see and understand the world much differently to
adults. Children learn through touching, feeling, watching, listening and imitating. “In
favourable circumstances, the museum is a place where the child can begin to
understand the world in which he lives” [2]. The visual world is often intriguing to
children because of its vivid colours and shapes. Visiting educational museums can
help children to create a fundamental framework in the development of their minds.
Many parents realise how important it is for their children to learn knowledge through
museums. It has become an important part for th museum designer in considering the
needs of children and the best ways for the museum to engage with children. However,
most museums must start with the cooperation of schools and community organiza-
tions. Unfortunately there are still limitations for children to visit museums because of
protocol, such as requiring an advanced reservation for the programme and being able
to adapt to museum running schedules. There are convenient solutions in which to
create more opportunities and multiple-choice within museums for children to visit by
themselves. This would enable them to explore and discover the world without staff
guidance, (for example manual guidance), through interactive games and animation
displays.
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The increasingly large group of elderly within society has brought huge challenges
for the social services across the world. Museums, as an important cultural educational
institution, should satisfy the needs of spiritual culture across different levels and in
various forms for the elderly, for example, knowledge, understanding and aestheticism.
Aged audiences are those of active participants and have a keen interest in museum
exhibitions and other various activities. Whilst shouldering the responsibility of edu-
cating the next generation and scientific cultural knowledge instruction, the elderly
could be exploited through the museum as having profound knowledge of reserves and
rich life experiences. According to various activities, it could increasingly become a
form of communication with the next generation and a sense of achievement for the
elderly. In addition, it can be a form of continuous education for elderly people after
they have retired.

There are a number of museum educational features that should be highlighted.

• The main roae of the museum is to attract the audience based on the exhibitionitself.
The exhibits could composite visual images for visitors.

• Museum education is an intuitively reliable witness display of natural and human
history, which is hard to replace by any other form of education.

• The characteristics of museum education are professional, sociable and popular.
The museum environment is seen according to the themes which include the
arrangement of the exhibition, the explanation of exhibits and interior decoration.
Museum education should satisfy the requirement for service, cognition and the
understanding of society.

1.4 Education Digital Media Within the Museum

Education is one of the most important functions of the museum. Traditional museums
produce exhibition designs whereby the thinking mode is limited by technology, the
concept and the exhibition site, which leads to more and more limited space and
presentations. As a result, the consequences of the exhibition are less than satisfactory.
Traditional museums only provide simple illustration labels of exhibition items which
only show visitors in a visual way, making this a one-way style. It is hard for the
audience to have a resonance when the information is shown in such a formal way
without allowing relevant responses, which in turn gives the audience only a brief and
rough visit without leaving any deep impression. More and more museums are starting
to use media interaction design to transform the static visit guide, producing a
multiple-sense interaction which mainly focuses on historic stories [1]. The way in
which the exhibit information is usually conveyed in a single line, is transformed into
information that will prompt the visitor whereby mutual consciences are exchanged.
This method is committed to make the exhibition content and form unified and to
enhance the communication effect, so as to keep the interaction and design in accor-
dant. Present digital media museums most commonly exhibit ways in which to include
virtual reality and thematic displays. The visitors not only enjoy a feeling of being
personally on the scene, but can also have interaction during their visit through the
emulated environment based on VR technology. The digital interaction equipment is
featured with the capacity to get visitors easily immersed. The data regarding the
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museum itself, exhibition information and service contents can also be shown on the
exhibition items. Various types of information can be broadcast to visitors in a timely
and broad manner, which will encourage and enrich a deeper form of information
across all parts of the exhibition hall. The museum visit can produce a scene display
that is a process in which to lead and immerse visitors as being the principal part of the
scene. The combination of scenes and the emotions related to it is an important factor in
the design of multimedia interaction. Educational multimedia products require more
thoughts on the learning environment for children [3]. On the part of design, humans
are set to be a part of the environment, which allows visitors to choose the information
they need under the multiple sensory interactions.

1.5 Gamification and Game-Based Learning

Development of the learning system of the future is not to use digital learning, but to
change the ways in which people learn [4]. To combine education with games will
change the conventional wisdom of learning drudgery. “Educational games” are
defined as an instructive computer game program that cultivates the players’ knowl-
edge, skill, intelligence, emotion, attitude and values.

Interaction devices have a special educational meaning for children, such as
touchable screens, video displays and games. Games can enhance the relationship
between the user and the museum whilst at the same time learning cognitive and social
skills [5]. Through the game mode and its nature, the museum exhibition is more
normative and scientific, which can help visitors obtain good spiritual experiences such
as interest, pleasure, motivation and successful learning. During the games, the players
both cooperate and compete with each other. They win self-confidence and sense of
accomplishment when finishing a task; they gain recognition and praise from com-
panions in the interpersonal interaction; they will increase wisdom and improve skills
in the process of finishing the tasks.

Game playing is not just to allow children to learn in a relaxed and pleasant
environment through inspiring their interest of participation, but more importantly, the
fun of the game can be used to develop a child’s exploration spirit. The designer is
required to have a full understanding of the exhibition items, the environment, his-
torical and cultural background and to allow the visitors to explore things in their own
way, to use their own thinking and creativity and to develop social contact and
cooperation abilities. Therefore, the game design and planning is suggested to focus on
user experience and perception so as to improve the engagement and participation of
users and achieve the goal of gamification. Participation, relevance, interactivity and
openness are highlighted from the two aspects of content and form. Therefore, the
game design and planning is suggested to focus on user experience and perception so
as to improve the engagement and participation of users and achieve the goal of
gamification. Participation, relevance, interactivity and openness are highlighted from
the two aspects of content and form.
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1.6 Emotion Design Within in the Museum

Emotional design is a main point to be considered within interaction design, which is
clearly and intuitively related to the view of the world and values of people. This is an
essential role in which people can learn and understand new knowledge. Basically,
emotion design is divided into three different levels, visceral, behavioral and reflective
[6]. The visceral of emotion design is that of product appearance, which is related to the
human sense of feeling and comprises of sight, smell, hearing and touch. In order to
design a new product for the public, the appearance should conform to the aesthetic
public demand. The meaning of behavioral design is that of function. Design is focused
around life and can improve it. Most design is there to solve the inconvenient factor of
daily life, and has become an existing necessity. It will require the designer to con-
centrate on the fluent and natural for their product. The last function of emotion design
is reflective, which is a very important factor of personal feelings and thinking. The
designer should pay attention to information, culture and effects of the product. For
example, something prompted by personal memories, self-image and information can
convey one to other. According to reflected experiences, knowledge and culture can
establish one’s personal status within society.

For the design of museum, the designer should immerse emotion into the product
design, which by transition and transformation will develop the visceral, behavioral and
reflective to be as perfect as possible. This is achieved through translation of the
existing elements into the user demand. Colour is an important factor of the emotional
transfer, as it can extract the expression of feelings by the audience. Colour has
symbolic and national characters which can easily cause corresponding sympathetic
chords and cultural association with the audience. Through the design of the museum,
different colours can affect the emotions of people and have an impact on their first
impression of the exhibits. The overall tone of the exhibition should have the correct
colour choice which can create an appropriate atmosphere for the exhibition and to
encourage the interest of the visitor. Most of the exhibition should portray a quiet and
harmonious colour to avoid boredom for the visiting audience. However, the design for
children should adopt big and bright colours to make it attractive to them. In addition to
expressing emotional design through colour, it can also impact on the perspective of
experience. It should clearly identify the requirements of the main user groups and fully
inspire the instinct and intuition of the audience. Based upon User Center Design
(UCD) methodology, priority should be given to the perspective of the user to deepen
the impression of the product [7]. Therefore, research regarding the physiology and
mentality of the user is a necessary process before the design is started. Confirmation of
the target groups, analysis and the actual demand from target users is ultimate infor-
mation required prior to the start of the project. As part of the help the designer create a
suitable interaction design for users.

2 Method

The methodology is divided into five main aspects, namely secondary research, pri-
mary research and discussion.
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1. Secondary Research: This is mainly focused upon in-depth literature research to
gain an overview of the relationships between the elderly and the museum, children
and the museum and digital principles. All gathered information is obtained from
professional books, journal articles, newspapers and authoritative websites.

2. Target group: The age range of the target group is above 50 years old (elderly) and
under 11 years old (children). This is the general retirement age for older people and
the ‘eager for knowledge’ age for children.

3. Primary Research: To investigate the regularity of target group cognition, experi-
ence, behavior and environmental influence between museum interaction activities.
To Define the interactive experience requirements of target groups in museum and
find the main factor of Information dissemination according immersive interactive
experience in museum.

4. Non-Interventional Observation: As a qualitative study, the observation will be
recorded for Motion path, Activity behavior and interaction feedback from target
group in public. This method will develop with standard operating procedures
(SOP) to complete and collection date, to ensure the credibility, scientificity and
standard of information collection.

5. Discussion: Analyze the data of the target group interactive process in the museum,
and find out the general characteristics and pain points of the interaction experience
between target group and museum environment.

3 Participants Selection

The target population focus group related to elderly people taking their children to the
museum. Museums work as a public educational organization whereby children can
learn a vast variety of knowledge from. According to participants the activities could
inspire children’s imagination and creativity, but at the same time appointments for
activities are difficult for the elderly. The target population for this project is placed
upon the elderly and children who visit museum exhibitions without staff to help or
guide them. The age range of the target group is above 50 years old (elderly) and under
11 years old (children). This is the general retirement age for older people and the
‘eager for knowledge’ age for children. The intended customer profile would charac-
terise two different target groups on the basic background and requirement of the
museum facilities. The customer design preferences are an important factor to influence
the final design outcome. According to the museum observation, the elderly are mostly
more patient than younger people to discover and understand the detailed information
of exhibition objects. They are much more willing to explore and share their views with
others. The role of the elderly toward children is that of an interpreter. The enter-
tainment element of this project is important in attracting the attention of children,
through colourful displays and identification of shapes; therefore colour is an important
requirement. Reading and safety risks should be avoided for both the elderly and
children. Moreover, more attention is required by the elderly if their children are
playing in a dangerous facility within the museum.
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4 Primary Survey

The observation research will focus upon the sequential audience flow, behaviour of
visitors and the design of exhibition space. In order to discover and analyse existing
main problems within museums, the designer has carried out a detailed investigation of
the Ancient Egyptians Exhibition in New Walk Museum. It includes the number of
existing items, the audience visit line and the main products that receive the attention of
visitors. The length of observation is four hours, respectively across the Wednesday,
Friday and weekend, which is a very busy time for the exhibition. Visitors observed
amounted to approximately 52, including a group of primary school students. Effective
age research groups amounted to 11 of people over the age of 50 (elderly) and 27 under
the age of 11 (children). Other numbers equated to family tourists without elderly
people. In order to make convenient the observation and analysis of data, a SOP table
will follow.

4.1 Observation Subject

The observation aims are to understand the sequential audience flow within the
museum and the effectiveness of the existing exhibition space.

• To be aware of possible problems that may show up in the exhibition.
• To carry out a SOP before observation of the museum.
• To research audience behaviour upon their visit to the museum.
• To identify the main sequential flow of the exhibition.
• To analyse effective information according to observation.
• To summarize the observation research.

4.2 S.O.P

Standard operating procedure (S.O.P) is an important process in the preparation of
observation which must be considered prior to observation taking place. The obser-
vation places the focus on target groups that include people over the age of 50 years
(elderly) and under the age of 11 (children). The research starts upon entry to the
museum and the time spent reading the introduction information about the exhibition of
Ancient Egyptians. The next step is to observe the audience visiting process. Basically,
this is whereby the audience plays focus upon the exhibit description, looks at the items
and take photos. In particular, the process of reading the exhibit caption is a most
important part of the observation. Whether visitors prefer to read digital media or
traditional labels to understand the information will affect the design development
process. This will allow more consideration to be applied to the way in which to attract
the audience more toward the exhibition. Moreover, an interesting finding of the
research related to the break time required by visitors. It discusses how many visitors
would like to stay within the museum to relax and communicate ideas with their
partner, or to leave the exhibition without any communication ideas. This ‘break time’
could show the way to audience exchange of views, which could influence the story of
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design required making it attractive enough for visitors. Finally, to research the pos-
sibilities of a gift shop should the exhibition be attractive enough for visitors to want to
make purchases (Fig. 1 shows an example).

5 Results Analysis and Discussion

According to observation carried out, there are more than 16 items on display in the
exhibition (Fig. 2 shows an example). Because the exhibition space is narrow and dark,
the label content is not easy to read and understand. The Ancient Egyptians Exhibition
still uses traditional paper labels to display the information. However, the designer has
created new content labels that are fun and interesting. The lighting problem has a huge
impact on the ability to read any information. Many visitors prefer to change their idea
to guess the meaning of the exhibit with their friends and family. The museum has
created four special individual spaces for their audience, which can be seem in Fig. 2,
numbers 2, 8, 9 and 13. In the centre of the museum are numbers 2 and 9, whereby
there are a few chairs for visitors that are placed behind the touchable exhibit. How-
ever, this space is largely ignored by visitors because the display item cannot move nor
shows any difference between other exhibits. The visitors are more interested in the
model of a mummy, number 13, which has a lesser description in relation to the history
of the mummy. Number 8 is an interactive space to demonstrate the life of ancient
Egyptians. Interactive spaces could enhance the common exhibition items for the
audience, but unfortunately the space and facility have fallen into disrepair because the
overall outlook appears in a dilapidated condition. Most visitors are not interested in
this area, the exception being children who will play in this space.

The concept of sequential flow is originated in the architectural design, which refers
to the behaviour of the mobile trajectory within the space, based on personal beha-
viours. It is important to ink activities of people to satisfy visitor demands in the pattern
of space. This can be expressed as the embodiment of function requirement. The
sequential flow of the museum design is placed on the behaviour of people and
combined with scientific theory to combine and produce the outcome.

Fig. 1. S.O.P of observation.
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Based upon the observation, there are large numbers of exhibits that are displayed
in a small space. The museum is passive in its direction of people viewing the exhi-
bition. The role of the museum should be one to provide guidance to visitors to make
their visit comfortable and easy. The situation in the New Walk Museum shows the
main route for visitors is made clear, but some visitors may be attracted by separate
stages (Fig. 3 shows an example), but there is no signage or instructions to lead visitors
correctly through the exhibition of Ancient Egyptians. Museums should develop public
service functions to lead visitors to their museum.

Fig. 2. Layout of exhibiton.

Fig. 3. The sequential flow of exhibition.
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Results from the observation suggest that the data may be useful for future design
development. The results are show below:

1. Correct education concept and sense of worth

For the interactive exhibition design based on learning-through-play ideas, games
come as just thread to link scientific and technological knowledge. It is knowledge
within the exhibition hall that should become the focus of attention. While designing
games, we should make the best of connections among different items displayed in the
hall and give full play to the potential that scientific and technological knowledge have
to games. To some extent, gamification products are guiding and persuasive. Therefore,
the design of games should be based on exhibition information of museums themselves
and guide visitors with correct educational views and values. This way, unconsciously
visitors will be properly educated while playing games.

2. Realised the initiative of visitors

During the interaction, a participant of the game needs to completely immerse
himself in the museum scene, give free rein to his imagination and apply his mind and
hand before his independent creativity is unleashed. In this process, the exhibition staff
should restrain themselves from prompting to allow a natural learning and a full
exploration of the flexibility, curiosity and spontaneous impulse of the visitors.

3. Create a passive visit within the museum

Visitors should be able to focus on objects and contents without being concerned
about the route of visit. The designer should present the exhibition information and
route directions easily and conveniently during the visit.

4. Provide logical information

The exhibition introduction should require clear logic to avoid repetition or missing
exhibition objects.

5. Reasonable exhibition space

Ensure sequential flow is unimpeded to avoid convection and repetition, based on
the exhibition information. In order to avoid traffic congestion and collision with
different audient flows, there should be only one guide flow throughout the exhibition
space.

6 Conclusion

Through deeper research for this major project design, the role of education within the
museum is to display diverse and various multimedia and facilities to show the exhi-
bits. It could enhance the impression and knowledge for the audience, particularly to
improve the relationship between the museum and visitors. An interactive design can
offer visitors the opportunity to share experiences and ideas. For the elderly and
children, gamification could help to increase communication and encourage children to
learn about the exhibition history and culture.
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To conclude, the interactive multimedia design for a museum is a new concept
which will transform the way traditional information is conveyed. It is a necessary
development for museum education design in the future, and will give people a deeper
consideration toward the exhibition environment and user emotions. Although the
project was successfully completed on time, according to the research and design
results the project design can still be improved and extended.
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Abstract. The use of serious games for training can promote engagement and
encourage curiosity. While there is controversy over how to assess the effec-
tiveness of using serious games for training, research efforts have linked
instructional effectiveness to instructional objectives and game characteristics.
This paper describes these components in relations to a serious game for stu-
dents in the United States Army Jumpmaster course. The authors collected data
on usability through user feedback from surveys after the use of a serious game
called Learning Master. From the data collected, users perceived the serious
game to be simple to use, function appropriately, and have an intuitive design.
A majority of the users expressed confidence in using the system. The user
responses called for improvements in the visual display and simplified access to
the application. The design team plans to use this information to enhance and
finalize the serious game for future testing.

Keywords: Serious games � Jumpmaster � Game for training
Instructional effectiveness � Game characteristics for learning � Learning master

1 Introduction

The past decade or so has seen a major growth in the use of games for training, also
termed serious games. Serious games provide training in healthcare, in corporate
training, within academic institutions, and within the military (e.g., America’s Army,
DARWARS Ambush and Full Spectrum Warrior [1]. A serious game is a game that
primarily serves to educate or instruct [2, 3]. Unlike traditional training methods such
as classroom-based instruction, which rely solely on the instructor, or simulation-based
training, which is a replication of a real-world scenario, serious games act as an
instructional approach with a defined learning objective using game elements to pro-
mote active learning [4, 5]. The authors of this paper believe that serious games can
complement instruction by implementing meaningful serious game characteristics, such
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as, competition, goals, rules, challenging activities, and choices [6]. Different combi-
nations of these characteristics can innovate game design to promote learning.

A sample of literature on the training effectiveness of serious games [7] reveals a
lack of consensus. Hayes [8] found that research in the use of serious games for training
is often fragmented and enigmatic. One attempt to explain the training effectiveness of
serious games focused on curriculum content to illustrate its benefits for promoting
engagement and curiosity [9]. Other research focuses on empirical studies, such as
usability studies, playability aspects, and performance outcomes to measure the
effectiveness of serious games [10]. Despite the inconsistent viewpoints, there is a
consensus that serious games are entertaining-yet-educational, with the purpose of
improving learning. A technical report on instructional games suggests that effective
learning requires congruency between instructional objectives and game characteristics
(e.g., competition, goals, and rules) to produce instructional effectiveness [8] (see
Fig. 1).

2 Problem Statement

The U.S. Army Research Laboratory Simulation & Training Technology Center (ARL
STTC) designed and implemented a serious game, dubbed Learning Master (LM). The
Learning master functions in much the same way that the commercial games Trivia
Crack and Quiz Up work, with the key difference being that the instructor has access to
the server-side data. This access allow the instructor to add, edit or delete questions on
the fly and to know at any time what questions are challenging or ambiguous to the
students so that the information can be discussed in face-to-face meetings. The
application (also referred to as a serious game), uses competition to encourage exposure

Fig. 1. A Venn diagram illustrating instructional effectiveness as an overlap of instructional
objectives and game characteristics. Re-created from Technical Report by Hays [8].
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to questions. Students can play on their own or challenge other students. Responses are
timed and the best performers show up on a leaderboard. The instructor can recognize
the leaders in the class. This provides additional reinforcement in using the application.
The more students are exposed to the learning material, the better their performance in
an assessment [11].

The development of the serious game answered a challenge from the Leadership of
the Maneuver Center of Excellence, who sought to enhance student performance in the
Jumpmaster Course. A Jumpmaster has the responsibility of teaching students the
tactics, techniques and procedures associated with jumping from an airborne vehicle.
Specific responsibilities of the Jumpmaster include “rigging individual equipment
containers and door bundles and inspection of all equipment” [12]. The Jumpmaster
course trains personnel “in the skills necessary to jumpmaster a combat-equipped jump
and the proper attaching, jumping, and releasing of combat and individual equipment
while participating in an actual jump”. [13]). Students enrolled in this course undergo a
three-week, intense training curriculum. During the first week, they take a written
exam, the current pass rate of which is 70%. The LM application was applied to
promote learning effectiveness, and improve the pass rate without lowering learning
standards. The LM application works on the student’s own Android and iOS device.
The student is able to download the application and use it to learn the content for the
nomenclature exam. The nomenclature exam tests familiarity on the required equip-
ment to perform a jump. The LM application leverages characteristics from serious
games to create an engaging, entertaining, and competitive tool that supports
classroom-based instruction. The training application went through an iterative design
process incorporating serious game elements. The focus of this paper assesses the
initial user assessments of the prototype’s usability, and offers design considerations for
subsequent updates.

Past research methodologies concentrated on summative assessment (e.g.,
pre-post-test) to assess user performance [14] and by association, instructional effec-
tiveness. This proves advantageous for measuring learning directly through serious
game applications. The Systems Usability Scale (SUS) [15] was used to evaluate the
user’s responses. This paper examines the feedback from user’s responses on this scale
to the Learning Master (LM) application.

3 Design Recommendations

The design requirements established by the team of engineers, scientists, and artists,
with feedback from the training community, are illustrated in Table 1. The table pre-
sents the design categories leveraging characteristics of serious games and instructional
objectives for inclusion into the LM application to improve instructional effectiveness.
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4 Method

The participants, instruments, surveys, material, and procedure are included below.

4.1 Participants

The study was conducted at Fort Benning Columbus, Georgia. A sample of 63 par-
ticipants were recruited from an existing Jump Master class. There were 60 males and 3

Table 1. The LM application - design recommendations

Design category Recommendations

Challenge Goals
• Game goals must be consistent with the instructional objective
• Performance feedback should be provided soon after the student achieves
the goal

Competition
• The game should provide complexity and promote learning through
competition

• Competition would be achieved using live opponent or using a criterion
score

•Game scores must be related to the goal of the game
Curiosity Media

• The LM application should include audio and visual effects to promote
instructional content and reinforce learning

• Elements of informational complexity should stimulate learning and reduce
boredom

Instructional
quality

Instructional structure
• Game elements must provide foundational knowledge structure to reinforce
pattern recognition learning

• The students should be provided with feedback to understand inconsistences
and adjust learning based on corrections

• Debriefing and feedback should be provided by the classroom instructor as
an additional layer of instruction and to support the instructional objectives

Instructional
presentation

Instructional strategy
• A leaderboard serves as instructional strategy to present the competitive
criterion scores

• Achieving a criterion score should be a factor for advancing to a higher
difficulty level or starting a new game

Logging
capabilities

Data capture
• Logging capabilities include capturing the number of correct and incorrect
responses, questions frequency missed, response time, and the duration of
time in the application from start to finish and allow the instructor to provide
in-class feedback

Training platform Commercial mobile platform
• A platform that enables rapid development across Android and iPhone
mobile devices. The platform should be able to leverage platform specific
hardware acceleration and allow for compiling native performance
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females, whose ages ranged from 23 to 49 (M = 30.8, SD = 5.8). The participants
received no monetary compensation for participation in this study.

4.2 Instruments

To understand the feasibility of the LM application, perceptual data was collected in the
form of surveys

Surveys

Demographics Questionnaire: This questionnaire captures biographical information,
such as age, gender, education level, and experiences.

Systems Usability Scale (SUS): The SUS evaluates the usability of the LM applica-
tions. Participants were asked to rate 10 items, using a scale ranging from strongly
agree (1) to strongly disagree (5) [15]. The SUS serves as an initial data point to
examine the systems utility.

4.3 Materials

Learning Master Application: Participants downloaded the LM application on their
own Android and Apple smart phones. The application presented nomenclature test
content, which allowed the student an opportunity to practice prior to the course exam.
Figure 2a. Captures the image shown when downloading the LM application. Fig-
ure 2b. Illustrates the leaderboard exhibited in the LM application.

Fig. 2. (a) Login page after downloading LM game application; (b) leaderboard screen
displayed in LM game application
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4.4 Procedure

At a classroom in Fort Benning, the experimenter greeted the students and described
the research. Students then read, dated, and signed the informed consent. Next, the
experimenter asked the participants to complete the demographics questionnaire.
Following completion of the demographics questionnaire, a member of the research
team provided the participants with guidance on how to download the LM application
to their smart phones. Participants without a smart phone had one provided to them
with the application preloaded. The participants were asked to use the application on
their device to practice for the nomenclature test. The following day, the nomenclature
test was presented in a classroom-based setting with test facilitators. The test was
presented to the student using a paper-based format. Next, the experiment team
returned to the classroom to collect participant’s ratings through the SUS.

5 Results

Descriptive statistics were calculated using the Statistical Package for Social Sciences
(SPSS) to interpret the data findings. The SUS scores reported by users for the LM
application found a (M = 57.95, SD = 15.04). When correlated with a seven-point
adjective-anchored Likert scale by Bangor et al. [16], the outcome rating was “Ok” in
usability. Next, the SUS statementswere tallied to display the frequency scores (Table 2).

Table 2. Frequency response to SUS statements about LM.

Survey statements Frequency rating

Strongly
disagree

Disagree Neither Agree Strongly
agree

1. I think that I would like to use this system
frequently

6 9 20 12 3

2. I found the system unnecessarily complex 7 9 24 2 3
3. I thought the system was easy to use 3 4 20 12 6
4. I think that I would need the support of a
technical person to be able to use this system

15 13 13 4 1

5. I found the various functions in this system
were well integrated

3 6 31 5 0

6. I thought there was too much inconsistency
in this system

5 10 22 6 2

7. I would imagine that most people would
learn to use this system very quickly

1 2 19 16 9

8. I found the system very cumbersome to use 6 10 24 3 1
9. I felt very confident using the system 1 7 23 7 7
10. I needed to learn a lot of things before I
could get going with this system

10 11 16 7 1

11. The application was aesthetically pleasing 2 5 30 8 0
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From the results of Table 2, the responses in the SUS showed a majority rating for
“neither” when assessing the LM. In order to dissect the responses, the neutral state-
ments were barred, resulting in the extrapolation of the four ratings (i.e., strongly
disagree, disagree, agree and strongly agree; see Table 3.)

Table 3. Post-barred ratings for SUS

Survey statements Data extrapolation

1. I think that I would like to use this system
frequently

Barring the neutral statements of neither and
collapsing the poles into a binary, this comes
out with equal amount, 30% for and 30%
against the statement

2. I found the system unnecessarily complex Barring the neutral statements of neither and
collapsing the poles into a binary, this comes
out with 11% for and 36% against the
statement

3. I thought the system was easy to use Barring the neutral statements of neither and
collapsing the poles into a binary, this comes
out with 40% for and 16% against the
statement

4. I think that I would need the support of a
technical person to be able to use this system

Barring the neutral statements of neither and
collapsing the poles into one, this comes out
with 11% for and 61% against the statement.

5. I found the various functions in this
system were well integrated

Barring the neutral statements of neither and
collapsing the poles into one, this comes out
11% for and 20% against the statement

6. I thought there was too much
inconsistency in this system

Barring the neutral statements of neither and
collapsing the poles into one, this comes out
with 18% for and 33% against the statement

7. I would imagine that most people would
learn to use this system very quickly

Barring the neutral statements of neither and
collapsing the poles into one, this comes out
with 53% for and 6% against the statement

8. I found the system very cumbersome to
use

Barring the neutral statements of neither and
collapsing the poles into one, this comes out
with 9% for and 37% against the statement

9. I felt very confident using the system Barring the neutral statements of neither and
collapsing the poles into one, this comes out
with equal 32% for and 17% against the
statement

10. I needed to learn many things before I
could get going with this system

Barring the neutral statements of neither and
collapsing the poles into one, this comes out
with 18% for and 46% against the statement
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6 Discussion

Based on the results from the SUS survey, the following paragraphs present the
usability assessment of the LM application in the prototype stage. Examining scores for
statement 1 (i.e., “I think that I would like to use this system frequently”) and statement
3 (i.e., “I thought the system was easy to use”), there was a general conclusion in using
the LM application. Although the user interface design had a straightforward layout,
the users did provide ways to improve the usability of the LM application. These
include:

– Changes to the visual display text could be enlarged in size to increase readability.
– Images could be enlarged to maximize use of the display screen.
– The addition of more color in the images to drive the user’s attention towards

important features (and help identification on the nomenclature test).

The survey responses to question two (i.e., “I found the system unnecessarily
complex”) and question four (i.e., “I think that I would need the support of a technical
person to be able to use this system”) revealed that the users perceived the LM
application as easily discernable, which reduces the need for technical support to use
the system. This is likely attributed to the pre-training provided to the class on how to
use the application. The pre-training quality may have promoted curiosity and chal-
lenge, while reducing task complexity, frustration, and failure. Further, the pre-training
presentation matched the task and provided explicit knowledge, which reduced the
need for additional support in using the LM application.

The user responses to question five (i.e., “I found the various functions in this
system were well integrated”) showed that there was room for improvement in the
application’s functionality. At times, the presentation of the icons were difficult to
locate on the application (for example, arrow location). To improve functionality,
aligning the arrows to indicate the correct response would reduce the number of
misunderstood commands and promote positive training transfer. Another way to
improve functionality is to have expandable screen content, through finger-pinching the
screen to adjust the level of screen magnification. This may make the application more
intuitive and allow the content to be easily viewed.

Concerning question six (i.e., “I thought there was too much inconsistency in this
system”), the majority of the users reported an inconsistency with the LM application.
Perhaps those who felt that there were inconsistencies within the application were
referencing training content and not the application. During the assessment of the
applications, there were some inconsistencies where incorrect answers were displayed
as correct and correct answers as incorrect. The questions and answers were provided
by the schoolhouse. The incorrect responses have since then been corrected and
updated in the application. One system improvement that could mitigate this issue in
the future is to have a “report error” button on each screen that will capture the issue
then send it to the instructor for review and repair.

The survey responses to question seven (i.e., “I would imagine that most people
would learn to use this system very quickly”) suggest that users perceived the LM
application as user-friendly. This lends support to instructional presentation of the
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material received, which reduces the need for additional technical assistance. Future
research may consider investigating the instructional presentation using an alternative
method to determine the effectiveness on user performance outcomes.

The survey responses to question eight (i.e., “I found the system very cumbersome
to use”) and question number ten (i.e., “I needed to learn a lot of things before I could
get going with this system”) suggests the users were satisfied using the LM application,
as it was straightforward to use. Perhaps the LM application allowed the user to build
on their knowledge base. The LM application incorporates game characteristics, such
as rewards for correct answers and improvement in leaderboard rankings for better
performance. These characteristics are expected to enhance training delivery and
encourage future learning.

The survey response to question nine (i.e., “I felt very confident using the system”)
indicated that the majority of users felt some level of trust using the LM application.
User’s evaluation for trustworthiness of the technology may be based on a variety of
factors related to the user, technology and task [17]. Such support was found in early
stages of the prototype, as highlighted by the user’s survey responses to the LM
application. User’s confidence in using the LM application may foster trust in prepa-
ration for the nomenclature exam. The next iteration for testing the usability of the LM
application should consider comparing a course with the application and one with only
the traditional lecture to assess user performance, and to evaluate trust in technology
and levels of engagement.

7 Limitations

During data collection efforts, the following challenges were identified. One challenge
encountered was that the roster for the class is not final until the morning the class
begins. This makes it impossible to pre-populate a registration database for the students
prior to their arrival. The students are very limited in available time during the course,
so all activities had to be squeezed into very tight lunch times, dinner times or other
downtimes. Students wrote their email address and their student identification number.
This was used to establish a class-specific database and to allow their performance on
the application to be linked to their test scores. After the database was created, they
were able to download the software during their lunch hour. Even the student’s lunch
hour is busy, so some students did not bother to download and set up the software.

Another challenge the project team faced was that the application required
downloading directly onto each student’s personal android or apple smart phones. The
project team noticed that in the course of transcribing written emails to the database,
typos were made, to some extent this was worsened by the fact that the students needed
to provide their personal email rather than their government-issued email addresses. To
mitigate this issue, the project team asked the students to self-register using their
personal email address. In spite of the challenges that arose, the project team was able
to obtain data that served as a baseline for future research investigation.
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8 Conclusion

This paper described the initial steps for advancing LM as a tool for training in the
Jumpmaster course. A primarily analysis of the data provided observational trends and
usability assessment of the LM application. From the data, the following conclusions
are summarized and recommendations are offered. According to the user’s response to
the initial prototype, the system offers potentially usable application for training stu-
dents in the Jumpmaster course. The LM application has a simple, functional, and
intuitive ergonomic design. The pre-training support appears reduce the need for
technical support. However, there are design recommendations for the next phase;
these include improvements to the visual display and streamlining the administration of
the LM application. From these recommendations and improvements, the next iteration
of LM application may refine the efficacy of the application and return-on-investment
to the military.
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Abstract. The user participation in the software development process is a key
to improve the efficiency of business process, and more than likely, improve the
user experience. This research aims to examine the users’ perceptions and
expectations in the development of gamified applications. We outlined different
categories of banking software to represent two types of software game analo-
gies (soccer versus blackjack, respectively). Through user discussion, groups
and a survey questionnaire with open questions. Content and thematic analyses,
with Leximancer were used to analyse the text and to identify the key drivers of
the gamified software. The findings from the textual analysis revealed themes
(game, design, innovation, information, engagement, purchase, and analogy)
that represents the gamification key drivers for software development in busi-
ness. This is significant to understand the user’s perception about gamification to
attract, retain, and user’s engagement.

Keywords: Gamification � Software development � Banking � Leximancer
Content analysis � Human factors

1 Introduction

The purpose of this research is to examine the customers’ perceptions and expectations
in the development of gamified applications. E-business software development is a
human centric and socio-technical activity [4]. In software development, communi-
cation between stakeholders is at least as important as programming, yet project
development activities often emphasize the programming over the communication
aspect because customers usually do not have the time or patience to participate in
requirement gathering and discussion activities [25].

Human-computer interaction (HCI) community developed a large variety of
user-centered design (UCD) techniques, according to typical human behavior and
systems specifications. However, these methods are still underused and difficult to
understand by software development teams and organizations [22]. The task of
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managing a software project can be extremely complex, drawing on many personal,
team, and organizational resources [20, 21].

The business requirements always evolve, because of changes in technology,
customer needs, business domains, or even thinking on the engagement of new cus-
tomers [24]. The success of software development process is founded on three basic
pillars: processes, technologies and people [8]. Given the importance of people, sig-
nificant efforts to support and analyze decision making in these projects have been
made.

One important aspect is the diverse decision-making methods of professionals and
management teams driving the projects. The study we will present here may help to
develop and manage teams in order to understand the key drivers for gamification, and
adequacy of the developments in terms of design content and buying process. The
findings will provide business inside with feedback on customers’ attitudes towards
gamification design in finance. The results of the study may be guidance for developers
and marketers in order to improve the quality of the gamification software and finally
the customer acceptance and usage.

The importance of involving end-users and customers in the software development
process is widely recognized and was the primary motivation in the early 1980s for
work on “end-user” software development [2]. Much of this early work focused on
developing mechanisms that would allow end-users to directly contribute to the
development of requirements and designs, and understand the artifacts created by
software designers. The work at that time focused on developing requirements and
design notations that are “customer-friendly”, that is, that can be used to create
requirements specifications and system designs that provide customers with significant
and clear insight into those same characteristics.

2 Literature Review

What is missing so far in the recent trend to develop gamified business applications, is
more research to understand customers’ preferences in terms of expectations – to know
what they really would like to see implemented or have available –, trends and software
design. By trends, we mean the key drivers that lead to the engagement of customers
with a gamified application. Software design has to do with the concept of applying
game mechanics and game design techniques in serious business applications,
involving, and motivating customers to use these applications, and buy products - for
instance, in the case of business applications.

Researches that only focus usage and technical aspects of an application, fre-
quently, not just fail to engage participants with it, but they can indeed negatively affect
participants interest for the service or product offered [16], ruining possible business –
and even the public image of a company. Therefore, a good application, or website,
cannot just show, some items available for customers, with a nice look. It is also
necessary, though, is not enough, to be easy to use. However, again, that is not
sufficient. In fact, attract the interest of customers, as potential buyers, and stimulate
their intention to use an application and buy online, is usually a more elaborated (or
even complex) process.
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To a great extent, these are good reasons why research on gamification is often
focused on the conception and development of well-designed games, with its ele-
mentary elements and stimulating features for users, such as badges, rewards and
rankings (e.g. [5]). It is not that gamified business applications cannot work well if only
centered in design components (such as games characteristics and elements), but to be
successful, they must take into account the customers’ preferences on games design
and processes, from the moment of conception, and along all the development and
implementation process. A successful application does not just have a nice design with
games components [19].

Gamification is not a simple substitute for a friendly and interactive game design
application. More than this, it may be a very valuable alternative to frame a business
process. It is essential that business companies progressively understand the crucial
importance of customers, and the relevant role they may have on business success,
considering their implicit (or explicit) participation even in the adoption of some
information technologies, features and other options. How can, this may be achieved?
Asking the users and possible customers about their needs, expectations and feelings
(about a product and how they percept it may be presented in a more desirable way).
Some surveys may help in this sense.

We notice that we need to understand the motivations of customers in order to
fulfill desires goals. It is also essential that we enhance what they value the most, also
observing the type of information they search for, their buying decisions, always
considering their opinions, suggestions and needs, as well as applications usability and
attractiveness. In addition, if a gamified application can contribute to the literacy of
users the better it is [6]. In sum, we find out that we need to listen and interact with
customers to better identify key drivers with valued skills. They have an important
place in research, in fact, they are the top reason for research.

We verified that most examples of gamification do a remarkably poor job of
interpreting where the potential rewards come from, and none of those applications
adequately account the ways in which people and business contexts differ [5].

To date, research in gamification has mainly concentrated on how making gami-
fication systems fun and engaging for end-users [1, 10, 14]. An increasingly number of
gamification systems illustrates this fun, or enjoyable, design approach. Theories are
emerging to support subjects that involve business context [14], and some researchers
even feel that the purpose of gamification is to advance instrumental business
goals [12].

Nevertheless, focusing on business is still seen as a symptom of meaningless
gamification [14]. Therefore, and in that respect, we observe a large opportunity for
research into what is important for customers, but poorly understood, which is the area
of business gamification [15].

In the present paper, we aim to fill a research gap in the field of gamified systems,
examining the development key drivers for customers’ experiences in a gamified
business application. Thus, we may help to fulfill this gap by describing on a broad
contextual investigation underlying the customers’ key drivers for the design and
processes of gamified business, in the financial sector. We report the events,
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highlighted in our study that significantly threatened the success of a gamified business
system. Our study may help developers and managers to evaluate the quality and
adequacy of gamified business applications, and their development, in terms of design,
contents, and business targets.

3 Method and Sample

The research is centered on the analysis of customer reviews after they experienced,
and tested, a gamified software demo, developed for a digital bank, in Portugal, and
offers an explanation about what is more appreciated by them, and what lead customers
to use a gamified business application – or, in general, what may drive customers to
gamification usage.

In this study, we outlined different categories of financial software (mutual funds
and warrants) to represent two types of game analogies (soccer versus blackjack,
respectively). Therefore, we created two customer groups (soccer – composed by 8
bank customers, and blackjack – 7 bank customers; total N = 15). So, fifteen customers
(85% male and 15% female) were represented in this study, having more than 25 years
old (33% with age more than 40).

Each type of software was presented, and tested, by the participants in each of the
two groups: soccer and blackjack. After the participants’ testing experience, data were
collected through a paper questionnaire with six open questions:

1- What did you felt? 2- What did you most like? 3- What did you least like? 4-
What changes do you propose? 5- What is missing or what you would you remove
from the game? 6- Other suggestions for the game.

After, all answers were compiled in a Microsoft Excel spreadsheet, representing a
row for each customer/participant. We highlight that 2,036 words were obtained,
considering all participants written feedback.

To analyze all the data collected from customers’ answers to the questionnaire, we
used content and thematic analyses, with Leximancer, a statistical package adequate for
qualitative processing of data [18] - it has sometimes been applied in software
development contexts.

Leximancer is a software that conducts an unsupervised analysis of natural language
texts, given in an electronic format. Leximancer provides an inductive identification of
topics (or themes) with minimal manual intervention by researchers [23] in two types of
steps, or procedures: semantic, and relational. The text analysis capabilities provide an
overall conceptual structure for qualitative research, and detailed information on specific
topics, such as, software requirements and qualitative data analysis [13].

The Leximancer software can identify clusters of words – according to how fre-
quently they occur in sentences – that generally go together, close to a main text – a
possible concept –, which is then grouped together in a net with all processed concepts.
The concepts are so clustered into higher-level themes, shown as colored circles, which
are heat-mapped - in a concept map – to show the relationships between concepts, and
the proximity of the themes with each concept – the closer is a theme to a concept, the
stronger it is linked with that concept [11].
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4 Results and Discussion

The analysis of customer reviews, according to the data collected produced a concept
map with 7 themes, as follows: game, design, innovation, information, engagement,
purchase, and analogy (see Fig. 1). Moreover, themes were associated with important
concepts, like game, client, rules (game theme), colors, graphic, application (design
theme), idea, process (innovation theme), appealing, simple (information theme),
interest, investment (engagement theme), ‘game’ theme, analogy (analogy theme), and
purchase (purchase theme).

Therefore, the narrative for each concept, within each theme, confirms that the key
drivers that characterize the gamification usage (derived from the customer reviews after
their experience using the gamified application) are quite homogeneous and require the
attention of software developers and digital managers to keep a user’s attention.

We must note that customer feedback about software can help to measure software
quality [3], and improve customers’ acceptance [17]. Nowadays, digital company
managers have to manage their businesses in a very a competitive environment. Thus,
to know customer feedback is an essential component in any modern software
development toolkit, in in order to a manager or company remain as a strong

Fig. 1. Concept map of gamification: testers perceptions and expectation of e-business
gamification test development process (Source: Own elaboration).
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competitor, and that implies keeping customer’s happy [7]. The perceptions of cus-
tomers, and their feedback about a software application (for instance, after experiencing
a demo), can help managers, and software developers, to measure and improve cus-
tomers’ satisfaction, identify unhappy customers, reduce churn, and get valuable
insight about how a product or service can be improved and optimized [9].

This research enriches the existing literature by emphasizing the importance cus-
tomers’ perceptions and opinions in gamification software development. So, we suggest
that a gamified application, rather than just supported by data stimulated by the
researcher, should be tested by potential users/customers, to obtain their spontaneous
feedback (according to their reviews) that may be compiled through their answers to a
given questionnaire (with open-questions). Considering their perceptions towards
gamification in finance, an application may be improved by software developers, web
programmers and line teams, and finally made available, being more attractive and useful
to customers, and stimulating its use, and the intention to buy a product or a service.

The data text obtained from users may be processed with Leximancer, which is a
statistical software that processes content analysis of qualitative data, and produces
quantitative results, that may be shown in graphic modes, to highlight the main themes
and concepts in which perceptions of customers are categorized.

This study also contributes to digital business research by presenting a novel
approach for extracting, analyzing, and understanding customers’ perceptions in a
gamification context. So, customers’ feedback is essential to improve the quality of
business management software.

5 Conclusion

We conclude that in reference to customers’ perceptions and expectations on (the
development of) gamified applications, we may consider 7 main themes (game, design,
innovation, information, engagement, purchase and analogy) and 15 concepts (game,
client, rules, colors, graphic, application, idea, process, appealing, simple, interest,
investment, game theme, analogy, and purchase), that should be considered during
gamified software development, since they reveal a strong importance among cus-
tomers preferences. Hence, gamified applications may be optimized, to be more
attractive and effective, offer ease of use and enjoyable experience, and stimulate
customers to use them more often - and thus improving business.

Future research should examine the customers’ perceptions of other types of
gamified software in digital finance industry.
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Abstract. Although its history dates to the beginning of the videogame era, in
the recent years eSports has rapidly been maturing into a professional scene that
has captured a large and growing audience: the 2017 world finals of one of the
most successful pro gaming platforms reached a peak of 75.5 million unique
viewers, compared to the NBA finals, which averaged 20 million spectators.
Several studies already supported eSports as a legitimate form of sports. In this
paper, we focus on identifying the human aspects of eSports and we discuss their
relevance in competitive games. To this end, we discuss interviews with sports
and eSports professionals, and we analyze the results of a survey distributed to
athletes who are pursuing their career in traditional sports and in pro gaming.

Keywords: Human factors � eSports � Pro gaming

1 Introduction

Electronic sports (eSports) is a novel type of competition and spectator entertainment
that pits individuals or teams playing video games in front of a large crowd attending
the show in presence or remotely. The birth of eSports can date back to many com-
petitions but the one that stands out is the First National Space Invaders competition in
1980. Taking place in New York city with 10,000 participants, the concept of eSports
spectatorship was born by being broadcasted on live television [1].

In the recent years, eSports has continued to gain popularity and grow into an
unprecedented case in the history of computer and entertainment. Specifically, 2017
has been a successful year for eSports. League of Legends, the title of one of the
fastest-growing pro gaming scenes, held the knockout stage for the world finals, from
October 19th to November 4th. Statistics from this 20-day event include over 4 billion
hours of total time watched, a peak of over 106 million viewers during the semi-finals,
over 75 million unique viewers during the finals, and over 33 million concurrent
viewers throughout the tournament. To put these numbers into perspective, the 2017
NBA finals averaged 20 million viewers, only [2]. Indeed, the large numbers reported
by statistics help understand the magnitude of eSports in terms of popularity. Never-
theless, their growth is even more significant if compared to numbers from 2015. Riot
Games, the publisher of League of Legends, reported 36 million unique viewers for the
world finals [3]. These statistics indicate two-fold increase in popularity of spectating
live and online for eSports, in just two years.
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As other traditional sports, eSports has turned into an extremely popular spectator
sport. Many fans from all around the world flock to live eSports events to watch their
favorite players compete in person. In October 2013, one of the competitions sold out
the 10,000 available tickets in less than one hour [4]. Fans and live events are a driver
for the industry, and this is no different than traditional sports, such as, soccer or
basketball. As other competitions, eSports tournaments are broadcasted with
play-by-play commentary, slick graphics, player and team statistics, human interest
pieces, post-game interviews, and even instant replay analysis [5]. Over the history of
eSports, the popularity of team eSports has taken the spotlight leaving most single
player competitions behind [1]. With the rise of eSports players are turning competitive
video games into a career. Moreover, popular eSports, such as, Starcraft and League of
Legends, started to create a culture where best players become super stars.

Not only are eSports events drawing the focus of fans and spectators, but it is also
attracting a large amount of revenue. As the history of eSports has evolved, so has its
prize pools. In 1999 its average was under $100,000, while it increased to over $600,000
per eSports event, in 2015 [1]. Moreover, eSports are converging towards a structured
and lucrative business model in which players are organized into professional leagues
and tournaments. Starting in the spring of 2018 the North American League of Legends
Challenger Series (NALCS) will be moving to a traditional format for their league:
franchises will cost a flat $10 million for existing NALCS organizations [6].

Consequently, it becomes clear that it is not a question of whether eSports will
change the way we view and look at sports but how it will change the sporting
entertainment industry altogether.

2 Related Work

eSports has been maturing into a very professional scene that has captured a huge
audience that continues to grow at a rapid pace. The popularity and growth of the
industry plays a very important role in defining what exactly an eSports is for those
unfamiliar with the industry. Because the eSports industry is relatively new, it is hard to
create a definition for it, though achieving a common understanding for eSports is very
important for its recognition as a sport. However, one of the official definitions of
eSports (i.e., “Competitive tournaments of video games, especially among professional
gamers”) does not incorporate several crucial aspects of pro gaming. To this end,
authors created a check list on defining a sport [7]. Moreover, in the last years, several
studies addressed the debate about whether professional computer gaming can legiti-
mately be defined sports and compared to traditional athletic challenges. Indeed, the
evolution of eSports itself is contributing to the discussion [8]. Following some of the
major trends of the industry, eSports will probably continue to grow at a healthy rate,
and the line between eSports and traditional sports will continue to fade [7, 9, 10].

Indeed, eSports and traditional sports share several differences and similarities.
Nevertheless, only a limited number of studies focused on understanding the charac-
teristics that distinguish the two disciplines and the ones which make them similar. In
[11] the authors analyzed the importance of physical abilities and concluded that motor
skills are a defining element of eSports.
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Therefore, in this paper, we focus on the human aspects of eSports, and we use both
qualitative and quantitative methods to investigate the nature of the similarities of
electronic and traditional sports. Also, we detail the key psychological and physical
factors for agonistic success in pro gaming, and how they relate to other sports.

3 Study

In our study, we investigate the human factors that are relevant for athletes’ success in
pro gaming and in traditional sports, presented as similar categories. Our analysis does
not focus on contributing to the debate about whether eSports is a legitimate type of
sport. Conversely, we try to identify the common psychological and physical traits and
challenges of athletes in the two types of disciplines.

3.1 Materials and Methods

To this end, we realized interviews with four professionals working as managers or
coaches in sports and eSports. We selected respondents from Kansas Wesleyan
University which, in addition to traditional athletics, developed competence in
progaming, in the last years. Specifically, two individuals from conventional sports and
two from the eSports scene were selected for the interviews: C1 is the head coach for
the football team, they have extensive experience in coaching student athletes, and they
have a history of competing as a NCAA division 1 athlete; C2 is the head coach of the
woman volleyball team, and thanks to their track record in terms of team victories, they
took the position of the most successful volleyball coach in the history of the
University, in late 2017; C3 is a former member of a high ranking eSports League of
Legends team, and they currently hold the position of head eSports coach at the
University; C4 holds the position of eSports manager for the National Association of
Collegiate eSports (NACE), and they are the core founder of the eSports program at the
University, and during their undergraduate studies supported the hiring of a coach for
their program, which resulted to be C3.

Although the interviews were unstructured, we asked the similar questions to both
groups and we encouraged respondents to lead the conversation. Conversations with
coaches and industry professionals provided us with the opportunity of analyzing
common patterns emerging from individual experiences and perspectives. This, in turn,
helped us acquire a unique level of understanding of the key human factors for com-
paring eSports and traditional sports. Moreover, it supported identifying the funda-
mental aspects for developing a questionnaire, which was utilized to investigate the key
factors among athletes in traditional sports and in pro gaming.

Specifically, given their involvement with a very physical sport, C1 provided great
insight regarding the physical requirements for a top-level sport athlete. During the
interview, C2 focused on coaching success and demonstrated how sports operate and
the crucial aspects of how to build successful athlete and program. The conversation
with C3 resulted in a deep understanding of what it takes to build an eSports culture,
given their experience in creating a new program completely dedicated to pro gaming.
Also, by discussing about aspects which are relevant for coaching, C3 highlighted the
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individual human factors in becoming an eSports athlete, with a bottom-up approach.
Finally, the managerial experience of C4 integrated the study with a top-down per-
spective on what defines an eSports and how eSports organizations function across the
United States and worldwide.

Subsequently, results from qualitative interviews were utilized to design a ques-
tionnaire specifically aimed at exploring the human factors eSports by comparing
traditional sports athletes and pro gaming participants, with the hypothesis that both
groups share similar motivations, attributes, and traits in approaching their activity and,
thus, human aspects play the most crucial role in significantly characterizing both types
of sports as a single group. Specifically, the survey contained a total of five attributes
that were utilized to describe the key human factors of sports and eSports, and items
that aimed at getting more insights into the dynamics of players. The survey included
questions focused on the topics that emerged in conversations with coaches and
managers, and answers were collected using a Likert scale to achieve quantitative
results and to standardize the methodology across the two types of sports. Also, sub-
jects were asked to rank factors in terms of importance and impact on performance. The
questionnaire was submitted to participants selected among students. They were
divided in two groups: G1 included 48 individuals between the age of 18 and 25 who
are involved in traditional sports, whereas G2 featured 48 eSports participants within
the age range of 18–30.

4 The Human Factors of eSports

Interestingly, both C1 and C2 were aware of the growth and popularity of eSports.
Specifically, when asked about the difference between traditional sports and pro
gaming in terms of human factors, C1 commented “I cannot wait for the day that two
people sit down to play a competitive game of football through eSports; one of these
people has played football their entire life, been on a team through college and maybe
even in the professional leagues, whereas the other person has never physically played
football but competes in football via eSports and beats the player that competed in the
traditional sport; that is one of the reason that I think eSports is so interesting”.

When asked about a definition of eSports, C3 defined them as “a popular video
game that is competitive in the fact that there is a clear winner”. Therefore, the main
points that C3 bases this definition on is the concept of a winner and a loser. In this
regard, our respondents’ perception of pro gaming with the common definition of
traditional sports, which is an “athletic activity requiring skill or physical prowess and
often of a competitive nature”. Although this sentence supports the hypothesis that both
types of sports being are in the same group, more accurate analysis is required to
expand on the meaning of sports beyond the moment of the competition and identify
whether other factors are relevant in approaching sports. For instance, C2 commented
that “the first thing that pops into my head when I think of the word is technology; this
type of competition seems to evolve around visual equities, fast reflexes along with a
high level of hand eye coordination”.

However, as several other aspects are involved in eSports, our investigation of the
physical and psychological components might provide insightful information to
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reshape the definition of pro gaming to take into consideration additional features that
specifically characterize eSports. Also, our analysis includes results from interviews
and surveys to highlight the similarities and differences between traditional sports and
pro gaming, and to identify the most important human factors that play a role in
considering eSports as a legitimate sport (Fig. 1).

4.1 Competition

As mentioned in the previous section, competition is considered at the very core of the
definition of any sport activity. The presence of a goal that players have to achieve by
identifying strategies and the fact that the game will ultimately result in a winner and a
loser, seems to be the main motivation for playing. Sport, both in its traditional format
and in the eSports version, creates a scenario in which players deeply experience the
dynamics of competition, which are among the most important psychological drivers
for any animal species. In this regard, League of Legends is a very clear example of an
environment where teams contend for resources. Moreover, C2 considered competition
as the most important, must-have feature of sports as they revealed: “throughout my
entire life I have been playing sports; if I had to pick one word to describe sports, it
would have to be competitiveness; I believe that competitiveness alone drives many
people into the world of sports”. In this regard, C1 agreed with C3, as both stated:
“when deciding whether something is a sport or not, we need to look at how it ends; if
the outcome is strictly through competition resulting in a winner and a loser, then it is a
sport, while if the outcome is decided by opinion, then it is art; I believe that eSports
are more of a sport than gymnastics because the outcome results in decisions made by
facts”. Moreover, C1 reported that the most important trait determining sport is com-
petitive integrity: “a winner and loser will be determined by only internal sources
following the rules of facts”.

Fig. 1. Ranking of important factors for eSports and sports.
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4.2 Inclusivity

During the interviews, respondents referred several times to items, which can be
associated with inclusivity, a very unique and distal factor of eSports. Surprisingly,
inclusivity was not taken into consideration by other studies, and it receives less
attention. However, its ability to be unbiased helped eSports grow to the level of
popularity that it has today. Surprisingly, the topic was introduced by a traditional
sports professional: C1 revealed that “eSports is one of the most inclusive sports that
exists. It is completely unbiased toward gender, size, weight, race, or even religion:
anyone can sit down and be included”. As eSports players start their career autono-
mously and games develop in a collaborative environment that augments a
single-person physical setting, almost anyone can start playing eSports. Then, when
they reach competitive or professional levels, their skills and ranking are the only
factors that matter. This feature, which eSports inherently has, is increasingly being
introduced in traditional sports, to make them diverse and inclusive in terms of levels of
physicality, ethnicity, origin, gender, and status. C1 continued supporting the analogy
between the two types of sports by mentioning their efforts in improving the inclusivity
of their football program: “this is one of the things that I love most about sports; in my
football program, I have almost every type of demographic other than females. I have
players that line up together, go to meetings together, even laugh and bond together.
I get the privilege to bring all these people together in harmony to accomplish one
thing; eSports is very similar to this but on a much larger scale”. However, our findings
contrast with other studies about diversity in eSports [12], as our participants might not
be aware of statistics about gender and ethnicity, and therefore, their beliefs might be
biased.

4.3 Concentration

Concentration was another factor evaluated during the survey, following suggestions
given by the four respondents. Concentration resulted in the highest-ranking factors in
terms of importance and impact on performance for both traditional sports and pro
gaming. The results of the survey showed that concentration is more critical in eSports
than in traditional sports. However, this is not a statistically significant difference.
Moreover, the differences in duration and dynamics of eSports matches might explain
this difference: traditional sports have breaks and time-outs that help players rest and
relax to a certain extent, whereas pro gaming tournaments consist of uninterrupted sets.
This is supported by C4, who discussed an example in League of Legends: “a match
can last anywhere from 20 to 60 min; in this time there are no time outs, no breaks or
rest, and all the players are experiencing very intense situations; a lack of focus or
concentration for a single moment can lose the whole match for them; concentration is
something that a professional eSports player cannot lack”.

4.4 Critical Thinking

Critical thinking ranked second as a key success factor for both traditional sports and
eSports. Both groups were aligned in attributing the same value to this item. Indeed, as
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sport implements a type of game, teams’ strategies significantly contribute to victory or
loss, and individuals’ tactics are important in improving the outcome of a coalition.
Therefore, both sports and eSports have an intellectual component which is more
important than physical aspects, as confirmed from our results (see Physical prepara-
tion). Among respondents, C2 had a great perspective on the contribution of critical
thinking to a competition: “when you look at the best college players in the nation and
at elite level players, those individuals have exceptional critical thinking attributes”.
Moreover, this factor is directly associated with competition, as C2 referred “what
drives most players is more passion and heart, but when a player has great critical
thinking abilities that is what brings them to be a whole new level as a competitor”.
This is in line with findings from previous studies, which addressed the dynamics of
specific games, such as, League of Legends [12–14].

4.5 Dedication

Participants ranked dedication as the third factor in terms of importance and impact on
performance, with a slight difference between traditional sports and eSports, with the
latter scoring lower. During the interview, C4 commented that “almost all of the most
successful teams pour their soul into eSports; if there is anything that these players do
have it is dedication”. However, other participants had the same perception in regard to
sports. As shown by our findings, the difference in dedication between eSports and
traditional sports is extremely limited. As a result, we can conclude that high level of
dedication is extremely important for both categories.

4.6 Practice

The survey explored practice, as during the interviews this emerged several times in
respondents’ sentences. Specifically, C3 commented: “we practice at least five times a
week inside and out of the game; a lot of the time that we put into practice consist of
game plan, strategy, and improving overall individual performances within the game;
often, when people think of competitive video games, they see it to be nothing but fun,
unfortunately this is not the case; the main focus for our team is to get better and

Fig. 2. Hours dedicated to training.
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produce good results in competition; once this is accomplished, we do try and have a
little fun”. However, similar comments were made by professionals from traditional
sports. Data from the survey (see Fig. 2) show that pro gaming players perceived
training as less important than subjects in the other group.

4.7 Physical Ability

Physical ability was discussed extensively during the interviews, and it was included in
the survey. C1 supported the hypothesis of a great similarity of the two types of
disciplines by stating that “eSports competitors are athletes; they are using their brains
and their body to compete”. This is an especially interesting perspective on the need for
physical ability in eSports and sports, as C1 is a professional in the traditional sports
space”. The importance of physical ability in eSports was reiterated by C4, who made
several comments on the physical factors that play a role in competitions. They stated
that “many people underestimate the physical requirements of eSports; without fast
reaction time, and hand eye coordination an athlete won’t find much success in
eSports”. Although this category had the largest disparity between the two groups of
responders (with eSports players attributing less than half the score of traditional
athletes), both ranked physical ability as the least important factor.

4.8 Audience Engagement

During the interviews, respondents reported several elements related to players’
engagement in the game, such as, competition, strategic thinking, and technical
preparation. Moreover, they spontaneously introduced distal items that expand outside
the individuals involved in the game, which, in turn, can be associated with the concept
of audience. Although very marginal in some conversations, this factor can be con-
sidered one of the defining aspects of sports, and it deserves some consideration in the
definition of the word. Furthermore, it is one of the fundamental components of the
success of a specific type of sport, or game. Although this factor was not included in the
questionnaire, the interviews revealed that when investigated further, the presence of an
audience sets the boundary between what can be considered sport (e.g., basketball or
League of Legends) and what is just an activity, such as, playing with cards. Specif-
ically, C2 stated: “it is not a sport if there is not any level of entertainment for
spectators; the first thing that comes to my mind when thinking about sport, is the word
spectator: will anyone want to sit down and watch this? What type of value does this
bring outside of the competition”. Also, the presence of an audience of viewers creates
a generative loop which is beneficial to the development of a sport: higher levels of
engagement drive commercial interests which, by injecting resources, promote dis-
semination to a larger audience.

4.9 Continuous Training

The survey asked athletes from pro gaming and traditional sports about their training
habits and practices in the off-season, to investigate how they prepare to get ready for
competition. We offered four different options, and we gave respondents the opportunity
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of adding their own opinion. Results are shown in Fig. 3, and they demonstrate a
common perception of the level of training required by their discipline.

Also, we focused on time spent on training. Figure 2 illustrates how many hours the
two types of competitors spend training each day, and it highlights the level of dedi-
cation and commitment both groups of players must have.

5 Conclusion

eSports is a form of competitive sports that heavily relies on the use of technology and
video games. In the recent years, its level of popularity has started to spread outside of
the eSports culture and into more traditional sports settings. As a result, several studies
identified the similarities between sports and eSports, and made a legitimate case for
the latter being considered as a sport.

Our study investigated the human factors involved in eSports, and we addressed the
topic from the perspectives of coaches and athletes of traditional and electronic sports.
To this end, we conducted interviews with professional coaches and players of student
teams and eSports leagues. Also, we realized a questionnaire in which we addressed 5
aspects related to individuals’ agonistic preparation to tournaments, that is, dedication,
practice, concentration, critical thinking, and physical ability.

From our findings, we can conclude that professional coaches share a similar
perspective on the challenges and dynamics which traditional and electronic sports
have in common, though the intensity of physical activity might be perceived as
different. Moreover, specific advantages of eSports, such as inclusivity and the ability
of being unbiased, were praised by both groups of coaches. Furthermore, data from our
survey shows that 73% of sport players (both groups) recognize pro gamers as athletes,
whereas 27% of respondents do not consider eSports as an agonistic activity. In
contrast, results from our quantitative analysis reveal that there is no statistical dif-
ference between traditional and electronic sports in 4 out of the 5 dimensions of
agonistic preparation considered by our study.

Fig. 3. Type of training and strategy implemented in the off-season period.
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As a conclusion, achieving a better understanding of the common human factors,
dynamics, and challenges of sports and professional gaming might help define the
interpretation eSports and leverage the opportunities that arise from the similarities
between traditional and electronic sports.
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Abstract. The impressions of pictures and voices of the characters in “The
Idolmaster” were investigated. In Experiment 1, pictures of 61 characters who
appear in the mobile game, “The Idolmaster, Cinderella Girls Starlight Stage”
were used as stimuli. Moreover, voice recordings of the title calls spoken by
voice actress were used as stimuli in Experiment 1. The participants were
requested to rate their impressions of the stimuli. The results of factor analysis
showed that the impression space was constructed by three factors: “activity”,
“coolness” and “evaluation”. In Experiment 2, the congruency between the
pictures and the voices was investigated. The results showed that coincidence in
both the activity and the coolness factors was important for the congruency
between the pictures and voices.

Keywords: Congruency � Character design � Semantic differential method
Voice actress

1 Introduction

Animated movies (anime), video games and cartoons have developed within the
sub-culture on Japan. However, in recent years, these contents have been called “Cool
Japan” and Cool Japan contents are recognized by the government as an
export-oriented manufacture of Japan. In fact, the Japanese Ministry of Economy,
Trade and Industry supported overseas operations of Cool Japan contents under a
supplemental budget of 34.4 billion yen in 2012 (Japanese Ministry of Economy, Trade
and Industry, 2012) [1].

In the present study, impressions of pictures and voice recordings of the characters
in “The Idolmaster” were investigated. Moreover, the correlations of the congruency
between character designs and voices were also investigated. The Idolmaster is one of
the successful series of video games in Japan [2]. It was first released as an arcade game
in 2005, and new contents have been developed for consumer and mobile games over
ten years. In recent years, anime content was also created for TV series and movies.
The gameplay and story follows the career of a producer in charge of training
prospective pop idols on their way to stardom.
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In this series, various types of young girls appear as prospective idols. Each girl
was designed with a different face, style and fashion. Moreover, a different voice
actress voiced each one. In the present study, perceptual experiments were conducted
using the pictures and voices of the characters in the mobile game, “The Idolmaster,
Cinderella Girls Starlight Stage” [3].

2 Experiment 1

2.1 Methods

Experiment 1 consisted of two sections; Sects. 1 and 2. In Sect. 1, pictures of 61
characters who appear in the mobile game, “The Idolmaster, Cinderella Girls Starlight
Stage” were used as stimuli. In this game, 61 different voice actresses individually call
the title “The Idolmaster, Cinderella Girls Starlight Stage” as the characters. In Sect. 2,
these 61 voice recordings were used as stimuli. Twenty students from Kanazawa
Institute of Technology participated in the experiment. One half of the participants
were familiar and the other half were unfamiliar with the game. They rated their
impressions for the 61 pictures of the characters in Sect. 1, and for the 61 voice
recordings in Sect. 2, using sematic differential method. Twenty-four seven-step
bipolar scales shown in Table 1 were used in the rating. The pictures were presented on
a computer display EIZO FlexScan SX2462W-PX, in Sect. 1, and the voice recordings
were presented through headphones STAX SR-404 in the level of LAeq =
75.5 − 83.3 dB, in Sect. 2. The participants sat on a chair in a dark sound-proof room
and were requested to view or listen to the stimuli.

2.2 Results and Discussion

The rated values for each scale and each stimulus were averaged over participants.
Factor analysis with principal factor method and varimax rotation was performed using
these averaged data. The results showed that the three-factor solution accounted for
78% of the data variance. The three factors were labeled “activity”, “evaluation” and
“coolness” respectively, after the scales which showed high absolute values in the
factor loadings. The pictures with high values in activity tended to show active poses
wearing clothes that were easy to move in, while those with high values in evaluation
tended to wear proper and feminine clothes. The pictures with high values in coolness
tended to show fine-looking faces with up-angled eyes and gentle poses. The voices
with high values in activity tended to have clear accents and large intonations, while the
voices with high values in evaluation tended to have clean timbre. The voices with high
values in coolness tended to show high intelligibility.
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3 Experiment 2

3.1 Methods

A picture was selected from each quadrant of the three-dimensional impression space
in Experiment 1. The corresponding voice recordings were picked up. They were called
original voices in the present study. Moreover, eight spoken voices which placed in the
shortest distances from the eight original voices were picked up, and called similar
voices in the present study. Each original voice and similar voice were placed in the

Table 1. Semantic differential scales and their factor loadings.

SD Scale Factor
Activity Coolness Evaluation

Powerless - Powerful .892 .330 .014
Weak - Strong .717 .648 -.008
Unfit - Healthy .830 .434 .209
Dull - Vivid .957 .035 .118
Dark - Bright .911 -.056 .310

Boring - Joyful .911 -.159 .311
Calm - Aggressive .957 -.101 -.044

Gloomy - Cheerful .928 -.011 .269
Gentle - Showy .950 -.057 -.064
Sober - Flamboyant .898 .007 .203

Unimpressive - Impressive .712 -.016 -.247
Lethargic - Ambitious .924 .079 .221
Childlike - Mature -.159 .889 .133

Loose - Tight .221 .906 .198
Girlish - Boyish .521 .803 -.135
Round - Sharp -.021 .945 .008

Hard - Soft .139 -.909 .259
Unpleasant - Pleasant .311 .025 .884

Dirty - Clean .180 .213 .899
Clouded - Unclouded .270 .033 .895

Ugly - Pretty .347 -.382 .789
Rough - Smooth -.380 -.204 .821

Recusant - Dutiful .156 -.659 .620
Banal - Unique .460 -.285 -.550

Cumulative Contribution Rate .462 .702 .874
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same quadrant of each corresponding picture. Table 2 shows the list of the characters
and voice actresses. The eight pictures were synthesized with 16 voices (eight original
and eight similar voices), resulting 128 audio-visual stimuli were constructed. The 20
participants who participated in Experiment 1 rated their impressions for each of the
128 stimuli using semantic differential method. The 24 scales shown in Table 1 were
used in the rating, in the present experiment again. Moreover, the participants were
requested to rate the degree of the congruency between the picture and voice for each
stimulus using a seven-step unipolar scale. Each stimulus was presented through
headphones STAX SR-404 in the level of LAeq = 75.5 − 83.3 dB and a computer
display EIZO FlexScan SX2462W-PX. The participants sat on a chair in a dark
sound-proof room and were requested to view and listen to the stimuli.

Table 2. List of selected characters and voice actresses. The voices with odd numbers are the
original voices and those with even numbers are the similar voices.

Character name Voice actress ID

Picture AYAME HAMAGUCHI P-1
UZUKI SHIMAMURA P-2
AKI YAMATO P-3
KIRARI MOROBOSHI P-4
SYUKO SHIOMI P-5
CHIERI OGATA P-6
ASUKA NINOMIYA P-7
SYOKO HOSHI P-8

Voice AYAME HAMAGUCHI Masumi Tazawa V-1
MIO HONDA Sayuri Hara V-2
UZUKI SHIMAMURA Ayaka Ōhashi V-3
YUMI AIBA Juri Kimura V-4
AKI YAMATO Tomo Muranaka V-5
RANKO KANZAKI Maaya Uchida V-6
KIRARI MOROBOSHI Rei Matsuzaki V-7
MIRIA AKAGI Tomoyo Kurosawa V-8
SYUKO SHIOMI Lu Ting V-9
RIN SHIBUYA Ayaka Fukuhara V-10
CHIERI OGATA Naomi Ōzora V-11
ARISU TACHIBANA Amina Sato V-12
ASUKA NINOMIYA Shiki Aoki V-13
KANADE HAYAMI Yuko Iida V-14
SYOKO HOSHI Satsumi Matsuda V-15
KOUME SHIRASAKA Chiyo Ousaki V-16
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3.2 Results and Discussion

The rated values for each scale and each stimulus were averaged over participants.
Factor analysis with principal factor method and varimax rotation was performed using
these averaged data. The results showed that the three-factor solution accounted for
87% of the data variance. Table 1 shows the factor loadings. The three factors were
labeled “activity”, “evaluation” and “coolness” respectively, after the scales which
showed high absolute values in the factor loadings. These three factors were identical
to the results in Experiment 1.

The audio-visual stimuli were plotted in the three-dimensional impression space.
The plots of the stimuli tended to be grouped by the voices rather than the pictures in
the space. To confirm this, the centroid and standard deviations were calculated for
each voice and each picture. Figure 1 compares the standard deviations between the
voices and the pictures for each factor. The results of t-tests showed that the value of
the standard deviation of the voices was significantly smaller than that of the pictures
for each factor (p < 0.05). This implies that the effects of the voices on the impressions
were larger than the pictures. Figure 2 shows the plots of the audio-visual stimuli in the
three dimensional space, spanned by activity, coolness and evaluation factors. The
stimuli are identified by the voices in Fig. 2.

Figure 3 shows the congruency for eight cases of coincidence between the voices
and pictures on the three factors, activity, coolness and evaluation. The congruency was
compared among the cases using one-way ANOVA and multiple comparison tents with
Tukey’s HSD. As shown in Fig. 3, there was no significant difference between the case
where the voice and picture coincided in all factors and the case where the voice and
picture coincided in the activity and coolness factors, in the significance level of
p < 0.05. Moreover, the congruency in the case where the voice and picture coincided

Fig. 1. Standard deviations were compared between the voices and the pictures for each factor
of the activity, coolness and evaluation.
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in the activity and coolness factors shows a significantly higher value than the cases
where the voice and picture coincided in activity and evaluation factors and in coolness
and evaluation factors. These results imply that the coincidence in both the activity and
coolness factors are important for the congruency between the voices and the pictures.
The coincidence in the evaluation factor is less important for the congruency.

(a) Activity – Coolness plane

(b) Activity – Evaluation plane

Fig. 2. The audio-visual stimuli were grouped by the voices and plotted on the
three-dimensional space, which is spanned by the activity, coolness and evaluation factors
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Finally, the participants were divided into familiar group and unfamiliar group with
the game. Moreover, the stimuli were divided into combinations where the original
voices were paired with the pictures and combinations where the similar voices were
paired with the pictures. Then, the degrees of congruency were compared among the
four cases by two-way ANOVA as shown in Fig. 4. The results showed that there were
no significant differences between the familiar and unfamiliar groups and between the
original and similar voices, in the significance level of p < 0.05. These results imply
that the familiarity with the game did not affect the congruency and the voices which
possessed similar impressions could be replaced to the original voices.

Fig. 3. Averaged degree of congruency between the pictures and voices were plotted as a
function of cases of coincided factors.

Fig. 4. Congruency between the pictures and voices for the participants familiar and unfamiliar with
the game, and the original voices paired with the pictures and similar voices paired with the pictures.
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4 Conclusion

In the present study, the impressions and congruency of the pictures and voices of
characters were investigated in the context of the Idolmaster. The results showed that
the impressions of the pictures and voices were illustrated by the three-dimensional
space which was spanned by the activity, evaluation and coolness factors. It was also
shown that the effects of the voices on the impressions were significantly larger than the
pictures. Moreover, coincidence in both the activity and the coolness factors was
important for the congruency between the pictures and voices.
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Abstract. Although there are many types of game development methodologies,
there are few academic studies about actual processes used by game creation
studios. To fill this gap, this paper presents a study around a character devel-
opment during the production of the game Heavy Metal Machines, a multiplayer
competitive game about battle of machines, developed by Hoplon Infotainment
company, localized in Florianópolis, Santa Catarina, Brazil. This case study
used a qualitative research method, by watching and evaluating for ten weeks
one of the character’s development. This research was executed with the stu-
dio’s team of developers. The author followed the team during the character
development and finalization, watching the development meetings, and followed
the creation and delivery of each artifact related to the character. All this process
will be presented in this paper, showing in full depth the steps listed above,
helping game designers and students improve their workflow, using industry
proven methods.

Keywords: Multiplayer game � Character � Develop process

1 Introduction

The objective of this paper is to describe the character development process of the
Heavy Metal Machines free to play game, developed by Hoplon Infotainment, a
Brazilian game developer company based in Florianopolis, at Santa Catarina province.
The Heavy Metal Machines game is a computer game of a gender known as MOBA,
that means Multiplayer Online Battle Arena. The MOBA is a gender focused in
competitive play and digital championships.

The digital game industry has grown to global scale in the last decades, since the
first videogame, Magnavox Odyssey [1]. This industry makes more than U$ 90 billion
each year [2]. Brazil entered and has been growing in the game development business,
with companies across the country, like Hoplon Infotainment. Founded in 2000,
Hoplon is a game developer company with more than 70 employees and has developed
international games like Taikodom and Taikodom: Living Universe. It’s focused in
develop computer, multiplayer, free to play games.

The Heavy Metal Machines game has multiple characters, each of them with
unique styles and different roles in the game. In order to reach the established objective,
that is the game character development process, it was required verify the team
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involved, the creation and development steps and each deliverable at each step,
resulting in a fully, completed character.

The methodology adopted was the company’s development process observation,
crossing with some process founded in industry’s most used bibliography; and the
analysis of the deliverables on each development step.

2 Methodology

The objective of this article, from the above text, is to present the game character
development process in a practical case, and to watch the applied methodologies, the
involved professionals and the steps deadlines. In order to make this qualitative
research, it has used the field research method, point by Gil [3].

It was chosen the Heavy Metal Machines game because of the physical proximity
made the dada collecting easier, and thanks to the good willing of the company’s team
who has agreed in offered their space to analysis and data collect. From this, Duarte and
Barros [4] said the intentional choice is the proper research type for this case, because
the availability and proximity, and causing no loss or damage on the study.

First, it has built a bibliography study regarding the game development process and
methods. Second, it has defined the company and game as the study object, and after it
has analyzed how the company uses the methodologies and develops its characters in a
practical matter. Therefore, the case study is the proper choice because it is efficacious
to provide a detailed analysis of the researchable object through real events qualitative
data. And it describes this phenomenon within the context [5].

3 Characters and Games Development Process

The game develop is a complex task that requires technical knowledge from multiple,
different fields. Although each company and each project have its own unique traits,
like the game’s scope, technology, company’s size and business model, in any game
develop company you can find a similarity related to the team’s role.

Chandler [6] said that the professional roles you find in a game develop company
are: engineering, art, design, audio, quality assurance and production. Each role has its
own, unique technical features and if they are used together it is possible to develop a
game. But depending of the project size, a single person may assume multiple roles,
thus cumulating game develop functions. In other cases, the professionals work
together in the same role or field, forming sub teams. And each team has its own
leadership – a team leader who guides the team through the company’s and project’s
goals. But for the final goal, that means the game development, each role is relevant
and important at the same.

The engineering team is composed of programmers, computer engineers, computer
scientists and similar. They are experts in construct the programming code that will
make the game works. Therefore, they should work with every single aspect of the
game – game mechanics, animations, graphic elements, audio elements, content cre-
ation tools, client-server technology and so on. They establish the technical art
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requisites for the games, with the art team. They also need to optimize the game’s
technical performance. So, they need to implement all rules, features and tools of a
game.

The art team is responsible to create all graphic artifacts of a game: characters,
scenarios, visual interface, animations, visual effects and any graphic material used
both in or out the game, but related to it. Besides, Chandler details:

“The art works with the designers together to define the worlds and cinematic that will be used
in the game, and also work with the engineering to determine how the technology can be used
easily in the art develop pipeline. If it is necessary to create several graphic assets, it is likely
that the artists number would be bigger than other team members in a proportion of two to
one” [6].

There are some different artistic work specializations, such as 2D concept and
animation, 3D modeling, texturing and animation, concept art, technical art, visual
effects and others. Each game and each team has its own artists division according with
the necessities.

The game design team is responsible to create the game mechanics, rules, usability,
content, storyboard, and all the aspects of the game involved with the user, or the
gamer, will experiment when playing the game. Usually the game design has its own
divisions like system design, dialog and texts, level design and game balance. Fullerton
[7] points that the game designer is the one who advocates for the player, that is who
sees the game with the gamer’s eyes. So, the game designer must focus on the
gameplay – the act of playing a game. Most of his work is to maintain the focus in the
gamer experience during the gameplay and not be distracted with other development
issues. His objective is assuring that the game will have the best possible gameplay.

Most of the game design process to achieve a good gameplay experience lays in the
iterative process. Fullerton [7] explains that these iterations are cyclic steps starting
with the ideas generation, following by implementation and tests. After the tests the
results are evaluated and the process starts over, making adjustments on the original
idea based on the problems found during the tests, and so on until the experience
reaches level desired by the game designers. Only through this iterative cycle it is
possible to polish the gameplay and improve its quality. The game designer is
responsible for each step of this process.

The audio, usually, is outsourced in a game project. Even so it’s a very important
area and it has a major role in building the atmosphere, narrative tone and environment
of the game as much as the art and animations does. The audio team is responsible to
construct and apply the sound effects, the soundtrack, the songs used in the game, the
in-game scenario songs that compose an atmosphere, and the voices for the characters
and narrators. The amount of audio assets used depends on the game’s size.

The production is the field dedicated to manage and follow-up the game devel-
opment. Chandler [6] points the main objective of a producer is holding the team united
and productive. The producer has the responsibility to coordinate the game developing
team effectively. Usually the producer is the team’s leader and he is involved with the
other leaders for both resolving creation problems and keeping the development
schedule on time.
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One of the main qualities of a game producer is the communication. The producer
must keep the team motivated with the work. And he also needs to deal with multiple
tasks, work conditions, pre-requisites and deadlines. Discipline and a good sense of
organization are good qualities for a game producer be able to handle everything.

The last, but not least, game development area is the Q.A. team, or the quality
assurance. The Q.A. team is composed of game testers who conduct several game tests,
including exploratory tests and user case tests to search game problems and flaws.
Wilson [8] said that both tests are important, and both achieve different goals. Besides,
the test team tests the game back from the beginning until the end of the project. It is
the last line of defense to find and resolve problems before the game is launched to the
public.

Another important aspect of the game development is the development process
itself. Moore [9] points that the game development process is divided in three major
cycles: the pre-production, the production and the postproduction.

The pre-production is the starting step. It is the step when the following are defined
and created: game concept and gender, the game platform, the basic gameplay, the
project documents overview, budget, risks analysis and prototypes. The construction of
up to three gameplay prototypes during the pre-production is fundamental to evaluate
and approve the project as a whole, said Sztajer [10].

When the project was approved, the production step gets started. The team starts to
construct the game code and its artifacts. Thus, it is during the production that the game
is built. Similar to the prototyping, the game construction is an iterative process, with
cycling creation, tests, analysis and evaluating steps.

When the game code is finished and the game content is completed, the next step,
postproduction, is the game polishing and packaging. Rouse [11] alleges the post-
production it’s the moment when the game is transformed from good to excellent.
Usually the team is focused in make final touch in the game experience, in gameplay,
animations, graphics, usability, audio, wherever it is. The iteration process happens all
the time during postproduction, to validating the polishing adjustments. And the
packaging is the process to prepare the game to its launching, and archiving this code,
assets and files to latterly use in other projects.

4 The Heavy Metal Machines Game

“Heavy Metal Machines” (Fig. 1), according to its official homepage, it is an online
computer game, that a team with four players plays the game against other four players.
Each player chooses an unique character and pilots its vehicle with exclusive abilities,
and the game objective is to take a bomb located at the center of game area and deliver
it to the enemy base. The team that delivers the bomb three times is the winner. The
game is based on fictional universe of its own, of a post-apocalyptic scenario when the
humanity lives in insane battles with modified vehicles, with heavy metal as their
soundtrack.

Since Heavy Metal Machines is a free-to-play game, there is no fee requirement to
play the game. Its business model relies in its in-app purchases, or IAPS, said Luton
[12]. The Heavy Metal Machines IAPs are mostly different visual model variations of
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the character’s vehicles, with only aesthetic purposes in the game. Other IPAs Heavy
Metal Machines have are speed booster for experience points and virtual currency, with
helps players to leveling up and buying other rewards quickly.

When a player starts a match, he or she is directed to a game screen to choose on
which character he or she wants to play with. This character selection works for just
one match. On each new match the players must select their characters. It’s impossible
to choose a character that has already been chosen in the same team, but it’s possible to
repeat characters chosen in previous matches.

The game characters are divided in three different categories. Those categories were
created according to their main function in the Heavy Metal Machines’ gameplay. The
categories are: transporters, interceptors and supports. The transporters are the best
characters to deliver the bomb to the enemy’s base. The interceptors are specialized to
attack the enemies and intercept the enemy bomb carrier, and the supports are those
who helps their allies to survive, repair them or giving them some temporary buff
during the match.

Each character has 3 weapons: the main weapon, used more frequently; the sec-
ondary weapon, stronger than the first, but which is used once at 10 s average; and the
special weapon, that cause greater effects in the game, but it has to be charged if a
player wants to use it. To charge the special weapon, the player has to fight the
enemies, repair allies and carry the bomb. Besides the weapons, each character has an
unique advantage to make it even more different from the others. This advantage isn’t
an active command; instead it works automatically, like for example an ability that
increases the vehicle’s speed, and so on.

These character weapons and advantage are complementary each other. They were
built to be used together in a way to maximize the character’s function during the
gameplay. But even when different characters share the same function, each character
has its own gameplay strategy, including use of some tactics depending on the enemies
and allies of a specific match.

A player can buy weapon’s and vehicle’s upgrades during the match. It can be done
by gathering a specific resource called metal, which is used as currency to buy these
upgrades. The player can gather metal by destroying others player’s vehicles and by
delivering the bomb. These upgrades increase the weapons and vehicle’s capabilities,
like an upgrade that allows the weapon not only cause damage but also apply a slow
effect on the targeted vehicle for a few seconds. At the end of each match, all purchased
upgrades are discarded, with the excess metal. These resources don’t persist to other
matches.

Fig. 1. The “Heavy Metal Machines” game cover picture.
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5 Heavy Metal Machines Character Construction Process

The researcher has used the research method of reviewing the develop team during the
construction of one of the Heavy Metal Machines character, from the beginning up to
the character final steps, when it has been ready to public launch. The object of this
case study is the character called Stingray, an Asian teenager.

Each character is a modular object of Heavy Metal Machines game. It can be
developed separately from other game features and content. Furthermore, it is possible
to include new characters in the game without major gameplay changes, with, if
applicable, minor impact in usability and other, secondary, game mechanics. The
biggest impact of a new character in the game is on its game balance, especially
regarding the old characters interaction with the new one.

Therefore, a character can be fully developed in parallel with any other activity of
the Heavy Metal Machines team. So, even the professionals involved with develop a
specific character works exclusively at it, though some members don’t have to work in
each single step of the character development process. Each studio member joins with
the character team just in specific moments, according to the development process. But
firstly, it is necessary to understand what a character in the Heavy Metal Machines
game is. Comprehend what are the artifacts that should be built and delivered on each
step.

5.1 What Is a Character?

The Heavy Metal Machines character is a result of many different features built for the
same purpose and theme, according to a careful review of the character development
process. That means, every single character has: its own background history, part of the
Heavy Metal Machines fictional universe; its own vehicle and character’s name; its
own avatar and its own vehicle – the core gameplay object (see Fig. 2). This vehicle
has its own weapons and abilities: three weapons, one passive advantage and nine
exclusive upgrades. The characteristics like vehicle speed, weapons damage and
vehicle hit points are unique per character as well. Lastly, each character also has: its
own scenario – a visual concept of the character’s lair; its own in game dialogs with
exclusive voice; and a theme soundtrack, inspired on heavy metal music style.

Each one of these features requires a group of artifacts that should be built. And it’s
important to keep all features within the same character’s vision; the team leaders work
with their teams to ensure the character’s coherence and unity.

The game designers should write all the character related texts used in the game:
history, descriptions of weapons and upgrades, narrative used in model descriptions
and tips how to play with the new character. All of these are documented in a text
editor. Also, the game designers should determine all the character game statistics
numeric values. The result is compiled in a math calculator sheet.

The artists draw the character’s scenario, avatar and vehicle, all of these in many
different pose. Each drawing should respect the technical specifications established by
the engineers to integrate it with the game software. The artists also should model the
vehicle’s 3D model. The character’s vehicle has some different visual models, and the
artists should create them. At last, they should create the vehicle’s visual effects.
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The audio team should compose the character’s soundtrack and sound effects and
save both in audio files. They also record the character’s dialogs, using dubbing actors
in a recording studio.

The engineers should deliver the character’s game code working properly: its
weapons, vehicle, upgrades and any new type of visual special effect. Also, the new
character should be included in the content edition tool that is integrated within the
game software, so the game designers can register the character’s numerical values and
texts in the game. Table 1 presents each artifact, divided for each team involved.

5.2 Character Development

The character development structure is similar to the game itself: it is divided in
preproduction, production and postproduction, and it process is iteration-guided, with
the analysis and approval cycles.

The preproduction starts with the new character’s gameplay mechanics definition.
During two to three days the game designers have defined the new character’s gameplay
style, first from its role – support, interceptor or transport – and, then establishing its

Fig. 2. The avatar of “Stingray”, one of the Heavy Metal Machines character (left) and its
vehicle (right).

Table 1. Character’s artifacts divided for each team.

Team Artifact

Game design Text of characters, weapons, upgrades, tips and models descriptions
The characters’ vehicles, weapons and upgrades numerical values

Art The character’s drawings of its avatar, vehicle, weapons and scenario
The vehicle 3D model, texture and animations
The vehicle and weapons visual effects
The vehicle additional visual model styles’ drawings and 3D texture

Audio Character theme soundtrack
Weapons and vehicle audio effects
The character’s in game voice dialogs

Programming
and engineering

Special effects, weapons and vehicle mechanic programing code
Content tool integrated with the game software
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weapons, upgrades and advantage. These definitions are not random: the weapons,
upgrades and advantage should be compatible each other, thus the character’s gameplay
has some synergy with its abilities and making its game experience unique, even with
the same role of other characters.

In order to guide the creative process, the game designers establish keywords for
the character. The keywords work for a high description of its gameplay. From the
keywords, the game designers discuss and propose the character’s abilities and
weapons (Fig. 3). Because the team records all weapons and properties of all characters
used in the game, they avoid unnecessary repetitions to assure each character has an
uniqueness gameplay.

However, since the initial steps are mental and imaginative task, it’s possible to
multiple interpretations from each team member. As the game designers descript each
new character, there were always multiple interpretations; each member had their own
character view. There was no scientific basis on the character concept and style, with a
completely empirical process. To solve this, the game designers applied Jung arche-
types, according to Krawczyk and Novak description [13].

Defining Archetypes. Since then, the game designers have been adopting the Carl
Jung archetypes [14] found in both mythology and literature, to create their characters.
The use of Jungian archetypes is important because helps the team to share the same
vision about the character and dictates its history behavior and visual style. The
archetype is constructed by images of collective nature, occurring through all the planet
as myth components and as individual product of unconscious origin. The archetypes
are mostly used within products, brands and even histories. Mark and Pearson [15]
points that even the Star Wars movies series have used the archetype model, inspired in
the Joseph Campbell’s The Hero with a Thousand Faces book, to create heroic figures
and mythic plots.

Since the game designers has begun to use archetypes to create their characters, the
conflicts of understanding the characters diminished expressively. And, with different
archetypes, they could change the character styles and create difference between them.
There are twelve different archetypes, established by Mark and Pearson [15], used in

Fig. 3. Stingray using one of his weapons during a game match.
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nowadays brands, products, plots and fictional characters. Table 2 presents these
archetypes, each one with its slogan and goal.

Since Heavy Metal Machines is a futuristic, dystopic, post-apocalyptic game, and
with some dose of humor, this scenario made it easier to introduce some characters
using the archetypes of Outlaw, Jester and Hero. That doesn’t mean the other arche-
types could not be used, but only they would be used with more exotic characters. So,
of the thirteen playable characters, there are three Outlaws, three Jesters, two Heroes
and one of each Creator, Magician, Explorer, Innocent and Ruler.

5.3 Artifact Construction

At the end of the character concept step, the game designers document the mechanics
and present the new character for the rest of the team. Then, the art and engineering
joined the process and their work has begun. The art should create concept arts for
avatar, vehicle and even the weapons of the new character. And the programmers
should evaluate the mechanics and build a playable prototype. At this point, usually
one programmer and two artists join the character’s team.

Meanwhile, the game director must decide which musical style will be used for this
new character, choosing the bands, songs and heavy metal styles related to it. It’s a very
important step, since Heavy Metal Machines is a game strongly related to heavy metal
culture, and each character has its own heavy metal influence. This choice will guide
both the avatar’s and the vehicle’s visual concept. The game director chooses the heavy
metal references from the archetype chosen for this new character.

During the preproduction, the programmers built the gameplay prototype. Then, the
game designers test the prototype and evaluate the character’s gameplay experience: its
weapons, upgrades, and basic gameplay. During this step occurs many cycles of
iteration, adjusting and improving the gameplay through tests and validation. At the
same time, the art team creates visual effects to use in these gameplay tests. The

Table 2. The twelve archetypes and their characteristics.

Archetype Slogan Goal

Innocent Free to be you and me Be happy
Regular Guy All men and women are equal To be part of
Hero Where is there will, there is a way Make the world better
Caregiver Love the others like yourself Help others
Explorer Don’t seize me Experiment a free world
Outlaw Rules are made to be broken Undertake what is not working
Lover You are unique Find and give love
Creator If you can imagine it, it can be done Accomplish a vision
Jester You just live once Have fun
Sage The truth will set us free Understand the world
Magician I’ll make the things happen Transform
Ruler Power it’s the only thing Control
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preproduction takes three weeks to be done. The objective after three weeks is to finish
the gameplay and the approved avatar, vehicle’s and weapons’ concepts.

Gradually the team begins the production step, as each member finish its prepro-
duction artifacts. During the production the team focused in built every single artifact
that compose the character: the vehicle 3D model and its visual variations, the avatar
and scenario images, the mechanics programming code, the description texts of the
character’s weapons, abilities and history. If necessary, the graphics computer team can
be included during production step to deliver solutions for new visual effects.

The audio team also joins with the character’s team during the production step. The
Hoplon studio outsources all the audio production, so the game director describes the
character concept, the archetype chosen and the music references of this new character.
The audio team starts to compose the character’s song theme and the gameplay audio
effects. Also, they search actors and actress for the character’s in game voice.

The game designers should write the description texts and keep testing the char-
acter. These tests data are registered and the game designers analyzed them, with the
intention of balancing the new character within the rest of the game. The game balance
is a highly iterative process, with constant balance adjustments, because each new
character affects the game dynamics and because the players community has always
been trying to found new gameplay tactics and ways of play thus interfering the
balance between the characters.

The art team should work with the vehicle’s 3D model, animations and texturing.
They should draw the avatar’s many poses, build the vehicle visual variants and
produce the weapons special effects.

The Q.A. team should help the game designers testing the new character and
reporting any problems and bugs they found during the tests.

The production step lasts in 5 weeks. The team gradually enters to the postpro-
duction step as the team members were concluding their artifacts. Then, they should
solve the problems found and make the final adjustments on the gameplay, animations
and effects. The audio artifacts are integrated with the character. Finally, all the
character texts are translated to other languages: English, Spanish, French, German and
Russian. The postproduction step lasts in 3 weeks. So, the character takes 10 weeks to
be constructed (Table 3). At the end of the tenth week, if there are no delays or
problems, the character is finished and ready to be published in a game update.

Every time they complete a character, the studio head gathers all the team leaders
(game designer, art, programmer and Q.A.) to a post morten meeting. They’ve made a

Table 3. Character development weekly work schedule.

Activity Week

Preproduction: character mechanics and archetype definition 1
Preproduction: character prototype construction and concept art definition 2 to 3
Preproduction: prototype tests and validation 2 to 3
Production: artifact building and code implementation 4 to 8
Production: gameplay tests 4 to 8
Post production: visual polishing, mechanics final adjusts and code optimization 9 to 10
Post production: quality assurance tests 9 to 10
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total review of the character’s process, discussing the positive and negative aspects,
what was right and what was wrong, and what can be done to improve the process for
new characters. That way, they are always improving the development process.

6 Conclusion

The objective of this paper was to evaluate how a theoretical game development
process is used in practical work, by careful reviewing a specific part of the game.

The data collecting process was the witnessing of a full character development,
since its beginning up to its end, when the work has finished and making the character
available to public launching. After ten weeks of reviewing the character construction,
we could verify Hoplon uses a bibliography-driven, well known, game develop process
with preproduction, production and postproduction. They divided the teams according
to each expertise area, one leader each team. This method helps to assure a better
consistency with the development, and at the end of each character it’s possible to
compare it with other character’s development, correcting problems and making
adjustments to increasing the process even more.

However, it’s an adaptable process. The three-step process assume each step is
clearly separated from each other, but this is not the case. The transition step is gradual,
according to each task and each team member expertise. And also, the internal, tech-
nical, process from each task itself are divided in the three steps of preproduction,
production and postproduction. The macro step division works to guide the team
regarding the current development status and helps them to keep on schedule.

The Heavy Metal Machines is a game that depends on many characters frequently,
each character unique and different from each other. So, its fundamental a fast, efficient
develop method. Therefore, the adopted process it’s very important, and also important
is the necessity of revise it. That’s the reason when each time a character develop is
finished, the team leaders evaluates and adjusts its process in one or more meetings.
Then they can optimize the schedule, diminish the cost of each character and even
improve the delivered quality.

For futures discuss and researches we can review other companies’ character
development process from games with similar mechanics, and compare both process,
artifact delivery, team involved and work schedule.
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Abstract. Video games are a complex form of culture, creative entertainment
and representative art, which surpasses, in technology and relevance, other
forms of audiovisual expression. Since the conception of the first games,
through computer technology and military knowledge, games have become an
entertainment, translated and molded as interactive graphic images. The initial
aim, which was to create a kind of distraction, outgrew itself and made possible
to simulate and provide users with the psychological sense of control and power
over fear, decisions and over the imminent danger of new challenges (real or
imagined), all at same time. From the pioneer arcade to the modern consoles and
multiple platforms seen today, the games evolved to meet users’ expectations in
search of simulation, interaction and immersion experiences. In this trajectory,
developers, programmers and designers applied all the technological advances
possible in attempt to achieve complete man-machine interaction. This article
seeks to identify if the games in the current stage, loaded with hyper-realism, in
relation with their ‘cartoonized’ counterpart, aimed at a new generation of users
eager for disruptive technologies and for interactions that assure the sensation of
influence and control over fear.

Keywords: Games � Graphics � Hyper-realistic design
Human-systems interaction

1 Introduction

Video games originated in the Cold War era, when they were developed as a form of
strategy stimulation, and later adapted to relieve the tension derived from the post-war
period. In addition to creating a new type of distraction, games simulated and provided
users with the psychological sense of control and power over fear and the imminent
danger of new confrontations [1, 2].

The first interactive digital electronic game called the “Tennis for Two” was created
by Higinbotham in 1958, with very simple graphics. It is considered a precursor

© Springer International Publishing AG, part of Springer Nature 2019
T. Z. Ahram (Ed.): AHFE 2018, AISC 795, pp. 355–365, 2019.
https://doi.org/10.1007/978-3-319-94619-1_35

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-94619-1_35&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-94619-1_35&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-94619-1_35&amp;domain=pdf


(although there were two other records, “Bertie the Brain” (1950), and “OXO” (1952),
since its movements and graphics’ frame rate refreshed in real time [1]. In this period,
video games were developed in gigantic computers, restricted to high-cost scientific or
military research, inaccessible to ordinary users. Outside of the military and academic
environment, Baer and Russell, familiar with new technologies and military designs,
were pioneers in popularizing electronic games. Baer created the home console (Brown
Box, 1968/Magnavox Odyssey, 1972), adapted to TV sets, while Russell, at MIT,
created games with comic book narratives such as “SpaceWar” (1968), simulating the
destruction of enemies [3]. Until this period, the graphics were restricted to presenting
simple themes of war, army and fictions on the conquest of space (begun in the 60s).
From the 1970s onwards, with the production of the electronic chip and other tech-
nologies that emerged in Silicon Valley, a great change began in the creative profile of
games and the offer of systems and consoles started to grow.

Since the release of the first home video game console, platforms started to differ
from themselves and the pioneer arcade, and systems such as Atari, Nintendo
DS/Wii/Switch, PlayStation, XBOX, PC, among others, for almost 50 years. Games
evolved from technological hobby to interactive visual media of great relevance,
maintaining themselves as systems in which rules interact. Players need to model in
their minds how codes act, so that they can use those interactions and achieve goals. In
this sense, it is inductive that games provide the user with a sense of control and power,
dealing with strategies and mastering tactics, or even interacting with a fanciful
entertainment [4].

The maximum and best user interaction and immersion experience within the game
is the target of the game [5]. In order to retain players and create a title or series of
success, it is essential to meet the expectations of the user to be offered by the proposal
of the game. In addition to well-known characters and designs such as Marvel fran-
chises or DC Comics franchises, we can cite countless games that have standardized
the players’ preferences, with FPS proposals, which, for a part of the players, helps and
increases the realism and the immersion [5]. Another important aspect that does not
affect this research is the sound quality. For some players, the sound more than
potentiates and interferes with the simulation and interactivity that the game achieves,
defining the level of credibility and immersion, and being also a factor of withdrawal,
when it does not reach reciprocity. In this aspect, poorly drawn and poorly defined
graphics may justify disinterest in certain games [6, 7].

To a greater degree, this research seeks to define the importance of graphic styles,
and how much they determine the choices of games, and their performance [8]. Subtly
realistic graphics mixed with animation effects, as seen in games such as GTA, Counter
Strike, or those with a more realistic touch, such as Last of Us, are being bombarded
with scripts and hyper-real design; or the fanciful hyper-realism of Tomb Raider, Final
Fantasy, Assassins Creed, God of War or Resident Evil. On the other hand, ‘car-
toonized’ or pixelated, timeless and nostalgic titles such as Donkey Kong, Super Mario
and its franchises, Zelda, Tetris, Pokemon, continue to be as appreciated, as the new
favored games like League Of Legends and Overwatch rise. Despite the evolution of
gaming graphics, a nostalgic resumption adds new players, loyalty to younger audi-
ences in consecrated fields. In addition to these, upcoming indies titles, from companies
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outside the mainstream sphere (dominated by gaming giants like SONY, Microsoft and
Nintendo), are following this style.

In this sense, the optimization, the visual graphic appeal, the agility of actions and
levels of the stages, the inserted technique and the gameplay are determining factors to
obtain the desired result, providing a satisfactory gaming experience, where the user
acquires and extrapolates limits and capabilities through qualified entertainment [7, 9].

The games extrapolated greatly its purpose and the advances obtained with the
insertion of games and technologies of gaming like VR or Hologram [10] with dis-
ruptive proposals have expanded to diverse areas, from entertainment to health and
education resulting in anthropological and social studies built upon its functionality,
besides scientific and academic studies [10]. We analyze all the benefits and strategic
qualities already recognized in games, but also the disadvantages of its excessive use
by many users. It is likely that the identification with hyper-reality, present in the
graphic realism of current games is so close, that the user becomes over influenced by
the actions chosen and stories in the game environment, generating distortions and
transferring them to the environment, where the constant and continued exposure to
simulations and immersions are amplified [11]. Meaning, there are consequences
acquired from gaming, such as optimized reasoning and reaction, the insertion of new
social and ethical codes, created from the interpretation of a simulated reality, or even
affecting the gamers in their personal and professional life, more prepared, more
aggressive or acquiring skills of strategy and reaction [11, 12].

With this objective and facing multiple questions, the article proposes to analyze
and question how the design and graphics aspects of the games affect, contribute or
change users’ behavior to the proposing a visual, emotional and physical evaluation,
based on habits and preferences of gamers. It seeks to understand, through the outline
of the answers, and its respondents, to what extent the images, the design, and the
graphics, accompanied by the narrative, evolves the feeling of immersion in a simu-
lated and parallel game reality, and provide or improve user expectations. In a con-
clusive opinion, he suggests proposing more assertive paths in design proposals and in
the evolution of graphics and stories from user-oriented design and a better
Human-machine interaction between them and games.

2 Presentation and Analysis of the Results

The results presented from graphs, performed through the crossing of the data pro-
vided, are extracted from the analysis performed on a sample of 102 responses,
obtained through a questionnaire sent through WEB social networks, and answered
online by players of electronic games between 18 and 25 years in Brazil. Initially, the
stratification was done for hours dedicated to the games and by the type of platform
chosen, showing that the vast majority, about 48%, use their personal computers
(PCs) to play. In this case, those who play between 5 and 10 h a week predominate,
with 33% of the total, followed by those who practice more than 35 h per week with
23% of the total. The second platform most used in the country, within the age group
analyzed, is the PlayStation console, with 28% preferably among all players, especially
among those who play up to 10 h/week, with 52% of those who have opted for this
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console. Practitioners who do not prefer any platform, that is, play in any of them,
correspond to 24%, especially among those who practice 5 and 10 h/week, which
corresponds to 24% of these. Other gaming platforms have not achieved a significant
percentage of responses. Figure 1 shows more information.

When asked about their preferred platform as a function of their playing time, the
choice for playing using personal computers (PCs) also prevailed, with 43% prefer-
ence, especially among those with more than 15 years of gaming experience; 23% of
those who chose by this platform, showing that the acquired habit (in a time when there
were no other ways to play) prevailed over the possible facilities offered by more
modern consoles. Nintendo has chosen the platform for few players being, however,
practicing for over 15 years, with the DS for 5 to 20 h per week and the switch to a
player with more than 35 h a week. The Wii wasn’t chosen as a preference.

The PlayStation platform ranks second among the platforms preferred for
respondents, with 28%, especially among those with experience over 15 years of
games, showing that for these the preferred platforms correspond to the personal
computer (PC) and the console PlayStation, with 72% of the total. The Nintendo DS is
a choice for gamers who play more than Those who do not care about the type of
platform correspond to 24% of respondents, as shown in Fig. 2.

Research has shown that interest in a game, for most, regardless of experience they
have. What generates greater interest is the characteristic that the game presents in a
global way, without highlighting any of them separately. No special features (among
the suggested ones), such as technological, sound or visual effects, alone, lead them to
take an interest in a given game. For those who preferred to highlight a particular
feature, 13% preferred scenarios and characters close to reality. This aspect reinforces
the interest of the research that seeks to observe the effect of the graphics and the
characters on the players (Fig. 3). Nowadays, developers linked to the big film

Fig. 1. Relation between “platform preference” and “number of hours played weekly”. Author’s
chart, 2018.
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companies have used techniques and effects of this industry applied to the games,
exploring graphics that tend more to the visual realism and the visual hyper-realism, in
the scenarios and personages, as in the effects.

The choice of the respondents confirms a good acceptance of this type of visual
proposal. When asked why they play electronic games, 82% of them revealed that the

Fig. 2. Choice of platform based on number of years played. Author’s chart, 2018.

Fig. 3. Aspects that generate interest in a game based on previous experience. Author’s chart,
2018.
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practice of playing games is a form of distraction and entertainment; 62% do so in
search of relaxation. Another 41% seek challenges and overcoming, while for 46% it is
a form of abstraction. The sense of escape from reality was the choice of 55% of them
through their practice. Another 30% say they try to isolate themselves through games.
The answer to this question was not exclusive, and the respondents were given the
option to tick more than one option in the proposed form. Figure 4 presents the data
analyzed.

The capacity for personal change through practice gained from gambling was one
of the questions asked in one of the questions. What happens when analyzing the
results from the data obtained is that there is the awareness that the continuous practice
of the games generated an improvement of reasoning, learning and the development of
strategic thinking for those who play, such as more identified skills. The improvement
in reflexes (22%), decrease in dispersion (26%), improvement in relationships with
other people (32%) and focus (41%) were also observed by them, as shown in Fig. 5.

Behavioral changes were identified by respondents, with 44% reporting that they
became more attentive after they started playing. Relaxation and a greater sense of
calm, they scored 12% and 14%, respectively. Only 4% of the data show that the
aggressiveness factor was increased by those practicing this type of activity. The report
that the electronic game does not affect the personal and/or professional aspects was
present in 20% of the answers, as shown in Fig. 6.

The immersion in games, generating a greater human-system interaction is the
factor that most calls attention in the evaluation performed, being present for 91% of
the players. When the immersion comes accompanied by the evolution of the stories,
they motivate 43% of the players; when it comes along with the evolution of gameplay,
another 48% are interested, as Fig. 7 shows.

Fig. 4. Motivation for the video game practice. Author’s choice, 2018.
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Interactivity with other players is another important factor as motivation for 35% of
respondents. New technologies that allow entering other scenarios or experiencing new
realities, either through virtual reality or holograms, still do not motivate the game to
happen, perhaps because they are very incipient so far.

Fig. 5. Personal changes observed by players. Author’s chart, 2018.

Fig. 6. Game influence on the player’s personality. Author’s chart, 2018.
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Surprisingly, improving graphics is a predominant factor for only 35% of players,
as shown in Fig. 7. In other words, better graphics and shocking design coupled with
evolution of weak stories and insufficient gameplay do not motivate players.

The FPS game style, Fig. 8, is very common between titles and players, being a
style of play and a mode of interaction and visualization of scenes and characters as
first-person shooter. Research in Brazil, has shown that among 18–25-year old, only
about 1/4 of them choose this type as their preferred game mode.

Another essential aspect of the research approach, presented in Fig. 9, is the
preference in terms of style and design, when comparing graphs and scenarios.

Fig. 7. Innovative factors that motivate the search for new games. Author’s chart, 2018.

Fig. 8. Preference for FPS style (First Person Shooter) games compared to others. Author’s
chart, 2018.
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Between five different options and categories, the 1st are the ‘cartoonized’ or pixelated
games (pixel-art): where design and the graphics, characters and scenarios use cari-
cature, playful or pixelated drawing techniques. This item includes titles that refer to
children’s or comic characters. This style represented 15% of the overall choice. The
2nd style was graphic visual hyper-realism with stunning scenes and characters that
surpass reality with graphically hyper-realistic images, shocking and provoking a
certain impact, because they are confused with cinematographic effects of films, with
about 3% preference. The 3rd was the graphic visual realism focusing on scenarios and
characters simulate real life and approach reality, but without excesses, that reaches 7%
of preferences. The fourth was visual realism or fantastic visual hyperrealism and
fantasy, focused on fantastical and unrealistic scenarios and characters, approaching
fables and mystical and powerful or supernatural characters, being futuristic or linked
to the past and the medieval times, with aspects far removed from reality. This style
reached almost 30% of the preferences. This style was almost 30% of the preferences.

It was surpassed only by the fifth alternative with 46% of the total choices, which
suggested the choice of a mixture of all styles, that is, suggests that the player likes to
vary several types of styles between games, and not stick to one them only.

3 Final Considerations

Changes in the behavior of people between the ages of 18 and 25, practitioners of
electronic games in Brazil were identified through a survey applied to those who have
access to the web, predominantly within the State of São Paulo. Even most of the time

Fig. 9. Graphic Styles Preferences. Author’s chart, 2018.
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the changes that can be considered beneficial to the individuals, such as the claim of
greater concentration and reasoning ability and more refined reflexes, identifies a
worrying part of the players, seeking through them the escape from reality and the
isolation in proportion that should not be disregarded. On the other hand, for a large
number of practitioners, the habit of playing has improved the way they relate to other
people, making them more social and capable of overcoming challenges.

In the analyzed age group, the vast majority use the personal computer or a plat-
form to play, preferring games that have integrated technology, sound and image, that
allow them immersion, evolution of the stories and gameplay. This search for greater
immersion is what leads the vast majority to look forward to meeting other games and
those developers who provide a new set of games/platform, using technologies that
offer greater interactivity between man-system and between systems and multiplayer in
interaction, and bring them closer to experiencing characters and scenarios closer to
reality, adding new technologies to the wishes of their audience, will make this
innovation disruptive, modifying the scenario. Even disruptive proposals like Wii or
switch and complements like VR or hologram wasn’t chosen as preferences and will
run out if there are no stories and evolutions of gameplay that sustains them for a long
time. It is also important to point that players are more interested in realism or
hyper-realism in a fantastical or out of this world setting than in a hyper-realistic
simulation by itself, meaning that simulating a completely realistic environment do not
captivate the players attention as much. Further studies and research could define
exactly the details that justify and characterize the meaning of this profile. But it is
conclusive that, given these results obtained in the sampling of about 100 respondent
gamers between the ages of 18 and 25, the disruptive aspects are less important than the
sense of control and power, for interactions that assure the sensation of influence and
control over fear and it seems that they haven’t exhaust themselves in the interactive
possibilities presented, coupled with fancy touches guaranteeing entertainment.
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Abstract. Emotional features have been illustrated by a two-dimensional
model, which was spanned by valence and arousal axes, in the simplest way. In
the present study, the correlations between semantic congruency and the emo-
tional coincidences on the valence and arousal factors between music and videos
were clarified, in the context of game contents. Participants rated the degree of
congruency between music and videos. The semantic congruency was very high
when the emotions of the music and video were coincided in both factors. In the
cases where emotional feature of a musical piece did not coincide with a video
in the valence or arousal factor, the congruency significantly decreased. When
the emotions coincided neither factor, the congruency showed the lowest values.
The results implied that both the valence and arousal factors in the emotional
features were equally important for the semantic congruency between musical
pieces and videos.

Keywords: Emotion � Semantic congruency � Audio-visual
Semantic differential method

1 Introduction

Music accompanies video in various audio-visual contents, e.g., films, TV programs,
and video games. Music emphasizes the emotional features of a video, when the music
is congruent with the video. There exist two types of congruency between music and
video, i.e., structural congruency and semantic congruency. Semantic congruency
refers to the congruency between emotional features of music and video. In most of the
studies on semantic congruency, musical and video materials showed opposite emo-
tions, e.g., happiness and sadness. Combining the musical and video materials,
audio-visual stimuli were constructed to reveal the correlations between semantic
congruency and the emotional coincidence between music and videos. For example,
Boliver et al. prepared friendly and aggressive materials of musical excerpts and videos
to construct audio-visual stimuli [1]. They showed that the musical and visual materials
were perceived as congruent, if the emotional features in the musical materials coin-
cided with the visual materials. Russell illustrated emotions by a two-dimensional plane
spanned by valence and arousal [2]. However, the correlations between semantic
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congruency and the emotional coincidences have not been clarified on the two-
dimensional factors yet.

In the present study, the correlations between semantic congruency and the emo-
tional coincidences on the valence and arousal factors between music and videos were
clarified, in the context of game contents.

2 Experiment

2.1 Methods

Tsukamoto et al. prepared 100 pieces of game music [3]. Then, listeners rated the
emotional features using the semantic differential method. The results of factor analysis
showed that the emotional features of the game music were illustrated by a
two-dimensional space, which was spanned by valence (pleasant-unpleasant) and
arousal (arousing-calm) factors. In the present study, one musical piece was chosen
from each quadrant (A1–A4). Then, a video of game-play, which was accompanied by
each musical piece, was recorded for 60–70 s (V1–V4). The video materials included
sound effects but no music. The four videos were combined with four musical pieces,
then 16 audio-visual stimuli were constructed (A1V1, A2V1,…, A4V4). Moreover,
four more musical pieces which showed similar emotional features to A1-A4 were
chosen and labeled A1’–A4’ (Fig. 1). Then, four more audio-visual stimuli A1’V1,
A2’V2, A3’V3 and A4’V4 were constructed. The four video, four musical and 20
audio-visual stimuli are listed in Table 1.

Fig. 1. Emotional futures of the game music
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The experiment consisted of three sections. In the first section, the emotional
features of video stimuli were rated. In the second section, the emotional features of
musical stimuli were rated. In the third section, the emotional features of the
audio-visual stimuli were rated. For the audio-visual stimuli, the congruency between
the video and music was also rated. Ten students from the Kanazawa Institute of
Technology participated in the experiment. The participants were requested to rate their
emotional features of the audio-visual stimuli using 23 semantic differential (SD) scales
listed in Table 2. The scales were bipolar seven-step scales, e.g., “very weak”, “fairly
weak”, “slightly weak”,…, “very strong”. The scales appeared on a response sheet in a
random order for each combination of participants and stimuli. The participants rated

Table 1 List of the stimuli
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the congruency between the video and the music, using a unipolar seven-step scale,
“completely incongruent”, “quite incongruent”,…, “perfectly congruent”.

Each stimulus was presented through headphones, STAX SR-407 in the level of
LAeq = 74–84 dB and a computer display, EIZO FlexScan SX2462W-PX. The par-
ticipants sat on a chair in a dark sound-proof room and were requested to view and
listen to the stimuli.

Table 2 Semantic differential scales and their factor loadings
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2.2 Results and Discussion

Numbers −3 to 3 were given for each of the seven categories on the SD scales. The
rated scores were averaged over the participants and the obtained mean values were
used for factor analysis with the principal factor method and varimax rotation. Table 2
shows the resulting factor loadings. The results of the analysis showed that the
two-factor solution accounted for 91% of the data variance. The two factors are labeled
“valence” and “arousal” respectively, after the scales which show large absolute values
in the loadings for these factors. In Fig. 2, each stimulus is plotted on the
two-dimensional space spanned by valence and arousal.

Figure 2 shows that each video (V1–V4) is plotted in the same quadrant as each
original musical stimulus (A1–A4), respectively. It is also shown that each similar
music A1’–A4’ is plotted in the same quadrant as each original music A1–A4,
respectively.

Fig. 2. Emotional features of the stimuli
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Figure 2 shows that the distances between the audio-visual stimuli and video
stimuli are larger than the distances between the audio-visual and musical stimuli, on
both the valence and arousal axes. This implies that the emotional features of the
audio-visual stimuli are strongly affected by music, but not by video. The results in the
present study are consistent with the results of Cohen and Iwamiya [4, 5]. Figure 2 also
shows that the positions of the audio-visual stimuli, where the original musical pieces
are replaced by the pieces from the same quadrants, are placed near the original
audio-visual stimuli. This implies that the emotional features of audio-visual stimuli do
not change significantly even if the original musical piece is replaced by a musical
piece which shows similar emotional features.

Figure 3 shows the degrees of the congruency for each audio-visual stimulus. The
congruency for the audio-visual stimuli where original musical pieces are combined
with the videos indicates very high values as well as the stimuli where the similar
musical pieces replaced the original pieces. This suggests that the videos are perceived
as congruent with musical pieces which possess similar emotional features both in the
valence and arousal factors. The degree of the congruency largely decreases in the
cases where the emotional features coincide in one factor, but not in the other factor.
The stimuli are perceived as incongruent when the video and music coincide neither in
the valence factor nor in arousal factor. The results of ANOVA and
multiple-comparison tests showed that the stimuli where the emotional features of the
video and music coincided both in the two factors were significantly more congruent
than the stimuli where they did not coincide either in the factor (p < .05). There was no
significant difference between the cases where the video and music coincided only in

Fig. 3. Averaged values of the congruency
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the valence factor and the cases where they coincided only in the arousal factor. These
results imply both the valence and arousal factors are equally important for the con-
gruency between videos and music.

3 Conclusion

In the present study, the videos of game-play and game music were used to construct
audio-visual stimuli. The two-dimensional plane, spanned by valence and arousal,
illustrated the emotional features of the music, videos and the audio-visual stimuli. The
results also showed that the emotional features of the audio-visual stimuli were strongly
affected by music but not by videos, both in the valence and arousal factors. Moreover,
the results showed that both the coincidence in valence and arousal factors are
important for the congruency between the video and music, at least in the context of
video games.
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Abstract. In recent years, with development of VR technology, many video
games have attracted attention that offer gamers the experience of being in the
world of the game. In this study, we focused on a method other than VR
technology to offer gamers the experience of directly entering the game world.
To this end, we created “DOT.GATE,” in which gamers can feel a different type
of enjoyment, and with the concept of making real people appear in the virtual
game world. “DOT.GATE” was designed to enable real gamers to become a
character in the virtual game world, so they can feel enjoyment unlike that of
previous games. Intended for everyone to enjoy without needing special skills,
“DOT.GATE” was designed as a retro game like those of the NES (Nintendo
Entertainment System) console. When a user stands in front of the “DOT.
GATE” display, the user’s whole body is dotted in using a computer program
and shown in the “DOT.GATE” game world. An evaluation experiment was
conducted with some students at Future University Hakodate to clarify users’
impressions of the concept of “DOT.GATE.” From the experiment, we found
that many gamers preferred the concept and felt it was very fun and offered a
different type of pleasure than previous games. In future, it will be necessary to
shorten the time needed for a gamer to be dotted in by the program, and to add
more rich game content.

Keywords: Game design � Becoming a game character � Kansei evaluation

1 Introduction

In recent years, the number of products and services available for enjoying games and
having fun has been increasing. In particular, there is a growing demand to immerse
users in a virtual world using VR technology. One example is PlayStation VR by Sony,
which is different from conventional games that are played via images output on
displays such as TVs or PC monitors. Rather, gamers can feel they are playing in 3D
space, surrounded by the game in 360° due to the VR system [1]. Moreover, gamers
can feel they are truly entering the game world with 3D audio technology. In this study,
we reversed the context and focused on a method other than VR to provide gamers with
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the experience of directly entering the game world. A good example of a game that
allows users to have fun in a way unlike most existing games is “Photoshop Live.”
While waiting at bus station, users can take a photo and use Photoshop to edit it,
displaying their art work on a monitor at the bus station as a live show. Users who are
waiting for a bus at the bus station feel fun in being immersed in the virtual world of
artwork.

Given this background, the purpose of this research is to clarify whether gamers can
feel a different type of enjoyment through the concept of making real people appear in
the virtual game world. Moreover, we clarify whether appearing as a main character in
the game gives gamers the experience of “really being in the game world (Fig. 1).”

2 Proposal for “DOT.GATE”

Based on background described above, we proposed the prototype of a new game
called “DOT.GATE,” in which gamers can feel a different type of enjoyment through
the concept of making real people appear in the virtual game world. In other words, the
proposal’s concept was to make the gamer appear as a main character in famous games.
“DOT.GATE” was designed to allow real gamers to become main characters in the
virtual game world, giving them a different feeling of fun than existing games. “DOT.
GATE” was designed as a retro game like those of the NES (Nintendo Entertainment
System) console for everyone to enjoy without needing special skills. For the “DOT.
GATE” game, a display, a camera, two PCs, and a background cloth for chroma keying
were used Fig. 2. The “DOT.GATE” character is generated based on a photograph
taken against the chroma keying background cloth by two administrative members,
with the gamer in a specified pose Fig. 3.

When a user stands at chroma keying background cloth to take a photo in front of
the “DOT.GATE” display, the user’s whole body is dotted in using a computer pro-
gram and shown in the “DOT.GATE” game world. A new game is then started with the

Fig. 1. Photoshop live street retouch prank
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new main character. Figure 4 illustrates the flow of “DOT.GATE.”When the game is
over, the result of the game score is displayed on the screen with the dotted game
character of each gamer oneself (Fig. 5).

Fig. 2. The chroma keying background cloth to take a photo

Fig. 3. Example poses for taking photos

Fig. 4. Example flow of “DOT.GATE”

Proposal for Video Game Using the Concept 375



3 Evaluation of “DOT.GATE”

Evaluation was conducted to confirm whether gamers could enjoy a feeling of being
immersed in the game. The experiment to evaluate “DOT.GATE” was conducted with
21 participants at Future University Hakodate on January 18, 2018. Each participant
posed for a photo against the chroma keying background cloth. The photos were
processed into the dotted main character of the existing famous games such as ‘Street
Fighter’. Figure 4 shows an example of the proceed characters using the taken photos.
Each participant enjoyed a very short and simple game in which they themselves
became the main character of the game. Subsequently, the participant evaluated

Fig. 5. Example of game score with the dotted game character

Fig. 6. Results of evaluation
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“DOT.GATE” using the SD method with 6 levels for 7 evaluation items: (1) feeling of
accomplishment, (2) feeling of being immersed in the game, (3) anticipation for the
next game, (4) novelty, (5) exciting concept, (6) flow of game story, and (7) fun. These
7 items were selected based on the textbook for experiments in the Kansei engineering
field [3].

4 Conclusion

Results of the experiment (Fig. 6) showed that “DOT.GATE” was evaluated especially
highly in “flow of game story” and “novelty.” The items “anticipation for the next
game,” “fun,” and “exciting concept” were also highly evaluated. However, “feeling of
being immersed in the game” received only weak positive evaluation. Moreover,
“feeling of accomplishment” was evaluated negatively.

From the evaluation experiment, “DOT.GATE” using the concept of becoming the
dotted main Character of game was clarified as fun and exciting concept. Although it
includes three different game stories, each game is completed in 3–5 min. Additionally,
each game has only a few sequences directly controlled by the gamer, and many cut
scenes in which the gamer just watches the flow of the game. In other words, “DOT.
GATE” was evaluated as a passive game. However, the flow of the game was con-
sidered very good, and concept novel, fun, and exciting.

The results of evaluation show that “DOT.GATE” is a novel game with a good
story flow, and that the concept is effective for inciting users’ enjoyment. However,
there are some points that must be developed with respect to immersion in the game
and gamers’ feeling of accomplishment. It will be necessary to clarify the impression
made and influence of the different various game characters on enjoyment. In the
future, the “DOT.GATE” will be developed with various game contents and game
characters to increase the gamers’ sense of immersion, so gamers can enjoy more
aggressively with positive experiences.
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Design 2’ at graduated school of Future University Hakodate. We thank the students of Future
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Abstract. Intangible Cultural Heritage (ICH) is one of the application fields of
educational games. However, most of these applications are provided for the
general public of cultural experience or information access, rather than
designing for rural children’s cultural learning. We propose that rural children
are critical learners and inheritors of ICH. ICH education has to be
future-oriented and integrated with rural children’s learning needs and learning
styles. This research is conducted in rural China with local children. We observe
the learning behaviors of rural children through an experiment, and classify
learners into activists, reflectors, negatives and entertainers. With the design case
of “Logic Huayao”, we present a design model for educational games with
cultural learning. In designing process, the players, culture, games, and learning
contents should be considered as an inclusive model and integrated into the final
interaction design process. Finding the relationship between them will enable us
to develop educational games that include cultural meaning and problem-
solving skills.

Keywords: Intangible Cultural Heritage � Educational games � Learning style
Cultural learning � Rural children

1 Introduction

The idea of using digital games for supporting and enhancing Intangible Cultural
Heritage (ICH) education is not new. An overview of recent serious games in cultural
heritage can be classified into three types of applications: reconstruction of history,
virtual museums, and cultural demonstrations [1]. However, most of these applications
are offering the opportunity to remote cultural experience or information access for the
general public, rather than designing for locals. Like virtual museums, although they
are helpful, still lack a powerful mechanism to engage the large public into an active
state of learning where spectators are motivated to create their own knowledge rather
than to receive information passively [2]. ICH is not only a fascinating subject need to
safeguard, but also a vivid and real experience inherited by locals. According to
UNESCO, “Intangible cultural heritage, transmitted from generation to generation, is
constantly recreated by communities and groups in response to their environment, …
… promoting respect for cultural diversity and human creativity [3]. ICH education for
local children can take the advantage of learning and practicing in cultural space,
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promoting children’s cultural identity and creativity. And above all, it empowers locals
to sustain their culture’s regeneration ability.

In recent years, some traditional handicrafts and music in China have begun to enter
the rural primary schools in the form of “Bringing the Intangible Cultural Heritage into
School”, hoping to establish the connection between children’s education and the
unique regional culture. However, for many reasons, it is often difficult to achieve the
desired results in practice. As we are learning, living and working in a changing world,
facing the challenge: how to help local communities and groups to “constantly
recreate” ICH culture? Pöllänen and Urdziņa-Deruma put forward with “Future-
Oriented Reform of Craft Education”, which should focus on collaborative learning,
active participation and the use of different tools and technologies to create new
knowledge [4]. Future-oriented learning expands our understanding of ICH’s meaning
and value. Therefore, this paper probes into the possibilities of new type educational
game with future-oriented cultural learning. We propose that educational games
designed on the basis of ICH education are culturally meaningful to rural children and
conforming to children’s cognitive schema construction.

The study has been started with Huayao cross-stitch (Fig. 1), a national Intangible
Cultural Heritage in a remote village of Longhui County, Hunan Province in China.
Huayao, literally Flowery Yao, is a branch of the Yao minority. The reason they got the
name is because local girl’s long straight skirts are usually decorated with intricately
detailed cross-stitch patterns. Using white or colored thread and dark color homespun
cloth as materials, Huayao girls are skillful on creating patterns. Because Yao has no
written characters, they pass down their ethnic history and daily life by patterns with
cross-stitch. There are more than 1000 patterns, which can be divided into four cate-
gories: history, tradition, animals and plants. Huayao woman needs to spend about half
a year to finish a cross-stitch skirt, and embroiders two or three hundred thousand
needles on average. One thing is very impressive: during the long process of
embroidery, following the warp and weft grid on homespun cloth, Huayao women can
cross-stitch beautifully and complicated patterns without models and drafts but only by
memory. It is the creativity and logical thinking that conveyed by the “Thinking Hand”.
Can we extract the elements of Huayao cross-stitch and integrate them into children’s
mathematical logic training and creativity, and finally transform it into educational
games through appropriate game mechanics?

Thus, the research group, have designed an educational game called Logic Huayao.
We look forward to helping rural children to develop the sense of mathematics and
logical thinking. At the same time, guiding them get familiar with patterns and
structures of Huayao cross-stitch under the local cultural contexts. With the design case
of “Logic Huayao”, we propose a design model for educational games with cultural
learning.

2 Related Work and Theories

At present, researches about the application of ICH in children’s educational games are
still very less. However, with the development of constructivist theories of learning in
recent years, socio-cultural factors become increasingly important in educational game
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design. Nielsen proposes the third generation of educational games, which implies an
inclusive triangle of player, culture, and computer games to understand the full spec-
trum of educational use, and it stresses the key role of providing a social context that
facilitates asking the right questions and going the right places [5]. Early experiments
by Kam et al. [6] in rural India have shown that compares with foreign western games,
English games designed according to the local traditional game mechanisms avoid
cultural problems and are more accessible to rural children. Some researchers try to get
inspiration from the cultural elements to promote a better learning experience. Tian
et al. [7] present the design and implementation of two culturally inspired mobile group
learning games—Multimedia Word and Drumming Strokes to help children learn
Chinese characters. They found that in group collaborative games, children learn better
through observation and reflection. Inspired by Chinese intangible cultural heritage
Shadow Play, Lu et al. [8] design the ShadowStory game for promoting creativity,
collaboration, and intimacy with traditional culture among children. These present
studies report the educational game design inspired from the traditional culture, and
discuss the cultural influences in learning experience, but has not mentioned how to
promote cultural learning and recreation, as well as how to design educational game
based on rural children’s learning situation and learning styles.

To develop a successful educational game, learner’s differences, social cultures,
game genres, learning activities and content, and learning styles are all important
issues. According to Killi’s game experiencing flow model [9], the task itself, the use of
artifacts or individual differences should be taken into account while designing edu-
cational games. It is very important to provide suitable challenges for learners to
improve learning experience. Honey and Mumford [10] learning style is one of the well
known experiential learning, they classify learners into activists, reflectors, theorists,
and pragmatists. Prensky [11] proposes the relationship of learning content, learning
activities and possible game types, and analyzes how to design corresponding learning
activities and game genres according to different learning contents. Chong et al. [12]
believe that each person has his or her own way of converting, processing, storing, and
retrieving information. So, it is very important to understand individual learning styles
to predict learners’ responses and feelings in diverse learning environments. After

Fig. 1. (a) Huayao cross-stitch; (b) Details of the “Tigers downhill” cross-stitch skirt; (c) The
picture of Huayao ethnic dress skirts.
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Prensky and Chong et al., Rapeepisarn et al. [13] further analyze the relationship of
learning style, behavior when playing game, and showed the comparison and matching
of learning techniques, learning activities, learning styles to possible game genres. The
depth and scope of research in learning styles are developing rapidly, however, as a
very big learner group, children in developing areas are still less to be reported.

Inspired by the third-generation educational game design theory by Nielsen and the
game experience design model by Killi, we propose a design model for educational
games with cultural learning (Fig. 2). While designing educational games, the four
elements of the players, culture, game and learning contents should be considered
inclusively under real socio-cultural situation and learning situation, and integrated
them into the final interactive design flow. Rural children are very special learner owing
to diverse culture and environment in which they live. Next, through the “Logic
Huayao” design practice, this paper shows how to extract the cultural elements from
Huayao cross-stitch for children’s education, and analyzes the playing and learning
styles of rural children, establish relationships between them with proper game genre.

3 Methods

According to Nielsen, children’ s interaction with technology is different depending on
their age and cognitive ability [14]. We chose the children aged 9–12 in Baishuidong
Primary School at Huayao as the research subjects. The whole research consists of
three stages: pilot study, collaborative innovation and design. (1) Pilot Study Stage:
through questionnaires and interviews, we investigated the digital environment, game
preferences, current situation and difficulties of mathematics learning of rural children,
and further pursued understanding of the pattern memorization and creative schema of
Huayao cross-stitch; (2) Collaborative Innovation Stage: we invited the Intangible
Cultural Inheritor to teach a Huayao cross-stitch lesson, and then carry out collabo-
rative innovation experiments with multiple participants to test the target game and
give suggestions; (3) Design phase: we designed the game Logic Huayao based on

Fig. 2. Design model for educational games with cultural learning.
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Huayao cross-stitch, confirmed the level of the challenge through the analysis of
children’s game learning behavior, instilled the storyline into the game and so on.

The pilot study’s questionnaire survey was undertaken in a campus environment
with the help of teachers. Thus, the researchers became acquainted with these children
very quickly and were able to observe their behaviors closely in the next stage. On
collaborative innovation stage, children were divided into several groups, each group
include 5 to 6 children and an observer sitting together with them. For better obser-
vation, we used Multiple-scan with tabular records and video graphics approach
(Fig. 3). Multiple-scan is a sampling method for social-behavioral research on a group
of children [15]. In this research, each child has a corresponding record sheet, and the
observer observes each child in his/her group by turn, recording children’s behavior
and the time of occurrence. The observer records the learning behavior of children from
four aspects: knowledge acquisition and comprehension, interaction with classmates
and teachers, concentration and motivation, motor skills and attitude. In addition, we
used mobile phone’s cameras to capture gestures, facial expressions and other
non-verbal interactions, while a fixed position camera served as an aid to recording the
behavior that may be overlooked.

We take advantage of game design patterns, that are usually found in earlier suc-
cessful games, as basic building blocks for informing new game designs [16]. The
game genre is positioned as a logical puzzle game. Nonograms is a classic picture logic
puzzle from Japan. In a grid, each row and column have a number corresponding to the
location of the black block, the player according to the number of groups to fill or leave
the grid, finished to reveal hidden pictures. Compared with Nonograms, counting yarn
skill of Huayao cross-stitch has the same rules in some way (Fig. 4). Nonograms
requires some elementary knowledge of integer calculations [17], as the difficulty
increases, the player also needs certain contradictory reasoning ability. At the same
time, Nonograms is a kind of graphical logic exercises, which suitable for children who
prefer concrete imaginal thinking.

Fig. 3. Multiple-scan method in the stage of collaborative innovation
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4 Research and Results

4.1 Pilot Study

To investigate the current situation and issues in rural children, we conducted informal
interviews with Baishuidong primary school principal and five teachers at first, the
interview questions focused on the children’s learning situation and problems. Also
with permission, we checked the latest math test scores and home visit records of
students, and conducted a questionnaire survey on 109 pupils (aged 9–12, 61 boys and
48 girls). The team also conducted a scene interview with ten Huayao cross-stitch
women to understand the pattern of memorization and creative thinking of the
cross-stitch. And find a game mechanism which can combine the Huayao cross-stitch
and meet the need of children’s learning.

The Current Situation of Rural Children’s Math Learning and Digital Skills
Under the policy of integrating urban and rural education in China, Baishuidong Pri-
mary School is taught and tested with standard teaching materials. According to the
latest math test scored out of 100 points, the average score of grade 5 was 35.37, only 8
(19.51%) students passed; and the average score of grade 6 was 23.82, only 6 (17.6%)
students passed. Combine the practical teaching experience from math teachers, we
summarized three main reasons for rural children’s math learning difficulties: Firstly,
most rural children cannot keep up with the pace of teaching, and have low interest in
the curriculum. Secondly, most children are poor at abstract logical thinking, but prefer
concrete imaginal thinking and work better with graphic teaching content. Thirdly,
most of them are left-behind children, lack of family supervision and have been unable
to develop good study habits. We need to guide children participate actively.

According to Kam’s experience, designing such games that target low-income
learners in the developing world is considerably more challenging due to their lower
levels of familiarity with technology and video games [18]. However, our survey found
the informatization of China’s rural areas has developed rapidly in the past two years.
84.4% of the 109 rural children surveyed had at least a smartphone or computer in their
family, of which 25.7% had a home network. They often play games together after
school. And the top three favorite digital games are the King of Glory, Minecraft and
Miracle Nikki. The survey showed that there is no obvious difference between urban
children and rural children in digital skills. Math teachers also observed that compare to
children’s class performance, they appeared more capable of playing digital games,

Fig. 4. Japanese Nonograms and Huayao Cross-stitch
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which convinced us in using educational games to motivate the learning potential of
rural children.

The Feature of Huayao Cross-Stitch’s Learning Process
To find the cultural elements suitable for enhancing children’s abstract logical thinking
and creativity from Huayao cross-stitch, we studied the thinking pattern in cross-stitch
creation to find the corresponding game mechanism. We interviewed ten Yao women (6
aged 35–45 and 4 aged 50–65) in their home, and asked them questions as the following:
How did you learn the cross-stitch? Do you need a reference pattern before embroi-
dering? How do these patterns come from? How do you remember these patterns? Can
you explain how you created this new pattern? etc. We found that the learning and
creating process is continuous and progressive. First learn counting yarn and master the
basic stitches, then get familiar with traditional patterns, creating new patterns. And
counting yarn is a very crucial skill in pattern memory and creation. Over the longtime
embroidery work, Yao women keep continuous reflective observation, they often pause
to observe the shape of the pattern through counting yarn. About new pattern creativity,
some Yao women said: “There were many animals in mountains, such as tigers, birds,
rabbits and so on, we embroider what we see”, “Now children go to school, I like to
embroider new pattern according to the pictures in their textbooks”. This shows they
have been inspired by their environment or daily life, and constantly recreation.

4.2 Logic Huayao Collaborative Innovation Experiment

In order to further observe the learning behavior of rural children, and explore game
innovation, we arranged a collaborative innovation experiment in a classroom with
multiple participants, which included a math teacher, 27 children volunteers (aged 11–
12, 8 boys, 19 girls), 5 observers, 2 organizers, and Ms. Feng (aged 58) who is the
intangible cultural inheritor of Huayao Cross-stitch. 27 children were divided into 5
groups by random, and each group have an observer sitting with them.

Procedure. This experiment is divided into three steps as Huayao Cross-stitch
learning experience (45 min), game experience (45 min) and pattern design (20 min)
(Fig. 5). First, Feng gave a cross-stitch lesson for children. She provided some
cross-stitch pieces for children to observe the pattern closely, and taught children
counting yarn and basic stitches skills step by step. Game experience part was started
after a break. To help children understand the game rules quickly, we provided a
download nonograms game–Logic Pic [19] for children play on mobile phones and
ensure they understand the rules basically. Then every child asked to play a demo game
on A4 paper. There are 4 tasks from easy to hard, which are redesigned according to the
Huayao cross-stitch patterns. And a blank grid paper is presented to children to draw
patterns what they want in the last session. Finally, each child’s game outcomes and
self-created patterns on paper are photographed, combined with learning behavior
records, video recordings, home visit records and other data for the final assessment.

Results. This experiment helped researchers to further understand different learning
styles of rural children, and we found some inspiring results. Firstly, according to
children’s learning behaviors, we classified learners into activists, reflectors, negatives
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and entertainers (Table 1). It’s a little different from Honey and Mumford’s classifi-
cation, because our research focused on rural children and tested in one game genre.

We also found that children’s math ability and game learning outcomes are basi-
cally proportional (Fig. 6). There are some noteworthy exceptions, for example, an
active child who turned from “poor” to “excellent” during the game-based learning, he
only got 10 points at math test, but finished 3 tasks and mastered the game strategies.

Fig. 5. (a) Huayao cross-stitch learning experience; (b) game experience; (c) pattern design

Table 1. Rural children’s learning style

Learning
style

Learning behavior

Activists Active, acting before thinking, prefer teamwork, seeking help or help others
frequently, but sometimes lack independent thinking

Reflectors More cautious, acting after thinking, learning through observation and
independent thinking, sometimes get stuck due to self-limitation

Negatives More passive, acting with lack of thinking, prefer trial and error method, easy
to complain and give up when face difficulties

Entertainers Active, just enjoy playing part, little care about learning outcomes, prefer play
in their own way when face difficulties

Fig. 6. The distribution of Math ability, game performance and learning styles.
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Learning from mistakes and learning from peer are very common behaviors in all
types of learners. However, trial-and-error behavior can’t gain the positive knowledge
without reflective thinking. Many children encountered difficulty when they play the
demo game on paper because they can’t pass through just keep clicking. Therefore, to
increase the reflective thinking part to avoid too much trial-and-error behavior is very
important when designing educational games for children, as well as to provide more
tips and feedbacks to help children learn game strategies.

In the pattern design part, we observed that every child enjoyed drawing freely, just
like Huayao cross-stitch, they create what they like, such as their names, love, and
transformers etc. (Fig. 7). And they felt relax and began to give various suggestions: “I
think the game should to be more colorful”, “I hope to have a background music in
there”, “I want to use this pattern to decorate my gun”, etc. So, free creation part is a
good way for children to stay concentration, increase participation, and bring in new
ideas.

As the intangible cultural inheritor, Ms. Feng is a specialist of pattern memorization
and creation. She associates the grid on paper with warp and weft on fabric very
naturally, and followed the embroidery sequence by habit, she drew different patterns
on paper. When she played the demo game, she guessed the meaning of the pattern at
first: “Is this the Octagon Flower?”, and then she finished the task through memo-
rization, even though she didn’t know the game rules exactly. It’s a very meaningful
discovery which confirmed that this game mechanism can be associated with
cross-stitch skills. Thus, we hypothesis that following some visual and meanings clues,
game experience and cross-stitch experience could be associate together, mutual
combination, mutual promotion.

4.3 “Logic Huayao” Game Design

Based on above analysis, we designed the educational game Logic Huayao for rural
children (Fig. 8). Learning goal is set based on the analysis of learning contents, and
then presented to the learner with the form of game task. Huayao cross-stitch elements
are also contained in the learning content as part of cultural learning, which is trans-
formed into the game story, meanings, visual elements and creative parts. We designed
a cute Huayao girls who wear folk costumes. She constantly encourages children to
keep going, provides strategies and tips more accessible, leads children to avoid too

Fig. 7. (a) Game demo on paper; (b) “Love” drew by a girl; (c) “Transformers” drew by a boy
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many trial-and-error behaviors lack of reflective thinking. The creative function enables
children to create new Huayao cross-stitch patterns even they didn’t know how to
embroidery in practice. In addition, after finishing pattern creation, children can upload
it online to generate new game tasks, share and interact with friends. We think this is a
way to stimulate their enthusiasm to learning and creation. Player’s learning style,
cultural elements, game mechanism and learning contents are fully considered in this
game and integrated into the final interactive design flow.

5 Discussion

Playing and learning under socio-cultural situation, it is a way for guiding learners learn
their own culture in naturally, stimulate their enthusiasm and enhance their creative
ability. From future-oriented perspective, ICH can become rural children’s educational
resources as well as a part of socio-cultural contexts in educational games. This study
explored a new form of ICH educational game, which associated cultural elements in
ICH and learning needs for rural children both in cultural learning and diversified skills
exercise. When design educational games, learning style, culture, game genres and
learning contents should be considered inclusively and connectedly under real
socio-cultural situation and learning situation. Finding the relationship between them
will enable us to develop educational games that include cultural meaning and
problem-solving skills.

Rural children are very special learners and players. Contrary to the poor learning
situation on school curriculum, they have impressive enthusiasm and potential on
digital game-based learning. Their learning styles can be classified into activists,
reflectors, negatives and entertainers, and each style has different learning issues and
need to be considered in design process. In a word, designing more free creation
spaces, collaboration opportunities, appropriate challenges, accessible game strategies

Fig. 8. Logic Huayao game design. (a) Game task based on Huayao pattern and logical exercise;
(b) game reward with cultural meaning; (c) and (d) cross-stitch pattern creation and upload
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and reflective thinking time are crucial methods for improving their engagement and
learning outcomes.

6 Conclusion

The diversity of education and culture could be mutual promotion each other. Edu-
cational games based on ICH may leading the ‘constantly recreation” of the culture.
Just like Huayao cross-stitch, patterns are constantly recreating by local women. In
Logic Huayao, the game experiences and the Huayao cultural experiences are likely to
be further transformed through practice and promote learning transfer. We look for-
ward to generating and prompting more vitalities to Huayao cross-stitch through the
game by rural children. A further discussion and research is necessary, the design
model need to be verified in different culture and conditions, that will be the content of
our next study.
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Abstract. In conventional game designs, only “positive” user experience
(UX) such as how to make the game fun and attractive has been drawing
attention. The play of a game, however, belongs to not only a context of a game
but also comprehensive contexts including life and society. Problems such as
being got a game machine away by parents because of too much game play and
causing troubles and accidents by playing a game while walking or driving
might be considered as “negative” UX in such comprehensive contexts. The
objective of this research is to propose a game design methodology of pre-
venting negative UX of the game in comprehensive contexts without reducing
positive UX of the game. This paper reports a trial on controlling the user’s
motivation by changing the game parameters of “Breakout” such as ball speed
and paddle size and inducing the user to terminate the game contentedly.

Keywords: Game � User experience � Motivation � Context � Flow theory

1 Introduction

Since a game such as a video game is a product for entertainment, most conventional
studies on games focus on how to attract people into playing games and how to keep
people playing games as much as possible. Recently, the concept of user experience
(UX), which is defined as all the users’ emotions, beliefs, preferences, perceptions,
physical and psychological responses, behaviors and accomplishments that occur
before, during and after use of product or service [1], is becoming important in the field
of product design. How people are attracted play a game (before the game play) and
how people enjoy and continue playing the game (during the game play) should be
considered as “positive” UX of games in the context of game play. The play of a game,
however, belongs to not only a context of a game but also broader contexts of life and
society (Fig. 1), and there could be “negative” UX in comprehensive contexts of not
only game but also life and society, such as,
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– being got a game machine away by parents because of too much game play and
resulting poor academic performance,

– causing troubles and accidents by playing a game while walking or driving.

Since these negative UX of a game might be not only personal but also social
problems, there is a movement of defining a pattern of gaming behavior
(digital-gaming or video-gaming) characterized by impaired control over gaming as
“gaming disorder” [2].

With those backgrounds, the objective of this research is to propose a game design
methodology of preventing negative UX of the game in comprehensive contexts
including life and society without reducing positive UX of the game in a context of
game. As the first stage of the research, we examine possibility of inducing a player to
terminate a game appropriately. As a method of controlling the continuation/interruption
of game play, an application of parental control has been developed which allows
parents to monitor the usage of a game by children and restrict browsing websites or
playing games from a smartphone [3]. Although such a method of forcibly terminating
the game might be able to avoid negative UX in a comprehensive context, it is not an
ideal goal for our purpose because it may make the user dissatisfied and deteriorate a
positive UX of the game. Moreover, parental control approach cannot be applicable to
adult players of games. Therefore, our methodology should enable game designers to
design games in which the player can terminate playing the game voluntarily without
becoming uncomfortable as they intend.

2 Motivation of Game Play

2.1 Related Studies on Motivation

To achieve the goal of this study, we focus on motivation that explains behavioral
principle of people, examine game design factors that motivate users to play game, and
propose methods of game design that can control users’ motivation in game play.
Motivation is generally understood in terms of willingness. “Motivation may be
defined as the energization (i.e., instigation) and direction of behavior” [4]. Motivation
can be classified based on the different reasons or goals. We can classify motivation
into two types, i.e., intrinsic motivation and extrinsic motivation. “Intrinsic motivation
is defined as the doing of an activity for its inherent satisfactions rather than for some

Context 
of game play

Context of society or life

Fig. 1. Comprehensive contexts.
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separable consequence” and “extrinsic motivation is a construct that pertains whenever
an activity is done in order to attain some separable outcome” [5].

Not only motivation classification based on general theory but also motivational
factors in the game have been studied. A study [6] focused on the extent to which
individual behavior is self-motivated and self-determined, and proposed self-
determination-theory (SDT) explaining that motivation is increased when three psy-
chological needs “competence”, “autonomy”, “relatedness” are satisfied. They applied
SDT to video games and explained the factors that satisfy psychological needs in game
play [6]. Factors of games that meet the needs of “competence” are important as a field
of level design even in the current game. In SDT, the flow theory [7] is related to
“competence”. In the level design of the game, the flow theory explain the reason why
it is desirable that the degree of difficulty of the game should be balanced with the user
skill.

The following three conditions are necessary for the occurrence of the flow
experience. “First, flow tends to occur when the activity one engage in contains a clear
set of goals”, “second precondition for flow is a balance between perceived challenges
and perceived skills”, and “finally, flow is dependent on the presence of clear and
immediate feedback” [7]. Flow experience is explained as “flow is an experience so
gratifying that people are willing to do it for its own sake, with little concern for what
they will get out of it, even when it is difficult or dangerous” [8]. It is desirable for the
user to experience flow during completely game play.

Motivational factors caused by the structure of the game have also been studied.
Game provides goals according the rules [9]. The goals provided by the game are the
states or the result that game finally reaches. We think the achievement of goals and the
process of achieving goals are accompanied by intrinsic motivation and extrinsic
motivation. For example, when the users achieve the goal, they get a sense of
accomplishment, clear up the disappointing failure, and get items, prize money and so
on attached to the goals, even in the process of achieving the goal, reward and punitive
stimulation may occur. For example, users enjoy work in the process of reaching goals
like flow experiences, or the work themselves are bored and the user stop playing the
game [10].

Juul said that motivation factors for the game are in failure experiences during
game play. The failure depends on the success path to the goals. Juul classified the
paths to success into three types as follows [11],

– Skill: “When we fail in a game of skill, we are therefore marked as deficient in a
straightforward way: as lacking the skills required to play the game”,

– Chance: “Failing in a game of chance therefore marks us as being on poor terms
with the gods (or Fortuna), or as simply unlucky, which is still a personal trait that
we would rather not have”, and

– Labor: “A game of pure labor (such as Stat builder) may not even allow a player to
fail. Lack of success in a game of labor therefore does not mark us as lacking in skill
or luck, but at worst as someone lazy (or too busy) For those who are afraid of
failure, this is close to an ideal state”.
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In many cases, the game consists of a combination of these three successful routes.
Besides these success routes, recently there is also a route to purchase items of the
virtual world in game and to advance the game. It is seen in free-to-play games.

Now that we sort out motivational factors from previous research, next we examine
how to control the degree of motivation by manipulating motivational factors. Tem-
poral Motivational Theory (TMT) model explains the relationship between motiva-
tional factors and the degree of motivation. TMT model expresses the degree of utility
or motivation by integrating researches on motivation and behavioral economics such
as Prospect Theory, features of Pico Economics, Expected Utility Theory, and Needs
Theory [12].

Motivation Utilityð Þ ¼ Expectancy�Value
1þ Impusiveness�Delay : ð1Þ

The numerator of Eq. (1) multiplies the success probability or the sense of
self-efficacy (Expectancy) and the reward obtained from the result (Value) [13]. The
denominator multiplies the sensitive to the time to get reward (Impulsiveness) and its
time (Delay). The flow experience is considered as internal reward in the process of
achieving the goal of games of skill and Value of TMT. The degree of labor in the
process of achieving the goal of games of labor is corresponding to the Delay of TMT.
Therefore, here we hypothesize that motivation could be weakened by breaking the
balance of difficulty or by enlarging the labor. If motivation can be controlled by
independently manipulating difficulty and labor without deteriorating the user experi-
ence, it is possible to interrupt the user’s game play for various games.

2.2 “Breakout” as a Game Example

At the first stage of our research, a simple game with rather small number of game
parameters to describe motivation factors in our hypothesis is suitable. As a game to
satisfy that condition, we adopt “Breakout” as a game example in this study. The
degree of difficulty can be manipulated by the size of the paddle. In Breakout, the time
required to achieve the goal is connected with labor, but there are no parameters that
can manipulate labor alone. By simultaneously manipulating the speed of the ball and
the size of the paddle such as faster ball speed and larger paddle, we manipulated the
degree of the time while keeping the difficulty constant (Table 1). When the two
parameters are manipulated, it was necessary to quantify the degree of difficulty of the
game in order to keep the degree of difficulty constant. In Sect. 3, we conducted
simulations and experiments to quantify the difficulty of Breakout when manipulating

Table 1. Breakout parameters and influence on motivational factors.

Manipulated parameters Influenced factors
Difficulty Labor

Speed of the ball X X
Size of the paddle X
Speed of the ball � Size of the paddle X
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the ball speed and paddle size by using the concept of configuration space. In Sect. 4,
we conducted experiments to control the motivation by manipulating the difficulty and
labor of Breakout based on quantified the degree of the difficulty as a result in Sect. 3.

3 Quantifying Difficulty of Breakout by Configuration Space

The configuration space (here in after C-space) is a parameter space showing the range
of movement restricted by obstacles and possible attitudes and positions and typically
used for robot route search and collision avoidance [14]. From the values of each
parameter such as the rebound angle, speed of the ball, the position and speed of the
paddle, the area where the player can return the ball in the C-space is described, and the
area is used as the quantified difficulty of Breakout. We associate the result of the user
test with the degree of the quantified difficulty of Breakout so that we can evaluate how
difficult the Breakout with specific parameter values in reality by the simulated area
size in the C-space.

3.1 Simulation

Figure 2 is Breakout model to simplify calculation of its difficulty. We suppose the ball
bounces off the center of the upper frame, and ignore the bouncing of the ball on the
left and right frames. The kinetic parameters of C-space use the rebound angle h of the
ball and the position x of the paddle. The x = 0 point is the center of the lower frame in
Fig. 2. In the model, the ball bounces at angle h and velocity u and the paddle of size
L can move with speed v. Using these parameters, we calculate the area size depicting
conditions for the paddle to return the ball in C-space as follows.

Since the reflection on the left and right frames of the ball is ignored, the domain of
h is within the angle range of A and is described by Eq. (2).

Fig. 2. Breakout model to make C-space.
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� tan�1 W
2H � h� tan�1 W

2H : ð2Þ

Because of the range of the frame and the size of the paddle itself, the domain of the
position x of the paddle is represented by Eq. (3).

�W
2 þ L

2 � x� W
2 � L

2 ð3Þ

The arrival position of the ball is H tan h. The arrival time t of the ball is H=u cos h.
The distance that the paddle moves during t is vt. Since the position x of the paddle is
the center of the paddle, user can return the ball even if the there is a distance to the ball
by the size of the paddle. The range of the paddle position x (free area) at which the ball
can be returned be expressed by Eq. (4).

H tan h� Hv
u cos h þ L

2

� �� x�H tan hþ Hv
u cos h þ L

2

� �
: ð4Þ

We assume that the extent of this free area represents the ease of returning the ball
and the domain represents the difficulty of returning the ball. The area S of the free area
and the area D of the domain are expressed by Eqs. (5) and (6). S/D was used as the
theoretical value of Breakout difficulty.

S ¼ 2vH
u ln

1þ sin tan�1 W
2Hð Þ

1�sin tan�1 W
2Hð Þ þ 2L tan�1 W

2H

� �
: ð5Þ

D ¼ 2 tan�1 W
2H

� �� W � Lð Þ: ð6Þ

3.2 Comparison of Simulation and Experiment

We selected the evaluation index of the difficulty of the game measured by the
experiment. We set the difficulty level of the game to be “easy”, “ordinary” and
“difficult”. The difficulty was based on the number of stages cleared. The threshold as
to whether the user can clear the stages can be calculated by the probability that the user
misses the ball when trying to return the ball.

N is total of the number of balls shot (including both firing and rebounding).
Efficiency is the number of times the ball hit the blocks per shot. The number of broken
blocks is represented by Eq. (7), and N is represented by Eq. (8).

Blocks ¼ N � Efficiency ð7Þ

N ¼ hitsþmissesþ 1þ stageclears ð8Þ

N is the sum of the first one ball (1), the first 1 ball when you cleared the stage
(stage clears), the misses that the user restart after mistaking (misses) and the
rebounding balls (hits). The probability of missing is Miss Ratio (misses/N = Miss
Ratio). The stage clear condition is that the number of misses is less than the number of
life (life).
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N �Miss Ratio ¼ misses ð9Þ
Blocks

Efficiency �Miss Ratio ¼ misses� life ð10Þ

)Miss Ratio
Efficiency � life

Blocks ð11Þ

In Eq. (11), the condition of the user’s performance (Miss Ratio and Efficiency),
which is required to clear, is determined by the value depending on the structure of the
stage (life and Blocks) is determined. So in the user test, Miss Ratio/Efficiency was used
as an evaluation index.

Four students from the University of Tokyo (3 males, 1 female) participated in the
user test. As shown in Table 2, u and L were changed under 5*6 conditions. Partici-
pants played 30 stages in order, and continued to play until they had returned or made
mistakes a fixed number of times.

3.3 Result

Figure 3 shows the correspondence between the S/D value and the measured value by
the user test. There is region where the variation is somewhat large. As the value of S/D
increases, the measured value decreases in order. Although S/D is not a strict difficulty
index, we calculated the degree of the difficulty using S/D for convenience and decided
the experimental level in Sect. 4.

Table 2. Parameters of breakout and values for user test

Parameter Value Parameter Value

H 24.5 L 5, 10, 15, 20, 25, 30
W 39.0 Blocks 21
v 40 Life 4 (0, 1, 2, 3)
u 20, 30, 40, 50, 60 A fixed number of times 35
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Fig. 3. Correspondence between S/D and the results of user test
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4 Control of Motivation by Manipulating Difficulty
and Labor

4.1 Method

In this section, we verify whether we can control motivation controlled by manipu-
lating difficulty and labor independently, and behavior of stopping playing the game
could be induced. We also aim to check whether there is a motivational control method
that does not worsen the user experience. We implemented Breakout of 5 Stages and 4
Life using Unity (Fig. 4). If the experiment participants complete all the stages, they
may lose their goal and their motivation may be weakened. The game presented the
score ranking where the participants’ scores are reflected when participants are over the
game or have completed 5 stages. In addition, each stage was made so that the stage
became difficult little by little. The threshold of performance for completing each stage
is calculated as shown in Table 3.

Stage 1 Stage 2 Stage 3

Stage 4 Stage 5 

Fig. 4. Stages of breakout.

Table 3. Required number of collisions per stage and clear threshold.

Stages 1 2 3 4 5

Cumulative number of blocks 21 48 76 111 160
Threshold 0.190 0.083 0.052 0.036 0.025

Table 4. Experimental level

Levels Difficult Easy Medium Large labor Small labor

u 45.0 45.0 45.0 18 60
L 4.49 26.68 19.83 4.075 22.46
S/D 1.5 6 3.5 3.5 3.5
Return time [sec] 1.08 1.08 1.08 2.72 0.82

Game Design Methodology Considering User Experience 397



Based on this clear threshold, we decided levels of the experiment. S/D was set so
that S/D of difficult game is correspond with the threshold of stage1, S/D of medium
game is correspond with the threshold of stage 3 and S/D of easy game is correspond
with the threshold of stage 5. Used level values are shown in Table 4.

When the difficulty of the game was manipulated alone, the speed of the ball was
constant and the difficulty was adjusted only by the size of the paddle. When the labor
of the game was manipulated alone, S/D was constant while the speed of the ball and
the size of paddle being manipulated. The degree of labor was set to three levels, Large,
Medium and Small based on time for reciprocating when the ball bounces vertically.

We ask participants to keep distance between the display and their eyes about
50 cm so that the visual angle is constant. In Unity, camera setting is Orthographic and
Size is 20. The resolution of the screen was set to 1024 � 768. Under this condition,
the resolution per one unit is 25.6 [pixel/unit]. The paddle can be moved with the left
and right keys on the keyboard. For Input setting, Gravity is 10, Dead is 0.001 and
Sensitivity is 10 so that the speed of the paddle become 40 unit immediately after
pressing left and right keys. Twenty students from the University of Tokyo (19 males, 1
female, mean average 22.95) participated in the experiment. The experiment partici-
pants played five kinds of games (medium game + 2 types of difficulty control + 2
types of labor control) in random order. Participants was asked as “It is okay to stop the
game when you want to stop the game for some reason, such as when you cannot enjoy
the game”. The game automatically terminated when 15 min passed. We set 3 min
break during each game. Participants answered the questionnaire described below after
finishing the game. Motivation and enjoyment are in 5-point Likert type scale, and
difficulty and progress speed are by 5-point Semantic Differential method.

• Motivation: 1: I wanted to stop already/2: I could have stopped a bit more
quickly/3: I could quietly stop/4: I was good at continuing/5: I wanted to continue
more.

• Enjoyment: 1: It was not fun at all/2: It was not fun somewhat/3: I cannot say
either/4: It was a little fun/5: It was a very fun

• Difficulty: 1: very easy/2: somewhat easy/3: neither/4: somewhat difficult/5: very
difficult.

• Progress speed (labor): 1: very slow/2: slow/3: neither/4: fast/5: very fast.

In addition, participants wrote their impression about game other than above items.
Their play statuses were recorded each operation, score and time.

4.2 Result

The averages of questionnaire answers are shown in Fig. 5. The results of ANOVA and
Multiple Comparison by Bonferroni are also shown in Tables 5 and 6. There was no
significant difference in labor evaluation at the time of the difficulty operation. A sig-
nificant difference was observed in the difficulty evaluation at the time of the labor
operation. Motivation of the difficult and large labor games was significantly reduced
compared to the medium game. Evaluation value of Enjoyment was reduced with high
difficult and large labor games.

398 E. Hironaka and T. Murakami



Figure 6 shows the number of interruption behaviors at each level. Only the
maximum of nine players interrupted games at each level. As a result of examining the
ratio of the number of interruption, a significant difference was observed between the
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Fig. 5. Answers of questionnaire.

Table 5. Result of ANOVA (**: p < . 01, *: p < . 05)

Df SS MS F Prob > F

Motivation Difficulty 2 14.93 7.467 6.488 0.00377**
Samples 19 23.27 1.225 1.064 0.42088
Residual 38 43.73 1.151
Labor 2 15.6 7.8 6.209 0.00464**
Samples 19 19.07 1.004 0.799 0.69432
Residuals 38 47.73 1.256

Difficulty Difficulty 2 74.1 37.05 70.749 1.54E−13**
Samples 19 17.25 0.91 1.734 0.0734
Residuals 38 19.9 0.52
Labor 2 10.3 5.15 6.741 0.00312**
Samples 19 29.92 1.575 2.061 0.02852*
Residuals 38 29.03 0.764

Enjoyment Difficulty 2 9.1 4.55 4.16 0.0233*
Samples 19 8.18 0.431 0.394 0.9837
Residuals 38 41.57 1.094
Labor 2 28.03 14.017 21.622 5.37E−07**
Samples 19 13.52 0.711 1.097 0.391
Residuals 38 24.63 0.648

Progress speed Difficulty 2 0.233 0.1167 0.16 0.853
Samples 19 14.983 0.7886 1.079 0.407
Residuals 38 27.767 0.7307
Labor 2 42.13 21.067 36.761 9.32E−10**
Samples 19 11 0.579 1.038 0.446
Residuals 38 21.2 0.558
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difficult, easy, and large labor games, and the medium game (p < .05, z = N(0,1),
difficult: z = 2.45, easy: z = 2.24, large labor: z = 2.83).

4.3 Discussions

According to S/D of the C-space, the difficulty of the game was set to three levels,
difficult, medium and easy, but in the difficulty evaluation about easy game, there was a
tendency but there was no significant difference. Because participants played a difficult
game in the same experiment, they did not feel the difference of the difficulty between
medium and easy game. A significant difference was observed in Miss Ratio/Efficiency.
There is no significant difference in labor (Progress speed) between the levels, and the
preconditions for constant labor are satisfied. The labor was set to large, medium, and
small so that the S/D of the C-space was constant, significant differences were rec-
ognized in the subjective evaluation, so the main effect was confirmed. Experiment
participants felt more difficult to play large and small labor games than medium game.
From free form questionnaire, for example, the participant pointed the difficulty of
player had to predict the trajectory of the ball because the ball is too fast. Difficulties
that cannot be expressed in the current Breakout model occurred. Necessary are
improvements incorporating models such as human reaction time and adjustment of
paddle position.

In difficult games and large labor games, motivation was reduced and interruption
behaviors increased compared to the medium games. This result supports the theory of
previous researches (Flow, TMT). They were unable to maintain the participants’
enjoyment. In difficult game and large labor game, negative emotions such as giving
up, getting tired and boredom were caused.

In small labor game, participants’ motivation did not decrease much. This also
supports previous research. However, it should be considered that the consistency of

Table 6. Multiple comparison (Bonferroni)

Diff-med Med-easy Easy-diff L-med Med-S S-L

Motivation 0.023 0.642 0.042 0.0026 1 0.0973
Difficulty 4.50E−07 0.17 2.40E−10 0.0853 0.0016 0.8194
Enjoyment 0.137 1 0.068 8.90E−05 1 3.30E−05
Progress 1 1 1 6.80E−06 0.043 1.70E−06
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the difficulty was not kept. As a result, the small labor game was relatively fun and
variation in the evaluation was small. The tempo of gameplay is presumed to be an
important factor for enjoyment.

In the easy game, there was no significant difference in the subjective evaluation
value of the motivation with medium game, which was different from the previous
study. In addition, the easy games maintain enjoyment of the game. In the free answer,
there was an opinion that “It is fun to be able to clear even if it is easy”. It is presumed
that enjoyment was maintained because a sense of achievement was surely obtained in
the easy game. In the easy games, however, the number of interruption increased more
than the medium games. There were two types of people, who were satisfied with
completing the five stages and stopped playing the game and who continued the game
aiming for score ranking. If the relationship between satisfaction and motivation
reduction/end of behavior is known, there is a possibility that the game may be ter-
minated well at the end.

At all levels more than half of the total participants did not finish the game within
15 min. In situations where it is not necessary for the experiment participants them-
selves to consider the comprehensive contexts, the action of stopping the game is
difficult to be induced. In addition, this experiment does not consider interaction
between difficulty and labor. In the future, it is necessary to consider combining control
of difficulty and labor, making users aware of context, and ways to change goal itself.

5 Conclusion

The results of this paper are summarized as follows.

1. We proposed a quantification method of the difficulty of Breakout using configu-
ration space.

2. Large labor and difficult games make users stop playing the game, but the user
experience gets worse.

3. Easy games cannot make user’s motivation weaken, but there is a possibility that
users can stop playing the game at the appropriate timing because they are satisfied
with complete of game goals.

References

1. ISO 9241-210:2010: Ergonomics of human-system interaction—Part 210: Human-centered
design for interactive systems (2010)

2. World Health Organization: Gaming disorder. http://www.who.int/features/qa/gaming-
disorder/en/. Accessed 28 Feb 2018

3. Nintendo: Make Nintendo Switch part of the family. https://www.nintendo.com/switch/
family-fun/. Accessed 28 Feb 2018

4. Elliot, A.J., Covington, M.V.: Approach and avoidance’. Educ. Psychol. Rev. 13(2), 73–92
(2001)

5. Ryan, R.M., Deci, E.L.: Intrinsic and extrinsic motivations: classic definitions and new
directions. Contemp. Educ. Psychol. 25(1), 54–67 (2000)

Game Design Methodology Considering User Experience 401

http://www.who.int/features/qa/gaming-disorder/en/
http://www.who.int/features/qa/gaming-disorder/en/
https://www.nintendo.com/switch/family-fun/
https://www.nintendo.com/switch/family-fun/


6. Ryan, R.M., Rigby, C.S., Przybylski, A.: The motivational pull of video games: a
self-determination theory approach. Motiv. Emot. 30(4), 344–360 (2006)

7. Csikszentmihályi, M., Abuhamdeh, S., Nakamura, J.: Flow. In: Elliot, A. (ed.) Handbook of
Competence and Motivation, pp. 598–698. The Guilford Press, New York (2005)

8. Sweetser, P., Wyeth, P.: Game flow: a model for evaluating player enjoyment in games.
ACM Comput. Entertain. 3(3), Article 3A (2005)

9. Juul, J.: Half-Real: Video Games Between Real Rules and Fictional Worlds. MIT Press,
Cambridge (2011)

10. Endoh, M., Mikami, K., Kondo, K.: Why do players drop out of the game? - Reason due to
game design. Digital Game Research Association Japan, pp. 15–18 (2014)

11. Juul, J.: The Art of Failure: An Essay on the Pain of Playing Video Games. The MIT Press,
Cambridge (2013)

12. Steel, P., Konig, C.J.: Integrating theories of motivation. Acad. Manag. Rev. 31(4), 889–913
(2006)

13. Steel, P.: The nature of procrastination: a meta-analytic and theoretical review of
quintessential self-regulatory failure. Psychol. Bull. 133(1), 65–94 (2007)

14. Lozano-Pérez, T.: Spatial planning: a configuration space approach. IEEE Trans. Comput.
C32(2) (1983)

402 E. Hironaka and T. Murakami



Enhancing Usability and User Experience
of Children Learning by Playing Games

Fatima Masood(&), Mahnoor Dar, Muhammad Sohaib Shakir,
Muhammad Ahmed, Imran Kabir, Muhammad Hassan Shafiq,

Zaheer Mehmood Dar, and Hamna Zakriya

University of Lahore, Lahore, Punjab, Pakistan
Faati67@gmail.com, Mahnoordar367@gmail.com,

Hafizsohaib01@gmail.com, m.ahmed.3705@gmail.com,

ims.mani1993@gmail.com, hassan.shafiq@hotmail.com,

zaheerdar@icloud.com, hamna.khawaja@yahoo.com

Abstract. As children is an important part of the society. Nowadays, children
can easily use any interactive system. Its need of time to develop interactive
systems that can help children in their learning, enhance their knowledge. CCI is
vast area of research that focuses on the affiliation among kids and their gadgets
and their correspondence advantages. Here, we use 5–12 years aged children to
evaluate the UX and usability of games by using different techniques. There are
number of games developed on daily basis having various characters. Children
are more likely to play that game, where they can behave, as they want. Because
there are some children who can act and behave normally but in games, they
want some action. Our focus is to enhance the usability and user experience of
children to play games that educate them. The idea of this paper is “how
children can learn by playing games”.

Keywords: Usability � Child Computer Interaction � User experience
Playing games � Learning

1 Introduction

The Human Computer Interaction (HCI) association is never-endingly developing. At
first ascending out of the ergonomics and socio-specific study inspiration likewise,
providing supervision and examination into actions based arrangements, the HCI
society has reliably been occupied with deviations in the all-inclusive community and
methodology that are under its transmit. Deviations in people pass on, learn, work and
play have all influenced on the HCI design. For instance, investigate is when in doubt
now based on customer involvement relatively on convenience, on carefree nature
relatively on effectiveness and on correspondence relatively governor.

Child Computer Interaction (CCI) is an examination territory inside HCI that
worries the phenomena about the relationship among kids and computational and
correspondence progresses. CCI centers on Play, Learning and Communicating
regarding PLC. Empowering advances are accessible for learning through play. In
2011, Read and Bekker [1] acquainted with CCI as the “examination of the Activities,
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Behaviors, Concerns and Abilities of Children as they participate with PC headways,
much of the time with the intervention of others (fundamentally adults) in conditions
that they for the most part (in any case, all around don’t totally) control and oversee”. It
generated from takes of effort, generally decided from goods in advance practice inside
preparing and schools, in its particular underlying ages, beforehand framing into an
recognizable gathering advantaged the HCI which establish a strategy of forming into its
own prepare with its specific related procedures and courses of action.

2 Literature Review

It is hard to pinpoint when CCI started; it could impartially battle that the foremost huge
workings by Papert and later Kafai, Resnick and Ackermann. In the era of late-80s to
mid-90s there was amazing work done in the wide-ranging variety of children’s capa-
bilities to practice PCs - a lot of this was being distributed, in HCI, and in addition in
diaries about PCs and preparing; one case is the work on youths’ data limits by Revelle
and Strommen. [1] In a comparative time traverse, there were numerous examinations
investigating, how adolescents made do with scrutinizing from screens and the possible
results for affirmation, especially talk affirmation were largely seriously investigated.

There are six standards in building up the CCI as far as typified association gadget,
material collaboration gadget, and multimodal connection gadget. These standards are:
1. Poking up a component upon a fingertip into a show, 2. organizing customer’s want,
3. making reaction self-evident, 4. getting ready for mistakes, 5. being unsurprising to
deliver association, and 6. being open-completed courses of action identifying with
system ask. In light of these standards, we built up the CCI regarding exemplified
connection, material communication, and multimodal association. These standards were
connected during the time spent this examination. The creators additionally mirrored
that innovation ought to be intended for the tyke’s needs and capacities, and can be
utilized as a part of the learning condition given empty space and constrained assets. As
indicated by these outline standards, this investigation welcomed youngsters to take an
interest in the plan procedure by request systems with open-ended inquiries.

3 Problem Statement

3.1 Too Much Innovation

Innovation is not as important for kids as for developers. Because children is only
concerned about games, that is easy to play. Rather than focusing on innovation,
developers consider their end-users.

3.2 No Feeling of Control

It is specifically identify with dodging tension. As indicated by a Psychologist, while
taking an interest in ideal encounters, individuals can control even in troublesome
circumstances. As some games have no proper difficulty level e.g. Easy, Classic, Hard
etc. Children are helpless to play that game by themselves.
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3.3 Mindless Games

There are games that have no connection with reality and real world. Children just sit
around day and night and play games. Instead of learning new and productive thing,
children lost his engagement in any physical activity. Physical activity makes children
healthier and it activates brain cells.

3.4 Not Properly Defined Objectives and Feedback

Mostly games have no proper objectives for their players. Feed is also an important
part. As there is no proper section for feedback, players leave the game and un-installed
it from their gadgets.

3.5 Transformation of Time

At the point when individuals take an interest in ideal encounters, they encounter a
change of time, which appears to go significantly speedier. This also make problem for
players. As Children does not maintain their attention on studies.

3.6 Built Too Much Emotional Connection

When children attached emotionally with any game, they want to play it all time.
They do not know that game’s significance on their behavior and cognition. If kid

lost his game or stuck at a game level, he worries and forgets other things.

4 Methodology

The proposed methodology is first select a group of children that aged 5–12 years. Take
a brief look on their social development skills. Using scale Low- Medium- High, we
select appropriate choice for their motivation, ability and trigger level. Evaluation of
identified behavior of children, help us to select the right option (Table 1).

In the above table L represent for Low, M for Medium and H for High. Using the
mentioned table, we have to propose a game that can influence individual behavior

Table 1. Evaluation of identified behaviors of children at aged 5–12 years

Social development skill
(Target behavior)

Motivation Ability Trigger

Shyness L L L
Time management M L L
Spatial arrangements of personal resources M L L
Social abilities L L L
Concentration and attention H L M
Sibling responsibility M L L
Controlled T.V. exposure L M M
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including shyness, time and resource management, their social abilities, concentration
etc. (Fig. 1).

Using above concept, brainstorm the group of children to understand what type of
game they want to play, how the interface should be. There must be number of
concepts generated by this brainstorming. Brainstorming regarding game genre, target
objective, goals etc.

Game Genre: Classification of the game they want to play I-e, adventure game, real
time strategy, puzzle, action etc.

Target Sub-objective: It is purely base on behavior of the child. It also includes how
much time an individual require to perform a specific target.

Existing Game: This question is enough to brainstorm their likes and dislikes about
particular game. As I believe children are best evaluators of any interactive product.

User Research Goal: Every one of these builds was get from the aftereffects of our
client research about.

After children brainstorming and getting ideas, developers start developing inter-
active design according to the children needs. After designing, implement it (Fig. 2).

Our unique object was to focus on the gameplay issues, we immediately saw that
amusement ease of use is so firmly identify with the gameplay that in diversion
assessment general ease of use angles cannot be overlook. These heuristics, in any case,
are reasonable for assessing amusements in different stages also since gameplay and
diversion ease of use are regular for all recreations. General ease of use of the versatile

Fig. 1. The technique used to generate instant abstract game concepts [7]
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recreations is an imperative viewpoint and players would prefer not to battle with it,
since players are not keen on the UI. The UI of the amusement and control keys that are
utilize for controlling the diversion characters ought to be extremely characteristic and
instinctive to utilize.

5 Results

5.1 Add Novelty

For kids, curiosity is important keeping in mind the end goal to have rich encounters
that can prompt development. In the meantime, it needs to happen to not overpower
them and cause tension.

5.2 Feeling of Control

It is specifically identify with dodging tension. There should be a base level of test with
a specific end goal to stay away from exhaustion. Children can select the right level
with ease and play the game.

5.3 Merging of Activity and Mindfulness

This includes having all consideration concentrated on the action, lost mindfulness, and
a sentiment being unified with the action. These are largely pointers of an abnormal
state of engagement and inundation with a movement. Specifically, the sentiment being
unify with the action is probably going to require mechanical cooperation composed
such that they feel regular and give a feeling of control.

5.4 Clear Objectives and Feedback

All together for the experience to be ideal, individuals need to know whether they are
gaining ground. The utilization of the suitable measure of response time accurately. For
this situation, regardless of what movement kids are doing, whether it is recounting
stories, building, puzzle solving or performing music, obviously they require suitable
criticism keeping in mind the end goal to learn ideally.

Fig. 2. Overview of reviews and heuristic
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5.5 Transformation of Time

At the point when individuals take an interest in ideal encounters, they encounter a
change of time, which appears to go significantly speedier. This ought to be recog-
nizable to any individual who at any point encountered an ideal ordeal (e.g., talking
with a dear companion, playing a computer game) and did not understand how much
time had passed by.

5.6 Emotional Connection

The first thing is emotional attachment, which means how individuals feel about taking
an interest in an action. The second is significance, or how much essential the action is
to the individual taking an interest in it. In the examinations directed by O’Keefe and
Linnenbrink-Garcia, members who had high passionate enthusiasm for action of high
individual noteworthiness performed superior to anything the individuals who did not.
Their examination recommends that collaboration fashioners need to discover courses
for youngsters to associate sincerely with advances in exercises that issue to the kids,
keeping in mind the end goal to draw in them in ideal encounters.

6 Conclusion

In this paper, we have concluded that if we apply UX methods to evaluate the game
before hand then it will enhance the usability and UX of Children by playing games. As
these methods can be implement at any phase of game development, so this would be
helpful for learning and cognition of children. Developers should also involve children
before starting development on any product. Instead of launching many applications,
they should focus on these aspects too. As Children is an important part of our society,
we should stop developed games that does not involve children as their tester.

The idea exhibited in this paper has not tried for influence yet. In any case, in our
current proceeding with examines we are directing trials to test the influential energy of
such amusements. Future work includes testing this game for influence that will give us
more experiences on the human-centered approach to deal with games.
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Abstract. A wearable interface was designed, built and tested as a prototype to
evaluate users’ engagement in a game setting. The wearable interface consisted
of a light sensor and three different types of actuators: a RGB led, a buzzer and a
vibe motor. Evaluations of the interface performance were conducted focusing
on two main components: the multimodal feedback system and the involvement
in game design over several rounds. Experimental results showed that our
wearable interface is comfortable and imperceptible. Moreover, our wearable
interface is simple enough for users to be able to add game modes based on
social agreements. Our results demonstrate how meaningful multimodal feed-
back and self-directed involvement in game design can address several human
factors challenges faced by user engagement designers.

Keywords: Human factors � Game design � User engagement
Wearable interface � Multi-modal feedback

1 Introduction

User Engagement (UE) is a measure of the quality of the user experience when
interacting with an interface. However, its practical measurement has been proven to be
challenging to define, design for, and evaluate [1]. To understand the complexity of
user engagement, several theories have been described [2]. For example, the
self-determination theory, classifies motivation, which can be directly related to UE,
into two categories: intrinsic and extrinsic motivation. The intrinsic motivation is
driven by the user´s feelings of autonomy, competence and relatedness. On the other
hand, the extrinsic motivation is directed by external factors, such as rewards or threats
[3]. This example shows the multidimensionality of the concept of user engagement
and the necessity for specific and diverse measuring tools.

One popular measuring tool is the User Engagement Scale (UES), a 31-item
questionnaire, that classifies UE in six different dimensions [4]. However, by recog-
nizing the difficulty to measure such a long scale for each subject and for each trial,
several researchers have improved and reviewed the UES. The short versions include
only four dimensions: Focused attention, Perceived usability, Aesthetic appeal and
Reward or Satisfaction factor [1, 4]. Focused attention refers to the feeling of been
absorbed in the interaction by losing the track of time. The Perceived usability is the
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perceived degree of control and effort experienced. The Aesthetic appeal is the
attractiveness of the interface according to our aesthetic perception using all senses.
The last dimension, the Reward factor, is a combination of the overall success of the
interaction, the sense of having fun, and the curiosity and interest for the interaction.

To be able to test for UE of a novel wearable interface in a game setting, we
decided to test the importance of the self-directed, meaningful involvement with game
design as a powerful tool to increase user engagement [5]. Additionally, meaningful
game elements such as multimodal feedback, can give new insights and understanding
on ways to retain the attention of users and customers.

2 Methods

2.1 Apparatus

The wearable interface consisted of a light sensor and three different types of actuators:
a RGB led, a buzzer and a vibe motor. All components were connected to a Lilypad
Arduino using a conductive thread (see Fig. 1). Therefore, the multimodal feedback
stimuli was designed as a combination of audio, tactile and visual information.

The electronic components were sewed into socks that the users have to wear in one
foot. A conventional laser pointer was given to be used in conjunction with the light
sensor to activate the interaction. When the laser pointed to the light sensor, the
feedback system was activated (see Fig. 2).

Fig. 1. Wearable interface components
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2.2 Subjects and Task

Ten volunteers (three males and seven females; 19 years old in average) participated in
the evaluation of the interface. All were naive to the purpose of the study and were
instructed to wear the interface in their dominant foot. We asked participants to play a
total of four rounds. In each round, they were instructed to abide by fixed rules or to
change the rules for the next round. The order of the latter instruction was randomized
for each game of four rounds always ensuring that players had two rounds with fixed
rules and two rounds with socially mediated rules.

2.3 Evaluation

We designed and conducted evaluations of the interface performance focusing on two
main components: the multimodal feedback system, and the involvement in game
design over several rounds. The NASA-TLX was used as a tool to assess the perceived
workload for each player on each round. Also, players’ accuracy and response time
were recorded. To evaluate user engagement, the game sessions were recorded on
video and analyzed manually to extract the different game strategies but also human
gestures associated with frustration or enjoyment. This approach is fundamentally
different from the UES questionnaire where the responses are bias by the user’s per-
ceptions of their interaction. Here, the four dimensions of UE were deducted from a
combination of user perceptions (NASA-TLX), quantitative objective data (response
time from the interaction) and subjective interpretation by qualified evaluators (video
analysis).

Fig. 2. Wearable interface with multi-modal feedback
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3 Results

3.1 Multi-modal Feedback System Evaluation

Experimental results show that the wearable interface is comfortable and imperceptible
during the development of the game since the players understood the meaning of each
multimodal feedback from the first round. The users were not instructed about how to
interpret the feedback system nor were they aware of its multimodality. They only were
told to point to the opponent light sensor to initiate the competitive interaction. All
users associated the visual feedback with the status of the player in the game; the green
light was associated with the start of the game, the yellow light was related to a warning
to a possible loss of the round and the red light was associated with the end of the
interaction. The color metaphor that resembles the traffic light rules was selected by the
users for their interaction. The tactile feedback was given when the light sensor was
activated; one vibration of two seconds meant a hit (light sensor activation) and two
consecutive vibrations meant the end of the round. Lastly, the audio feedback indicated
the start and ending of the round and the activation of the light sensor using different
sounds. In summary, the wearable interface with a multimodal feedback that reinforces
the meaningful aspects of the interaction was successful in conveying simple and
concrete feedback that support the interaction without introducing confusion or frus-
tration with the interface.

3.2 Involvement in Game Design

Involvement in game design as a strategy to increase UE is difficult to measure. For this
reason, we used a mixed approach with a combination of self-reported user perception,
quantitative recording of response time and events and a subjective video analysis of
the interaction. By combining, these three sources of information, the four dimensions
of UE can be derived and then contrasted between the two conditions, with or without
fixed rules.

The involvement in game design, which were socially mediated instead of imposed
increased user engagement. This skewed engagement became evident as the users
perceived the game with socially mediated rules as more physically demanding and
required more effort (see Fig. 3). The mental demand, performance perception and
perceived frustration was not significantly different between the two conditions.
However, the users perceived that the temporal demand was lower when the rules were
self-imposed by them. Additionally, the time spend in the socially mediated rules
condition was in average 20% longer than the time spend in the fixed rule condition.

In addition, the video recordings showed increased gestures of enjoyment when the
game obeyed the self-imposed rules. The subjective video analysis (see Fig. 4) clas-
sified users in three different categories depending to expressions of frustration,
laughter, self-reported satisfaction and commentary by users. The three classes were
excellent, very good and good. The difference between the classes were the number of
interactions, the number of laughs or frustration expressions interpreted in the video.
The results showed that the socially mediated rules rounds were classified with greater
likelihood in the top class than the fixed rules condition. The expressions of enjoyment,
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such as laughter and jokes increased by 20% as well as interactions between players,
such as speech and physical contact. This did not only happened during the rounds but
also before and after each round. Although the physical and social effort was greater
without fixed rules, the level of satisfaction was greater too.

0
1
2
3
4
5
6
7
8
9

10

Fixed Rules

Socially mediated Rules

Fig. 3. Nasa TLX results.
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Fig. 4. Video analysis results.
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The four dimension of UE, namely the Aesthetic appeal, Perceived usability,
Focused attention, and Reward Factor, can be derived from our results. The Aesthetic
appeal of our interface was evaluated by implementing a multimodal feedback system
that ensured an imperceptible feedback with congruent multimodal information of
meaningful interactions. The Perceived usability was evaluated for both, test and
control conditions (with or without fixed rules) using the NASA-TLX instrument and
video analysis. The results showed that the fixed rule condition had a lower perceived
usability. The Focused attention dimension of UE was measured using a combination
of recorded response time, NASA-TLX responses and video analysis. The results
showed that when in the socially mediated rules condition, users spend more time but
felt that the temporal demand was lower. Finally, the Reward factor was tested with the
video analysis and commentaries from the users. Users responses agreed that
self-directed rules were more engaging and satisfying.

4 Conclusion

We introduced a wearable interface that is comfortable and imperceptible. The interface
is simple enough for users to be able to add game modes based on social agreements
which demonstrates how meaningful multimodal feedback and self-directed involve-
ment in game design can tackle several human factors challenges faced by user
engagement designers.
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Abstract. In this article we’ll be presenting some of the researches being made
at DesignLab, inside the Federal University of Santa Catarina (UFSC) - Brazil,
using the game engine and how it is helping we get things faster and more
pleasant to the audience. DesignLab is a multidisciplinary research lab that
works with professors, researchers, undergraduate and graduate students, mainly
from Design and Animation programs. Our game engine of choice was Unreal
Engine 4. We are using it to develop academic research on multiple topics, such
as game design’s cycle, serious gaming, 3D animation projects and brand
awareness study in games.

Keywords: Game design � Game engine � Academic research
Animation � Serious gaming

1 Introduction

Game engines are getting more popular than ever. The most popular engine by the
number of developers is Unity with “over 5.5 million registered developers” [1] by
2016, followed by Unreal Engine, which has achieved “over 4 million developers” [2]
in 2017.

This result in a lot of interest from students in learning and using these engines in
university in different ways. Since they are very versatile, they can go beyond just
learning game design, they are being used for producing short movies, TV series,
Virtual Reality applications, Design Visualization and scientific research.

The engine of choice in our case was Unreal Engine in version 4, called UE4. It is a
development tool made by Epic for anyone working with real-time technology, with
plenty support from the most basic functions to the more advanced features [3].

The interest demonstrated by the students has resulted in a quite wide variety of
projects utilizing the Unreal Engine 4, that includes projects on areas like game
design’s cycle, serious gaming for learning purposes, rendering 3D animations and
brand study in games. All these project’s details are in the following chapters.
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2 Engines

When deciding a platform for our projects, we had to choose between the two most
popular: Unity or Unreal Engine 4. After reading and testing both, we decided to use
UE4 for our projects, to explain our choice we highlight three of the main core features
that we decided it was of most importance.

The first is the photoreal rendering in real time “Achieve Hollywood-quality visuals
out of the box. Unreal Engine’s physically-based rendering, advanced dynamic sha-
dow options, screenspace reflections and lighting channels provide the flexibility and
efficiency to create awe-inspiring content.” [3], this allowed primary the animation’s
project to have a better result aesthetic wise;

The second feature was the Extensive Animation Toolset [3], not only it was
possible to create dynamic objects in the environment, but the tool allowed us to import
the work done in other programs and make adjustments inside UE4 with its features.

The third is the main reason we were able to create playable games, the Blueprint
system [3] allows the student to build behavior and interactive content without writing
a single line of coding, which is important since learning programming languages like
C++ are not part of the design’s course, our focus.

In addition, in case of any problems during development, Epic has created a
documentation website with information going from the basics of learning how to get
started with UE4 to more advanced mechanics. This information has proved to be
valuable especially to get new students started with UE4, help our students outside of
class, guides to using all tools and keeping everyone updated with information on new
updates [4].

Moreover, it is also open source and free to use in academic research, allowing our
students to freely use its tools for their projects, while professionals need to pay a “5%
royalty after the first $3000 per game per calendar quarter” [5].

Unreal engine 4 has a lot more positive points worth talking about, so that com-
bined with an easy incorporation into our previous workflow, the wide support doc-
umentation and advanced features the platform offers, has made it the best choice to
introduce as a viable platform for the students and academic research.

3 DesignLab

In 1994, DesignLab was created, a laboratory focused on Applied Research in Design,
current and linked to the Graduate and Post-Graduation Program in Design at the
Federal University of Santa Catarina (UFSC). Its purpose is to carry out research
projects with an emphasis on technology, as well as an extension of this study for the
development of products of social, economic and cultural character.

Our projects cover a wide range of subjects, we create and give support to the
development like the research in the areas of 3D Animation, Games, Health Tech-
nologies and RFID (Radio Frequency Identification), among possible futures ones that
can fit into our line of research. We are also a core of research in accessibility certified
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by CNPQ (National Council for Scientific and Technological Development), with
development in researches with focus on technology that helps increase people’s
quality of life.

The workgroup that is active at the moment is composed of groups with professors,
doctors, and masters, as well as undergraduate students, masters, doctorate and post-
doctoral students.

In 2007, DesignLab began implementing a space, called TECMIDIA, and it was
supported by several research institutions (FINEP, CNPq, and FAPESC). This new
workplace is a multimedia environment that provides a coherent production flow with
requirements originated in the researches in development.

The following projects were developed with the support and help from various
professionals in each line of research that is being worked and support by the
DesignLab.

4 Projects

4.1 Game Design: Prototype Development

One the first study with the support of the DesignLab was the development of a game
prototype. This project had also the objective to try to work around a few problems our
students were having during development of their projects at the university. “we intend
to prevent the problems that may appear later in the development of the project, by
giving the students plenty of opportunity to test their work and providing them the
necessary space to try things out. By the end of the project, a more confident and
prepared student will be considerably more aware of their own capacity, which will
certainly lead to a better result.” [6].

Because of the lack of security and space to make the harder decisions during the
semester “The students couldn’t achieve the whole extension of the project like they
have planned.” [6].

By combining MDA Framework [7], Jim Wallson’s design cycle [8] with Schell’s
book [9] we tested a different approach to solving our problems. This project is the first
to follow the author’s methodology. Its main purpose was to study the cycle of
developing and designing a game. The importance of this combination was to “show to
the undergraduate student when designing a game, that all the elements do not sustain
by themselves; they are always being influenced by others and the coherence between
all of them is one element that distinguishes a great design from a bad one.” [10]
(Fig. 1).

Here the Unreal Engine 4 showed its strengths of being easy to use to test
everything during the development, “working in a loop going back and forward on
each stage, moving forward just when it was tested and seems to be working” [6].
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4.2 3D Animation Projects

Parallel to that first project, we started researching the use of the game engine as a final
render for animation students, where we could find the weakness and strength of this
approach.

The main strength is that, as a game engine, UE4 uses what we call an online or
real-time render. This means that it must render and display at least 24 frames every
second to get the same smoothness of a film, meaning that every frame must not take
longer than 1/24th of a second, or 0.042 s. But games usually show 60 frames every
second, this means that in this case a frame must be rendered in only 0.017 s. To get
this number of frames rendered in such a short time it has to cut some corners on the
real-world physics, limit the number of polygons shown on screen and also
pre-compute a lot of things before start running.

On the other hand, an offline render is not running in real time, so it can simulate all
the optical physics with raytracing, use a huge number of polygons and process
everything at render time. The time to render a single frame using a modern raytracer
can vary from a few seconds to hours depending on the size and detail of the scene and
also the computer power.

Before beginning to utilize Unreal Engine 4 as the final render for the animation
projects, we had Scanline, Quicksilver or Mental Ray as the offline renders available
with the 3Ds Max free educational version, being the last a raytracer as the name
implies. The main issue with using offline render is that the students would never see
anything close to the quality of the final rendering without sometimes taking hours or
days for a couple of samples made of seconds. Many of the students finished their
semester’s project with just a preview while leaving the final rendering to be processed
during a vacation in our render farm.

Fig. 1. Project’s environment inside Unreal Engine 4 for testing.
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Because of this limitation, all projects would work with very basic quality, having
only small samples of what would be the final quality rendering. Since using offline
renderer was a lot of the times a much slower process, the students would often see
mistakes or problems much further in the development, making it hard to adjust them
during the time frame they had to deliver it.

Since we started working if UE4 and gaining experience, we decided to try using
UE4 as the final rendering solution in one student project develop during a semester.
Even though UE4 was made for creating games, it has a very powerful system for edit
and renders movies called Sequencer and while the student was working on light and
material of their projects they see the results in real time. One problem with this
solution though is that the students must learn how to use another program and also
pass through the process of export all the assets created and animated in 3ds Max and
import in UE4. But since many animation students show interest in game design, they
enjoyed the fact of learning a popular game engine. In Fig. 2 there is a sample image of
this first project.

In April 2017 3ds Max version 2018 was launched with a modern raytracer called
Arnold, that has an interactive rendering mode that shows a quick preview of changes
made on the scene. As soon as we got this version we adopted Arnold as our offline
rendering with much improvement over the older renders available, but even though on
another semester we let the students choose. We had the students divided into seven
groups and six off them preferred to work with UE4 as a final render.

The results showed that, after understanding the limitations of a real-time rendering
and learning the basics of importing assets, creating light and materials in UE4,

Fig. 2. This first project was a short movie about a robot looking for a power outlet to charge his
batteries.
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the students were very pleased of working with real-time rendering and also about the
fact that they wouldn’t have to wait for over a week to get their final rendering. Below
there are some images of the animations produced using UE4 at the design course in
UFSC (Figs. 3 and 4).

Fig. 3. Frame of another student’s short movie called “Cristal Cave” made in UE4.

Fig. 4. Frame of the short movie called “Pandora”.
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4.3 Measuring Brand Awareness in Games Using Eye Tracking Data

The next project under development in the DesignLab is a study based on the article
about brand placement in video games [7]. Where we are modifying the game’s tem-
plate named Vehicle Game that was developed and published by Epic in the Unreal
Engine 4 marketplace for free.

For the study of this project, we are modifying specifics assets included in the
template and creating new ones where we can place local and international brands,
adjusting them in specific locations where the player might pay attention to it, without
sacrificing the gameplay’s experience.

To keep track if the player is actually aware of the changes or is noticing the brands, we
will be utilizing the technology of the eye tracking. This technology will enable us to keep
track of what the player’s eyes are focusing on during the course of playing the game.

The idea of this project is to check and test a few possibilities; the first being if the
misplace of the marketing is harming the gameplay experience; the second is that if well
placed, it’s actually creating a positive effect for the brand; third is how we can properly
balance the brand usage inside the game.

We intend to do cycles of tests, in each test we will modify the template as
necessary by experimenting with each brand’s location inside the track alongside any
other necessary element. This way we can start have arguments on proper brand
placement inside games and see how much aware the player are of those, by seeing
which one is being too aggressive, or maybe being completely ignored by the player.
That way we will have a better indication of how are the effects of brand awareness
inside games, and how we might be able to use it more efficiently.

The template given by Epic has shown UE4’s versatility and capabilities, by having
a complete gameplay fully functional allowed us to focus on only editing the necessary
parts of the game. This saved us as more than a couple of weeks of creating the map,
testing gameplay until we were able to jump into the actual testing intended for this
project. By having this easy to set-up template, we are able to make more than one
cycle of tests without having much downtime between.

4.4 Serious Games

The next line of research inside the laboratory is the development of serious games,
Crookall defines it as “…games that make use of computer technology and advanced
video graphics and that are used for the purposes of learning and training, as
researched and talked about in countless conferences, publications, institutes, and
websites.” [12]. The study of serious games started with the need for a line of research
that helps to find new ways of teaching a target audience in subjects or functionalities
that are in favor of our community.

At the moment of the writing of this paper, well underway and it’s called “Bones
Box”. The goal of this project is to create a game that is going to be used as a tool to
teach students about human-body bones. To create a more immersive experience, this
project is using the technology of Virtual Reality, this helps the project to create a more
interactive way of approaching the learning process.

In addition to the topic of serious games, a UAV (Unmanned Aerial Vehicle)
simulator is under development. This project is still in early development and only in its
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design phase. The idea behind it is to create a simulator that enables the training of
real-life situations. For example, it is possible to use UAV in favor of helping the
society in monitoring areas of nature’s preservation.

For this project, we will take the approach of Crookall where he defends that it is
necessary the implementation of debriefing [12] while also utilizing learning theories,
like Experiential Learning Theory [13, 14], and to add to both of this topic, it will be
introduced to this project, the game design ideas of Schell [9]. Combining these topics
for the design of a simulator that enables a learning and training environment in the
form of a serious game.

To enable the development of this project, Unreal Engine 4 became the platform of
choice, the reason is that most simulator platforms are heavy made with programming
and not gaming-friendly, which means we can simulate something, but it’s harder to
turn it into a game. UE4 can do both, it might be harder to reach precise simulation, but
it is easier to turn our simulator into a game and design levels of training’s exercise.

The simulation will not start in such advanced subject; it will first create a very
basic tutorial, similar to what games do, where we will introduce the basics mechanics
behind maneuvering the UAV. After each test session, it is scheduled a debriefing,
including but not only a questionnaire utilizing Schell’s game design [9] questions for
the person testing the simulator. The idea is to get the result Joe Wolfe means when he
talks about the purpose of debriefing “allows the individuals who were in the expe-
rience to share, cross-fertilize, and to generalize their learnings from and between all
who participated in the same experience.” (Joe Wolfe, personal communication) [12].

This will allow us to meet the idea behind Experiential Learning Theory, “…the
process whereby knowledge is created through the transformation of experience.
Knowledge results from the combination of grasping and transforming experience”
(Kolb 1984) [13].

With the feedback, we will adjust the design of the levels inside the simulator,
treating it like a game development while also taking into consideration proper learning
theories and tools while in development of the game. As cited at the beginning of this
project, the end goal idea is that the simulator can replicate real-life activities, like the
one example of monitoring areas of nature’s preservation. And also recreate real-life
locations from the where the training activity could occur, with the help of the realistic
aesthetic quality of the real-time renderer of UE4.

5 Conclusion

The use of Unreal Engine 4 by the students and academic research has resulted in a
number of projects in topics like serious gaming, game design, animation, branding.
The versatility showcased by UE4 has allowed these projects to perform in their
respective areas by using from the most basic to the more advanced features [3].

The documentation of every single aspect made by Epic [4] and contributors has
allowed design’s students to create basic game functionalities and modify existing one
without going through programming, speeding up the design and testing process. While
animation projects had a real-time renderer available to them, making possible an easier
visualization of each project.
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Overall, the impact of the usage of one gaming engine for the projects has given us
a different approach and solutions to problems we were having and created opportu-
nities for new topics of research. This shows the potential of tools like game’s engines,
by combining its features with each theory used in each project, like the references
[7–9, 11–14].

The combination of the development of each project has created a portfolio with a
wide range of academic topic researches for the university. Following with the positive
results, we will keep pushing game engines as a viable research tool. The DesignLab
has the expectation to keep encouraging this alternative approach to the projects as a
way to not only improve the results but to develop new propositions and methodolo-
gies. These results are an expansion of our academic research potential.
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Abstract. The analysis of the profile of video game players predicts certain
behaviors that the player will have during the game and, as result, can predict
what the focus of attention of the players. In this research we used eye-tracking
to measure the dynamic patterns of acquisition of visual information of the
players, initially tracing the profile of the participants and subsequently col-
lecting eye-tracking data. We assess the relationship of attention according to
the player profile. Using the BrainHex questionnaire to profile the player, col-
lecting eye movement data with Eye Tribe and using Ogama software to gen-
erate the attention of maps needed for the analysis. It was found that, as a rule,
the focus of attention in certain actions corresponds to the player profile, while
the rate of non-correspondence was insignificant.

Keywords: Player profile � Focus of attention � Eye-tracking

1 Introduction

The interfaces of digital games are rapidly changing, with the aim of making them
more fluid and fun. The biggest challenge these interfaces face is to show information
the players need in the moments in which they need it. Rogers et al. [1] explain that the
interface is an exchange of knowledge and information that occurs between a user and
a computer system. Therefore, the efficiency of an interface depends on the exchange of
information between the user and the system. However, it is important to recognize that
large amounts of information (e.g. visual pollution) cause a disservice to the interface,
as well as the lack of information.

Research on interface seeks to understand what information the user needs and how
to make this information available in a simple and intuitive interface. The eye-tracking
sensors offer a chance to test aspects of multimedia learning theories and processing
during learning [2]. Moreover, using this approach can help in understanding how
players focus their attention during games [3]. However, there are other ways to use
eye-tracking sensors in serious games, shown in the study by Almeida et al. [4] and
Deng et al. [5]. Games can also be controlled by eye movement, which could be an
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affordable solution for people with reduced mobility or lack of motor control. The use
of eye-tracking data can change interaction with games, producing new input experi-
ence based on attention.

On the other hand, categorization of user profiles is a tool commonly used to syn-
thesize consumer groups. In the 90s, Richard Bartle conducted a study of MUD
(Multi-User Dungeon) players in order to find motivation patterns. Bartle [6] describes
the four profiles of players encountered (Killers, Achievers, Socializers and Explorers),
improving the model [7, 8] by framing the player profiles under the lens of new gaming
technologies. Since then, other authors also developed research on player profiles, among
which stands out the study byNacke et al. [9]with themodel and questionnaire BrainHex.

By analyzing the models that describe the player profiles, it is notable that certain
profiles have certain preferences for information on the interface. For example, players
with social profiles look for ways to communicate, in which case interfaces with chats
are more interesting for this public. On the other hand, players with the explorer profile
need a map available on the interface. In this case, the player profile is directly linked to
the focus of their attention on certain points of the interface.

The purpose of this research is to find the relation between the focus of attention of
the player and her profile. Starting with the identification of the player profile, then
recording the game session to later collect eye-tracking data, we intend to draw a
parallel between the focus of attention and player profile. Accordingly, the following
hypothesis was outlined: different profiles of players will have different areas of focus,
namely, that there is a link between attention and player profiles. Simply put, the player
with a predominantly explorer profile will focus her attention on the areas of interface
that support this profile, such as maps, routes and new areas.

2 Method

The methodological framework of this work is divided into 3 parts (Fig. 1), the first
participant selection is made using the BrainHex questionnaire. The second part details
the game sectioning stage using eye-tracking tools, while the last part describes the
process of data analysis.

Fig. 1. Methodological procedures.
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2.1 Selection of Participants

The players were invited to participate in the survey through social media and within
UFPR (Federal University of Paraná). As a prerequisite, participants must be over 18
and consider themselves a gamer. To sort the player profile, participants answered the
BrainHex questionnaire [9]. The questionnaire model combines concepts of neurobi-
ology, psychology and demographics to assess the profile of each player.

There is still the possibility of using other models and questionnaires such as: The
motivations of the players Yee [10] or the taxonomy of Bartle [6]. However, the
BrainHex model was selected because of its large number of respondents [11], its use of
public data, map relationships and its similarities with other models like: Bartle [7], Yee
[10] and Lazzaro [12].

2.2 Game Section

After answering the questionnaire, the participants attended the Ergonomics and
Usability Laboratory (LabErg) at the Polytechnic Campus at UFPR. During the
meeting, participants read and signed the free and informed consent form and were
introduced to data-collection instruments.

2.3 The Game

The game Watch Dogs was chosen because it is an open-world style game that gives
players many ways to complete the challenges. By controlling a character in first
person, one can understand the preference for actions in the game. These actions
depend on the player to strategically fulfill them.

2.4 Eye-Tracking

To evaluate attention, we used the eye-tracking to assess the points at which the
player’s attention is directed. We used Eye Tribe hardware and Ogama software for
data collection.

2.5 Data Analysis

The data analysis process occurred in two stages: first, without the knowing the player
profile and subsequently knowing the player profile. Both analysis made use of Ogama
software, and the main tools used were: heat map, paths and fixing, attention areas and
attention focus. Bergstrom and Schall [13] describes these analysis tools as follows:

Heat Map: Consists of representing, through the use of color, a specific element
analysis (or dimension). A color scale is used where the red is hot and green is the cold.
This scale visually informs the plus and minus elements seen in the interface.

Gaze Plot: Summarizes eye behavior and displays fixings and paths taken by the eyes.
It also indicates the sequence and order of an individual’s eye movements. Using circles
and lines to represent data, circles are used to represent fasteners connecting lines and
circles represent these scan paths (saccadic movements) that occur between anchorages.
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Cluster: It is automatically generated based on the intensity and concentration of
viewing points. The main areas of attention of individuals summarize the focus of
interest.

Bee Swarm: dynamically represents a set of points in an image that corresponds
where individuals concentrated their attention during a time interval. Attention focus is
most commonly used when you want to analyze a number of individuals, in order to
relate the points of attention of an individual in relation to the other.

The analysis of the play sessions uses primarily data of attention areas and attention
focus of the participants. These analyses are performed as follows:

1. Select a particular action in the game, for example, driving from point A or B, talk
to a NPC, pick a point on the map, etc. The time of action may vary among
participants.

2. Search for differences in attention among the participants. At this stage, compare the
heat maps of participants who made the same kind of action.

3. Select one of the heat maps at random and compare it with the player profile.
4. Check that the attention focus coincides with the player profile, verifying points that

either justify or do not justify the profile.

3 Results

Eight undergraduate and graduate students from UFPR participated in this study (6
men and 2 women). Data loss rate was 8% due to error during collection and gameplay
video of the rescue. Each game section lasted 45 min, being recorded in 15 min
intervals due to limitations of the collection program. We used a computer with good
performance for gaming, aided by a GTX 980 TI video card, using a wi-fi joystick as
input for the game (Fig. 2).

Fig. 2. Photo setup set for data collection.
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The first step of the analysis sought to assess recurring actions between players, for
example: walking the streets and sidewalk, driving a car, hiding and analyzing the
space around oneself and others. Stretches of at least 10 s were compared so that the
eye-tracking data was consistent. Each player took a different time for the same task,
however, the attention map (Figs. 3 and 4) showed the same action of two individuals
occurring with different attention focuses. In Figs. 3 and 4 participants are performing
the same task—running from the cops. While participant A makes use of the mini map,
seen on the bottom right-hand corner of the screen, participant B focuses her attention
on the track.

Fig. 3. The participant A, makes great use of the mini map.

Fig. 4. Participant B, make little use of the mini map.
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The results of the questionnaire BrainHex displays the player profile in primary and
secondary. In the population of participants, the majority (62.5%) belonged to the
Achiever profile, while the Seeker profile was 25%, and only 12.5% were in the
Conqueror profile. Other key player profiles were not identified in this study. The
secondary profile offers a wide range of profiles. Figure 5 shows graphs relating to the
profile of primary and secondary participants (Fig. 6).

Analysis of the actions and attention focus of individuals in relation to player
profile was built on a 3-level scale: matches the profile completely, partially consistent
with the profile, and not consistent with the profile. This scale was used as described in
the BrainHex profile [9], exemplified in Table 1.

The classification of player actions takes into account the primary and secondary
profile, when one of the two fits with the actions, this is considered to be consistent.
Adverse actions to the player profile were also classified; i.e. when a search player does

Fig. 5. Primary profile of the participants.

Fig. 6. Secondary profile of participants.
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not make a move that does not match her profile, this is also classified. The index of
matches the profile completely reached 70%, partially consistent with the profile were
25%, and not consistent with the profile 5% (Fig. 7).

4 Conclusion

This study has shown that the relation between player profile and the attention focus
during the game are equivalent. Although some players pursue actions or focus
attention on acts that do not match their profile, the data shows that most of the players
act according to the descriptions of their profile. This reinforces that the BrainHex
model can be used as a linear of actions and attention of the players during the game.
From the analysis of the results, the following conclusions were made:

1 - Understand what the players like is as important as understanding what them
does not like.

During the first analysis (in which researchers do not know the player profile), data
collection was based primarily in actions which the player spent more time doing, or in
actions that were coincident (e.g. driving a car). This type of observation generated
images which describe the actions and where the player attention was focused. In the

Table 1. Example of assigning values to the actions player profile.

Profile Conqueror
Description: you like to defeat difficult
enemies fighting until you achieve victory

Actions

Matches the profile completely Fight vigorously to win the victory without
worrying about the consequences

Partially consistent with the profile Fight strategically to win a win worrying about
not causing major damage

Not consistent with the profile Struggling to analyze the location and the
people, he is much more concerned with the
consequences than with the mission

Fig. 7. Index of actions/attention matching profile.
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second analysis (in which researchers know the player profile), collection became more
specific, sometimes seeking that which reinforced the player profile and others that
which did not. At this point, the data from the primary and secondary profiles (see an
example in Table 2) were repeatedly consulted; However, we realize that analyzing
adverse profiles could broaden the collection strategy.

2 - Achiever BrainHex profile is broad, covering the main actions of one player.

The description of the Achiever profile relates to several other player’s profiles.
Nacke et al. [14] describes the profile as:

While a Conqueror can be seen as oriented to the challenge, the archetype of the
Achiever is more explicitly goal-oriented, motivated by long-term achievements. This
distinction may be subtle, but it’s important: the preference for Achiever style is routed
in “ticking boxes” while the preference for conquering style is rooted in overcoming
challenges. The satisfaction felt in the achievement of the objectives is sustained by
dopamine (and therefore the pleasure center), but must be understood as being, ulti-
mately, obsessive in its focus. The “Achievers” prefer games subject to conclusion.
While the pleasure center is related to this preference, the decision center probably
plays a role: the subjective reports of Achiever-style players show a compulsive
attachment to achieve goals (Nacke et al. [9, p. 3]).

This behavior described by the author in more detail in International Hobo [11],
makes this profile linked to several others that have as their objective focus. In this
sense, the goal of the player can be surviving, linking her to the Survivor profile, or the
goal can be to make the best strategy, linking her to the Mastermind profile. Seeing that
the Achiever profile was found in 80% of profiles of the individuals in this research, the
data may change significantly when applied in heterogeneous population profiles.

3 - Error rate is between 30% (optimistic) and 5% (pessimistic).

The population of participants in this study was too small to assess the same
behavior for the entire range of players. However, the success rate being high shows
that the hypothesis of the work is consistent. The error rate highlights the small number
of participants, while the success rate underscores the possibility of this theory existing.

4 - The 45 min this game is little for players inexperienced with this type of game.

Table 2. Example of results of the questionnaire BrainHex

Achiever 20 (main profile)
Mastermind 16 (main profile)
Conqueror 14
Seeker 11
Daredevil 7
Survivor 6
Socialiser 3 (profile averse)
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During the game sections, some players have had more difficulties than others to
understand the game controls. Despite being a requirement that participants declare
themselves as video game players as a prerequisite, some players showed more skill
than others. For this reason, the allotted time of 45 min, for 2 people, was little to adapt
to the game. In this case, it would be more fair to set a point of the game where the
player should get to finish the collection and not limit the collection of data by time.

Making games more accessible with basis on your audience, be it by understanding
its limitations or preferences, is a constant challenge of developing games. Therefore,
understanding the relation between attention focus of the players and their profiles can
provide other ways of understanding the public. In addition to this verification, there
are still other possibilities, such as checking the attention of people with disabilities
(e.g. deaf). Understanding the difficulties and limitations of the public player cannot be
restricted only to people without disabilities. An example of this is the SOMA game,
which used eye tracking as game mechanics, enabling people with physical disabilities
to play without the need of a mouse.

From this study we propose that it is possible to apply eye-mapping data to player
profiles, a statement which can be subject to tests, which may be performed as follows:
a researcher informed on the player profile models can evaluate the gameplay and the
result of the eye tracking and, without knowing the player profile, measure a player’s
profile based on their analysis. This test should be done with more than 3 researchers
for possibility of the triangulation of data.
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