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Preface

Systems neuroscience is essential for the understanding of higher cognitive func-
tions such as language, memory, emotion, reasoning, pain, neural networks, and 
self-awareness and is also vital to the study of pathologies and diseases in brain 
systems. Brain is the most important and complex organ in the body. We believe that 
a full understanding of its mechanisms is only possible by addressing the properties 
of single cell types and how they interact with other groups of cells and function as 
a system through the lens of systems neuroscience.

Over the years, the definition of “Systems Neuroscience” has often been misin-
terpreted and confused by people who are not working in the field. For example, in 
an open content online encyclopedia, “Systems Neuroscience” has been misinter-
preted as a subdiscipline of systems biology and neuroscience. Systems neurosci-
ence and systems biology, in many aspects, are two entirely different disciplines. In 
particular, “Systems Neuroscience” is not the “Systems Biology” of neuroscience. 
Even throughout our invitation process for manuscripts, we have encountered a lot 
of difficulties due to the chaos in the interpretation of the subjects. With the recent 
advancement in the field of neuroscience and the initiation of “Brain Initiatives” in 
many countries, clarification of the terms systems neuroscience, neuroscience and 
systems biology, and their interconnections becomes urgent and necessary for all of 
us to have a better understanding of the field. It is particularly worth mentioning that 
compiling this book has been acclaimed as “an excellent initiative” by some experts 
in the field which is indeed encouraging!

This timely volume of Systems Neuroscience contains chapters from renowned 
scientists in this emerging field. Topics range from the basic study of systems neu-
roscience to its applications in disease therapy. The book covers, in more detail, how 
different neural circuits analyze sensory information, form perceptions of the exter-
nal world, make decisions, and execute movements; how nerve cells behave when 
connected together to form the neural networks; and how the relationships between 
molecular and cellular approaches assist in understanding brain structure and func-
tion, high-level mental functions, brain pathologies, and therapy. Both traditional 
systems neuroscience approaches and systems biology analysis methods were 
included. A hierarchy of neurobiological complexity, therefore, arises from the 
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genome, transcriptome, proteome, peptidome, metabolome, cells, synapses, cir-
cuits, coding, plasticity, brain regions, whole brain, behavior, and other higher brain 
functions.

It took us 2 years to complete this book. We would like to sincerely thank all the 
authors for their great contribution, support, and patience, without which this work 
can never be completed. We would also like to acknowledge Matthew E.  R. 
Butchbach, Tunahan Cakir, Jianguo Chen, Alexander C. Jackson, Veronika Koren, 
Ying Li, Grace Y. Sun, Miklos Vegh, Yuguo Yu, and Li Zhang, who enthusiastically 
contributed their knowledge and time in reviewing manuscripts for this special vol-
ume. Last but not least, we would like to thank our students Jiangshan Zhan, Tarokh 
Mollafarajzadeh, and Sara Rashidi for their assistance in the peer review process. 
We hope that this book would fill some gaps in knowledge and provide tantalizing 
samples of recent progress in research to promote the continuous development in 
the field of systems neuroscience and provide great insight in allowing effective 
integration of systems biology into neuroscience.

Beijing, China Albert Cheung-Hoi Yu 
 Lina Li 

Preface
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Chapter 1
Neuronal Bases of Systemic Organization 
of Behavior

Yuri I. Alexandrov, Alexey A. Sozinov, Olga E. Svarnik,  
Alexander G. Gorkin, Evgeniya A. Kuzina, and Vladimir V. Gavrilov

Abbreviations

IEG Immediate early gene
RSC Retrosplenial cortex
TFS Theory of Functional Systems
LTP Long-term potentiation

1.1  The Systems View of Neuroscience

1.1.1  Goal-Directed Behavior and the Result

In contemporary neuroscience there is a problem of isolation of meaningful seg-
ments of behavior and related to them brain activity. In many cases brain activity is 
averaged over the period right after the presented stimulus, despite the fact that in 
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this case all predictive activity is completely lost. Considering all behavior as goal- 
directed entails the necessity of viewing brain activity as related to the future events. 
Such perspective was suggested in the framework of the functional systems theory 
by P.K. Anokhin (1974) and has been developed further within the system-evolu-
tionary theory (Shvyrkov 1986).

An important point of the Theory of Functional Systems (TFS) is the definition 
of a factor that unites sparse brain and body elements into a system (“systems- 
creating factor”). The factor is a result of the system—an adaptive effect in the 
organism-environment interaction achieved upon realization of that system. The 
result is isomorphic in relation to any system. Therefore, the systems approach can 
be applied to various research objects and behavioral situations. Notably, in relation 
to performed behavior the result is a future event, not a past one, like stimulus. The 
system is understood as a dynamic organization of activity of components with dif-
ferent anatomical localization, where interaction becomes a mutual facilitation in 
the process of ensuring an adaptive for an organism result (see also Alexandrov 
et al. 2000).

How can the result, a future event, be a reason of current activity? In the TFS this 
“time paradox” is explained via the concept of goal—a model of the result which 
contains its predicted parameters and is provided by the “acceptor of the result of an 
action”. Thus P. Anokhin (1974) had resolved the disconnection between causality 
and teleology in the description of behavior in the form acceptable for those dedi-
cated to causality as a necessary principle of scientific analysis (Bunge 1963).

The TFS enables a holistic view of behavior through studying the result-driven 
organization of entire organism-environment interactions (Anokhin 1974), unlike 
the traditional view of functions as direct effects of a certain substrate, including the 
nerve tissue, e.g. motor functions, sensory, emotional, motivational etc. A similar 
view expressed by other authors also suggests considering the activity of any brain 
area with respect to behavioral performance as explained by implementation and 
selection of systems (Cisek and Kalaska 2010). The “task space” representation, 
proposed by Weible et al. (2009) for the anterior cingulate cortex, is an idea to a 
certain extent alike, if expanded to the whole organism. In the TFS the function is 
defined as achievement of a result. Such systemic function can not be localized, it is 
applied to the whole organism that interacts with the environment.

Multiple research efforts within the TFS framework have led to creation of the 
system-evolutionary approach (Shvyrkov 1986; see also Alexandrov 2015). One of 
the most important steps of this approach was the solution of the psycho- 
physiological (mind-body) problem. The psychic processes describe the organism 
and its behavior as a whole. Physiological processes are considered on the level of 
elements. The organization of physiological processes into a system is based on 
neither psychic, nor physiological, but specific (informational) systemic processes. 
Their substrate is physiological activity, whereas their informational content is psy-
chic. Thus, behavioral acts are not only based on localized physiological processes, 
but also on the processes of their organization. In other words, psychical and physi-
ological processes are different aspects of the same systemic processes.

It is important to note that the described solution of the psychophysiological 
problem excludes “theoretical reductionism” (see Dudai 2002 for types of reduc-

Y. I. Alexandrov et al.
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tionism), i.e. degrading the psychic processes to physiological ones. This aspect 
seems especially important within the problem of consciousness (Alexandrov and 
Sams 2005): since consciousness cannot be simplified by analytical means, it is 
often discarded from the scope of scientific investigation (Kandel 2006).

The specific issues under investigation of systemic psychophysiology are forma-
tion and realization of systems, their taxonomy, and the dynamics of intersystem 
relations in behavior. The systemic psychophysiology rejects the reactivity para-
digm and employs goal-directed principles in the analysis of activity of individuals 
and, more importantly, neurons. Therefore, it is free from the eclectic explanations 
of goal-directed behavior by reflex-based mechanisms (see Alexandrov 2015 for 
more details).

We acknowledge that the presented view shares certain aspects of cognitive 
structures. For example, U. Neisser’s cognitive schema concept also includes pre-
diction of incoming information, guidance of the exploration, and modification dur-
ing execution (Neisser 1976; see also Moscovitch et al. 2016). Moreover, it presumes 
simultaneous activation of schemas on different levels of hierarchy (see related 
assertions in paragraph 4). Other resemblant views are presented in the brain activ-
ity interpretations by Engel et al. (2001) and von Stein et al. (2000). The cognitive 
maps (Tolman 1948), reconstructed via place-cell activity analysis etc. (Burgess and 
O’Keefe 2011; Hartley et al. 2013; O’Keefe 1976), and cognitive schemas (Bartlett 
1995), modeled in consolidation research (Hennies et  al. 2016; Tse et  al. 2007, 
2011) also reveal some of these properties (see also Dudai et al. 2015). However, a 
clear formulation of what makes a system (the result) is of critical importance for 
considering cognitive units in terms of the individual and its interaction with the 
environment, rather than in terms of environment proper. This leads to interpretation 
of neuronal firing and other physiological measures from living organisms as a 
manifestation of their activity.

1.1.2  Activity Paradigm

The view of behavior as aimed at future results assumes that the principal feature of 
the living matter is its activity. The concrete form of this activity is defined by the 
level of the matter organization (Anokhin 1974). The activity principle presumes 
that behavior is driven by a model of its result.

The classical TFS includes the concept of the “starting stimulus”. All the pro-
cesses of system organization are goal-directed, whereas the starting stimulus solely 
triggers the execution of integrated elements. And even this role of the stimulus, that 
seems necessary, disappears when the behavioral act is considered not as an isolated 
entity, but as a component of a behavioral continuum, that is, the succession of behav-
ioral acts performed by an individual during lifetime. The given behavioral act within 
a continuum is deployed after the result of the previous act has been achieved and 
evaluated. The evaluation of the results of the given act is a necessary part of the next 
act initiation. These processes serve as a transition from the execution of one act to a 
subsequent one. There is no room for a stimulus in the continuum. The environmental 

1 Neuronal Bases of Systemic Organization of Behavior
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changes described as stimuli are contained in the model of a preceding result. They 
are conditions, but not causes of behavior. Unexpected changes will either have no 
effect on the continuum (i.e. “ignored”), or serve a condition for behavior that inter-
rupts the succession: either repetition of the interrupted behavioral act, or building a 
new one via systemogenesis (see Sect. 1.2.1). In any case, both are aimed at the 
future, and their cause is a mismatch (see Sect. 1.3.1).

Provided that the whole organism is active on the level of behavior, the neuronal 
firing would also be considered as manifestation of activity.

1.1.3  Active Neuron

Within the reactivity paradigm behavior is a reaction based on the transmission of 
excitation in a circuit (or a net). The function of a neuron is therefore forwarding of 
excitation. Events recorded in the neuron are considered as a response to a stimulus, 
that had affected some part of it and may travel further along the cell to be a stimu-
lus to other nerve cells. Thus, a neuron, just like an organism, responds to stimuli.

The activity paradigm also dictates coherent understanding of both the whole 
organism functioning, and that of a single cell in a multicellular organism. This cor-
respondence has been achieved by treating events in a neuron or any other living cell 
as execution of a genetic program. The execution requires receiving metabolites from 
other cells (Shvyrkov 1986; Alexandrov 2015). Consequently, neuronal activity, 
alike behavior of an organism, is not a response, but a way of changing its relation to 
environment. Events in the neuron are “actions” that change its microenvironment 
with respect to its “needs”, causing modifications in blood flow, metabolic inflow 
from glial cells, and activity of other neurons. Therefore, a neuron is not a conductor 
or a calculator—it’s an organism inside organism.

A neuron can satisfy its metabolic “needs” only by co-action with other elements 
of an organism to form a functional system. Their cooperative, joint activity leads to 
a new relation between the whole organism and its environment, as well as (at the 
cellular level) to satisfying metabolic “needs” of the cells. As soon as the result is 
achieved by the organism (and metabolites are received by a neuron), the firing of 
the neuron ceases.

This view of neuronal activity corresponds to the evolutionary perspectives that 
show similarities between survival principles of single-cell organisms and neurons 
within nervous system. It has been shown that the colonies of single-cell organisms 
and cells in a multicellular organism provide for breath, nutrition, and other group 
functions via cooperation—they synchronize their metabolic processes (e.g. Weber 
et al. 2012). The satisfaction of all various metabolic requirements of an organism is 
achieved by diverse behavioral acts. It can also be argued that besides regular func-
tioning a neuron is active during apoptosis, or “altruistic suicide” (see Sect. 1.3.3).

The systemic view of the neuronal activity requires a corresponding approach to 
investigation of learning and memory (see also Alexandrov 2008).

Y. I. Alexandrov et al.
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1.2  The Formation of Memory during Learning 
and Systemic Structure of Behavior

1.2.1  Systemogenesis

The key notion in the TFS besides the system is that of development, revealed in the 
concept of systemogenesis. Systemogenesis refers to the idea that maturation of 
organs is not homogeneous—the first elements to mature during early ontogenesis 
are those parts of organs and tissues that are essential for achieving the results of the 
systems to ensure the survival of the organism at these stages of individual develop-
ment (Anokhin 1974).

It has been argued that the systemogenesis also occurs during learning in adults—
the emergence of a new system provides a new behavioral act. It was proposed that 
due to successive emergence of new systems during lifetime the role of different 
neurons in the organization of behavior should be considered on the basis of indi-
vidual history (Alexandrov and Alexandrov 1982). This hypothesis has led to the 
systems-evolutionary theory and the system-selection concept of learning (Shvyrkov 
1986). The latter construct is in accordance with G. Edelman’s (1987) view of neuro-
nal ensemble formation during learning as a selection process (excerpt of cells on the 
basis of their features), as opposed to learning as instruction (modification of neuro-
nal features caused by stimulation). The principle of selection underlies the immune 
and evolutionary processes in a similar way, although at different time scales.

According to G.  Edelman, the selection process starts in the early ontogeny, 
when lots of neurons die during brain maturation. The cells that survive this selec-
tion were termed a “primary assortment”. The “secondary assortment” is formed 
upon learning via behavioral interaction with the environment at the second stage of 
the selection.

Changeux had also defined two stages of the selection: the “neural Darwinism” 
in the early (including prenatal) ontogeny, proposed to be a selection of effective 
synapses, and the “mental Darwinism” in adults considered as modification of the 
existing synaptic connections. However, the units assumed to be subject for the 
selection are not the connections, but groups of neurons that were selected at the 
first stage and had cooperative activity (Changeux and Connes 1999).

The essence of the selection process in both individual development and evolu-
tion is the resulting outcome. As Wright (1995) puts it, it’s not the “truth” that the 
brain needs, but a success. Similarly, the evolution “supports” those who have sur-
vived, not those who were right (Cacioppo and Gardner 1999). The selection during 
evolution applies not to independent features, but to the holistic organisms, the phe-
notypes. The basis for the selection is the achievement of results beneficial for the 
given phenotypic variation. These phenotypes are the only objects of the selection 
(Shvyrkov 1986; Fodor 2007). Success in the selection process, defined by the qual-
ity of the achieved results, includes formation of “pre-specialized” (see below in 
this section) and “specialized” neurons (see example in Fig. 1.1).

1 Neuronal Bases of Systemic Organization of Behavior
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In the frames of the systemic approach, the individual development is a sequence 
of systemogeneses that provide new interactions with environment. Formation of a 
new system during systemogenesis is considered as emergence of a new element of 
individual (subjective) experience during learning. The new system consists of the 
neurons that were selected from the “reserve” cells—presumably, those are low 
active or silent cells. These cells correspond to the primary assortment (according to 
Edelman 1987) and termed here “pre-specialized”. These are the neurons subjected 
to selection during learning, when some of them become specialized in relation to a 
system of a new behavioral act. This selection process is defined by specific meta-
bolic features of these cells. Accordingly, the group of selected units can be termed 
the secondary assortment. Therefore, the new system is an addition to the existing 
ones, it is ‘superimposed’ on them.

These evolutionary considerations presume that the specialization of neurons 
remains for their whole lifetime. The learning process would then be provided by 
recruiting new cells, rather than by retraining the ones previously trained. This is in 
accordance with experimental data (Schmidt et al. 1976; Thompson and Best 1990; 
Wilson and McNaughton 1993; Swadlow and Hicks 1997; Williams et  al. 1999; 
Greenberg and Wilson 2004; Brecht et al. 2005; Chestek et al. 2007; Jackson et al. 
2007; Fraser and Schwartz 2012) that show “silent” cells in the brain of different 
species, increase of the number of active cells during learning, and constancy of 
new neuronal specializations (during the whole registration period—weeks or even 
months and years, see also McMahon et al. 2014).

Fig. 1.1 Activity of a representative specialized neuron #1938 recorded in rabbit’s anterior cingu-
late cortex. (a) The raster plot shows spikes during successive turns of the animal towards a pedal 
aligned to the pedal pressing (PP). The inset shows spike waveforms, selected after sorting. Below 
is the histogram of these spikes (50 ms in a bin, the ticks of the ordinate show tens of spikes). The 
bottom panel shows superimposed behavioral markers (up-deflection for pedal-pressing and 
down-deflection for lowering the head into the feeder). In this experiment (Sozinov et al. 2012) the 
activity of neurons was recorded with glass electrodes (3–6 MOhms @ 1 KHz) after reaching the 
learning criterion—see text and panel (b). For definition of specialization, see text. (b) The sche-
matic view of the experimental chamber from the top. The behavioral markers (beam crossing) 
were used to identify the following behavioral acts (that corresponded to the stages of learning): 
lowering head and taking food from the feeder (LH); lifting head from feeder and turning it toward 
pedal (TP); moving to pedal corner (RP); pedal pressing (PP); running from pedal to feeder (PF). 
This sequence of acts was looped (arrows) during neuronal recordings (10+ cycles on each side)

Y. I. Alexandrov et al.
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The adult neurogenesis in birds and mammals (Paton and Nottebohm 1984; 
Carleton et al. 2003) has been shown to be related to learning. The learning process 
facilitates the survival of newborn neurons (the “use it or loose it” principle—
Kempermann et al. 1998), as well as proliferation (Prickaerts et al. 2004), whereas 
inhibition of neurogenesis disrupts memory formation (Shors et al. 2001). On the 
basis of these and other related data (Anacker and Hen 2017; Frankland et al. 2013) 
we propose that the adult neurogenesis may support the formation of new systems 
(see general scheme on Fig. 1.7). Therefore, both the “reserve” cells and newborn 
cells can be specialized in relation to new systems during learning. The adult neuro-
genesis may also contribute to the reinstatement of the primary and secondary 
assortments of neurons in pathology (Xue 1998). This compensation of loss of neu-
rons, including the pre-specialized neurons can possibly also occur in a healthy 
organism. Since the latter assumption is less grounded, the corresponding relation is 
marked with a question on Fig. 1.7.

1.2.2  The Formation of Neuronal Specializations 
during Individual Development Continues Phylogenesis

The emergence of the nervous system is a “revolutionary” event in the evolution, 
because it had provided radical increase of complexity and variability of behavior. The 
complexity of organisms and the genome size do not seem to correlate (Gregory 2001). 
However, the number of cell types does correspond to the phylogenetic complexity 
(Bonner 1988). Importantly, it is the nervous system that had contributed the most to 
this increase. The cell types in the nervous systems are of great, evidently innumerable, 
variety (DeFelipe 2011). Moreover, the combinations of different cell specializations 
are individual, because the specialization is formed in relation to the elements of indi-
vidual experience—the functional systems. Therefore, number of unique sets of spe-
cializations equals the number of individuals. In other words, every individual has a 
unique (although culture-specific) composition of systems. The scope of all possible 
specialization types depends on the species and the subset of neurons pre-specialized 
during early ontogeny (the primary assortment). Accordingly, the composition of neu-
ronal specializations (the secondary assortment) is individual. Within the presented 
view of development as a formation of new specializations the ontogeny appears as 
phylogeny continued through the increase of the number of cell specialization types.

1.2.3  The Patterns of Neuronal Specializations in Different 
Species

The research in our laboratory includes recording of neuronal spikes from brains of 
animals during cyclic operant appetitive behavior (see below in this section). The 
experimental protocols are in accordance with the Council of the European 
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Communities Directive of November 24, 1986 (86/609 EEC) and the National 
Institutes of Health “Guidelines for the Care and Use of Animals for Experimental 
Procedures”, and were approved by the ethics committee of the Institute of 
Psychology, Russian Academy of Sciences. The specialization of a neuron in rela-
tion to a system is assessed via probability of activation in behavioral acts. If this 
probability reaches 100% in one or more acts, then the neuron is considered special-
ized, and the activations of a given act are called “specific” activations (see 
Alexandrov et al. 2013 for more details). An example of specific activations of a 
specialized neuron is presented in Fig. 1.1a.

According to the framework presented above, the individual reflects interaction 
with the physical world, rather than the world itself. This reflection depends on the 
individual goals and history and can be described on the basis of the individual 
structure of memory (see paragraph 4). Any individual is essentially a composition 
of both the phylogenic and ontogenic memory. Thus, we have proposed that differ-
ent species and even different individuals, who acquire new behavior in the same 
“resultative milieu” (operant food-acquisition behavior), would have memory struc-
ture that has similarities and differences, revealed by comparing patterns of neuro-
nal specializations in various brain regions. The similarities would be explained by 
the identity of achieved results, whereas the differences would reveal the peculiari-
ties of species and the history of learning. The patterns of neuronal specializations 
are relative numbers of neurons specialized in relation to different systems. 
Therefore, the pattern reveals a particular” “set” of systems.

We have compared the patterns of neuronal specializations in the homological 
areas of cingulate and motor cortices of rats and rabbits (retrosplenial cortex, RSC, 
according to Paxinos and Watson 1997 in rats, and according to Vogt et al. 1986 in 
rabbits). The animals acquired operant appetitive behavior in a chamber with two 
pedals that activated corresponding feeders. The chamber viewed from the top was 
axially symmetric with a pedal and a feeder in adjacent corners of each of the two 
sides of a square—Fig. 1.1b). The rats’ chamber was 1/3 of the size of the rabbits’ 
chamber.

The correct performance was a looped movement from pressing a pedal through 
turning to corresponding feeder facing a wall to eating in the feeder, and turning 
back to the same pedal (10–15 loops until switch to the opposite side). The behav-
ioral cycle was divided into several acts (Fig. 1.1b): lowering head and taking food 
from the feeder; lifting head from feeder and turning it toward pedal; moving to 
pedal corner; pedal pressing; running from pedal to feeder. This division was based 
on the stages of learning that had been introduced daily during training. The signifi-
cant increase of the firing rate above background frequency was termed activation. 
Details of the experimental setup and procedures have been described in more detail 
elsewhere (e.g. Alexandrov et al. 1990, 2013).

The symmetric arrangement of the chamber allows for classification of neurons 
according to how discriminatory its firing is in relation to the behavioral acts. For 
example, the neuron on Fig. 1.1a has activations in each of the consecutive runs to 
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the pedal on the right side of the chamber. Then its classification would depend on 
specific activations on the left side. If there’s none, the neuron is specialized in rela-
tion to a system that subserves approaching the right pedal, which is peculiar for the 
new behavior (the case for this neuron). However, if there’s activation during 
approaching the right feeder, the firing might be explained by a left turn of the ani-
mal’s head and/or body (verified in additional tests). Then the neuron might belong 
to a system that subserves (and presumably have subserved) acts of behavior beyond 
the experimental chamber. Consequently, as opposed to the neurons of the “new” 
systems, the latter were termed neurons of the “old” systems.

In one of the experiments within this paradigm, activity of single neurons was 
recorded from RSC and motor (M) cortices in rats and rabbits (see Gavrilov et al. 
2002 for more details). In the RSC most of the specialized units were classified as 
belonging to the systems of “new” behavioral acts, whereas most of the M neurons 
were of “old” systems (e.g. context-independent activations during any particular 
movement, or during taking any food or non-eatable objects from the feeder or any-
where in the chamber). Thus, the percentage of units with “new” specializations in 
RSC was (at least seven times) higher than in the M (Fig.  1.2). The difference 
between the numbers of neurons with old and new specializations between the two 
cortical areas was significant and equi-directional in rats and rabbits. The relative 
old/new systems content in the two cortices shows general similarity of the special-
ization patterns in the two species.

Fig. 1.2 Percentage of neurons with different specialization in motor and retrosplenial cortical 
areas in rats and rabbits. Black—unidentified, grey—“old”, white—“new” (horizontal—feeder- 
related, vertical—pedal-related). Asterisk: significant differences between percentages of neurons. 
See text for details
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Meanwhile, the details of specialization patterns differed—presumably, accord-
ing to the ethological peculiarities of the species. The rats had relatively more neu-
rons specialized in relation to the new acts of taking food from the feeder. We 
contrasted the numbers of neurons with feeder-related specializations (acts PF and 
LH on Fig. 1.1b) and those with pedal-related specializations (RP and PP). While 
these numbers were about the same in rats’ RSC, the rabbits had significantly (some 
four times) more pedal-related neurons than the feeder-related ones. This difference 
may be explained by the peculiarities of food taking and manipulation, which is of 
great variety in the rats (Whishaw et al. 1998). Apparently, the greater number of 
neurons with new specializations in rats is also due to their more differentiated and 
complex behavior.

Consequently, the data presented reveal both the task-related similarities and 
species-derived differences of the neuronal subserving of similar behavior between 
rats and rabbits in the homological cortical areas. In this experiment the recording 
of neurons was performed after acquisition of the pedal-pressing behavior, and the 
specializations were revealed during asymptotic performance. Meanwhile, the 
investigation of cognitive components necessitates consideration of their emer-
gence. Within our framework, the systems that underlie behaviors appear via syste-
mogenesis, whereas in the conventional terms, new memory undergoes a process of 
consolidation.

1.2.4  The Traditional View of Memory Consolidation

The processes of the acquisition and consolidation of memory attract the best mod-
ern expertise in both the methods and conceptual schemes (e.g. Feld and Born 2017; 
Kitamura et al. 2017; Moscovitch et al. 2016). However, most of the schemes and 
investigations are based on the old Descartes’ concept of memory traces: the traces 
are made of the pores that become more permeable as the spirit repeatedly passes 
through them during the behavior execution.

The issues that follow this idea are those of the mechanisms and limitations of 
pore enlargement, the brain structures with different amount of pores, of pore per-
meability duration, etc. These issues, translated from the seventeenth century to the 
modern terms (from pores to synapses, from spirits to neuronal firing), maintain 
their essence under the concept of engram. Unfortunately, the approaches to con-
solidation, albeit very distinguished (see Dudai 2012 for review), rely mainly on 
long-term increases of conduction effectiveness in circuits, networks, etc. “The cur-
rent central dogma of synaptic consolidation is that it involves stimulus (“teacher”)-
induced activation of intracellular signaling cascades, resulting in posttranslational 
modifications, modulation of gene expression, and synthesis of gene products that 
alter synaptic efficacy” (Dudai 2012, p. 228).

Y. I. Alexandrov et al.
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1.2.5  The Systems View of Memory Consolidation

From the systems point of view, the neuron is a result achiever, rather than a conduc-
tor of excitation. Therefore, the issue of the conduction efficiency increase is out of 
the scope of the systems approach. The learning process is considered as formation 
of a new system of co-active cells (including neurons) of different localization, not 
necessarily directly connected. This view excludes the concept of “trace” left solely 
by the instructive input due to plasticity of the nervous system.

The systems view of consolidation was formed on the basis of the systems 
approach (above). However, the experimental evidence leads other authors to simi-
lar conclusions. For example, G. Horn claims that the cross-correlational analysis of 
neuronal activity in IMHV of domestic chicks does not confirm that the connectiv-
ity of “imprint-responsive” neurons is increased during learning, as predicted by the 
Hebbian rule. “Rather, – the author concludes, – the neurons might form a set of 
parallel, largely uncoupled elements that are likely to provide a larger storage capac-
ity than a system with tightly coupled elements” (Horn 2004, p. 121). Although 
functional connectivity may indeed increase after learning (Abdou et al., 2018), we 
believe that the connectivity affords synchronization of metabolic activity between 
structurally connected neurons (see Sect. 1.1.3), and G. Horn’s conclusion remains 
accurate for the rest of neurons of the same specialization with no direct connec-
tions, and even more so for the somatic cells. Different kinds of network approach 
in the analysis of synaptic (Hoshiba et al. 2017), cellular (Adams et al. 2017) and 
whole-brain (Lohmann et  al. 2016) processes share some aspects of the systems 
approach, albeit they largely retain instruction- based view on learning, and hence 
the issue of a unit-of-analysis (Korhonen et al. 2017).

The systems description of the consolidation process necessarily includes two 
groups of interdependent processes: the systemic specialization, and accommodative 
reconsolidation. The former applies to the morphological and functional modifica-
tions of a neuron that provide its involvement into a new system (described above). 
The definition of the latter process requires several preliminary considerations.

Of importance is that a new memory is dynamic and adaptive, rather than a stable 
entity (Bartlett 1995). The recent progress of memory reconsolidation research 
shows the modification of memory after post-consolidation retrieval at the molecu-
lar level (Nader 2015; Sara 2000). Memory formation and reactivation require pro-
tein synthesis, although the consolidation and reconsolidation processes are not 
identical (Anokhin et al. 2002; Dudai and Eisenberg 2004). Therefore, the protein 
synthesis-dependent consolidation reveals a wide range of “active” memory pro-
cesses (Nader 2003, 2015), rather than just those of “new” memory.

The idea of reconsolidation does not contradict to the above notion of permanent 
specialization. The reconsolidation does not rule out the changes that had underlied 
the long term memory formation (Nader et al. 2000). However, it does constitute 
another, supposively less influential, step of differentiation process for a neuron.

We consider learning as specialization of a group of neurons in relation to a new 
system. The new system is not a substitution, but an addition to the previously 
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formed systems. It follows that this addition would necessitate the coordination 
between new and prior elements. Current scope of evidence on reconsolidation 
shows that reconsolidation may indeed be the general mechanism of prior memory 
reorganization after new learning (see Dudai et  al. 2015; Hupbach et  al. 2008; 
McKenzie and Eichenbaum 2011).

We have suggested earlier that the neurons that are specialized in relation to a 
system of one behavioral act may modify their activity and be involved in another 
behavior without changing the specialization (see Alexandrov 2008). Later, the 
acute (Alexandrov et al. 2001) and chronic tetrode (see Alexandrov 2008) record-
ings provided more evidence for reorganization of an existing system upon acquisi-
tion of a new behavioral act. Namely, the chronic recording of neuronal activity was 
made during acquisition of the appetitive operant behavior, described in Sect. 1.2.3. 
When the animals reached an asymptote level of pedal-pressing on the first side of 
the chamber, the pedal was turned off to start training on the second side. Upon 
reaching the same criterion there, the animals were returned to the first side. 
Consequently, the sides were alternated 10–20 cycles of pedal-pressing each. Thus, 
activity of several neurons was tracked on the first side of the chamber before and 
after training on the second one.

Three of these neurons with activations specific to acts on the first side changed 
their activity patterns after initial training series on the second side. Activity of one 
of these cells is shown in Fig. 1.3 (the firing frequency of this cell changed signifi-
cantly in several acts, including the specific act LH (see Sect. 1.2.3); see also panel A 
on Fig. 1.4 for learning-induced activation changes in a neuron with activations spe-
cific to preceding behavioral acts). Notably, these changes remained significant in all 
subsequent series unlike temporary changes of activity of specialized neurons in the 
first trials of specific acts after alternation or rest periods. The modifications of this 
kind were termed by us “accommodative” reconsolidation (Alexandrov et al. 2001).

Results that point to reorganization of previously formed system after acquisition 
of a new one were also received by us via immediate early gene (IEG) expression 
analysis (Svarnik et al. 2013). This study was designed to control for learning prior 
to operant food-acquisition by pedal-pressing to reveal activation of the first-skill- 
specific neurons during acquisition of the second one. In the experimental group of 
rats the first skill was a “whisking task”—that of using left or right whiskers to 
receive a water drop. These animals were overtrained for 5 days before the second 
skill of pedal pressing for food had been introduced. The control group acquired the 
same food-acquisition behavior, but the first task was a non-instrumental drinking 
instead of the “whisking”. Albeit the second skill did not involve the whiskers, we 
have found c-Fos expression in significantly greater number of barrel-field neurons 
in animals of the experimental group compared to the control. These data may sug-
gest that c-Fos induction during the second training took place in neurons that were 
specialized in relation to the first, “whisking” task, which is a sign of accommoda-
tive reconsolidation. Therefore, besides the specialization of neurons in relation to 
new systems, we consider morphological and functional modifications of previously 
specialized neurons. These modifications do not change the specialization and pro-
vide inclusion of a new system into the existing structure of individual experience.

Y. I. Alexandrov et al.
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It had been previously proposed within the cognitive theories that the memory 
reorganization may be either routine (reordering the interactions of existing sche-
mas), or heuristic (emergence of new components along with the modification of the 
prior ones) (Piaget 1951). The specialization and accommodative reconsolidation 
processes refer to the second type of the reorganization. As far as the first type, the 
modifications of neurons that belong to existing systems without emergence of a 
new system may be referred to as “reorganizational” reconsolidation. Presumably, a 
gradual increment of efficacy may be one of the manifestations of the latter, whereas 
the former would be signified by curt transition to good performance—like the one 
we see during our food-acquisition training.

We consider the difference between the specialization and accommodative 
reconsolidation processes as essential for investigation of underpinnings of learn-
ing. Ignored in most of the studies, these processes may be indistinguishable in the 
data on molecular and cellular learning-related processes. The differentiation of the 
processes that manifest emergence of new experience from those of prior experi-
ence modification is necessary in the contemporary research of memory 
principles.

In the systems perspective that we develop, learning is the key process under inves-
tigation, as it covers the most essential changes of individual experience—the emer-
gence of new systems and modifications within existing ones—and presumes that 
memory is active and dynamic. Therefore, we next present our view of fundamental 

Fig. 1.3 Firing frequency of neuron #261204-cl6 in consecutive series of behavioral acts on the 
first side of the chamber before (solid line) and after (dashed) training on the second side. Ordinate: 
mean ± SEM spike frequency (spikes per second). Abscissa: acts of food-acquisition behavior on 
first side of the cage (see Fig. 1.1b for definition of behavioral acts; LP—locating in pedal corner 
before pedal pressing; EF—visiting empty feeder). Significant difference between the two series: 
Mann-Whitney *p < 0.05; **p < 0.01
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Fig. 1.4 Activity of a rat RSC single neuron specialized in relation to approaching and pressing 
the first pedal during stable performance of the previously acquired behavior and learning to press 
the second pedal on the opposite side of the experimental chamber. Recording time: 27 min. See 
Fig. 1.1b for designation of behavioral acts. (a) Spike raster plot (top) and histogram (bottom)  
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processes that underlie or accompany learning: the mismatch between “needs” and 
recent environmental “input” in the whole organism as well as in  neurons, “altruistic 
suicide”, and long-term potentiation.

1.3  Fundamentals of Learning within the Systems 
Perspective

1.3.1  Memory Formation Starts with Mismatch

As we mentioned earlier the initial step of the cascade of subcellular molecular 
events that determine the morphological modifications of neurons, both in the pro-
cess of morphogenesis (early ontogenesis), and in memory consolidation in adults, 
is the expression of immediate early genes, followed by the expression of “late 
“genes that might be directly related to the structural modifications of a neuron. 
These days the relations between IEG expression and learning, noted a while ago 
(Maleeva et al. 1989; Tischmeyer et al. 1990; Anokhin and Rose 1991), have become 
widely accepted (e.g., Horn 2004; Kubik et al. 2007; Barry and Commins 2011; 
Minatohara et al. 2016).

In the framework of systems neuroscience it seems a logical assumption that the 
expression of IEGs and the formation of neuronal specializations are related. Indeed, 
we showed earlier that those structures that contained a lot of neurons specialized in 
relation to operant behavior also demonstrated a higher number of Fos-positive neu-
rons after learning (Svarnik et al. 2005).

Induction of IEG expression in the adult takes place not only during learning, but 
also during stress, intoxication, lesions of the nervous system, brain ischemia and 
other conditions (Herrera and Robertson 1996; Meyer 2015). It was also shown that 
an artificial change in the microenvironment of neurons causes the appearance of 
activity in previously silent cells and the expression of IEGs (Stone et al. 1993). 
Given that activity at neuron is determined by mismatch between neuron’s needs 
and the current influx of metabolites (as discussed above), IEG expression—a 
 specific manifestation of cellular activity (Clayton 2000) arising in a situation of 

Fig. 1.4 (continued) aligned to the end of pedal-pressing (EP) on the side trained first. Neuronal 
activity during repeated trials before (22 trials, above arrow, black histogram) and after (below 
arrow, grey histogram) onset of learning to press the second pedal (20 trials, 10 effective trials in a 
row). Ordinate: ticks of the histogram—tens of spikes in 50-ms bins Abscissa: hundreds of milli-
seconds Horizontal bars represent spans of act onsets (PP and LH). * significant differences 
between numbers of spikes within 100 ms bins. (b) Spike raster plot and histogram aligned to the 
end of pedal-pressing (EP) on the second side. (67 trials). All markers as in panel (a). (c) Dynamics 
of activity of the same neuron in different acts during acquisition of the pedal-pressing on the 
second side: mean ± SD spike frequencies in tens of consecutive trials
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novelty (Anokhin and Sudakov 2003; Aggleton et  al. 2012)—is suggested to be 
evident in a general bottom line of all these situations i.e.—during the mismatch.

The mismatch arises due to the fact that the previous possibilities of meeting the 
metabolic neuronal “needs” within the existing memory structure turned out to be 
ineffective in the condition of a stable change in microenvironment of neurons. The 
latter occurs upon change in the circumstances of corresponding behavior. Neuron, 
as noted above, may provide “needs” of its metabolism by combining with other 
elements of the organism and forming the functional system. Achieving the result of 
the system simultaneously eliminates the mismatch between “needs” and the state 
of the microenvironment of neurons, and provides the desired result for the organ-
ism on the behavioral level. This may happen only when the corresponding behavior 
has already been formed. However, learning in normal conditions and recovery in 
pathology (for example, after a stroke, traumatic brain injury) occur when the 
“needs” cannot be conformed with existing matching methods of the individual 
(i.e., within the available individual experience). The mismatch in this situation is 
different from that in the definitive behavior: it is eliminated not by reactivating 
existing memory, but by systemogenesis, i.e. selection and fixation of new elements 
and variants of combining them (see Sect. 1.2.1).

1.3.2  From Mismatch through Match to Consolidation

The emergence of a new system (systemogenesis) may lead both to achievement of 
the desired result for the organism, and to satisfaction of metabolic “needs” of neu-
rons. However, the new integration is not constant. It was shown that the activity of 
the human brain changes not only in the process of learning, but also during hours 
(and days) after learning criteria achievement (e.g. Karni et al. 1995). It was also 
shown in animal experiments that the parameters of neuronal activations, as well as 
number of activated cells change within hours and days from the first successful 
behavioral trial (Erickson and Desimone 1999; Kuzina et  al. 2016; Horn 2004; 
McKenzie and Eichenbaum 2011; Smith et al. 2012; etc).

Our results (Svarnik et al. 2005) show that the number of neurons in which the 
IEG expression is detected exceeds in many times the number of neurons in this 
area specialized in relation to the system of the formed behavior. We believe that 
part of these genetically activated cells are neurons specialized in the relation to the 
earlier formed systems, and the IEG expression in those cells reflects the beginning 
of a process of accommodative reconsolidation (see above). Others are pre- 
specialized neurons, and their gene expression induction is a prerequisite for the 
transition of cells into a state of readiness for selection during the trials.

As we hypothesized, it is in the trial-and-error process that certain neurons are 
selected from activated ones (activated both genetically and, presumably, electro-
physiologically) and become specialized in relation to the formed system. Decrease 
in the number of activations as well as in heterogeneity of activity of specialized 
neurons in the course of memory consolidation demonstrated by us earlier (Kuzina 
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et al. 2016) reflects this selection process and changes in neuronal subserving of 
new behavior. We compared neuronal activity in rat RSC recorded during the pedal- 
pressing (see Sect. 1.2.3) within either first five days (group 1), or from days 7 to 15 
after its acquisition (group 2), which corresponds to the “early” and “later” stages of 
consolidation in rodents (e.g. Buitrago et al. 2004). The second group of animals 
was kept in the homecage during the first week after acquisition. There were signifi-
cantly more neurons specialized in relation to new behavioral acts in group 1 that 
had specific activations during both approaching and pressing the pedal, i.e. acts that 
were acquired just before the start of recordings. In contrast, most neurons of the 
“pedal” category of group 2 were specifically active only in one of these acts: either 
approaching, or pressing the pedal. Within the first 5 days (in group 1) there were 
significantly more pedal-specific neurons with highly differentiated activity in other 
acts than in group 2. On the other hand, the enhanced selectivity of individual neu-
rons in group 1 was accompanied by more variable activity in acts associated with a 
“feeder” part of the behavioral cycle. Activity of “pedal” neurons in group 2 was 
consistently reduced in “feeder” acts. Apparently, the reduction in the variability of 
activity may be associated with the completion of the selection process and stabili-
zation of neuronal population involved in the newly formed behavior. It is possible 
that such stabilization requires not only time, but also a certain number of repeti-
tions of experience reactivation (Weible et al. 2009, 2012; McKenzie et al. 2013).

It has been shown that some cells are activated only during the initial stages of 
learning, and when behavior is stabilized, their activations decrease and disappear 
(Shima et al. 1996; Wirth et al. 2003). In our view, some of these cells are likely to 
be pre-specialized neurons activated during trials. In the case of training for behav-
ioral acts similar to previously formed ones (e.g., pedal-pressing on the second side 
in our setup) activity of neurons during pressing the first pedal may look like vari-
able nonspecific activity, presumably reflecting the process of specialization (ref. to 
Fig. 13 in Alexandrov 2008). In addition, as our data show, neurons specialized in 
relation to previously formed behavior may be active during formation of a new 
one. For example, activity of a neuron on Fig. 1.4 was recorded during the following 
periods of the experiment: pressing pedal 1 before pedal 2 training (Fig. 1.4a, above 
arrow, black histogram), acquisition of pedal 2 pressing (Fig. 1.4b), and pedal 1 
pressing after acquisition of both (Fig. 1.4a, below arrow, grey histogram). Spike 
frequencies in certain behavioral acts (TP, PF, and LH, see Fig. 1.1b) had signifi-
cantly decreased after acquisition of the pedal-pressing on the second side. The 
activity of this neuron during the specific acts (RP and PP) on the first side had also 
changed: activations started and ended earlier after acquisition of the pedal-pressing 
on the second side. Additionally, activity of neurons during pedal 2 training and the 
following pedal 1 pressing might be considered as a neuronal basis of learning  
transfer: it accompanies speeded up learning after previous similar experience. 
Accordingly, mean spike frequencies were significantly higher along the whole 
period of learning in PP, than in any other acts including RP (Fig. 1.4b, c). Also, 
there was a significant decrease of activity in all acts, except PP, from the beginning 
to the end of learning to press pedal on the second side (Fig. 1.4c).
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It might be also suggested that the first trials during learning in organisms with 
highly developed nervous system are subserved by co-activation of not only 
 changing sets of specialized and pre-specialized neurons but also so called “nov-
elty” neurons possibly specialized in relation to orienting behavior (for further 
details see Ranganath and Rainer 2003; Aleksandrov 2006). This co-activation may 
provide trial performance as well as achievements of the first positive results during 
learning. After stabilization of the behavior “novelty” neurons as well as a number 
of other previously specialized neurons cease their activity. Therefore, the decline 
of the activity of previously specialized and “novelty” neurons corresponds to the 
consolidation process and signifies serious reorganization of neuronal supply of 
memory reactivation. Meanwhile, the specific activation of specialized neurons may 
be evident from the very first implementation of the new behavior.

The chronic tetrode recordings described above (Sect. 1.2.5) have also revealed 
neurons specialized in relation to the behavior on the second side. Activation of 
these neurons that satisfied the criterion of specific activity (see Sect. 1.2.3) was 
indeed evident since the first relevant behavioral act acquired during learning. An 
example of such neuronal activity is shown in Fig. 1.5. Smith et  al. (2012) also 
found the phenomenon of emergence of supposedly specific activity in neurons dur-
ing the first trials of new behavior. However, in this study, animals were not pre-
trained (except for familiarization with new environment), as in our experiments, 
where they were pre-trained to press the first pedal before they learned to press the 
second one. Perhaps this difference is one of the reasons why the activation (in the 
place field of a neuron) during the first implementations of behavior were evident in 
the hippocampus, but not in the RSC.

Earlier (Alexandrov et al. 1991) we showed that under acute ethanol treatment as 
compared to control the percentages of neurons of different specializations were not 
changed in the motor cortex. Meanwhile, the neuronal population is different under 
ethanol: the upper layer neurons are mostly excluded, and the lower layer neurons 
become more included into the neuronal population that subserves the behavior. 
Thus, at the early stages of learning the processes of neuronal specialization may 
proceed differently in different brain structures.

In studies of brain activity reorganization during learning changing roles of brain 
structures have been repeatedly demonstrated at various stages of training (Rose 
1993; Kelly and Garavan 2005). It is known that learning scores, memory, and “cog-
nitive control” depend on the intact cingulate cortical regions of the human brain 
(Hayden et al. 2010). Furthermore, outwardly the same behavior is accompanied by 
activation of different areas or layers of the cingulate cortex as learning progresses. 
On the one hand, by both methods of functional anatomy in humans (Tracy et al. 
2003) and multiunit activity recording in animals (Freeman and Gabriel 1999) it 
was shown that activation of the anterior regions of the cingulate cortex declines and 
activation of the posterior regions increases in the process of learning. On the other 
hand, the posterior cingulate cortex is activated during aversive behavior (and also 
needed for its implementation) both at early and late stages of learning (Gabriel 
et al. 1991; Katche et al. 2013). It was also shown that the anterior cingulate cortex 
is involved in the “context-freezing” task at both early and late stages of learning 
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and necessary for reconsolidation of this memory (Vetere et al. 2011; Einarsson and 
Nader 2012). If the specialization of the neuron, as we noted above, is constant (i.e. 
neuronal differentiation is irreversible—Sect. 1.2.1), and evident from the first 
implementations of the newly formed acts (above), it might be assumed that the 
most significant contribution into the described reorganization is made not by the 
dynamics of the activity of the specialized neurons but other (“unidentified”) 
neurons.

In our experiment we recorded activity of the neurons in anterior and posterior 
areas of rabbit cingulate cortices at “early” (the first week of learning) and “late” 
(the second week of learning) stages of training of pedal-pressing. We analyzed 
average frequency of spikes, percentage of specialized and unidentified neurons, 
and the number of behavioral acts with non-specific activations (i.e. acts with prob-
ability of activation between 40% and 100% in unidentified neurons, see Sozinov 
et al. 2012). We found that all these variables for specialized neurons did not differ 
between the first and the second week of training (Fig. 1.6, top), whereas the aver-

Fig. 1.5 Activity of neuron RAT27904–1 in consecutive series of trials after onset of training on 
the second side of experimental chamber. (a) Mean frequencies in different acts of behavior on the 
side trained first (left panel) and second (right panel). LP—locating in pedal corner before pedal 
pressing; see Fig.  1.1b for designation of behavioral acts. The frequencies are normalized to 
 maximum. Lines 1, 2, and 3 represent series of behavior, separated by switches to alternative side. 
(b) Frequency excess over background in consecutive trials (along abscissa) for specific act LP2 
on the second side. The series 2 starts from trial 41. (c) Duration of correponding trials of act  
LP2 seconds
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age frequencies and the number of acts with non-specific activations were different 
for neurons with unidentified specializations (Fig. 1.6, bottom). Therefore, neuronal 
activity turned out to differ between the first and the second week of training of 
food-acquisition skill. These differences were primarily indicators of activity of 
unidentified neurons, rather than specialized neurons.

On the basis of these results it might be possible to propose that in unidentified 
neurons of the anterior cingulate cortex the frequency decreases from the first to the 
second week of training, but in such neurons of the posterior cingulate cortex the 
number of activations in new behavioral acts increases during the same period. In 
other words, the dynamics of brain activations is less accounted for newly special-
ized neurons, but is due to activity of those neurons whose specializations are not 
identified. As we argued earlier (Alexandrov et al. 1993) unidentified neurons are 
probably specialized in relation to systems of other behavioral acts than those 
formed in our training. That is why the established differences in characteristics of 
neuronal activity at successive learning stages might be connected to the processes 
of reorganization of that experience which served as a basis for newly formed 
behavior, rather than to changes in cohort of specialized neurons.

Fig. 1.6 Activity of neurons in the rabbits’ anterior cingulate (ACC) and retrosplenial (RSC) 
cortices in the course of the first (light grey) and the second (black) weeks of pedal-pressing train-
ing. Top: Percentage of specialized neurons recorded during the two weeks. Bottom: Spike fre-
quencies of unidentified neurons in ACC and average number of non-specific acts in RSC. The 
asterisk shows significant differences
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These data support mentioned above reasoning that it is necessary to differenti-
ate characteristics of new experience formation and old experience reorganization 
(Alexandrov et al. 2001; Grosmark and Buzsáki 2016; McKenzie and Eichenbaum 
2011). However, saying about higher manifestation of reconsolidative changes we 
should take into account possibility of maintenance of the stable percentage of dif-
ferently specialized neurons and, at the same time, changes in neurons of other 
specializations.

Treating a neuron as an active living organism has additional consequences for 
several well-known phenomena. Among them are “altruistic suicide” and long-term 
potentiation covered in the remainder of this paragraph.

1.3.3  “Altruistic Suicide”

As it was mentioned above IEG expression is induced when the organism does not 
have experience of satisfaction of metabolic “needs” of its cells in some situation, 
or when repetitive impulses of co-activated neurons do not lead to the result achieve-
ment (goal achievement). The IEG expression might be considered not only as the 
first step of consolidation process, but also as induction of other transcriptional fac-
tors underlying cell’s “decision to live or die” (Lee et  al. 1998, p.  2736). If the 
mismatch between “needs” of neurons and their microenvironment is prolonged, 
neurons become hyperactive, and waves of IEG expression repeat. In such cases 
“death” gene expression might be induced, which will result in neuronal death—
apoptosis (see Fig. 1.7). Thus when the mismatch between “needs” of the neuron 
and its microenvironment cannot be eliminated in the conditions of existing experi-
ence the neuron has two alternatives: to be changed during systemogenesis (new 
system formation) or to die (Fig. 1.7). These two alternatives exist both in normal 
conditions (during early ontogenesis and adulthood) and in pathological conditions. 
The involvement into systemogenesis might be either system specialization process 
or the process of accommodative (reorganizational) reconsolidation. Cell death is 
often observed during early development and under pathology, when existing expe-
rience of the organism is inapplicable for agreement among metabolisms of differ-
ent cells of the organism. But this is true not only for such cases. There are data 
showing that apoptosis is evident in brains of healthy adults and is necessary for 
normal functioning of animals (e.g. Leist and Jäättelä 2001). Since systemogenesis 
is a general principle for early development and learning at any age, adaptation and 
recovery, the discussed data allow concluding that “change or die” options exist in 
normal conditions. It was shown (Sherstnev et al. 2013) that elimination of neurons 
(observed as neuronal selection in early ontogenesis important for behavioral 
 repertoire formation at that stage) also contributes to the process of systemogenesis 
during adulthood (Fig. 1.7). Thus the formulated position states that there are no 
two alternatives (“systemogenesis or death”) but two interconnected roads to 
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systemogenesis: modification of a neuron or its death. It might be  suggested that 
death of some cells is a necessary payment for a possibility of successful systemo-
genesis during individual ontogenesis in all those situations when metabolic needs 
of some cells are in an unavoidable conflict with new means of agreement among 
cellular needs. The activity principle is applicable for all periods and aspects of 
existence of a neuron including the processes connected to the “change or die” 
alternative. Each stage of cellular elimination is an active process (Raoul et  al. 
2000), and thus neuronal elimination is a suicide (Leist and Jäättelä 2001). This 
suicide is altruistic in a sense that the neuron turns on the program of self- elimination 
in order to abolish metabolic conflict and provide survival of other neurons that 
belong to the same cellular clone. Earlier other authors have already argued for the 
existence of “altruistic cellular suicide” in the nervous system (Allsopp and 
Fazakerley 2000) and in unicellular organisms (Strassmann et al. 2000).

Fig. 1.7 General framework of the systemic organization of behavior: Theoretical schema of the 
“Change or Die” principle. EG—“early” genes; LG—“late” genes; DG—“death” genes. See 
Sects. 1.2.1 and 1.3.3 for explanations
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1.3.4  Long-Term Potentiation: Traditional and Systems 
Approach

Above we described the system approach to learning and memory processes. If 
someone wanted to argue for alternative traditional framework of learning mecha-
nisms, she (he) would probably refer to the phenomenon of long-term potentiation 
(LTP), which is considered to be a physiological mechanism of long-term memory 
and regarded as an experimental model of activity-dependent plasticity. Studies of 
LTP have for many years been seen as the most important and urgent approach 
mainly because this phenomenon is well demonstrated in the framework describing 
the formation of memory as an increase in synaptic efficiency of impulse conduc-
tance in neuronal networks. Within the systems approach, LTP can be regarded as 
an electrophysiological description of the mismatch (see Sect. 1.3.1). If we consider 
neuronal activity as determined by the mismatch we may conclude that an artificial 
electrical (or chemical) stimulation used to elicit an influx not accordant with the 
neuron’s preceding activity and not caused by it serves as a powerful mismatch fac-
tor. And the increased cell excitability persistently found during testing is a reflec-
tion of this mismatch. Not only theoretical framework but also experimental data 
argue for the link between LTP and the mismatch process, among them the data that 
show similarity between LTP and the processes that take place during pathological 
conditions, when metabolic cellular environment is strongly changed (McEachern 
and Shaw 1996; Vikman et al. 2003). Thus, although experimenters using tetaniza-
tion do not intend to induce the mismatch, they do. And the mismatch is, as argued 
above, the initial stage of learning and the formation of a new memory. Therefore, 
we do consider LTP as a phenomenon that may be related to mechanisms of learn-
ing and memory but for different reasons: because it models the initial stage of 
learning—the mismatch. However, it is not known whether the mismatch obtained 
during the experimental induction of LTP has the properties of characteristics of 
natural mismatch during learning. Note that the discrepancy between the traditional 
concept of LTP and data accumulated from studies of this phenomenon requires an 
alternative explanation even for those authors who have no doubt that the increase 
in synaptic efficiency between neurons provides the basis for the formation of mem-
ories. McEachern and Shaw (1996) believe that the mechanisms of receptor regula-
tion allow neurons an attempt to prevent long-term changes in their synaptic 
excitability, which is harmful for neurons. LTP (like depression), acting against this 
regulation, is not the basis of learning but is an initial manifestation of the cascade 
of processes leading to the reorganization of the activity of a neuronal group, which 
“strives” to maintain homeostasis. Shors and Matzel (1997) also came to the conclu-
sion that there is a non-correspondence between the properties of LTP, particularly 
its duration, and those required if LTP is to support the retention of long-term mem-
ory. They believe that LTP is a mechanism related not to maintenance of long-term 
memory but to the initial stage of its formation. As we see the presented conclusions 
are in accordance with the suggestion that the mismatch is the initial stage of syste-
mogenesis, and that LTP is an electrophysiological description of the mismatch 
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process. If we consider this suggestion about LTP, we may conclude that although 
the duration of LTP is insufficient for it to be regarded as the basis of long-term 
memory, it may be adequate for it to be regarded as an electrophysiological mani-
festation of prolonged mismatch leading to cell death. Put more simply, the logic of 
the ideas proposed here suggests a link between LTP and neuronal death. There are 
some data showing this connection (McEachern and Shaw 1996; Manahan-Vaughan 
et al. 1999; Ambrogini et al. 2004). Thus, within the systems approach the phenom-
enon of LTP might be related to the mechanisms of learning and memory, but not 
because it models increased effectiveness of impulse transmission in neuronal net-
works, but because it models the mismatch process, which is a characteristic of 
initial stages of learning.

1.4  The History of Memory Formation and the Memory 
Structure Are Interrelated

We showed earlier that any behavior is subserved by activation of not only new 
systems formed during learning but also older systems activation formed at earlier 
stages of individual ontogenesis (see Alexandrov 2008; Alexandrov et  al. 2000). 
Thus, behavior is reflection of history of its formation (phylogenetic history as well 
as ontogenetic), i.e. realization of multiple systems, each of which fixates a stage of 
behavior acquisition. It might be suggested from this statement that system organi-
zation of overt similar actions differs if the history of their formation differs. We 
showed earlier for complex operant behavior in rabbits that neuronal activity in the 
cingulate cortex differs significantly when rabbits learned the same behavioral acts 
but in different order (Gorkin and Shevchenko 1996).

In other experiments we checked the hypothesis about connection between activ-
ity of recent-task-related system-specialized neurons and the number of stages of 
learning. The following logic underlied this hypothesis. We showed earlier that in 
different brain structures of rabbits there were neurons activated during different 
acts of the acquired (on a daily basis) instrumental behavior: approach to the feeder, 
turn from the feeder to the pedal, approach to the pedal, the pedal pressing. Since all 
these acts constituted the sequence during performance, this behavior is accom-
plished due to reactivation of all systems of these acts, and, hence, due to activation 
of the system-specialized neurons. Thus, on the basis of the transformation of learn-
ing stages into systems of the learned behavioral acts we could propose that if the 
number of learning stages differ, then organization of neuronal activity during 
overtly identical behavior differ also. In order to check this assumption we com-
pared neuronal activity in the RSC after rats learned the instrumental behavior 
within one stage (only pedal pressing was reinforced) with the neuronal activity 
during the same behavior but when rats learned it in several stages (each stage of 
instrumental behavior described above was reinforced). We found that the number 
of newly specialized neurons did not differ between the two cases. However, aggre-
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gated activations of all new system-specialized neurons in RP and PP were higher 
in the case of multiple stages learning, than in the case of one-stage learning. In the 
latter group we found more neurons with specific activations during turning to the 
pedal and higher spike frequency of specialized neurons in all acts. These data 
 suggest that there is a connection between activities of the neurons specialized in 
relation to newly acquired behavior and the number of stages used to acquire this 
behavior. Thus, in different species we find consistent general principle—the 
 organization of neuronal activity during behavior depends on the history of its 
acquisition.

This principle is also manifested at the molecular level. We showed that the num-
ber of neurons that changed their gene expression (detected by Fos expression) 
during new behavior learning depended on the number of acquisition stages of the 
previous training (Svarnik et al. 2013). In these experiments we trained animals to 
press a pedal on one side of the experimental cage in one or several stages, and then 
compared the number of Fos-positive neurons after the acquisition of the same skill 
on the other side of the cage. Despite the fact that the overt behavior during the 
second acquisition was similar in these two cases, the number of neurons with 
changes in gene expression was significantly different. It might be suggested that 
such changes depended on the processes of accommodative reconsolidation 
described above. Thus, learning involves not only acquisition of new information 
but also assimilation of this information into earlier established experience structure 
or schemas (see also Tse et al. 2011).

1.5  Conclusion

We put forward the following sequence of memory formation and functioning, 
brought together on Fig. 1.8. Learning starts from the mismatch between individual 
needs and possibilities to meet them using acquired memory. It is manifested on a 
cellular level as a mismatch between metabolic cellular “needs” and recent meta-
bolic input. In a familiar situation this mismatch might be cleared up by perfor-
mance of previously formed behavior: Fig. 1.8a shows memory reactivation during 
behavior acquired earlier. Memory reactivation might be connected to changes of 
experience structure due to “reactivational reconsolidation”. This type of reconsoli-
dation may appear as continuous memory formation.

In many experimental models of reconsolidation the acquisition is followed by 
presentation of a reminder—namely, by additional training (see, e.g. Davis et al. 
2010). Therefore, Fig. 1.8b shows modification of individual experience structure in 
a new situation limited by reorganization of previously formed systems. In this situ-
ation new element of experience (a new system) is not formed. This type of modifi-
cation occurs due to “reorganizational reconsolidation”.

The type of modification on Fig. 1.8c is the one where the mismatch can neither 
be eliminated by reactivation of existing memory (as in A), nor by reorganization of 
earlier formed systems and intersystems relations (as in B). Then the mismatch is 
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Fig. 1.8 General framework of the systemic organization of behavior: Types and stages of modi-
fication of the individual experience structure. See Fig. 1.7 for abbreviations and Conclusion for 
explanations

Y. I. Alexandrov et al.



27

eliminated by formation of a new system. This process involves several stages: 
C1—early gene expression (EG), which is manifested at early stages of acquisition 
in pre-specialized neurons (circles), as well as in neurons that belong to the systems 
of prior individual experience; C2—selection during trial behavior: among acti-
vated pre-specialized neurons (that appeared also during adult neurogenesis) a nec-
essary combination (darker circles) is selected; C3—during the process of selection 
a neuron has a choice of being changed and involved into a new system consolidated 
later through late gene expression (LG), or die (crossed circles; “death” gene expres-
sion, DG); C4—accommodative modification of neurons, specialized in relation to 
earlier formed systems (the rectangle), determined by inclusion of a new system 
into the structure of individual experience.

The formation of new integration, preceded by “internal” testing and hypothesis 
selection, is also manifested in trial behavior. At the cellular level this trial behavior 
is based on testing combinations of activated neurons; successful combinations pro-
vide result achievement and elimination of mismatch (Fig. 1.8, C2). The success is 
accomplished by modifications of some cells and elimination of others (Fig. 1.8, 
C3). As the first results are achieved, the cells presumably pre- specialized in rela-
tion to searching behavior, as well as other cells that belonged to earlier formed 
systems, gradually decrease and eliminate their activity. It is probably manifested in 
temporal changes in overt behavior (that seems as already formed) and in changes 
of the set of activated cells. Gradual stabilization of the set of activated cells may be 
manifested in more stable relations between neuronal activations and behavior. Late 
gene expression provides reorganization of selected neurons and their transition to 
being constantly specialized in relation to a newly formed system. This system 
modifies earlier specialized neurons during the process of accommodative recon-
solidation (Fig.  1.8, C4). Thus, stability of neuronal specialization in a sense of 
belonging to certain system does not mean that formed memory is unchangeable. 
Some of the processes proposed by the schema on Fig.  1.8 remain hypothetical 
(including the modification of intersystem relations), but we consider this as a con-
sistent framework that provides testable propositions.
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Chapter 2
Neural Circuits Mediating Fear Learning 
and Extinction

Roger Marek and Pankaj Sah

2.1  Introduction

The brain is a complex organ, and disorders of brain function result in a host of 
disorders, that together make up over 50% of the burden of disease in most societies 
today. Understanding how neural activity results in thought and behaviour is not 
only an intrinsically interesting question, but is a crucial step toward finding reliable 
and specific treatments for neurological disorders. As a result, interest in encoding 
the neural circuits that underlie specific behaviour across many species has risen 
immensely. The development of tools such as optogenetics, multi-unit recordings of 
neurons in behaving animals, and the use of designer drugs that bind to engineered 
receptors have greatly accelerated this endeavour. One circuit that has evoked 
intense interest is the neural circuit that triggers fear responses. This circuit is evo-
lutionary preserved and allows animals, including humans, to react rapidly and 
appropriately to adverse events, and is an essential survival mechanism. Physiological 
responses during fear include changes in the activity of the limbic system, with 
activation of the sympathetic nervous system that triggers a fight-or-flight response. 
As a result, such a response leads to an increase in heart rate, blood pressure and 
skin conductance, as well as a change in posture and mobility. This circuit and the 
biochemical mechanisms that underpin its activity have been studied for many 
years, however, recent findings have started to reveal the precise neural correlates 
and circuits involved.
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2.2  Fear Conditioning and Extinction

Fear is a normal physiological response triggered by specific events such as a natu-
ral threats and  disasters or predators, and evokes a transient physiological and 
behavioural state that returns to baseline after some time. However, repetitive or 
single traumatic exposure can also lead to abnormal fear processing that result in 
anxiety related disorders such as post-traumatic stress disorder (PTSD). Due to the 
complexity of human fear processes, and the limitations in human imaging tech-
niques, the neural circuits that underpin fear have been studied using a classical 
Pavlovian conditioning procedure called fear conditioning. In this procedure, an 
emotionally neutral stimulus, the conditioned stimulus (CS), such as a light or tone, 
is temporally paired with an aversive stimulus, the unconditioned stimulus (US), 
typically a mild  shock. Following a small number of pairings, subjects form an 
association between the CS and US such that the CS predicts the subsequent US, 
and subjects begin to respond to the CS with an avoidance response, called the con-
ditioned response (CR). The CR is rapidly acquired, long lasting, and results from 
the formation and storage of a long-term memory associating the CS with the 
US. However, subsequent presentations of the CS, not paired with the US, break this 
association, and lead to a gradual reduction of the CR through a process known as 
extinction. Since the first studies of Pavlov, it has been appreciated that extinction 
does not results from an erasure of previous memory associated with the CS but is 
due, at least in part, to new learning (Pavlov 1927). This idea rests on three key 
observations in extinction. First, the learnt fear response to the CS can reappear with 
the passage of time (spontaneous recovery). Secondly, the CR returns when the CS 
is presented in a context different from the one in which extinction training origi-
nally took place (renewal). Third, unexpected delivery of the US following extinc-
tion can restore the response to the CS (reinstatement). Both renewal and 
reinstatement show that the CS retains its ability to drive the CR following extinc-
tion. Some of these features of extinction are illustrated in Fig. 2.1. Thus, although 
the original memory is still present, extinction training results in a new memory 
trace that inhibits the response to the original CS. In effect, the subject has learnt 
that a previously aversive situation is no longer dangerous.

Fear conditioning and extinction are evolutionarily conserved, and can be dem-
onstrated in all species from insects to humans. Indeed, one of the most famous 
experiments is the classical fear conditioning trial with the baby called “Albert”. 
Albert was initially allowed to play with a rat, which he enjoyed, before the experi-
menter played an unpleasant auditory sound every time Albert touched the rat. After 
some time, Albert got very distressed just by seeing the rat, which in this case is the 
conditioned response. Dysfunction in the circuits that mediate fear conditioning and 
extinction is widely thought to be responsible for a range of anxiety related disor-
ders including phobias and post-traumatic stress disorder. Moreover, treatments for 
some of these disorders using exposure therapy in which there is controlled repeti-
tive exposure to the fearful stimulus, are based on extinction. Stimulation and lesion 
studies in animals have identified three key brain regions that contribute to fear 

R. Marek and P. Sah



37

learning and extinction: these are the amygdala, medial prefrontal cortex and hip-
pocampus (Marek et al. 2013). Studies in humans using functional magnetic reso-
nance imaging (fMRI), have found that the same three regions are also engaged in 
humans, suggesting the underlying neural circuits are shared.

2.3  Neural Circuits of Fear and Extinction

Fear responses are not the result of neural activity of single brain structures, but 
rather result from the orchestrated activity of multiple nuclei, mediated by synaptic 
connections between them to allow the fear response to occur.

Extinction
retrieval

Spontaneaous
recovery

Renewal
(context shift)

1 day

1 day

1 day

1 day

1 day

21 days

Low
fear

High
fear

High
fear

Fear
conditioning

Fear
extinction

1 day or 21 day High
fear

Fear
retrieval

Fig. 2.1 Fear learning and fear extinction. In fear conditioning subjects are presented with a neu-
tral stimulus, the conditioned stimulus (CS), such as a tone, that is contingently paired with an 
aversive stimulus, the unconditioned stimulus (US) typically a foot shock. Following one or sev-
eral pairings, subjects respond to the initially neutral stimulus with a conditioned response (high 
fear). Following fear conditioning, subjects are repeatedly presented with the neutral stimuli, but 
not paired with footshock, and result in a reduction of the fear response (extinction learning). 
Retrieval of extinction in the same context as extinction learning results in low fear due to extinc-
tion of the previously learnt fear. Spontaneous recovery of fear can occur with passage of time 
(days or years) and subjects again respond with a fearful response. Fear can also be renewed by 
exposing the animal to the conditioned stimulus outside the extinction context
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2.4  Anatomy

The amygdala is a temporal lobe structure that is divided into over 20 subnuclei 
with extensive internuclear connections (Pape and Pare 2010; Sah et  al. 2003). 
These subnuclei are commonly divided into three groups (Price et  al. 1987; Sah 
et al. 2003): a deep basolateral (BLA) group that includes the lateral nucleus, basal 
nucleus and accessory basal nucleus; a more superficial or cortical-like group that 
includes the cortical nuclei and nucleus of the lateral olfactory tract; and a centro-
medial group composed of the medial and central nuclei (CeA). Of these, the BLA 
and CeA are the most widely studied nuclei of the amygdala, and both structures are 
highly involved in fear and extinction learning, and are generally thought to form 
the input and output regions of the amygdala respectively. The BLA is a cortical like 
structure and contains two types of neurons: glutamatergic principal neurons that 
form nearly 80% of the total cell population with the remaining being GABAergic 
interneurons (McDonald 1982, 1992; McDonald and Mascagni 2001; Spampanato 
et al. 2011). As with cortical regions, interneurons within the BLA are divided into 
different populations that show distinct electrophysiological properties and expres-
sion of particular cytosolic markers (Spampanato et al. 2011). Recent studies have 
begun to reveal the intrinsic organization and roles of some of these interneuron 
families, showing that specific types of interneuron make different types of local 
connections (Jasnow et al. 2013; Rainnie et al. 1991; Woodruff et al. 2006; Woodruff 
and Sah 2007a, b). Although the BLA does not have a laminar organization, princi-
pal neurons are not a single population either, but can be separated into distinct 
populations by their firing properties (Faber et  al. 2001; Washburn and Moises 
1992).

The CeA is the dominant output-structure of the amygdala. In contrast to the 
BLA, the CeA is a striatal-like structure that exclusively contains GABAergic neu-
rons (de Olmos et al. 1985), and is divided into lateral (CeL) and medial (CeM) 
divisions (Cassell et al. 1986). Such a segregation of these two subregions was made 
possible by the identification of distinct peptide expression (Cassell et al. 1986) and 
intrinsic firing properties (Dumont et al. 2002; Lopez de Armentia and Sah 2004; 
Martina et al. 1999). Moreover, the two subregions of the CeA not only differ in 
their chemical and electrophysiological properties, but also in their connectivity. In 
the CeL, neurons receive excitatory inputs from the BLA as well as thalamic and 
cortical regions (Sah et al. 2003). Stimulation of BLA inputs provide excitation to 
these neurons (Lopez de Armentia and Sah 2004), and is often accompanied by a 
disynaptic inhibitory response (Amano et  al. 2010; Lopez de Armentia and Sah 
2004; Royer et al. 1999). This inhibition comes from two distinct sources: first, a 
cluster of GABAergic neurons interposed between the BLA and CeL, the interca-
lated cells (ITC) (Millhouse 1986), that receive excitatory input from the BLA and 
project to the CeL (Delaney and Sah 2001; Royer et al. 1999; Strobel et al. 2015). 
Secondly, neurons within the CeL, which are all GABAergic, are extensively inter-
connected, thereby providing strong local inhibition (Haubensak et al. 2010; Lopez 
de Armentia and Sah 2004). Recordings from the CeL in  vivo have shown that 
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 following fear conditioning, some neurons increase their response to the CS, while 
others are inhibited, suggesting that different cells within the CeA receive different 
types of input. In contrast to the CeL, much less in understood about neurons in the 
CeM. However, CeM neurons project to different downstream targets, mediate dif-
ferent physiological responses (Pare and Duvarci 2012), and can be separated on 
electrophysiological as well as pharmacological grounds (Viviani et al. 2011).

The prefrontal cortex (PFC) is neocortical frontal lobe structure that is involved 
in a variety of higher cognitive processes such as decision making and attention 
(Heidbreder and Groenewegen 2003). For emotional learning in humans and pri-
mates, two PFC structure are crucially involved, namely the dorsolateral PFC 
(dlPFC), and the medial PFC (mPFC). However, in rodents, the PFC is much less 
developed, and the mPFC is the crucial player in fear learning in rodents, where it 
is cytoarchitectonically divided into four distinct regions from dorsal to ventral: 
medial precentral cortex, anterior cingulate cortex (ACC), prelimbic (PL) and 
infralimbic prefrontal cortex (IL) (Heidbreder and Groenewegen 2003).

In primates, the PFC is a regular 6 layered structure, whereas the mPFC of 
rodents appears to lack the granular cell layer (layer IV). Hence, pyramidal cells are 
located in layers II/III and layers V/VI (Yang et al. 1996), and in acute brain slices, 
these neurons show a range of different intrinsic firing properties (Wang et al. 2006) 
similar to those described for other neocortical regions (Connors and Gutnick 1990). 
As with the BLA, the mPFC also contains a variety of types of interneuron (Van De 
Werd et al. 2010), with the expected distribution of interneuronal markers (Markram 
et al. 2004).

The hippocampus (HPC) has long been identified as the main source for the stor-
age and retrieval of explicit memory. Located in the medial temporal lobe in humans, 
it can be divided into multiple sub-regions, of which the subiculum and the CA1 
region play important roles in integrating fear-related information. The CA1 region 
can further be separated into the dorsal and ventral portions that play distinct roles. 
Anatomically, the hippocampal formation is a three layered structure with pyrami-
dal neurons restricted to the cell body layer, and dendritic trees spreading into two 
layers separating the basal and apical dendrites. Similar to the amygdala and mPFC, 
a variety of interneurons can be found in the hippocampal formation (Acoli et al. 
2008; Freund and Buzsaki 1996). Moreover, the hippocampus is extensively con-
nected with both the mPFC and the amygdala. Until recently, hippocampal efferents 
to the mPFC, and the reciprocal connections with the amygdala were thought to be 
exclusively glutamatergic. However, recent studies are suggesting that some 
GABAergic neurons in the hippocampus may also form long distance connections 
(McDonald and Mott 2017), but the roles and connections of these projections are 
largely unknown.
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2.5  Functional Roles

2.5.1  The Amygdala

Within the amygdala, anatomical studies indicate that the nuclei are extensively 
interconnected (Pitkänen et al. 1997), and both CS and US information enters the 
amygdala at the level of the BLA where it is first processed. These inputs form clas-
sical dual component glutamatergic synapses containing alpha-amino-3-hydroxy-5- 
methyl-4-isoxalepropionic acid (AMPA) and N-Methyl-D-Aspartate (NMDA) 
receptors (Mahanty and Sah 1996; Weisskopf and LeDoux 1999). Blocking gluta-
matergic transmission within the BLA by infusion of non-NMDA receptor antago-
nists blocks fear conditioning, and post-learning infusions block expression of 
learnt fear (Falls et al. 1992; Kim et al. 1993). These pharmacological manipula-
tions also block fear extinction (Kim et al. 1993), confirming that the BLA is an 
essential component of the neural circuit that mediates fear conditioning and extinc-
tion. In contrast, infusion of selective NMDA receptor antagonists into the amyg-
dala block fear conditioning and extinction learning but have no effect on previously 
learnt fear (Goosens and Maren 2004; Miserendino et  al. 1990). Together, these 
results have led to the current model in which learning during fear conditioning and 
extinction requires NMDA-receptor-dependent plasticity of inputs to neurons 
within the BLA (Mayford et al. 2012). In classical fear conditioning, CS informa-
tion that is typically either auditory (via auditory cortex and auditory thalamus) or 
visual (via pulvinar and inferior temporal area), as well as US information (via tha-
lamic inputs from the posterior thalamus) arrives at the BLA (Farb and Ledoux 
1999; Lanuza et al. 2008; Sah et al. 2003). This convergent input to neurons within 
the BLA (Windels et al. 2016), coupled with the associative presentation of CS and 
US, is thought to result in long term potentiation of inputs carrying CS information 
to BLA principal neurons (Izquierdo et al. 2016; Pape and Pare 2010). Extinction 
training also requires NMDA-receptor dependent plasticity of glutamatergic input 
to BLA principal neurons (Falls et al. 1992), however, how this plasticity is initiated 
during repetitive CS presentation is not known. Single unit recordings during fear 
conditioning and extinction suggest that, following fear learning, the CS activates a 
population of principal neurons that have been called “fear” neurons (Herry et al. 
2008). These “fear neurons” in turn, project directly to the central amygdala (CeA), 
and downstream projections from the CeA initiate the physiological responses seen 
in conditioned fear (Ehrlich et  al. 2009; Pape and Pare 2010; Pare and Duvarci 
2012). In extinction, fear neurons loose their CS-evoked activity, and a new set of 
neurons, called “extinction” neurons are instead driven by the CS (Herry et  al. 
2008). The activity of these neurons effectively inhibits the fear response.

Projections from the BLA enter the central amygdala at the level of the CeL, and 
single unit studies have shown that following fear conditioning, the CS drives a 
population of neurons called ‘ON neurons’. These cells locally inhibit a different 
population of tonically active ‘OFF neurons’(Ciocchi et al. 2010; Haubensak et al. 
2010). These ‘OFF’ cells are GABAergic, and project to the CeM and the overall 

R. Marek and P. Sah



41

impact is disinhibition of neurons in the CeM by the CS (Ciocchi et  al. 2010; 
Haubensak et al. 2010). Thus, following fear conditioning, the CS evokes activity of 
CeM neurons to trigger a fear response (Ciocchi et al. 2010; Haubensak et al. 2010). 
Following extinction training, there is a reduction in the activity in ‘fear neurons’ in 
the BLA, and ‘extinction neurons’ become active (Herry et al. 2008). As described 
above, the ITC neurons form a set of GABAergic neurons that provide feed-forward 
inhibition to the CeA.  Synaptic input from the BLA to ITC neurons also show 
NMDA receptor-dependent plasticity (Royer and Paré 2002), and it has been pro-
posed that following extinction, plasticity of these inputs results in an increase in 
disynaptic inhibition to the CeA, effectively reducing the activity of ON neurons, 
thus inhibiting the fear response (Amano et al. 2010). An attractive possibility is 
that BLA extinction neurons are selectively engaged in driving this feed-forward 
inhibition of the CeL. Together, these finding show that within the amygdala, dis-
tinct circuits mediate fear expression and extinction, and the population of neurons 
engaged by fear learning and extinction form distinct sets that are driven by distinct 
inputs.

2.5.2  Medial Prefrontal Cortex

In addition to the direct projections that carry CS information to the amygdala, “top- 
down” information from the prefrontal cortex also modulates amygdala activity. 
The first data that suggested a role for the mPFC in fear learning came from experi-
ments in which this structure was ablated, resulting in a deficit in extinction memory 
(Morgan et al. 1993). It was therefore suggested that the mPFC is required for con-
solidation of extinction. Subsequent stimulation and inactivation studies of the 
mPFC have established that this region is involved in both fear conditioning and 
extinction (Burgos-Robles et  al. 2007; Corcoran and Quirk 2007; Laurent and 
Westbrook 2008; Sotres-Bayon and Quirk 2010), with the infralimbic (IL) and pre-
limbic mPFC (PL) having distinct roles (Burgos-Robles et  al. 2007). While the 
amygdala is engaged during acquisition and expression of learnt fear, the PL plays 
a key role in consolidation and recall of fear memory (Maren and Quirk 2004; Quirk 
and Mueller 2008). Thus, inactivation of the PL after fear acquisition results in 
reduced fear responses (Corcoran and Quirk 2007). The PL in turn  sends direct 
glutamatergic projections to the BLA, and injection of anterograde tracer into the 
PL labels terminals largely limited to the basal nucleus of the BLA (McDonald 
1998; McDonald et  al. 1996). As described above, activity of BLA neurons is 
required for fear expression, and this excitatory input from the PL to the BLA is 
thought to modulate this activity and fear expression. However, the relationship 
between direct CS sensory input to the BLA and that mediated via the PL, and how 
these interact, is not clear.

In contrast to the PL, the IL does not appear to have a significant role in either 
fear or extinction learning, but is required for consolidation, and perhaps expression 
of extinction memory. Recent experiments using optogenetics to either enhance or 
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silence neural activity has provided direct proof for the role of the IL in fear extinc-
tion (Do-Monte et al. 2015). Moreover, in support of chemical inactivation studies, 
electrophysiological recordings demonstrate that following extinction training, neu-
rons in the IL show enhanced responses to the CS (Milad and Quirk 2002). 
Interestingly, infusion of NMDA receptor antagonists into the IL, either before or 
immediately after extinction training, impair extinction learning (Burgos-Robles 
et al. 2007), again suggesting that in addition to the BLA, synaptic plasticity in the 
IL may also be also required in consolidation of extinction learning. Memory con-
solidation is well known to require gene transcription and protein synthesis (Lubin 
et al. 2011), and supporting the role of mPFC in the consolidation of memory for 
fear extinction, evidence exists for the necessity of protein synthesis and gene tran-
scription within the mPFC during the establishment of long-lasting fear extinction 
memories (Mamiya et al. 1993; Santini et al. 2004).

While the role of the IL in extinction memory is well established, the neural 
circuits between the IL and the amygdala that mediate this action remain controver-
sial. Injection of anterograde tracers into the IL show extensive labelling in the lat-
eral amygdala as well as intermediate capsule, a region between the BLA and CeA 
(McDonald 1998; McDonald et al. 1996). Several lines of evidence using neuronal 
tracing, specific lesioning and neuronal activity markers have shown that ITC neu-
rons are active during extinction, leading to a model in which IL activity in extinc-
tion drives ITC neurons thereby inhibiting the output of the CeA (Amano et  al. 
2010; Freedman et al. 2000; Likhtik et al. 2008; McDonald et al. 1996; Pinto and 
Sesack 2008). However, recent studies suggest that afferents from the IL do not, in 
fact, innervate ITC neurons directly but rather target BLA neurons, which in turn 
target ITC neurons (Pinard et al. 2012; Strobel et al. 2015). Thus, how IL activity in 
extinction inhibits amygdala outputs that mediate fear responses remains unclear.

As described above, the mPFC sends projections to the amygdala that are 
involved in fear and extinction. In return, the mPFC receives afferents from the 
amygdala as well as a number of cortical and subcortical regions (Conde et  al. 
1995). Thus, amygdala and mPFC activity during fear learning and extinction are 
likely mediated by reciprocal synaptic connections between them (Quirk and 
Mueller 2008; Sotres-Bayon and Quirk 2010). In support of this proposal, single 
unit recordings in vivo show that within the BLA, both ‘fear neurons’ and ‘extinc-
tion neurons’ have connections with the mPFC, with ‘fear neurons’ only sending 
projections to the mPFC while ‘extinction neurons’ appear to be reciprocally con-
nected to the mPFC (Herry et  al. 2008). Moreover, inactivation of the BLA can 
reduce the response of PL neurons to the CS (Sotres-Bayon et al. 2012). Together, 
these results suggest complex interactions between the amygdala and PL in process-
ing a conditioned stimulus.
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2.5.3  Hippocampus

The hippocampal formation forms a major part of the medial temporal lobe system, 
and has been linked with emotional regulation since the first studies of Papez (1937). 
In agreement with this, the hippocampus has extensive connections with both the 
mPFC and the amygdala (McDonald and Mott 2016). In fear conditioning, subjects 
are placed in a particular environment where the CS is contingently paired with the 
US. In this paradigm, subjects learn to associate both the cue (tone) and the context 
(the environment) with an aversive event. Following fear conditioning, subjects 
show defensive behaviours (e.g., freezing) to the context in which learning took 
place (contextual fear memory), but also to the cue (the tone—cued conditioning) in 
contexts different from those where learning took place. The hippocampus is well 
known to be involved in processing information regarding space, and lesions of the 
dorsal hippocampus impair contextual fear memory but have little effect on cued 
conditioning to an auditory stimulus (Maren and Holt 2000). Thus, it is likely that 
the conditioned response to the context and the cue use distinct neural circuits with 
the hippocampus playing a major role in defining contextual cues.

Unlike cued fear conditioning, fear extinction is highly context dependent as the 
fear memory trace can be retrieved outside the fear extinction context (renewal). 
This context dependency in extinction is dependent on the ventral hippocampus 
(Hobin et al. 2006; Ji and Maren 2007). As described above, the IL plays a key role 
in fear extinction, and in agreement with the role of the hippocampus in fear extinc-
tion, there are extensive projections from the hippocampus to the mPFC (Parent 
et  al. 2010). These arise mainly in the CA1 region and subiculum (Hoover and 
Vertes 2007), and innervate both pyramidal neurons and interneurons in the PL and 
IL (Parent et al. 2010). In the PL, inactivation studies show that hippocampal input 
can inhibit activity of pyramidal neurons (Sotres-Bayon et al. 2012). However, the 
effect of hippocampal input on the IL is not known, and how hippocampal activity 
modulates extinction via the IL is currently not understood. These circuits that 
mediate fear learning and extinction are summarised in Fig. 2.2.

Fig. 2.2 (continued) frontal cortex (PLPFC) and the hippocampus (HPC) are also involved in fear 
expression, however, their exact roles in driving fear neurons are not well understood. Following 
extinction, CS drive of “fear neurons” in the BLA is weakened while activity of a different set of 
neurons, now called “extinction neurons” is enhanced most likely due to synaptic plasticity of 
inputs to these cells. It is likely that extinction neurons, in turn drive a set of inhibitory neurons, the 
intercalated cell masses (ITCs) that then inhibit response of neurons in the central amygdala 
thereby reducing the fear response. In extinction, the infralimbic prefrontal cortex (ILPFC) and the 
HPC are also engaged, both of which send projections to the amygdala, and are important for 
extinction expression
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Fig. 2.2 Schematic of the neural circuitry involved in fear and its extinction. Under control condi-
tions, sensory information which will be the conditioned stimulus (CS) reaches the amygdala at the 
level of the basolateral amygdala (BLA). This incoming input innervate excitatory principal neu-
rons (triangles) and local inhibitory interneurons (circles). The BLA in turn projects to the central 
amygdala that contains inhibitory neurons with extensive local connections. Input arrives in the 
lateral division of the central amygdala (CeL), that has inhibitory connections with the medial divi-
sion (CeM). Neurons in the central amygdala show different levels of tonic activity. During fear 
conditioning, CS inputs as well as the aversive unconditioned inputs (US) converge on principal 
neurons in the BLA, and as a result CS inputs are potentiated. Following consolidation, subsequent 
presentation of the CS enhances the activity of one set of principal neurons in the BLA that are now 
called “fear neurons”. As result input to the central amygdala is larger and drives the activity of a 
set of neurons called “on neurons”, these neurons in turn locally inhibit neurons in the CeL labelled 
“off neurons”. These “off neurons” are thought to project to the CeM and disinhibition of the neu-
rons in the CeM mediates the physiological response during fear expression. The prelimbic pre
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2.6  Conclusions

Fear conditioning and extinction are two well-preserved learning paradigms seen in 
all mammalian species and involve the storage, consolidation and retrieval of a 
memory trace. It is widely believed that unravelling the mechanisms that underlie 
these learnt responses will provide a detailed understanding of learning and mem-
ory formation in the mammalian brain. The functional similarity between fear and 
anxiety disorders, and the fact that extinction recapitulates treatment strategies for 
these disorders, suggests that understanding the mechanisms that underpin these 
behaviours will lead to the development of treatments for human anxiety-related 
disorders. The neural circuits that mediate these two behaviours and the synaptic, 
biochemical and epigenetic changes that accompany them are beginning to be 
understood; however, there are clearly many gaps in our understanding. The devel-
opment of new techniques to interrogate neural circuits in awake behaving animals 
holds much promise for the future.
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Chapter 3
The Hippocampal Ensemble Code  
for Spatial Navigation and Episodic  
Memory

Susumu Takahashi

3.1  Introduction

An initial cure for epilepsy involved surgically resecting the bilateral medial tem-
poral lobe, which includes the hippocampal formation. In one case, the patient’s 
epileptic seizures disappeared following the operation; however, he developed 
severe anterograde amnesia, a loss of the ability to create memories experienced 
after the surgery (Scoville and Milner 1957). Specifically, the mnemonic ability for 
the patient to use non-declarative memory acquired through perceptual, motor and 
stimulus–response learning was intact; however, he could not consciously recol-
lect facts or events experienced post-surgery. Because the patient could recall 
events experienced before the surgery, the impaired memory recollection in this 
case is considered to involve the damage of an ability to recall memory and/or 
consolidate memory as a recallable form to stabilize and store it permanently. Such 
compelling clinical evidence strongly supports the hypothesis that the medial tem-
poral lobe’s function is, in part, to consolidate verbal knowledge, termed as declar-
ative memory.

In another clinical case, in which the damage was restricted to the hippocampus, 
the patient could recall memory on facts and verbal knowledge, termed semantic 
memory. However, the ability to recall what occurred during an episode, where the 
episode took place, and when the episode happened was impaired. This memory is 
categorized as episodic memory. Based on these lines of clinical evidence, it is 
widely accepted that the hippocampus is involved in creating and/or storing epi-
sodic memory.

A third piece of clinical evidence that investigated the function of the hippocam-
pus involved magnetic resonance imaging (MRI) of taxi drivers. In this study, the 
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grey matter volume in the posterior hippocampus of taxi drivers, whose goal is to 
find an optimal driving route to a destination from various paths in everyday life, is 
larger than that of non-taxi drivers (Maguire et al. 2000). This suggests that prospec-
tive information on paths from self-location to the destination is encoded in the 
posterior hippocampus, and that the hippocampus is critically involved in the capac-
ity for spatial navigation.

The next question to discuss is how hippocampal neurons process events that 
occur along the spatiotemporal continuum. Similar to the clinical cases, a surgical 
ablation of the hippocampus in rodents impaired their capacity for spatial naviga-
tion (Morris et al. 1982). In the dorsal hippocampus of the rodent brain, which cor-
responds to the human posterior hippocampus, neurons have been found that 
generate action potentials when animals pass through a specific location (O’Keefe 
and Dostrovsky 1971; O’Keefe and Nadel 1978). These neurons are called place 
cells. The presence alone of such cells, however, only indicates that the hippocam-
pus represents self-location. Spatial information must be necessary to form mem-
ory of episodes that occur along space and time. Is the reason that damage to the 
hippocampus impairs episodic memories recall and spatial navigation just due to 
the loss of spatial information encoded therein? In this chapter, I address this ques-
tion through discussing the role of place cells in spatial navigation and episodic 
memory retrieval. Specifically, I will review reports that extensively examine place 
functions.

3.2  Discovery of Place Cells

In 1971, O’Keefe and Dostrovsky published the first report on the presence of place 
cells in the hippocampus of freely behaving rats. They used an electrophysiological 
recording technique, now called multi-unit recording (O’Keefe and Dostrovsky 
1971). They defined place cells as cells that maximally fired while an animal ran in 
a particular location. The space where place cells generate action potentials is 
spread to a certain extent, as shown in Fig. 3.1, thus it is referred to as the ‘place 
field’. O’Keefe and Dostrovsky wrote their initial opinions on place cells in detail in 
a book entitled “The hippocampus as a cognitive map”(O’Keefe and Nadel 1978). 
In this book, they argued that the firings of place cells are a neuronal substrate of a 
cognitive map, which is a theory introduced by psychologist Edward C. Tolman 
(Tolman 1948). Without using any geographic maps, we are capable of finding an 
optimal route from our current location to a destination in our mind. This ability, 
called spatial navigation, is considered to be realized by using a mental representa-
tion of physical locations in the brain. The reason why spatial navigation is critically 
dependent on the hippocampus may be that the mental representation is in fact cre-
ated by firings of hippocampal place cells (Buzsáki and Moser 2013).
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3.3  Formation of Place Fields

How is the place field formed in the hippocampus? McNaughton and colleagues 
recorded place cell firings in the hippocampal CA1, a sub-region of the hippocam-
pal formation, of rats during a task performance in which the rats traversed a linear 
track to receive rewards at one end (Gothard et al. 1996a). As expected, the place 
cells generated action potentials within a place field on the track. In the experiment, 
the start side was systematically moved toward the reward side to examine whether 
the length of the running path affected the firing location of the place field. Results 
revealed that the central location of the place field moved according to the actual 
length of the running path. This and subsequent reports thus supported the theory 
that place fields could emerge by path integration (McNaughton et al. 2009).

According to the path integration theory, place fields emerge when self-location 
is continuously formulated using an animal’s heading direction and the number of 
steps. Such navigational processes, referred to as dead reckoning, have long been 
well understood and were used in early ship routing before the development of 
global positioning systems (GPS). During dead reckoning, the relative locations of 
landmarks can compensate for accumulated errors of estimated position. The 
requirements for the emergence of the place field under the path integration theory 
are that cells represent: (1) the heading direction, (2) the self-location, (3) the num-
ber of running steps of the animal, and (4) that self-location in response to the 
amount of movement can be updated (Redish and Touretzky 1997). Since place cell 
firings represent self-location and are modulated by an animal’s running speed, the 
hippocampus only satisfies conditions (2) and (3). Thus, the hippocampus is not a 
core of path integration.

Fig. 3.1 A typical place field of 78 place cells in the hippocampal CA1 of freely behaving rats. 
The rats foraged food pellets randomly thrown down in a square-shaped open field. Each panel 
represents the spatial distribution of the firing for one place cell in the open field. The panels are 
arranged depending on their spatial information in a descending order (from left to right, top to 
bottom). The normalized firing rates were coded on a color scale from blue (silent) to red (maxi-
mum). Reproduced from Takahashi and Sakurai (2007)
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What, then, fulfills all the conditions in the requirements for path integration? In 
1984, James Ranck Jr. found a cell showing a receptive field in a particular heading 
direction in the presubiculum of freely moving rats. He called these cells the head 
direction cell (Taube et al. 1990). Place fields of place cells can be remapped accord-
ing to the heading direction under the condition that the source of the remapping 
predominantly originates from firings of head direction cells in the upstream of the 
hippocampus. In fact, head direction cells were found across several brain regions: 
the anterior thalamus, retrosplenial cortex, lateral mammillary nucleus, dorsal teg-
mental nucleus, striatum, and the entorhinal cortex (EC). Some of these regions are 
included in the Papez circuit. Some subpopulations of head direction cells strictly 
represent an animal’s heading direction, while others additionally encode an ani-
mal’s current location. This indicates that head direction cell firings can satisfy con-
ditions (1) and (2).

May-Britt Moser and colleagues found another type of cell that specifically fires 
at physical locations in the medial EC, one synapse upstream structure of the hip-
pocampus. Unlike place cells, these cells, termed grid cells, periodically fire at some 
locations that form lattice point patterns on a hexagonal grid spread in the environ-
ment (Hafting et al. 2005). Amazingly, the description given by grid cell place fields 
in the spatial environment is a hexagonal grid pattern. The preferred direction of and 
spatial gap between the place fields of each grid cell are different from each other, 
even between neighboring cells. Consequently, one synapse downstream neuron 
that is innervated from the ensemble of grid cells can sum up the displaced hexago-
nal grid patterns. Ideally, the largest overlapping location produced by the displace-
ment indicates an animal’s current location. Therefore, the ensemble of grid cells 
can be considered to contain information on self-location.

Similar to place cells, grid cell place fields are remapped according to an ani-
mal’s heading direction and running speed. Taken together, the firings of grid cells 
satisfy all conditions in the path integration theory requirements, suggesting that the 
EC is a core region of path integration. Anatomically, the EC receives inputs from 
several sensory cortices, such as the somatosensory cortex and the vestibular sys-
tem. Such internally generated and externally received multimodal information that 
gathers in the medial EC might contribute to the emergence of a hexagonal receptive 
field of grid cells.

An enormous number of reports investigating place cells have examined firings 
recorded from the dorsal hippocampal CA1. This large number is mainly due to the 
relative ease of inserting recording electrodes into it compared with corresponding 
ventral parts of the hippocampus. Place cells have been found in the hippocampal 
CA3 and the dentate gyrus (DG), which are direct input sources of the hippocampal 
CA1 (Jung and McNaughton 1993). The place field of place cells in the CA3 and 
DG is smaller than that in the CA1, suggesting that they represent accurate spatial 
information of self-location.

The main pathways from the EC to the CA1 can be divided into two types: indi-
rect tri-synaptic pathway (EC–DG–CA3–CA1–EC) and direct pathway (EC–CA1–
EC). Which pathway is the main source of the place field formation in the CA1?To 
exclusively inactivate the tri-synaptic pathway, Edvard Moser and colleagues 
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 dissected axonal projections from the CA3 to the CA1 and then extracellularly 
recorded place cell activity. In their results, they observed no obvious change in the 
place field between before and after the dissection (Brun et al. 2002). Interestingly, 
in a Morris water maze where animals had to find a platform hidden in a circular 
pool filled with white water with clue markings on the inner wall, rats could recol-
lect the location of the platform. In a different Morris water maze with no clues, 
where animals had to recall experienced paths from their current location to a hid-
den platform, the rats often failed to reach the platform. The results suggest that the 
signal from the EC to the CA1 via a tri-synaptic pathway only helps animals navi-
gate to a destination within their spatial environment.

These lines of compelling evidence strongly indicate that the activity of grid cells 
in the medial EC encodes sufficient information for the emergence of a place field 
of hippocampal place cells. In addition to such place-specific information, the CA1 
receives additional inputs transformed via the tri-synaptic pathway. Therefore, the 
ability of spatial navigation, which enables the recollection of paths to a goal from 
experienced spatial memories, can be realized in the hippocampus. As aforemen-
tioned, the hippocampus has an ability to receive cues in the spatial environment as 
well as non-spatial events that occur in space. This supports the relational memory 
hypothesis that the hippocampus forms several types of memories in association 
with an animal’s current location.

The examination of place cells exclusively has focused on the dorsal hippocam-
pus. Are there place cells in the ventral hippocampus? Using information theoretic 
measures, McNaughton and colleagues compared spatial information encoded in 
the dorsal part of the hippocampal CA1 with that in the ventral part (Jung et al. 
1994). The results revealed that the spatial information of place cells in the ventral 
hippocampal CA1 is significantly smaller than that in the dorsal part. On the other 
hand, Sakurai reported that the activity of hippocampal pyramidal cells represents a 
match/non-match status and go/no-go response during a delayed non-matching to 
sample performance of rats (Sakurai 1994, 1990). In that study, he could not iden-
tify place specificity of the recorded cells because the experiment was conducted in 
a skinner box too small to examine the place field.

To address this fundamental question, Eichenbaum and colleagues designed a 
clever experiment, which clearly demonstrated that place cells represent non-spatial 
events including odor, match/non-match status, and go/no-go response in associa-
tion with an animal’s current place (Wood et al. 1999). In these studies, they recorded 
neuronal activity from the dorsal hippocampus where most place cells showed 
higher place specificity. The results, therefore, were biased to the spatial informa-
tion. In fact, cells in the lateral EC tend to show low place specificity (Frank et al. 
2000). Furthermore, anatomical projection patterns from the EC to the CA1 are 
divided into two pathways: medial EC–dorsal CA1 and lateral EC–ventral CA1. 
Taken together, the medial EC–dorsal CA1 pathway transfers non-spatial informa-
tion organized within a spatial structure. In contrast, spatial information might be 
streamed in a framework with non-spatial events on the pathway from the lateral EC 
to the ventral CA1.
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3.4  Spatial Information of Place Fields

Is spatial information encoded in place cell activity used to understand self-location 
in a spatial environment? Wilson and McNaughton simultaneously monitored 148 
pyramidal cells in the hippocampal CA1 of freely behaving rats as they foraged 
food pellets that were randomly scattered in a square open field. They used extracel-
lular electrodes, which are a bundle of four twisted micro-wires called a tetrode 
(Gray et al. 1995). They decoded the location of rats from the ensemble of place 
cells using a population vector method that defined the place field of a cell as a vec-
tor weighted by the firing rate, and that identified the animals’ current head position 
as the preferred location of vectors populated from the ensemble. The estimation 
error of the rat’s head position ranged within 10 cm, provided that the ensemble 
consisted of over 80 place cells (Wilson and McNaughton 1993). Recently, using 
state-of-the-art technologies including the Bayesian decoder and large-scale multi- 
unit recording, the median error of the rat’s head position estimated from 200 simul-
taneously monitored place cells dropped to under 6 cm (Takahashi 2015) (Fig. 3.2). 
This accuracy is far beyond the car navigation system based on the GPS.

Fig. 3.2 Position reconstruction from the ensemble activity of place cells. (a) The path that a rat 
runs in the maze. (b) A representative raster plot shows spiking activity recorded from the rat in a 
single trial. Each dot represents an action potential. (c) The posterior probability of paths decoded 
by the Bayesian decoder involving left-to-right (upper) and right-to-left (lower) journeys (values 
indicated by color bar at right). Note that the decoded path matches the actual running path. 
Reproduced from Takahashi (2015)
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Some reports suggested that the place-specific information encoded in place cell 
activity can be changed depending on the task demand. McNaughton and colleagues 
recorded place cell activity from the hippocampal CA1 of rats while they traversed 
a linear track (Gothard et al. 1996a). In this experiment, the spatial environment was 
invariant but the rat’s heading direction was reversed between forward and  backward 
journeys. The results demonstrated that each place cell fired within completely dif-
ferent place fields on forward and backward journeys. For instance, if the position 
was estimated from place cell firings on the backward journey based on the place 
field from the forward journey using the population vector method, the rat’s esti-
mated position would be very far from its actual physical location.  Returning to the 
open field experiment conducted by Wilson and McNaughton, where the reward 
was randomly scattered by throwing food pellets down to the open field. The place 
cells fired whenever the rat entered the place field regardless of its heading direction, 
suggesting that place-specific firings are not simply influenced by an animal’s head-
ing direction. Was it the narrow space in the track that was responsible for the dif-
fering place fields between the forward and backward journeys? Interestingly, in an 
open field test where rewards were supplied at a fixed position, the place field could 
be dependent on an animal’s heading direction (Gothard et al. 1996b). These lines 
of evidence suggest that under certain internal states, the heading direction informa-
tion can be deposited into place cells regardless of external cues. In addition, several 
experiments reported that the firing rate of place cells within a place field was modu-
lated in association with an animal’s running speed (McNaughton et al. 1983).

To summarize, hippocampal place cells do not represent geographical informa-
tion like that provided by a GPS, but rather stand for information based on egocen-
trically coordinated and accurate self-location. Since the discovery of place cells, a 
growing body of evidences strongly supports the seminal hypothesis postulated by 
O’Keefe that the ensemble of hippocampal cells appears to form a cognitive map.

3.5  Changes in the Location and Firing Rates of a Place 
Field

Can the change of a place field be manipulated? Muller and Kubie examined 
whether a place field was stable across three different conditions in a circular box: 
(A) landmarks in the box were rotated, (B) the size of the box was enlarged, and (C) 
the box was split by a wall set across the middle (Muller and Kubie 1987). Under 
each condition, the place field location was abruptly reassigned to a respective loca-
tion in a dynamic fashion. This phenomenon, called ‘remapping’, was classified 
into two types: partial remapping and complete remapping.

During partial remapping, a subset of place cells in the recorded ensemble 
changed their place fields in response to the variation of the experimental box, 
whereas others were stable. In contrast, during complete remapping, the place field 
of all recorded place cells was completely reassigned. Under condition A, a subset 
of place cells rotated their place field in accordance with the landmark shifts. 
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Similarly, under condition B, the place field size was enlarged in association with 
the size of the experimental box. Partial remapping, therefore, can be induced by 
environmental manipulation. Under condition C, complete remapping was observed. 
We often feel something is wrong in a familiar room when a piece of furniture is 
misplaced. Partial remapping might correspond to such feelings. During complete 
remapping, an animal may perceive that the current environment is unknown. These 
remapping mechanisms of the place field thus support the cognitive map theory.

For instance, let’s imagine a scenario where there are two rooms: A and B. The 
wall, furniture, and floor plan pattern are same in both rooms, but the size and 
arrangement are slightly different. When we visit room B after visiting room A, we 
may think we are in room A when actually in room B. Such associations might be 
due to the partial remapping of place fields in our hippocampus. By contrast, when 
we can easily differentiate the two rooms, complete remapping might be induced.

The change of place field can be measured in location and firing rates. Building 
from the formative remapping experiments, Moser and colleagues monitored the 
activity of place cells of freely moving rats in an experimental box (Leutgeb et al. 
2005). They considered patterns of the wall of the room, and of the inner wall of the 
box as distal and proximal stimuli, respectively. In their results, altering distal stimuli 
induced global remapping, as manifested by the displacement of the place field and 
change of place field firing rates in spite of maintaining the same proximal stimuli. 
When the proximal stimuli were different but the distal stimuli were the same, the 
location of the place field remained unchanged, but firing rates were modulated. This 
phenomenon is referred to as ‘rate remapping’. These results suggest that firing loca-
tion and rate can induce remapping as independent variables. In accordance with this 
conclusion, the extent of remapping of the place field in CA1, CA3, and DG of the 
hippocampus differed significantly from each other (Leutgeb et al. 2007).

The extent of remapping is an effective tool to examine how we perceive the 
external world and determine whether it is novel. Marr classified pattern recognition 
ability into pattern separation and pattern completion (Marr 1969). Direct observa-
tions of this ability, however, have not been achieved because the internal cerebral 
representation of external patterns in the environment cannot be measured.

In the process of manipulating place field remapping and measuring the changes, 
it is possible to quantitatively measure the process of pattern recognition in the 
brain. Indeed, a few research teams have investigated pattern separation and com-
pletion through place field remapping. Since the remapping occurred in response to 
a minor environmental change, the DG showed the highest performance on pattern 
separation capacity. In contrast, since the extent to which the place field in the CA1 
and CA3 were remapped linearly increased, the CA1 and CA3 showed high pattern 
completion performance. We can easily vary similar environments by virtue of the 
abilities of pattern separation and completion. The hippocampal CA1, CA3, and DG 
appear to play different roles on perceiving the external environment along the tri- 
synaptic pathway. The induction of complete or global remapping suggests that the 
cognitive map in the hippocampus is not unique even if an animal confronts a com-
mon environment. If so, why is rate remapping induced? Overall, the location and 
firing rates of the place field might represent independent information.
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3.6  Place Field Remapping in Terms of Past and Future 
Locations

As mentioned above, an animal’s heading direction can shift the central location of 
a place field, and visual cues can trigger place field remapping in terms of the firing 
location and rates. This evidence supports the view that the representation encoded 
in place cell firings is associated with external events, including self-actions. Are 
such external events the only factor affecting the place field formation? To address 
this question, Eichenbaum and colleagues analyzed the place field during continu-
ous spatial alternation task performance (Wood et al. 2000). They used a modified 
T maze constructed with a T—shaped junction with a central stem, right, and left 
arms, and return rails to a start position. After training rats to alternatively choose 
either the left or right arms (right—left—right etc.) at a junction of the central stem 
in order to receive rewards in the maze, they monitored the activity of hippocampal 
CA1 pyramidal cells using electrodes that consisted of two bundled micro-wires, 
called a stereotrode. In this experiment, as the rats were well trained to continuously 
exhibit spatially alternative responses, the heading direction and running speed 
were stable in the central stem. In contrast, while the firing location of some place 
cells were stable at a fixed position, firing rates were significantly modulated with 
respect to which arm the rats had previously chosen. Surprisingly, the firing rates 
were also substantially modulated as to which arm the rats will choose.

These results suggest that firings in the place field are affected by either retro-
spective memory, referring to events experienced in the past, or prospective mem-
ory, referring to remembering to perform planned actions in the future. The ability 
of spatial navigation enables us to flexibly find an optimal route from ones we have 
already experienced in our mind. Given that place cells play an important role in 
realizing such spatial navigation, the hippocampal ensemble activity necessarily 
forms a cognitive map in our mind. Place cell firings were substantially modulated 
in association with introspection, strongly supporting the view that the hippocam-
pus plays a critical role in spatial navigation.

Changes in firing rates and location of the place field depend on past, present, 
and future memory. These temporal orders can also be observed in the firing timing 
rhythm typically seen in local field potentials. O’Keefe and Recce reported on the 
strong association between the firing timing of place cells and the theta band 
(4–12 Hz) of local field potentials (O’Keefe and Recce 1993). The phase is a vari-
able that describes a neuron’s firing timing as a degree, where the peak to peak, or 
valley to valley of a local field potential is defined as a 360 degree cycle. O’Keefe 
and Recce discovered the phenomenon called theta phase precession in which the 
phase of place cell’s firing progressively shifts forward as an animal approaches the 
center of the place field. In other words, the phase of the place cell firings tells us 
whether the animal is approaching or departing its place field. Furthermore, we can 
predict where the animal is about to go next from the theta phase of the place cell 
firing, provided that the preferred place field location is known in advance.
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Why does the firing rate in the place field increase as an animal runs faster? Even 
when the running speed varies, the theta wave is invariant. If an animal runs faster, 
the cycles of the theta wave increases. This may be why the firing rate is dependent 
on the running speed. The theta phase precession is a phenomenon operating at the 
level of a single neuron. So, how does the ensemble of downstream neurons receive 
meaningful information from those firing phases? Lisman proposed a theory where 
information flows on a gamma wave (approximately 40 Hz) (Lisman 1999). It pos-
tulates that past, present, and future places can be predicted from the theta phase of 
place cells that fire within a gamma cycle (10–20 ms).

In accordance with the theta phase precession theory, several reports using a 
cross-correlation analysis between spike trains suggested that information flows 
through the neuronal ensemble within a timeframe of 10–20 ms. According to the 
cell assembly hypothesis postulated by Hebb (1949), there is a proposed functional 
connectivity between two neurons that simultaneously generate action potentials, 
specifically when an animal performs a particular behavior. Sakurai argued that fir-
ing synchrony between hippocampal pyramidal cells is not coincidently observed, 
but rather is varied in association with the performance of memory tasks: reference 
memory and working memory (Sakurai 1994). In this experiment, the peak width of 
firing synchrony between two neurons ranged within approximately 15 ms.

Buzsaki and colleagues classified the hippocampal ensemble of place cells into 
two groups based on the extent of synchrony between them, which is called ‘peer 
prediction weight’ (Harris et al. 2003). They predicted the firing patterns of one of 
the place cells from those of others using their peer prediction weights and well- 
known behavioral factors that influence the emergence of the place field, such as 
location, running speed, and the heading direction of the animal. As a result, they 
ascertained that a 25 ms timescale of synchrony is optimal for the prediction.

Finally, Markram and colleagues demonstrated for the first time that the firing 
timing of neurons in a cell culture is critically important in forming the Hebbian 
plasticity between them. When the presynaptic neuron fired 10 ms before the post-
synaptic neurons, long term depression could be observed between them. In con-
trast, long term facilitation was observed when the presynaptic neuron fired 10 ms 
after the postsynaptic neuron (Tsodyks and Markram 1997). These phenomena are 
now called ‘spike timing dependent plasticity (STDP)’ (Bi and Poo 1998). These 
reports unveiled that firings within a temporal duration of 10 ms were effective in 
dynamically reconfiguring the synapses among neurons in the brain.

3.7  Variation of Location and Firing Rate of the Place Field 
in Relation to Episodes

In the previous sections, the location and firing rates of the place field could be var-
ied depending on where an animal came from and where it was about to go. Namely, 
the emergence of the place field is influenced by a combination of the where and 
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when elements of episodic-like memory. The place field of the hippocampal pyra-
midal cells, however, is merely the tip of the iceberg. Previously, Vinogradova 
reported that the match/non-match status of the presented stimuli could change the 
hippocampal EEG (Vinogradova and Dudaeva 1972). Sakurai monitored hippocam-
pal pyramidal cell activity during an auditory guided delayed non-matching to sam-
ple performance of rats (Sakurai 1990). He found that the firing rates of some 
neurons were significantly modulated with a match/non-match status of the auditory 
cues. Similarly, Otto and Eichenbaum reported that pyramidal cells in the hippo-
campal CA1 changed their firing rates in response to a match/non-match status of 
odor cues during an odor guided delayed non-matching to sample performance of 
rats (Otto and Eichenbaum 1992).

Building on these studies, we have investigated whether such modulation of fir-
ing timing and rates is preserved among closely neighboring neurons. Unfortunately, 
when two or more closely neighboring neurons simultaneously fire, the extracellu-
larly recorded action potential waveforms overlap in a manner that makes sorting 
spikes of single neurons difficult. This is referred to as a spike overlapping problem. 
Thus, conventional methods could not correctly isolate spikes generated from 
closely neighboring neurons within a 1 ms precision from individual ones.

To overcome this limitation, I developed a novel spike sorting method, ICSort, 
in combination with independent component analysis (Hyvarinen 1999) and clus-
tering (Takahashi et al. 2003a, b). Using the ICSort, we analyzed the synchronized 
activity of closely neighboring neurons within a 1 ms precision. We found that the 
occurrence rates of the sub-millisecond firing synchrony between closely neighbor-
ing pyramidal neurons in the hippocampus were substantially modulated with a 
match/non-match status of auditory cues and go/no-go motor response. Surprisingly, 
the information represented in the synchrony was comparable to that in the firing 
rates (Takahashi and Sakurai 2009a). Furthermore, using a support vector machine, 
which is a machine learning, we found that the ensemble activity of hippocampal 
pyramidal cells encodes more information on stimulus comparison than others 
(Takahashi and Sakurai 2009b). These lines of evidence suggest that hippocampal 
pyramidal cells not only encode spatial information, but also non-spatial informa-
tion, such as what and how an animal is doing or has done. However, it was 
unknown whether the pyramidal cells examined in the aforementioned experiment 
were place cells.

Eichenbaum and colleagues elaborated on a task design to simultaneously exam-
ine the place-specificity and encoding of non-spatial events in the activity of hippo-
campal CA1 place cells (Wood et al. 1999). They found that some pyramidal cells 
maximally fired at a particular location regardless of non-spatial events, but that the 
firing rates in the place field of other cells were modulated in conjunction with a 
specific odor cue or match/non-match status of the odor cues. This suggests that 
place cells not only encode self-location, but also what happens at the self-location.

Astonishingly, Eichenbaum and colleagues found that hippocampal CA1 place 
cells tend to generate action potentials within a particular elapsed time at a specific 
location during delayed go/no-go performance in rats (MacDonald et  al. 2011). 
Certain cells that only encoded a particular elapsed time regardless of the self- location 
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were called time cells. Unlike retrospective and prospective memory coding in the 
hippocampus, this result suggests that the hippocampus encodes time. Furthermore, 
it indicates that the hippocampus represents conjunctive information on ‘when and 
where’.

To investigate the firing patterns of hippocampal CA1 place cells under a condi-
tion in which the location, running speed, and heading direction remained 
unchanged, Buzsaki and colleagues trained rats to run on a running wheel for a 10 s 
delay period before choosing either left or right arm at the end of the central stem in 
a figure-eight shaped maze (Pastalkova et al. 2008). They found that some place 
cells maximally fired within a specific elapsed time during the delay period. Like 
the place field, the firings occupied a particular elapsed time so that the delay period 
could be filled with the firing fields of tens of cells. Interestingly, the future direction 
that the rat would choose at a decision point could be decoded from the ensemble 
activity pattern during the delay period. The firing duration of elapsed time was not 
associated with place-specific firing patterns in the maze even if the cell had a place 
field. Buzsaki and colleagues therefore supposed that the ensemble activity of place 
cells was involved in action planning. This is considered to be the first report that the 
hippocampal pyramidal cells encode information on time. However, Buzsaki 
stresses that the brain does not produce time per se. Rather, his understanding is that 
the time cells’ presence is just the disguise of time tracking: cells coincidentally 
emerge by virtue of the sequential activation of place cells during episodic memory 
recollection (Buzsáki 2013). That is, space and time represented in the brain may be 
indistinguishable.

Finally, Mizumori and colleagues trained rats to navigate a plus-shaped maze 
(Smith and Mizumori 2006a). In this design, the rat’s heading direction and running 
speed, as well as external landmarks, were common in the path from center to east 
during journeys from south and from north to east. The location and firing rates of 
the place field were changed. Although their results can be considered as retrospec-
tive memory encoding, they argued that the emergence of the place field can be 
affected by which task demand the animal confronts.

3.8  Context-Dependent Encoding Within the Place Field

On the basis that place-specific firings can be observed in hippocampal pyramidal 
cells and a hippocampal lesion impairs recalling episodic memory, Eichenbaum 
postulated a theory called conjunctive encoding, whereby the hippocampal place 
cells integrate multimodal sensory inputs and encountered memory (Eichenbaum 
et  al. 1999). Following this theory, the emergence of place cells’ firing fields is 
potentially triggered every moment by the mixture of varying external sensory 
inputs, such as visual and auditory cues, and internal events, including self-motion 
and experienced memory, from the past. On the other hand, considering that the 
ensemble activity of place cells utilizes a sequence of events as context, Mizumori 
argued that place cell firings are context-dependent (Smith and Mizumori 2006b). 
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According to this line of argument, the place field is direction-dependent only under 
certain circumstances because switching between spatial contexts is a prerequisite 
for receiving rewards. These theories continuously elucidate that place cell remap-
ping is not only simply tied to the change of external inputs, but also is deeply 
involved in an animal’s internal states.

3.9  Hippocampal Place Cells Hierarchically Organize 
Contexts in the Episodic-Like Memory Trace

Against the initial interpretations of place cells, the patterns of place cell firings can 
be modified in terms of the difference between past and future journeys, and between 
confronted task demands. Namely, the hippocampal place code is not only closely 
tied to the ‘where’ element of episodic-like memory, but also to the ‘when and 
how’. However, since each report was conducted under different experimental con-
ditions, the modifications have been interpreted as the remapping of the hippocam-
pal cognitive map, whereby the relationship between place cell firings and 
episodic-like memory have been neglected. To confirm whether the changes and 
dynamics of the hippocampal place code are a signature of the neuronal underpin-
ning of spatial and episodic-like memory, it is necessary to conduct a multifaceted 
experiment in which many hippocampal neurons are simultaneously monitored dur-
ing repeated exposures to either spatiotemporal or non-spatial contexts in a constant 
spatial environment.

To carry-out this experimental design, I trained rats to navigate their way through 
a figure-eight maze in a continuous task that incorporated both visual discrimination 
and two types of memory-guided responses (Fig. 3.3a) (Takahashi 2013). By virtue 
of arrays of ten extracellular dodecatrodes (Takahashi and Sakurai 2005), a high- 
density bundled electrode consisting of twelve 8 micron micro-wires, 1119 pyrami-
dal cells were monitored in the CA1 of the dorsal hippocampus of rats running in 
the maze. Although the rats encountered the same prominent environmental features 
in the same locations, the place codes were substantially different in both firing 
location and rate among different journeys, irrespective of either visually or mne-
monically guided demands, in a global remapping manner (Fig. 3.3d). This result is 
consistent with the previous findings that hippocampal pyramidal cells show 
journey- dependent coding during internally or externally guided goal-directed 
behavior (Ferbinteanu et al. 2011). However, when the rats experienced subtask dif-
ferences, the journey-dependent activity was only modulated by primarily changing 
the firing rates’ intensity (Fig. 3.3d). The latter finding indicates that the extent to 
which place fields remap is demand-specific (Smith and Mizumori 2006a) in a rate 
remapping fashion.

In summary, the results suggested that: (1) the place field location was shifted 
according to where an animal had just been and where it was about to go next, and 
that (2) the firing rates within the place field were modified depending what demand 
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it was currently confronting. However, the association in the hippocampal neuronal 
ensemble codes remained unclear in the previous experiments because each piece of 
information was independently examined. I reported that all of this information 
could be simultaneously preserved in the hippocampal output to form episodes. In 
other words, my findings strongly support the seminal theories of conjunctive 

Fig. 3.3 Remapping of the place field. (a–c) Task design and configuration. Each subtask can only 
be identified at the decision point (upper junction) because the rats were not able to see the visual 
cues until they reached that point, even in the central maze stem. If correct, the rats received electri-
cal stimulation of the medial forebrain bundle (MFB) as a reward once they reached the visual cue 
(yellow circle). After receiving a reward, the rats always briefly stopped within the start zones 
(black dots). In the VD (a) subtask, one of the visual cues was illuminated to guide the rat towards 
its goal. However, in the NA (b) and DA (c) subtasks, spatial memory retrieval was required for the 
rat to choose the opposite goal to the previous one, because both of the visual cues were illumi-
nated. In the DA subtask, the rats had to wait for 5 s in the maze stem until the barrier wall (blue 
line) disappeared. (d) Representative color-coded rate maps of a single place cell for six trial types. 
Note that different journeys in the same place resulted in place fields in similar locations. However, 
different task-demands caused different firing intensities in those place fields. Reproduced from 
Takahashi (2013)
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(Eichenbaum et al. 1999) and context-dependent encoding (Anderson and Jeffery 
2003; Smith and Mizumori 2006a).

In this experiment, the rats encountered eight trial types that varied in journey 
and task-demands. The trial type contained three elements of episodic-like memory 
that were interpreted as a single episode: where the animal had been, where it was 
about to go next and how it navigated its way. To depict the dynamics of neuronal 
ensemble activity in terms of episodes, I performed a neuronal trajectory analysis, 
(Harvey et al. 2012) in which the activity of n simultaneously monitored neurons 
was represented as a point in an n-dimensional space (Fig. 3.4a). To quantify the 
trajectory specificity, I calculated the distance from an individual’s lap trajectory to 
the mean right-to-left/left-to-right trajectories. The neuronal trajectory was suffi-
cient to separate the left-to-right journey from the right-to-left journey with high 
accuracy, and vice versa (Fig. 3.4b). Surprisingly, even in visually guided situations 
in which memory-guided decisions were not used, the prediction accuracy was suf-
ficiently better than chance levels before the rat rotated its heading to the next direc-
tion (Fig. 3.4c).

Following these results, I concluded that the activity in the hippocampus could 
be considered to follow divergent, episode-specific trajectories. Indeed, using the 
Bayesian decoder in conjunction with a prediction method based on the firing rates, 
trial types were accurately estimated (>74%; Fig. 3.5). This phenomenon implies 
that the hippocampus begins to internally generate episodic-like memory before 
recollecting an episode in the mind.

In addition to the evidence from place field measurements, even when given 
task-demands differed, the classifier could sufficiently predict the journey from the 
ensemble activity patterns. This suggests that journey representation is generalized 
and that non-spatial demand-specific representation is hierarchically ranked at a 
lower level (Fig. 3.6). In computer science, it is widely accepted that the computa-
tional demand associated with searching the position of a target value can be 
remarkably reduced by exploiting predefined hierarchical structures. Building from 
this, I argue that the hippocampus plays a crucial role on the transformation of an 
encountered episode into the hierarchically organized contexts, in order to flexibly 
and quickly recall episodic-like memory.

3.10  Reactivation of Place Cell Activity While an Animal 
Briefly Pauses

Place cell activity can be sequentially reactivated in a temporally compressed fash-
ion within sharp wave/ripples (SWRs) in local field potentials (LFPs) during slow- 
wave sleep or periods of awake immobility (Diba and Buzsáki 2007; Foster and 
Wilson 2006; Gupta et  al. 2010; Karlsson and Frank 2009; O’Neill et  al. 2006; 
Wilson and McNaughton 1994). The replay of place cell activity sequences appears 
to be a reflection of experienced paths. Indeed, during brief periods of immobility, 
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Fig. 3.4 Neuronal trajectory of the ensemble activity of place cells. (a) An example time course 
of mean, journey-specific trajectories for right-to-left (red) and left-to-right (blue) laps plotted on 
the 1st to 3rd principal component space. The points marked 1, 2, and 3 correspond to the mean 
locations where the rat entered the lower arm, turned, and entered the reward zone, respectively. 
(b) The classification accuracy of determining the journeys (shown in right) at different locations 
in the DA subtasks (solid black line, mean; blue dashed line, p = 0.001, binomial test; black dashed 
line, chance level; red vertical line, mean turn onset). The classifier was based on a distance- 
dependent classification scheme. (c) The same as for (b), except that the subtask condition was 
that the future direction was not predictable until arriving at the decision point. A high level of 
accuracy can be observed even before the onset of the turn (arrow heads). Reproduced from 
Takahashi (2013)
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pivotal paths to a remembered goal can be predicted, regardless of the location 
where the SWRs previously occurred (Pfeiffer and Foster 2013). The replay is thus 
considered to be a neuronal substrate for recalling memories of previously encoun-
tered path (Carr et al. 2011). However, since previous studies that investigated the 
content of replays primarily focused on the geography and timeline of an animals’ 
running path in the environment, it was unclear whether the replay conveyed infor-
mation on events (i.e. ‘what’ information) that occurred along the reactivated path.

In the task used in my previous study (Takahashi 2013), rats ran along similar 
spatial paths while performing different subtasks. The differences between subtasks 
can be interpreted as non-spatial ‘what’ information. The subtasks along the path in 
the maze can be examined in the temporally compressed replay. As expected, I 
found that the replay represents non-spatial information on subtasks, as well as 
spatial information concerning the path. While the path is encoded in temporally 

Fig. 3.5 Confusion matrices between predicted and actual trial types (values indicated by color 
bar at right). Note that the prominent diagonal line in the matrix shows that the predicted trial type 
matched the actual one across all trial types. Reproduced from Takahashi (2015)

Fig. 3.6 Schematic of hierarchical organization of contexts. The journey representation was gen-
eralized irrespective of the demand-specific representation, suggesting that the information for 
journey and task-demand is not horizontally but hierarchically organized. In particular, the non- 
spatial demand-specific representation is ranked at a lower hierarchical level. Journey and task- 
demands can be considered to be spatiotemporal (where and when) and non-spatial (what or how) 
contexts, respectively. The spatiotemporal and non-spatial contexts are thus hierarchically orga-
nized into the hippocampal episodic code
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compressed firing timings across place cells in the replay, the accompanying sub-
task is encoded in their temporally compressed firing rates (Fig. 3.7). These results 
revealed that global and rate remapping mechanisms during running (Leutgeb et al. 
2005; Takahashi 2013) are preserved in the temporally compressed replays that 
occur during brief periods of immobility (Takahashi 2015). I also found that the 
replay is only enhanced by spatial working memory demand. Since the rat must 
retrieve episodic-like memory on which path it chose and which task it confronted 
during the working memory performance, the results suggest that awake replay 
plays a key role in episodic-like memory retrieval.

While an animal pauses, it often looks ahead. Such behavior is termed ‘vicarious 
trial-and-error’ (VTE) because it suggests internal exploration of future possibilities 
(Hu and Amsel 1995). Since place cell activity sequences represent potential future 
paths even in completely unfamiliar places (Gupta et al. 2010), they may embody 
the VTE event. Unfortunately, reports that discuss this connection only examined 
the running path.

I found that the replay could represent the actual trial type accurately only when 
the trial type was identifiable. Otherwise, it evenly represented all trial types previ-
ously experienced along the reactivated path (Takahashi 2015). This result implies 
that a non-spatial event encoded in the replay is also a VTE event. The replays seem 
to prepare the brain for unforeseen changes that include not only future paths, but 
also events that occur in a future place.

3.11  Summary

In this chapter, I explored the neuronal underpinning of spatial navigation and 
episodic- like memory in the ensemble activity of hippocampal place cells. Whereas 
place cells generate action potentials at a particular location, the firing location can 
be changed depending on external cues and internal states, including action plan-
ning. These lines of evidence strongly support the seminal view that the hippocam-
pus forms cognitive maps that enable spatial navigation.

Other lines of evidence, however, revealed that place cell firings can show 
episodic- like memory traces of what happened at a specific place and time. They 
suggest that the hippocampus does not assign a single map to a physical space, but 
rather forms a cognitive map for each episode. During spatial navigation, we have 
to find an optimal path by recalling what happened at a specific place and time from 
past memories in our mind—so-called ‘mental time travel’. Spatial navigation is, 
therefore, considered to be the ability to use episodic memory retrieval. I found that 
the reactivation of sequential activity in hippocampal place cells encodes episodic- 

Fig. 3.7 (continued) decoded paths (b) showed similar patterns (arrows), the firing rates (a, right) 
for DARL were greater than those for VDRL, suggesting that the firing rate encodes the subtask-
difference. Note that the method based on firing rates accurately predicted the trial type from the 
replay. Reproduced from Takahashi (2015)
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Fig. 3.7 Decoded path and predicted trial type during periods of awake immobility. Graphs are 
arranged into two columns for each trial type. Each sub-column consists of a raster plot of the 
spiking activity of place cells (a, left), the corresponding firing rates (a, right), the posterior prob-
ability of decoded paths (b), and the predicted trial types (c) for representative replays during 
periods of immobility. The scale bar indicates 10 ms. (b) Values are indicated by color bars (mid-
dle, right). In the decoded paths (middle), the maze’s upper junctions are enclosed by two green 
dotted lines. The rat’s physical location when the replay occurred is indicated by a solid blue circle. 
(c) In the trial-type prediction, red bars indicate the most frequently predicted trial type. Red labels 
indicate when the most frequently predicted and the actual trial types matched. The replays 
depicted an upcoming path to a memory-guided goal. While the spike raster plots (a, left) and the 
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like memory experienced in the past. The ensemble activity of place cells may cor-
respond to episodic-like memory retrieval. I therefore speculate that the activity of 
the hippocampal neuronal ensemble not only provides the faculty for spatial 
 navigation but also is linked to the typical abilities of episodic memory: mental time 
travel and foreseeing future situations.
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Chapter 4
Context-Dependent Adjustments  
in Executive Control of Goal-Directed 
Behaviour: Contribution of Frontal Brain 
Areas to Conflict-Induced Behavioural 
Adjustments in Primates
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4.1  Introduction

Humans and animals frequently face the dilemma of selecting one out of several 
potential options to achieve their behavioural goal. Sometimes the choice is straight-
forward because all the available information about the benefit and cost of each 
option clearly indicate the suitability and priority of one of them for attaining the 
goal. However, in many occasions, the most appropriate option might not be imme-
diately clear and therefore making a choice would require resolving the competition 
between the potential options. The concept of ‘conflict’ emerges when a decision 
should be made between such competing options. The conflict might emerge at 
sensory level between two or more sources of information or between competing 
actions (responses) or even between two or more behavioural strategies. In a chang-
ing/volatile environment the relative value (in terms of outcomes) of behavioural 
rules that guide actions in achieving goals might change and therefore selection of 
the most appropriate rule/behaviour would depend on updated estimates of the inte-
grated cost and benefit of each option. In a changing environment, assigning value 
to each option would require consideration of alterations in factors such as the inter-
nal state of the subject (e.g. hunger, taste and the urge to achieve the goal), contex-
tual information such as the associated cost and benefit of actions associated with 
each option and the recent outcome histories of decisions for the various available 
options. Imagine a person used to driving a car on the left side of streets in Japan 
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moves to Korea and now faces the challenge of driving on the right side. In Japan, 
driving on the left side was the most appropriate option in fulfilling the contextual 
requirements and achieving the goal of safe driving. Such routinely performed and 
beneficial behaviour would become more habitual and act as a potentially valuable 
option in guiding behaviour. However, in a new environment the previous rule 
would no longer be beneficial and should be abandoned in favour of a new rule 
(right-side driving). Therefore competition/conflict would arise between the previ-
ous rule and the currently appropriate rule. Psychophysical studies have shown that 
such conflict between behavioural options adversely affects humans’ behaviour in 
terms of accuracy and response time and appears as ‘conflict cost’ in various cogni-
tive tasks. The behavioural effects of conflict are not limited to the current trial 
wherein the subjects experience the conflict between the behavioural options, but 
also extend to the following trials. Indeed, it is robust observation that after experi-
encing conflict, accuracy and response time are enhanced in the following trial 
when the subjects face the conflict again. Such an extended effect of conflict has 
been referred to as ‘conflict adaptation’ and is seen in many cognitive tasks. 
Theoretical models have emerged to explain the behavioural effects of conflict and 
the possible impact of conflict-induced behavioural modulation on adaptability of 
human behaviour in a changing condition. Influential models (Botvinick et al. 2004; 
Kerns et al. 2004; Carter and van Veen 2007) suggest that conflict in information 
processing is detected by brain areas such anterior cingulate cortex (ACC) and then 
conveyed to areas such as dorsolateral prefrontal cortex (DLPFC) to adjust the allo-
cation of executive control to enhance resolving the conflict in the upcoming occa-
sions. The conflict monitoring hypothesis explains the findings in various imaging 
studies (Kerns et al. 2004; Carter and van Veen 2007) that activation in ACC corre-
lates with the magnitude of conflict experienced in the current trial and with the 
magnitude of behavioural adjustments and activation in DLPFC in the following 
trial; in addition, the activation in DLPFC in the following trials correlated with the 
magnitude of behavioural adaptation. Another alternative hypothesis proposed that 
ACC itself regulates the allocation of executive control based on the level of expe-
rienced conflict (Paus et al. 1998; Paus 2001; Posner and Rothbart 1998). An impor-
tant implication of the conflict monitoring hypothesis is that it could effectively 
explain when and how allocation of cognitive resources was adjusted to enhance 
resolving the conflict between behavioural options and consequently support adap-
tive behaviour. The model was also expanded to explain error related changes in 
behaviour and the event-related potentials during conflict tasks. Imaging studies 
such as functional magnetic resonance imaging (fMRI) and positron emission 
tomography (PET) are correlational and do not necessarily show whether a brain 
area is indispensable for a particular cognitive process or ability. However, addi-
tional studies also supported the conflict monitoring hypothesis by showing that 
activity of single cells in ACC, in patients undergoing surgical treatment, represent 
conflict in information processing (Davis et al. 2005) and that some patients with 
lesions involving ACC showed impaired conflict-induced behavioural adjustments 
(di Pellegrino et al. 2007).
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However, findings from other studies in humans have not supported the proposed 
neural substrate of conflict detection and resolution processes. In separate studies, 
neuropsychological examination of patients with ACC lesions showed that the 
conflict- induced behavioural modulations were within the normal range (Vendrell 
et al. 1995; Stuss et al. 2001; Fellows and Farah 2005). These studies questioned the 
crucial role of ACC in mediating the conflict-induced behavioural adjustment. In 
addition, the results of some imaging studies indicated that while the participants 
performed more trials of conflict tasks, the behavioural effect of conflict was sus-
tained while ACC activation gradually disappeared suggesting that ACC activation 
was not necessarily associated with the behavioural effects of conflict (Milham 
et al. 2003).

Studies in animal models provide the opportunity to implement various detailed 
neurobiological techniques such as single cell recording to examine the neuronal 
correlate of behaviour. In addition, lesion-behavioural studies in suitable animal 
models can reveal whether a particular brain area have an essential role in support-
ing particular cognitive ability. Whilst the conflict monitoring hypothesis gained 
support from numerous imaging studies in humans, some single cell recording stud-
ies in macaque monkeys could not find neuronal correlate of conflict in ACC (Ito 
et al. 2003; Nakamura et al. 2005). This discrepancy between findings in humans 
and monkeys led to intensive debate about the role of ACC in conflict monitoring. 
Currently, the neural substrate and the underlying mechanisms of conflict-induced 
behavioural and executive control adjustments still remain unclear. However, recent 
studies in humans and monkeys are starting to shed more light on the involvement 
of various brain areas and the underlying neural mechanisms in the conflict 
processing.

4.2  Conflict-Induced Behavioural Adjustment

4.2.1  Conflict Tasks Used in Psychophysical Studies 
in Humans

A well-studied paradigm used in humans to examine the behavioural effects of con-
flict is the Stroop test (MacLeod 1991; Botvinick et al. 2004; Kerns et al. 2004; 
Carter and van Veen 2007), in which participants are presented with the name of a 
colour printed in coloured ink and they must identify the colour of the ink as fast 
and as accurately as possible. In incongruent (high conflict) conditions, the colour’s 
name differs from the ink colour, however in congruent (low-conflict) conditions 
the colour name matches the ink colour and in neutral condition, the word is not 
colour-related. A consistent observation is that the subjects are less accurate and 
slower in incongruent conditions (conflict cost). It is assumed that information 
regarding the ink colour and information regarding the word are processed sepa-
rately, leading to distinct competing motor responses. The conflict cost has been 

4 Context-Dependent Adjustments in Executive Control of Goal-Directed Behaviour…



74

reported in other tasks such as flanker test, Simon test and Go-No-go tasks (Carter 
and van Veen 2007; Mansouri et al. 2009). Conflict can be also evoked between the 
emotional content and other attributes of stimuli and influence the behaviour (Braem 
et al. 2013; Etkin et al. 2011). The effects of conflict are not limited to the current 
trial and can also influence performance in the upcoming trial when the participants 
are required to resolve the conflict between competing choices again. To estimate 
the conflict-adaptation effect the difference in mean accuracy or response time is 
compared between high-conflict trials that are preceded by low-conflict trials (LH 
condition) and high-conflict trials that are preceded by high-conflict trials (HH con-
dition). Conflict-adaptation effects appear as improved performance in resolving the 
conflict in HH trials (Kerns et al. 2004; Carter and van Veen 2007; Egner 2007; 
Mansouri et al. 2009). The conflict-adaptation effect has been observed in various 
conflict tasks such Stroop test. Flanker and Simon tests (Erickson et  al. 2004; 
Mansouri et al. 2009).

4.2.2  Neural Substrate and Underlying Mechanisms 
of Conflict-Induced Behavioural Modulations

4.2.2.1  Imaging Studies in Humans

The conflict monitoring hypothesis (Botvinick et  al. 2004; Carter and van Veen 
2007) emerged from a series of imaging and event-related potential studies showing 
that in Stroop test and other conflict tasks, ACC was more active during high con-
flict trials; this led to the conclusion that the ACC was involved in the conflict- 
detection process (Botvinick et al. 2004; Carter and van Veen 2007). The hypothesis 
also proposed that other regions such as DLPFC which were more active in HH than 
in LH conditions were involved in mediating the executive-control adjustment 
required to deal effectively with sustained conflict (Botvinick et  al. 2004; Kerns 
et al. 2004; Carter and van Veen 2007). Further studies (Fan et al. 2003; Kerns et al. 
2004; Egner and Hirsch 2005a, b; Liston et  al. 2006) provided support for this 
hypothesis by showing that in high-conflict trials the magnitude of ACC activity 
predicted the degree of behavioural adjustment and the activation level in the 
DLPFC on the subsequent trial. In addition, they showed that ACC activity in the 
second trial of the HH conditions was lower than that in the LH conditions and that 
the increase in DLPFC activity observed in HH trials tended to correlate with greater 
degrees of behavioural adjustment. These findings fit with the idea that conflict is 
detected by the ACC and signals adjustments in control, mediated by DLPF, that 
serve to effectively decrease the conflict in the 2nd trial of HH conditions. Although 
the conflict monitoring hypothesis has been focused mainly on the role of ACC and 
DLPFC in conflict detection and resolution, activation of other brain areas have also 
been shown in the conflict tasks.
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Parietal Cortex Several imaging studies have shown activation changes in parietal 
cortex in conflict tasks (Casey et al. 2000; Barch et al. 2001; Adleman et al. 2002; 
Milham et al. 2003; Durston et al. 2003; Fan et al. 2003; Egner and Hirsch 2005b; 
Liston et al. 2006; Roelofs et al. 2006; Krebs et al. 2015). It has been suggested that 
parietal cortex might be involved in detection of conflict at the level of sensory pro-
cessing (Liston et al. 2006). A recent imaging study (Krebs et al. 2015) showed that 
irrelevant incongruent information (words), which elicited conflict cost, led to 
improved subsequent memory for the relevant target stimuli (faces) and that the 
conflict induced memory benefit was selectively associated with activity modula-
tions in the DLPFC and the parietal cortex suggesting that DLPFC and parietal 
cortex were involved in conflict-induced behavioural enhancement.

Insula Neuroanatomical and functional imaging studies suggest that the ACC and 
the insular cortex comprise a closely related functional network both during active 
task performance and at rest (Augustine 1996; Dosenbach et al. 2007; Nelson et al. 
2010). Egner and Hirsch (2005a) reported that in the context of a face-word Stroop 
like test the behavioural performance was enhanced in HH trials and that fMRI 
signal in the right DLPFC and the left anterior insula were stronger in the HH condi-
tion than in the LH condition, suggesting that in addition to the DLPFC, insula may 
also be involved in conflict adaptation. Neuroimaging activation changes in insular 
cortex have also been reported in other versions of the Stroop test (Banich et al. 
2001).

Cortical Areas around Inferior Frontal Sulcus Studies also suggest that areas 
around the junction of the inferior frontal sulcus and the inferior precentral sulcus 
also change activation in conflict tasks suggesting their involvement in cognitive 
control processes (Derrfuss et al. 2005; Sundermann and Pfleiderer 2012).

Cerebellum Alteration in cerebellar activation has also been observed in conflict 
tasks (Casey et  al. 2000; Egner and Hirsch 2005b) and patients with cerebellar 
lesions exhibit higher conflict costs in the absence of task-switching costs (Schweizer 
et al. 2007). These findings suggest that the cerebellum may also play a crucial role 
in conflict processing, however the exact functional role of cerebellum remains 
unclear.

Orbitofrontal Cortex (OFC) The activation of orbitofrontal cortex during perfor-
mance of the Stroop test has been seen in human imaging studies. Bench et  al. 
(1993) conducted a PET study in humans performing Stroop test and observed acti-
vation in right OFC and cingulate cortex. Mitchell (2005) also reported activation of 
OFC during performance of Stroop test in a fMRI study. In addition, Goldstein et al. 
(2011) conducted a PET study in control and drug-addicted human subjects and 
showed that a higher activation in orbitofrontal gyrus was associated with higher 
conflict level. They suggested that OFC might be involved in the evaluation of con-
flict level to increase the mental efforts to improve the behaviour.
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These studies in humans suggest that a distributed network of brain regions is 
involved in processing the conflict information and possibly mediating the behav-
ioural effects of conflict. These imaging studies have greatly contributed to our 
understanding of the activation patterns in different brain regions but the findings 
are correlational and do not necessarily indicate whether these brain regions have 
any indispensable role in conflict detection or resolution. Further detailed neurobio-
logical assessment are necessary to examine the essential function of these areas in 
conflict processing.

4.2.2.2  Studies in Non-Human Primates

Animal models provide the opportunity to conduct various detailed neurobiological 
investigations, however it was first crucial to show that conflict exerts similar behav-
ioural modulations in such animal models. Conflict-related behavioural modula-
tions have been reported in monkeys in the context of various tasks (Stoet and 
Snyder 2009). Lauwereyns et al. (2000) examined macaque monkeys’ behaviour in 
an analog of Stroop test and showed conflict-related behavioural modulations. Ito 
et al. (2003) trained macaque monkeys to perform a saccade countermanding task 
in which the monkeys initiated a saccadic eye movement upon receiving a go signal. 
However, in a smaller proportion of trials a stop signal was presented and the mon-
keys had to stop their initiated or planned saccade. By varying the time between the 
go and stop signals the difficulty of saccade inhibition could be controlled. The 
animals’ behaviour indicated a conflict cost that was presumably associated with 
competition between gaze-shifting and gaze-holding processes. The neuronal activ-
ity was recorded in ACC, however no modulation directly linked to the conflict level 
was found in the ACC cell activities. Nakamura et al. (2005) recorded ACC activity 
in the context of a conflict task requiring saccadic responses but did not find encod-
ing of conflict in ACC cell activities. Mansouri et al. trained monkeys to perform a 
conflict task in which the conflict emerged between two behavioural rules (Fig. 4.1). 
Monkeys’ behaviour showed a significant conflict cost as well as a robust conflict 
adaptation effect, however bilateral lesions within ACC neither affected conflict 
cost nor conflict adaptation. In contrast, conflict adaptation was significantly attenu-
ated in DLPFC- and OFC-lesioned monkeys (Mansouri et al. 2007, 2014).

The absence of conflict encoding in ACC cell activity and intact conflict-induced 
behavioural modulations in ACC-lesioned monkeys were inconsistent with the pre-
dictions of conflict monitoring hypothesis. These apparently contradictory findings 
between studies in humans and monkeys led some investigators to conclude that 
conflict monitoring by ACC is a unique property of human brain function and non- 
human primates basically do not perceive and process conflict as humans do (Cole 
et  al. 2009, 2010). They proposed that the reported conflict-related behavioural 
modulations in monkeys and other animals performing conflict tasks might be 
related to the other aspects of the task (Cole et al. 2009, 2010). A crucial question 
also emerged as to whether conflict is a separate entity that could be encoded in 
neuronal activity independent from other aspects of the task. Mansouri et al. (2007, 
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2009, 2014) recorded neuronal activity in DLPFC and OFC of monkeys performing 
a variant of Wisconsin Card Sorting Test (WCST) in which the competition between 
rules led to conflict cost and also conflict adaptation in monkeys’ behaviour. These 
studies showed that activity of single neurons in DLPFC and also in OFC were 
significantly different between low-conflict and high-conflict conditions and that 
the conflict was encoded independently of the other aspects of the task such as the 
features of the visual stimuli or the behavioural rule or the upcoming actions. These 
findings suggested that both DLPFC and OFC cell activity encoded conflict as a 
separate variable (Fig. 4.2). The encoded conflict information was also maintained 
in the neuronal activity across the trials in DLPFC, but not OFC, cell activities 
(Fig. 4.3). This suggested that information of experienced conflict was retained by 
mnemonic processes in the neurocircuitry of DLPFC even after the conflicting situ-
ation was already over; hence such maintained information could be potentially 
used to evoke behavioural adjustment in the upcoming trials (Mansouri et al. 2007, 
2009, 2014, 2015).

A few studies in humans have been able to record single ACC cell activity in 
patients undergoing surgeries. Davis et al. (2005) recorded ACC cell activity while 
the subjects performed versions of Stroop test (Counting and emotional interfer-
ence) and found that neuronal activity was significantly different between low- and 
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Fig. 4.1 In each trial, a start cue appeared when an inter-trial interval was over. The bar pressing 
changed the start cue to a fixation point. If the monkey kept pushing the bar and maintained its gaze 
on the fixation point for 700 ms, a sample stimulus replaced the fixation point. If the monkey 
maintained eye fixation and bar press for another 630 ms, three test items appeared (to the left, 
right and below the sample). The relevant rule for matching (matching by shape or matching by 
color) was consistent within a block of trials, and it changed without any notice to the monkey 
when a criterion of 85% correct performance was achieved. The relevant rule was not cued and the 
monkeys were only able to identify it by applying a rule and then interpreting the reward or error 
feedback in the context of the applied rule. Twelve and twenty four samples were shown in the 
low-conflict and high-conflict conditions, respectively

4 Context-Dependent Adjustments in Executive Control of Goal-Directed Behaviour…



78

high-conflict conditions suggesting that conflict was encoded in ACC cell activities. 
In a recent comprehensive study, Sheth et al. (2012) conducted imaging, single-cell 
recording and lesion-behavioural studies in humans performing a conflict task. All 
the patients expressed behavioural effects of conflict that appeared as conflict cost 
and conflict adaptation and the fMRI showed a higher activation in ACC and in 
DLPFC in the high-conflict condition. The activated foci in ACC were then targeted 
for single-cell recording and subsequently for lesion study. Importantly, after selec-
tive lesions were made in the same regions within ACC, the behavioural effect of 
conflict in the current trial (conflict cost) remained intact but, the conflict adaptation 
effect was significantly impaired. This study provided solid evidence for encoding 
of conflict information in human ACC neurocircuitry. These finding appeared in 
contradiction to the findings in monkeys, however two recent studies have shown 
that in monkeys, ACC cells encode conflict independent of the other aspects of the 
cognitive task.

Ebitz and Platt (2015) trained monkeys to perform a conflict task in which con-
flict emerged between two different oculomotor responses or between task relevant 
and task irrelevant information. They found that both types of conflict influenced 
the monkeys’ behaviour and the activity of ACC cells encoded the conflict level and 
errors. In addition, the ACC cell activity conveyed information about the current 

Fig. 4.2 Representation of conflict level in orbitofrontal cortex cell activity. The leftmost peri- 
stimulus time histograms (PSTH) show activities in low-conflict and high-conflict trials when 
colour- or shape-matching rules were relevant. Each column of the right histograms shows activi-
ties in low-conflict (upper) and high-conflict (lower) trials that required the application of the same 
rule and responses in the same direction. The raster-grams show spikes in individual trials. Samples 
presented in each condition are shown above individual histograms. Bin width is 50 ms for the 
leftmost PSTH, and 20 ms for other PSTH. Left and right vertical broken lines indicate the sample 
and test items onset, respectively. Only correct trials were included. The difference in activity 
between the low- and high-conflict conditions was seen independent of the rule, stimulus identity 
or the upcoming response direction
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pupil size or upcoming adjustments in the pupil size. This suggested that the ACC 
cell activity conveyed information about conflict-related adaptive changes in pupil 
size and presumably the arousal level. In another study, Michelet et  al. (2016) 
trained monkeys to perform a conflict task in which the conflict arose between asso-
ciated colour of a particular object with its presented colour. Behavioural effects of 
conflict was detected in the current (conflict cost) and in the following trial (conflict 
adaptation). Activities of a small but significant proportion of ACC cells conveyed 
information about the conflict level, however these conflict-related activity modula-
tions were seen only in correct trials. Although conflict adaptation was seen in the 
monkeys’ behaviour, information regarding conflict level in the previous trial was 
not represented in the ACC cell activity. These two studies, in the context of differ-
ent conflict tasks, have clearly shown that ACC cells in monkeys convey informa-
tion about the conflict independent of the other task-relevant events.

Conclusions made through neuropsychological examination of patients with 
ACC damage have necessarily been limited by the heterogeneity and inconsistency 
of lesions across patients. Furthermore, patients receive recordings/stimulation/
lesions to ACC for clinical reasons indicative of significantly disturbed (from nor-
mal) brain function so inferring strong conclusions from such patients about normal 
brain function needs to be done with great caution. In this respect it is crucial and 
highly informative that we now have a few lesion-behavioural studies in animal 

Fig. 4.3 Representation of history of conflict level in dorsolateral prefrontal cortex cell activity. 
Activities in high-conflict trials after low-conflict trials (LH, blue) and those in high-conflict trials 
after high-conflict trials (HH, pink) are shown for a single cell. The mean activities are aligned at 
sample onset. Only activities in correct trials that were preceded by correct trials were included. 
The p values show the significance level of activity difference in the fixation period between HH 
and LH trials. Bin size is 55 ms
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models wherein lesions that are more circumscribed and reproducible across ani-
mals, and which can be introduced into animals with normal pre-lesion brain func-
tion; these studies have to-date examined the role of a number of different cortical 
regions in conflict-cost and conflict-induced behavioural adaptation and their find-
ings are.

Conflict Cost Mansouri et  al. (2007, 2009, 2014, 2015) reported that bilateral 
lesions in DLPFC or ACC or OFC or superior part of dorsal lateral prefrontal cortex 
(sdlPFC) or posterior cingulate cortex (PCC) or frontal pole cortex do not impair the 
behavioural effects of conflict in the current trial (conflict cost). This indicates that 
other brain areas might mediate the conflict cost or it might result from mutual 
inhibitory effects between the neural processing related to competing options 
(responses). Different sensory-perceptual processes or the related actions might 
compete for controlling the behaviour and mutual inhibition between such parallel 
processing pathways might lead to slowing in reaching a final decision about one of 
the competing options.

Conflict Adaptation Mansouri et al. (2007, 2009, 2014, 2015) showed that bilateral 
lesions in ACC or PCC or sdlPFC or frontal pole cortex did not impair behavioural 
effects of conflict in the upcoming trials (conflict adaptation). However, bilateral 
lesions in DLPFC or OFC significantly attenuated the conflict adaptation indicating 
that DLPFC and OFC play an indispensable role in mediating the conflict-induced 
behavioural modulation and presumably in conflict-induced executive control 
adjustments.

4.3  Conclusion

Limitations in cognitive resources necessitate adaptive adjustment in allocation of 
these resources to optimize behaviour for achieving goals in changing environ-
ments. Conflict-induced behavioural adjustment has been extensively studied in the 
last two decades leading to influential hypothesis regarding context-dependent 
executive control adjustment. Studies in humans and non-human primates indicate 
great similarities in conflict-induced behavioural modulations. Recent studies in 
humans and monkeys have further advanced our knowledge regarding the neural 
substrate and underlying mechanisms of conflict processing and related behavioural 
alterations. Taken together these studies now indicate that a wider than previously 
appreciated distributed neural network might be involved in representation of con-
flict and mediating its effects, however within this network both DLPFC and OFC 
play indispensable roles. While ACC has long been considered a key component, 
the activations of ACC in conflict tasks might not be necessarily related to its role in 
conflict monitoring but may instead reflect ACC function in other cognitive domains 
such as adjusting the concomitant autonomic and affective aspects of the task and/
or a role in action valuation and selection processes (Rushworth et  al. 2004; 
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Kennerley et al. 2006, 2011; Euston et al. 2012; Shenhav et al. 2013; Heilbronner 
and Hayden 2016; Kolling et al. 2016).

Conflict is an abstract entity that might emerge in different contexts and between 
different elements of cognitive processes. DLPFC and OFC might be crucially 
involved in extracting and encoding conflict information in different contexts. In 
addition, mnemonic processes, mainly mediated through DLPFC, might support 
conflict-induced behavioural modulations by maintaining conflict information 
within and across trials. Studying conflict-induced behavioural modulations has 
opened a window to better understand the executive functions in primate brain and 
to gain insight to deficits in executive functions that is a hallmark of major neuro-
psychological disorders.
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Chapter 5
Synaptic Excitatory-Inhibitory Balance 
Underlying Efficient Neural Coding

Shanglin Zhou and Yuguo Yu

5.1  Introduction

Neural information coding is one of the central topics in neuroscience. The brain 
utilizes some features of action potential sequences (spike trains) to encode sensory 
and cognitive information. The algorithm operating within those features is the 
called the neural code. Half a century ago, Perkel and Bullock (1968) noted that a 
potential neural code must serve at least four functions: stimulus representation, 
interpretation, transformation and transmission. Stimulus representation indicates 
that the neural activity should be altered by the stimulus properties needed to be 
coded, and therefore, the neural code can represent this stimulus (Perkel and Bullock 
1968; Kumar et  al. 2010). Due to its basic role, neural representation has been 
extensively studied using experimental and theoretical approaches. Barlow in 1961 
proposed a theoretical framework which hypothesized that the action potentials in 
the sensory neurons formed a neural code for efficiently representing sensory infor-
mation. By efficient Barlow meant that the code minimized the number of neurons 
and spikes needed to represent an input signal. This is the origin of sparse coding or 
efficient neural coding (Barlow 1961). Barlow’s model treats the sensory pathway 
as a communication channel where neuronal spiking is an efficient code for repre-
senting sensory signals. The spiking code aims to maximize available channel 
capacity by minimizing the redundancy between representational units (Simoncelli 
and Olshausen 2001). In addition, one of the major components of a typical neural 
code also include reliable information transmission. The brain is highly modular, 
and a successful neural code should be able to be transmitted (propagated) from one 
module to another with high fidelity (Perkel and Bullock 1968; Kumar et al. 2010). 

S. Zhou · Y. Yu (*) 
State Key Laboratory of Medical Neurobiology, School of Life Science and Human  
Phenome Institute, Institutes of Brain Science, Institute of Science and Technology  
for Brain-Inspired Intelligence, Fudan University, Shanghai, China
e-mail: yuyuguo@fudan.edu.cn

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-94593-4_5&domain=pdf
https://en.wikipedia.org/wiki/Neural_code
mailto:yuyuguo@fudan.edu.cn


86

The transmission property of neural coding has also drawn significant attention 
recently (Diesmann et al. 1999; Kistler and Gerstner 2002; van Rossum et al. 2002; 
Litvak et al. 2003; Vogels and Abbott 2005; Kumar et al. 2008, 2010).

The balance of excitatory and inhibitory synaptic membrane currents (E/I bal-
ance) received by a neuron underlying its spontaneous firing and/or responding to 
sensory inputs has been widely observed (van Vreeswijk and Sompolinsky 1996; 
Brunel 2000; Shu et al. 2003; Wehr and Zador 2003; Froemke et al. 2007; Murphy 
and Miller 2009). Here, E/I balance generally refers to excitatory-inhibitory balance 
in terms of either overall global balance or temporal balance on a fine time scale. 
Global E/I balance refers to the bulk measurement of relative contributions of excit-
atory and inhibitory synaptic currents received by a specific neuron. It is called 
global E/I balance if across a range of spatio-temporal conditions of interest, the 
ratio between the synaptic excitation and inhibitioin is kept approximately constant. 
In some situations, even the measurement of firing rates of excitatory and inhibitory 
neurons or excitatory and inhibition synaptic conductances received by a neuron 
can represent E/I balance for individual neurons within the cortical network circuit. 
Temporal balance indicates that the relative magnitudes of excitatory and inhibitory 
synaptic currents are matched in a point-to-point manner on a fast time scale. Global 
E/I balance is often used to examine pathological or dysfunctional brain states, 
whereas temporal E/I balance can be used to examine the effect of synaptic correla-
tion on spiking timing to sensory input and stimulus feature seletivity. Bothe global 
and temporal E/I balances enable cortical operation in a precise manner to represent 
sensory inputs. The disruption of the cortical E/I balance has been demonstrated to 
cause cognitive dysfunction, such as schizophrenia (Yizhar et  al. 2011; Murray 
et al. 2014). Because the E/I balance may be the key structure underlying the neural 
code and cognition, multiple questions arise: (1) How is the E/I balance achieved? 
(2) Why does the neural system choose such a scenario to function? (3) How does 
the E/I balance evolve during neural plasticity and coding? Specifically, how does 
the E/I balance influence information representation and propagation across regions?

Recently, more and more studies are conducted to answer these questions. Here, 
we briefly summarize the evidence for the existence of an E/I balance in the cortex 
and the mechanisms by which the E/I balance is achieved. We then review the 
experimental and computational development on the impact of the E/I balance on 
neural coding, especially the processes of stimulus representation and information 
propagation.

5.2  E/I Balance Is Ubiquitous in Cortical Circuits

Over the last decades, E/I balance has been found to exist in many situations includ-
ing ongoing spontaneous activity, sensory-evoked activity and storage of memories. 
Synaptic plasticity at both excitatory and inhibitory synapses is suggested to play a 
central role in balancing the excitatory and inhibitory inputs to a targeted cell during 
the training or learning process (Vogels et al. 2011; Yu et al. 2014). The level of the 
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developed balance depends on the time scale of the correlation between the excit-
atory and inhibitory inputs to the cell, ranging from a global balance, either without 
a correlation or with a correlation at a slower time scale, to a fine-scale balance for 
strong correlations with a fast time scale.

Global balance is quantified by using global measures of excitatory and inhibi-
tory synaptic currents, including measuring spontaneous or ongoing excitatory and 
inhibitory postsynaptic currents (mEPSC and mIPSC) and the field potential, which 
is considered a rough signiture of the relative timing and magnitude of excitation 
and inhibition. In fact, it is difficult to simultaneously measure excitatory and inhib-
itory current inputs on the same neuron. However, researchers can overcome this by 
measuring the excitatory and inhibitory currents separately at different holding 
potentials and then calculating the average conductance of both currents (gE and gI) 
(Shu et al. 2003; Haider et al. 2006; Monier et al. 2008). By using this method, Shu 
et al. (2003) found that the received synaptic conductance values of gE and gI were 
always balanced with a certain ratio during the up state generated by recurrent con-
nection patterns in the in vitro brain slice (Fig. 5.1a). Other experimental results also 
support the idea that the ratio of gE and gI of a given neuron remains constant across 
different conditions and in many systems (Wehr and Zador 2003; Haider et al. 2006; 
Xue et al. 2014). Additionally, many studies have demonstrated that the E/I balance 
still exists even when the system is driven by external inputs (Anderson et al. 2000; 
Martinez et al. 2002; Tan et al. 2004, 2011; Wilent and Contreras 2005; Cardin et al. 
2007; Wu et al. 2008; Tan and Wehr 2009; Runyan et al. 2010; Liu et al. 2011). In 
fact, some studies have shown that the tuning curves of the excitatory and inhibitory 
conductance are similar to one another (Anderson et  al. 2000; Wehr and Zador 
2003; Cardin et al. 2007; Runyan et al. 2010).

To understand the E/I balance on the fine time scale (the fine-scale balance), 
researchers have tried to simultaneously record the time series of both the excitatory 
and inhibitory currents and then obtain the correlation between them. Since adja-
cent neurons in the cortex generally receive strongly correlated synaptic inputs, 
researchers can record both excitatory and inhibitory currents separately and simul-
taneously, each in a single neuron in a pair of neighboring cells, and the correlation 
between the excitatory and inhibitory currents onto a single cell can be inferred 
from the correlation between the time series from the two cells (Okun and Lampl 
2008). Based on this method, researchers have found that the excitatory and inhibi-
tory inputs from ongoing spontaneous activity or sensory-evoked activity are 
strongly correlated with one another, with inhibitory currents tracking excitatory 
currents closely with a few milliseconds of a delay (Fig. 5.1b) (Okun and Lampl 
2008). More evidence has also shown that a fine-scale E/I balance exists during 
oscillations in the gamma and beta frequencies (Atallah and Scanziani 2009; Poo 
and Isaacson 2009).

Recently, in an interesting study using in vivo recordings with dense multielec-
trodes in the neocortex of higher level mammals (including human and primate), 
Dehghani et  al. (2016) found that excitatory and inhibitory ensembles are well- 
balanced and co-fluctuate instantaneously in all states of the wake-sleep cycle 
(wake, slow-wave sleep and rapid-eye movement sleep) at different temporal scales 
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(Fig. 5.1c). Beyond the temporal view of E/I balance, the spatial properties of E/I 
balance are also important in information processing. For instance, researchers 
observed that local E/I imbalance coexisting with overall balance facilitaates neural 
network creating novel features selectivity (Wu et al., 2008). However, we will 
mainly focus on temporal E/I balance in the following discussion.

5.3  Mechanisms to Achieve E/I Balance

To achieve global E/I balance in a dynamic neural network, several theoretical 
studies have shown that a neural network needs to be equipped with the following 
properties: (1) neurons in the network must be connected sparsely (the number of 

Fig. 5.1 Experimental evidence of the E/I balance. (a) Average currents during the up state in 
recordings clamped at different membrane potentials from in vitro brain slices (top, red and blue 
curves showing the average currents, the green curves showing the raw traces at +30 mV), the 
reversal potential of the average synaptic currents (middle), and additional conductances during 
the up state (bottom). Adapted from Shu et al. (2003). (b) Simultaneous in vivo recordings from 
two cortical cells. One cell (red) was continuously recorded in a hyperpolarized mode, and the 
other cell (blue) was switched between depolarized and hyperpolarized modes (current depicted 
below the traces). Dashed lines mark the onset of synaptic events. Insets show examples of two 
events (marked by asterisks). Adapted from Okun and Lampl (2008). (c) Recordings in humans 
during awake (left), slow-wave sleep (SWS) (middle) and rapid-eye movement (REM) (right) 
states. Top row shows 60-s windows; bottom row shows a 10-s window of the same state. Putative 
inhibitory neurons (FS cells) are shown in red. Putative excitatory neurons (RS) are depicted in 
blue. At the top of each panel, a sample LFP trace (in blue) accompanies the spiking activity. 
Histograms show the overall activity of the RS (blue) and FS (red) cells. Adapted from Dehghani 
et al. (2016)
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connections per neuron should be much smaller than the total number of neurons 
in the network) and randomly; (2) the strength of the inhibitory connections must 
be higher than the excitatory connections (van Vreeswijk and Sompolinsky 1996, 
1998; Brunel 2000). Under such conditions, the average of the excitatory and 
inhibitory synaptic currents could be well-balanced, and the network dynamics 
could be stable. In such a balanced network, the membrane potentials and spike 
trains of the individual neurons may be highly uncorrelated (van Vreeswijk and 
Sompolinsky 1996, 1998; Brunel 2000). Beyond the two aspects mentioned above, 
synaptic plasticity may also play a vital role in the formation of the E/I balance 
(Froemke 2015).

In contrast to requirements for global balance of a network, Renart et al. (2010) 
proposed a neural network with random and dense connections (with the number of 
connections per neuron comparable to the total number of neurons) to achieve a 
more fine-scale E/I balance by setting the synaptic conductances and connection 
structure in the optimal range. In such a network, the excitatory and inhibitory cur-
rents received by each neuron are strongly correlated on a fast time scale. If excit-
atory and inhibitory currents cancel each other, then the net input current will be 
highly random, resulting in highly variable neural responses. Boerlin et al. (2013) 
have demonstrated that both variable neural responses and balanced excitation/ 
inhibition are necessary consequences of neural networks that represent infor-
mation efficiently in their spike trains. However, the Boerlin model assumes 
instantaneous synapses (transmission without delays) and only achieves balance 
because of this assumption. Further work allowed to relax this assumption and 
introduce realistic synapses (Koren and Deneve 2017). With realistic synapses it is 
however required that parameters that weight the cost on spiking are fine-tuned. 
Those parameters can be interpreted in biological terms as determining the excit-
ability of the network.

Furthermore, a theoretical study proved that a network with synaptic plasticity of 
inhibitory synapses could evolve into a fine-scale E/I-balanced state with sparse 
connections (Vogels et al. 2011), and a later experimental study demonstrated the 
existence of this form of synaptic plasticity (D’amour and Froemke 2015). Further 
information about inhibitory synanptic plasticity could be found in other works 
(Vogels et al., 2011). 

Beyond the theoretical work, experimental studies have provided some addi-
tional insights into the development of E/I balance (Froemke 2015). For example, 
Liu (2004) found that the ratio of the number of the excitatory and inhibitory syn-
apses on the dendrites of cultured hippocampal neurons remained constant along 
different developmental stages, which suggests that the E/I balance may be related 
to an anatomical basis. In addition, sensory experiences at different developmental 
stages may play important roles in shaping the final E/I balance level (Froemke 
2015).
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5.4  E/I Balance and Information Representation

One of the fundamental functions of the neural systems is to represent the sensory 
information and make use of it for guiding action, a process termed neural coding. 
Representing neural signals is the process of interpreting prominent features of 
external sensory inputs with individual or population neuronal activity. Experimental 
and theoretical studies have demonstrated that action potential generation is an 
energy-expensive process (Attwell and Laughlin 2001; Alle et al. 2009; Yu et al. 
2012). Therefore, efficient coding can be defined as coding with as few neurons and 
action potentials as possible, while not losing fidelity in representation of certain 
stimulus features (equivalent to sparse coding as defined by Barlow, 1961) or mini-
mized coding error during stimulus representation (Deneve and Machens, 2016). 
Although there is no strict theoretical proof, the minimal coding error and informa-
tion maximization or redundancy reduction are related in some aspects. Intuitively, 
coding effor reduction means a decrease in noise information, which would increase 
the mutual information between the neural response and the input signal, thus 
increasing the information coding efficiency. Because the E/I balance is ubiquitous 
in neural systems, there must be some strategic benefits of the E/I balance for effi-
cient representation. Here, we summarize the evidence for this as follows.

5.4.1  Irregular Spike Trains and Global E/I Balance

A typical well-known property of the firing pattern of an individual neuron recorded 
in  vivo is its irregularity or stochasticity, which is similar to Poisson-like time 
sequences. Revealing how individual neurons establish such irregular firing patterns 
is important for understanding the network states with spontaneous firing and how 
such states could be used to represent stimulus inputs. In fact, it has been widely 
shown that irregular firing patterns could be achieved by a neuron with balanced 
excitatory and inhibitory synaptic inputs on multiple time scales (Shadlen and 
Newsome 1994, 1998; van Vreeswijk and Sompolinsky 1996; Amit and Brunel 
1997; Brunel 2000). There is an intuitive explanation to why such a globally bal-
anced network would lead to the irregular firing of a single neuron. Imagine that 
there is a neural network where each neuron is bombarded with noisy, Poisson- 
distributed synaptic inputs from both excitatory and inhibitory sources. When the 
excitatory input values exceed the inhibitory inputs, then the net mean positive input 
would depolarize the neuron to fire quasi-regularly. However, if the excitatory 
inputs and inhibitory inputs cancel each other out in a slow time scale without cor-
relation on a fast time scale, then the membrane potential of each neuron would 
randomly cross the threshold dependent on the fast noise, resulting in a spiking pat-
tern with a high level of irregularity (Denève and Machens 2016).

Although such a network architecture would capture the irregularity of the neural 
firing pattern, the network behavior would become very sensitive to even a small 
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perturbation due to its chaotic dynamics (Shadlen and Newsome 1998; Brunel 
2000). This hypothesis suggests a low reliability of the neural network in response 
to sensory input, which makes such an E/I-balanced network represent stimulus 
features in a poor fidelity.

5.4.2  Sparse Coding, E/I Balance and Energy Efficiency

Sparse coding implies that only a small fraction of cells in the network displays a 
transient response to an input signal (Vinje and Gallant 2000) and such an energy- 
efficient paradigm greatly extends the coding capacity of a large family of sensory 
inputs (Olshausen and Field 1996; Dhawale et al. 2010; Wolfe et al. 2010; Koulakov 
and Rinberg 2011). Yu et al. (2013, 2014) implemented a large-scale olfactory bulb 
model with mitral cell and granule cell connected by dendro-dendritic synapses 
with regular LTP/LTD synaptic plasticity, and they found that balanced excitation/
inhibition in strongly activated mitral cells leads to a sparse representation of odor-
ant inputs (Fig. 5.2a). They further found that such a network with synaptic plastic-
ity could always evolve into a sparsely oscillatory state to represent the input signal 
efficiently. During the evolving process, global synaptic excitation and inhibition 
gradually reach an optimal balance with which the network produces firing patterns 
with the highest level of sparseness (Fig. 5.2b) (Yu et al. 2014). The optimal level of 
synaptic excitation and inhibition could produce the highest level of sparseness and 
decorrelation in the network response and reduce energy cost (Nawroth et al. 2007).

Interestingly, the formation of response sparseness in such an olfactory bulb net-
work does not depend on a specific type of synaptic plasticity, meaning either 
Hebbian or non-Hebbian rules can both develop the network dynamics into sparse-
ness during the training process (Migliore et al. 2010; Yu et al. 2013, 2014). In a 
recent work by Vogels et al. (2011), the sparsely connected network endowed with 
plasticity of inhibitory synapses could evolve to a sparse response to natural stimuli. 
In addition, this type of network can accommodate synaptic memories with activity 
similar to the background activity; and same activity can be reactivated by external 
stimuli (Vogels et al. 2011).

Note that the above approaches assumed sparse network connection, i.e., neu-
rons receive few connections K compared to the size of the network N, so that 
K ≪  N.  Such a sparse connectivity usually leads to uncorrelated excitation and 
inhibition, resulting in random fluctuations as input to neurons within network. 
Indeed, achieving efficient representation of input signal does not have to set the 
network to be sparsely connected. Recent theoretical works investigated network 
with dense connections. In such a scenario excitation and inhibition received in a 
neuron are strongly correlated while neuronal output spike trains are highly uncor-
related. Such a balanced network could represent information efficiently in their 
spikes (Boerlin et al. 2013). To ensure the network performance, two assumptions 
are required: (1) information on dynamic variables can be read out linearly from 
spike trains, and (2) neurons fire a spike only if it improves the representation of 
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dynamical variables. When a network satisfies these conditions, it evolves naturally 
to achieve the objective representation of a time-varying input with a minimum 
number of spikes with maximal efficiency (Boerlin et al. 2013; Denève and Machens 
2016). In the following work, they further revealed that the maximally efficient 
network is right at the transition from synchronous to asynchronous network states 
(Koren and Deneve 2017). Moreover, there is a tight relationship between coding 
efficiency and energy efficiency, it was observed that there is a “sweet spot” where 
maximal coding efficiency coincides with rather low number of spikes (Boerlin 
et al. 2013; Koren and Deneve 2017).

Using single-compartment computational models with stochastic voltage-gated 
ion channels, Sengupta et  al. (2013) calculated information content under either 
E/I- balanced or unbalanced conditions. They found that balanced synaptic currents 

Fig. 5.2 The correlation of firing sparseness and mitral cell spiking in a large-scale olfactory bulb 
model. (a) Schematic representation of balanced and unbalanced excitation and inhibition in the 
MC–GC circuit. Three activated middle MCs (solid black triangles) receive strong input from 
glomeruli (solid deep green color); through back-propagation of APs in their lateral dendrites, they 
distribute the excitation (red) through reciprocal synapses, activating lateral inhibition in the sur-
rounding MCs through the reciprocal inhibitory synapses. This mode of excitation and inhibition 
is balanced, and these MCs are called MC type I. The activated GCs (small blue spheres) deliver 
lateral inhibition to other surrounding MCs with weak or no excitatory inputs, making their recip-
rocal synapses unbalanced. These MCs are called MC type II. MCs that do not receive lateral 
inhibition are MC type III. (b) The MC network sparseness level as a function of reciprocal inhibi-
tory weight to excitation weight ratio ginh/gex for the cases of different ginh

Max with a fixed gex-
Max = 0.5 nS and different gex

Max with a fixed ginh
Max = 0.3 nS. (c) Same in (b) but shows the mitral 

cell spiking correlation. Adapted from Yu et al. (2014)
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evoke fewer spikes per second than the unbalanced conditions but with more infor-
mation content in a single spike (bits/spike) in the balanced conditions. The total 
informative rate is similar in the two conditions (Sengupta et al. 2013). These results 
strongly support the hypothesis that E/I balance can promote both coding efficiency 
and energy efficiency.

Indeed, maximizing the ratio of the coding capacity to energy cost has been sug-
gested to be one of the key principles chosen by the nervous system to evolve under 
selective pressure, and the metabolic energy efficiency demands of the nervous sys-
tem could be sufficiently large to influence the design, function and evolution of the 
brain (Niven and Laughlin 2008). A recent theoretical work revealed a general rule 
for population coding in which the neuronal number should be sufficiently large to 
ensure reliable information transmission that is robust to the noisy environment but 
small enough to minimize energy cost (Yu et al. 2016). Experiments in cortex cul-
tures, anesthetized rats, and awake monkeys, as well as computer models, have 
shown that balanced excitation/inhibition (E/I) could lead to a critical dynamic of 
avalanches in the cortical neural network (Shew et al. 2009; Poil et al. 2012; Yang 
et al. 2012). The number of metastable states (Haldeman and Beggs 2005) and the 
dynamic range to the input stimuli (Shew et al. 2009), as well as the information 
capacity and transmission (Beggs 2008; Shew et  al. 2011) of the cortical neural 
networks, could be maximized at the critical point. The developed E/I balance 
within brain circuits during rest, learning and memory states may be beneficial for 
the brain to maintain an optimal state based on the theory of criticality. A large E/I 
ratio leads to a super-critical state whereby the neurons are highly activated and 
spikes among neurons are highly correlated. However, a small E/I ratio leads to a 
sub-critical state whereby the overall neural activity level drops and the spikes 
among neurons are random and not correlated (Yang et al. 2012). For information 
processing, highly correlated spikes reduce entropy in the former case, and in the 
latter case, the reduced correlation increases entropy, but this increase is counter-
acted by the concurrent drop in total information, resulting in maximal information 
transmission at a moderate E/I ratio (Shew et al. 2011). However, energy expendi-
ture increases monotonically as the E/I ratio increases due to the increasing overall 
neural activity level. Therefore, a relatively large information transmission while 
relatively low energy cost, is expected to be maximized around an optimal E/I ratio 
(Poo and Isaacson 2009; Yu et al. 2014; Denève and Machens 2016).

5.4.3  Decorrelation and E/I Balance

The correlations among the spiking trains of all individual neurons in a network in 
response to sensory input can either help or harm the information transfer (Averbeck 
et  al. 2006). More specifically, if positive signal correlations (i.e., neurons with 
similar selectivities of stimulus features) are linked to positive noise correlation, this 
would harm the information transfer. On the contrary, neurons have opposite stimu-
lus selectivities, positive noise correlation help the information transfer. In many 
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cases, correlations will not influence the information transfer (see for example, a 
theoretical study by Moreno-bote et al. 2014). To overcome the spiking correlation 
problem induced by correlated presynaptic input, Renart et al. (2010) built a densely 
connected neural network with excitatory and inhibitory currents canceling each 
other on a fast time scale (fine-scale balance). By using such mechanism, they 
showed that, theoretically, a fine-scale balanced network could generate an asyn-
chronous state of population activity with a low mean spiking correlation despite 
correlated inputs (Renart et al. 2010). In the same study described above, Yu et al. 
(2014) found the E/I balance-induced sparse representation of odorant inputs was 
accompanied by a decorrelated state of mitral cell firing patterns, and the maximal 
decorrelation value existed at the optimal level for synaptic excitation and inhibition 
for the sparseness (Fig. 5.2c). In another interesting experimental work, researchers 
manipulated the excitation/inhibition ratio (E/I ratio) to obtain an optimal E/I ratio 
that maximized the information capacity by trading off between a lower correlation 
state (induced by low E/I ratio) and moderate activity (induced by a relatively high 
E/I ratio) (Shew et al. 2011).

5.5  E/I Balance and Information Propagation

Because the brain is highly modular, and spiking activity may carry a lot of neural 
information, it is important that the spiking activity can be transmitted from one 
module to another with high fidelity. Indeed, Perkel and Bullock (1968) noted that 
one of the major components of a typical neural code should be the inclusion of 
reliable information transmission or information propagation. The identification of 
the conditions under which spiking activity can propagate with high fidelity has 
attracted the attention of many theoretical researchers in the recent decade 
(Diesmann et al. 1999; Kistler and Gerstner 2002; van Rossum et al. 2002; Litvak 
et al. 2003; Kumar et al. 2008, 2010). Researchers usually address the propagation 
topic using a model of a cascade of neural assemblies in which a single neuron can 
participate at multiple levels (termed a feedforward network). To construct a more 
biologically oriented neural network, theoretical works tend to embed a feedfor-
ward sub-network into a larger recurrent neural network. However, neurons in the 
feedforward sub-network receive stronger correlated excitation than the rest of the 
recurrent network. This may destabilize the activity of the recurrent network. To 
solve this defect, Aviel et al. (2003) added inhibitory neurons into the subset net-
work to balance the extra excitation.

Researchers have identified two modes of spiking activity propagation: the asyn-
chronous mode (rate code, with information about the stimulus is carried and propa-
gated in the firing rate of a neuron or the average of population activity) (van Rossum 
et  al. 2002; Litvak et  al. 2003; Vogels and Abbott 2009) and synchronous mode 
(temporal code, with information about the stimulus is carried and propagated by 
the precise timing of action potentials) (Aertsen et al. 1996; Diesmann et al. 1999; 
Gewaltig et al. 2001; Litvak et al. 2003; Kumar et al. 2008). For a network with a 
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feedforward configuration, the firing rates at each layer could be stabilized to a 
constant level after an initial increase (Fig. 5.3a) (Litvak et al. 2003). The network 
inhibition precisely balanced with excitation plays a key role in modulating the 
mean firing rate level. Small deviations from the precise balance would result in a 
large fluctuation in the firing rate at each layer (Fig.  5.3b) (Litvak et  al. 2003). 
Litvak et al. (2003) showed that the population synchrony could be formed after a 
few layers and then propagate stably through many layers in such a feedforward 
network with the excitation firing rate balanced with the inhibitory firing rate 
(Fig. 5.3c).

Beyond the fidelity of information propagation, the regulation of the spiking 
activity is also important for neural coding. A given module of the neural system has 
the potential to respond to several different signal pathways. To accomplish a single 
task, some mechanisms must exist to selectively block or boost some signal path-
ways. Recently, Vogels and Abbott (2009) showed that a detailed balance of excita-
tion and inhibition in the target feedforward network group could be a potential 

Fig. 5.3 Propagation of firing rate in a multilayer feedforward network. (a) Average firing rate of 
different layers in the precisely balanced network. (b) Average firing rate of different layers in the 
feedforward network with small deviations from the precise balance. (c) Raster plot showing the 
firing pattern of excitatory neurons in different layers in a feedforward network with balanced fir-
ing rates between excitation and inhibition. Adapted from Litvak et al. (2003)

5 Synaptic Excitatory-Inhibitory Balance Underlying Efficient Neural Coding



96

gating mechanism; there information transmission can be gated ‘on’ by adjusting 
the excitatory and inhibitory gains to upset this detailed balance.

5.6  Conclusion

Stimulus representation and information propagation are two basic functions of 
neural coding. E/I balance, which is acknowledged as a fundamental paradigm for 
many brain functions, has been demonstrated to play a fundamental role in shaping 
the neural coding process. On one hand, the E/I balance can significantly increase 
the coding efficiency and energy efficiency to extend the coding capacity by pro-
moting a sparse representation and signal decorrelation. Intuitively, an E/I ratio that 
is too high leads to excitatory dominance, resulting in high correlation (low level of 
coding efficiency) and activity (high level of energy consumed); however, an E/I 
ratio that is too low leads to suppressed activity with low information content. 
Therefore, the tradeoff between these two aspects requires the balance of the excit-
atory and inhibitory currents. On the other hand, based on recent theoretical studies, 
the E/I balance also plays a vital role in determining the fidelity of spiking activity 
propagation and gating of the multiple signal pathways. More experimental investi-
gations are expected to test theoretical hypotheses and predictions in the near future. 
As discussed above, the implementations and functions of the two types of E/I bal-
ance––global balance and fine-scale balance, are different from one another. More 
studies are also needed to demonstrate the exact differences between the effects of 
these two types of balance on neural coding.

Here, we mainly discussed the roles of E/I balance in neural coding, while many 
additional studies have focused on the role of E/I balance in other brain functions, 
e.g., the formation of memories (Vogels et al. 2011; Lim and Goldman 2013) and 
the information storage process. More studies are expected to clarify the effects of 
E/I balance in memory formation and examine how the information storage process 
benefits from the E/I balance.
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Abbreviations

ACB nucleus accumbens
AchE acetylcholinesterase
ADP anterodorsal preoptic nucleus
AgRP Agouti-Related Peptide
AHN anterior hypothalamic nucleus
AHNa anterior hypothalamic nucleus, anterior part
AHNc anterior hypothalamic nucleus, central part
AHNd anterior hypothalamic nucleus, dorsal part
AHNp anterior hypothalamic nucleus, posterior part
AP area postrema
ARH arcuate hypothalamic nucleus
ATN anterior nuclei, dorsal thalamus
AVP anteroventral preoptic nucleus
AVPV anteroventral periventricular nucleus hypothalamus
BST bed nuclei of the stria terminalis
BSTal bed nuclei of the stria terminalis, anterior division, anterolateral area
BSTam bed nuclei of the stria terminalis, anterior division, anteromedial area
BSTdm bed nuclei of the stria terminalis, anterior division, dorsomedial nucleus
BSTfu bed nuclei of the stria terminalis, anterior division, fusiform nucleus
BSTif bed nuclei of the stria terminalis, posterior division, interfascicular 

nucleus
BSTju bed nuclei of the stria terminalis, anterior division, juxtacapsular 

nucleus
BSTmg bed nuclei of the stria terminalis, anterior division, magnocellular 

nucleus
BSTov bed nuclei of the stria terminalis, anterior division, oval nucleus
BSTpr bed nuclei of the stria terminalis, posterior division, principal nucleus
BSTrh bed nuclei of the stria terminalis, anterior division, rhomboid nucleus
BSTtr bed nuclei of the stria terminalis, posterior division, transverse nucleus
BSTv bed nuclei of the stria terminalis, anterior division, ventral nucleus
C.a. anterior commissure
C.f.d. fornix
CCK1R cholecystokinin 1 receptor
Ch. Opt. optic chiasm
CRH corticotropin-releasing hormone
CTB cholera toxin subunit b
DMH dorsomedial hypothalamic nucleus
EGFP enhanced green fluorescent protein
FG fluorogold
fx fornix
GFP freen fluorescent protein
HNS hypothalamo-neurohypophysial system
I internuclear area, hypothalamic periventricular region
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KO knockout
LCM laser-capture microdissection
LHA lateral hypothalamic area
LHAai lateral hypothalamic area, anterior region, intermediate zone
LHAav lateral hypothalamic area, anterior region, ventral zone
LHAd lateral hypothalamic area
LHAjd lateral hypothalamic area, juxtadorsomedial region
LHAjp lateral hypothalamic area, juxtaparaventricular region
LHAjvd lateral hypothalamic area, juxtaventromedial region, dorsal zone
LHAjvv lateral hypothalamic area, juxtaventromedial region, ventral zone
LHApc lateral hypothalamic area, parvicellular region
LHAsfa lateral hypothalamic area, subfornical region, anterior zone
LPO lateral preoptic area
LS lateral septal nucleus [Cajal]
LSc.d lateral septal nucleus, caudal part, dorsal zone
LSc.v lateral septal nucleus, caudal part, ventral zone
LSr.dl lateral septal nucleus, rostral part, dorsolateral zone
LSr.m lateral septal nucleus, caudal part, medial zone
LSr.vl lateral septal nucleus, rostral part, ventrolateral zone
LSv lateral septal nucleus, ventral part [Risold-Swanson]
MC4-R melanocortin 4 receptor
ME median eminence
MEex median eminence, external lamina
MEin median eminence, internal lamina
MEPO median preoptic nucleus
MID midline nuclei, dorsal thalamus
MM medial mammillary nucleus, body
MNs magnocellular neurons
MPN medial preoptic nucleus
MPNc medial preoptic nucleus, central part
MPNl medial preoptic nucleus, lateral part
MPNm medial preoptic nucleus, medial part
MPO medial preoptic area
MS medial septal nucleus [Cajal]
NDB diagonal band nucleus [Broca]
NPY neuropeptide Y
NTS nucleus of the solitary tract
opt optic tract
OT oxytocin
PCR polymerase chain reaction
PFA paraformaldehyde
PMd dorsal premammillary nucleus
PMv ventral premammillary nucleus
POMC pro-opiomelanocortin
PR perireuniens nucleus
PSCH suprachiasmatic preoptic nucleus
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PT paratenial nucleus
PVH paraventricular hypothalamic nucleus
PVHd paraventricular hypothalamic nucleus, descending division
PVHf paraventricular hypothalamic nucleus, descending division, forniceal 

part
PVHm paraventricular hypothalamic nucleus, magnocellular division
PVHmpd paraventricular hypothalamic nucleus, medial parvicellular part, dorsal 

zone
PVHp paraventricular hypothalamic nucleus, parvicellular division
PVHpv paraventricular hypothalamic nucleus, periventricular part
PVi periventricular hypothalamic nucleus, intermediate part
PVp periventricular hypothalamic nucleus, posterior part
PVpo preoptic periventricular nucleus
PVR hypothalamic periventricular region
PVT paraventricular thalamic nucleus
qPCR quantitative polymerase chain reaction
RCH retrochiasmatic area, lateral hypothalamic area
RE nucleus reuniens [Malone]
REcd nucleus reuniens, caudal division, dorsal part
REcm nucleus reuniens, caudal division, medial part [Gurdjian]
REcp nucleus reuniens, caudal division, posterior part
RIN RNA integrity number
S.t. infundibular stalk
SBPV subparaventricular zone hypothalamus
SCH suprachiasmatic nucleus [Spiegel-Zwieg]
SFO subfornical organ
SMT submedial nucleus thalamus
SO supraoptic hypothalamic nucleus
SOr supraoptic nucleus, retrochiasmatic part
sup supraoptic commissures
T.M. tractus Meynert (fasciculus retroflexus)
TH tyrosine hydroxylase
TUi tuberal nucleus, intermediate part
TUsv tuberal nucleus, subventricular part
V.d’A. tract of Vicq D’Azyr (mammillothalamic tract)
V3 h third ventricle, hypothalamic part
vlt ventrolateral hypothalamic tract
VMH ventromedial hypothalamic nucleus
VMHa ventromedial hypothalamic nucleus, anterior part
VMHc ventromedial hypothalamic nucleus, central part
VMHdm ventromedial hypothalamic nucleus, dorsomedial part
VMHvl ventromedial hypothalamic nucleus, ventrolateral part
VP vasopressin
VPL ventral posterolateral nucleus thalamus, principal part
VPM ventral posteromedial nucleus thalamus, principal part
μ-array microarray
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6.1  Introduction

6.1.1  Summary and Rationale

In this article, we envision ways in which molecular information extracted from the 
brain using methods such as transcriptomics, proteomics, and peptidomics can be 
anchored to locations in standardized atlas maps of the brain in order to preserve the 
provenance of the datasets and contextualize them with other datasets. We argue 
that whereas most researchers probe, dissect, mine, or interrogate the living brain 
and report back with valuable scientific information, such information would be 
worth more if it included mapped locations of where they traveled and what they 
found there. Mapping to a standardized reference allows current and future travelers 
to return to the same landscape with accuracy and precision, generate reproducible 
data from reproducible experiments, and allows them further to integrate and con-
textualize new data they gathered in that mapped location with other data gathered 
in the same space. By carefully documenting the locations, for example, of brain 
regions from which molecular information is extracted for large-scale analyses, sci-
entists can contribute further to our collective history of the native landscape from 
which this expatriated molecular information originated.

6.1.2  Topic and Organization

We have chosen to use the hypothalamus as an exemplar structure to illustrate the 
possibilities of such an effort, a choice that is predicated in part on our own experi-
ences in mapping and modeling multi-scale data for this brain region (e.g., Khan 
et  al. 2006, 2017, 2018; Khan 2013; Zséli et  al. 2016), and because a review of 
“-omics” work on the hypothalamus in the context of spatial mapping has not yet, 
to our knowledge, been attempted. So far, molecule extraction from hypothalamus 
has been focused primarily on mining either the whole hypothalamus or its well- 
defined sub-regions to the virtual exclusion of parts that are less well understood. If 
wider and more systematic sampling of areas within the hypothalamus were to be 
conducted, atlas mapping efforts will play an even greater role in helping us under-
stand the organization of those areas that remain poorly defined. The additional 
benefit of mapping molecular data to a standardized atlas is that the data can be 
contextualized with multi-scale datasets mapped to the same reference map.

Below, following a brief exploration of the biological importance of location 
information in the brain (Sect. 6.2), we summarize the historical antecedents to cur-
rent molecular extraction work done on the brain (Sect. 6.3) and the hypothalamus 
specifically (Sect. 6.4.1), focusing on those datasets that include spatial data about 
the regions extracted. We then survey studies that have examined the molecular 
landscape of the hypothalamus using transcriptomics, proteomics and peptidomics 
(Sect. 6.4.2). The rationale behind the separation of proteomics from its sub-domain, 
peptidomics, is based on the fact that the latter involves analytical procedures that 
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are distinct from those in general proteomics, including more rigorous purification 
and more comprehensive identification procedures (Alzate 2010; Schrader et  al. 
2014; Romanova and Sweedler, 2015). The differences are great enough in method-
ology and concept that a separate consideration of peptidomic studies is warranted. 
The narrative then shifts to specific strategies that we envision will be required, 
especially the technique of laser-capture microdissection (LCM) (Sect. 6.5), to 
enable the accurate mapping of hypothalamic molecular datasets to a standardized 
atlas of the brain (Sect. 6.6), and the benefits of such mapping (Sect. 6.7). We con-
clude with a view to current and future directions for this research (Sect. 6.8).

6.2  Why Does Location Matter?

The brain is a very heterogeneous organ that contains diverse, non-repeating, and 
non-redundant sub-regions  (e.g., see Balázs et al. 1972; Lehrer and Maker, 1972; 
Palay and Chan-Palay, 1972). Studies in many animal model systems have now 
revealed that brain region is a major determinant of gene expression patterns. 
Therefore, the location of areas sampled using “-omics” technologies will determine 
critically the complement of molecules expressed. Left- and right-handedness in 
cichlid fish, for example, is correlated strongly with hemispheric and regional asym-
metry of gene expression (H. Lee et al. 2017). In songbirds, clustering analyses per-
formed on retrieved sets of genes demonstrate a strong association of gene expression 
with brain region (Replogle et al. 2008; Drnevich et al. 2012; Balakrishnan et al. 
2014). This also holds true for mammalian brain. Even between strains of mice (which 
can exhibit size differences for the whole brain and for individual brain regions: 
Badea et al. 2009), one report has estimated a 1% difference in baseline expression 
patterns in at least one brain region, and that gene expression differences in response 
to a physiological perturbation (in this case, seizure) produce marked differences in 
gene expression patterns in brain regions between strains (Sandberg et al. 2000). A 
re-analysis of the datasets of Sandberg et al. (2000) by Pavlidis and Noble (2001) 
reveals even greater differences in regional variation among the genes between the 
strains. These observations were extended by Nadler et al. (2006), who found, across 
ten inbred mouse strains, that there was a nearly 30% difference in gene expression 
in at least one brain region among those examined. Robust strain differences have 
also been documented for transcripts enriched in the rat hypothalamic neurohypo-
physial system (Hindmarch et  al. 2007). Moreover, Dong et  al. (2009) show that 
specific patterns of gene expression are associated with specific domains where dis-
tinct neural projection patterns emerge within the hippocampus, and Wolf et  al. 
(2011) show that there is a strong predictive association of neural connections and 
gene expression within specific brain regions (also see Sun et al. 2012). Superimposed 
on this complexity are strain-dependent variations in the sexual dimorphism of cer-
tain brain nuclei (Robinson et al., 1985; Mathieson et al. 2000), and differences in 
how gene expression networks in the brain are modulated as a result of expression 
quantitative trait loci (eQTLs) that are sex-specific (Mozhui et  al. 2012; also see 
Pandey and Williams, 2014; Hasin-Brumshtein et al. 2016). Thus, it is important to 
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consider just what we as scientists lose if we endeavor to extract molecular informa-
tion from the brain without attempting to preserve the provenance of where the 
extraction took place. Before addressing this issue more directly, it is useful to survey 
the history behind efforts to identify chemical and molecular information encoded in 
the brain.

6.3  Historical Antecedents

6.3.1  Heuristic Entry Points to Relevant History

 Recent “-omics” work has been informed to various extents by seminal works con-
ducted during the last 150 years which we have categorized heuristically along major 
research themes: composition, communication, reaction and localization. First, 
regarding composition, our current effort to understand dynamic changes in the 
expression of genes and proteins in the nervous system is predated by work that first 
identified its fundamental chemical (elemental) constituents (e.g., Thudicum 1884; 
Richter 1957; McIlwain 1959; Friede, 1966). Studies of the molecular constituents 
of neural machinery were motivated in part by contemporaneous questions concern-
ing the ionic and chemical bases of muscle and nerve excitability (Helmholtz 1850; 
Nernst 1888; Overton 1902a, b; Hill 1932; Hodgkin and Huxley 1939, 1945, 1952a, 
b, c, d, e, f; Hodgkin et al. 1952; Fatt and Katz 1952; see various reviews by Boring 
1942; Kleinzeller 1999; Häusser 2000; Bennett 2001; Huxley 2002; De Palma and 
Pareti 2011; Schwiening 2012; also see Khan 2009). Predating current work on pro-
teomics and peptidomics, work on chemical composition was also marked by efforts 
in the 1980s by Tatemoto and colleagues to use chemical methods to isolate, identify 
and determine the sequence of neuropeptides such as galanin and neuropeptide Y 
(Tatemoto and Mutt 1980; Tatemoto et al. 1982, 1983; see Schrader et al. 2014).

Second, concerning communication, the mining of molecules coding for neu-
rotransmitter and neuropeptide machinery in the nervous system finds its anteced-
ents in both Bayliss and Starling’s discovery of peptide hormone secretion from the 
pancreas (Bayliss and Starling 1902; also see Hirst 2004; Schrader et al. 2014), and 
Loewi’s discovery (1921) of cholinergic neurotransmission in the peripheral ner-
vous system. Ensuing efforts to gather evidence for a role for acetylcholine as a 
neurotransmitter in the central nervous system (e.g., Feldberg 1952) were facilitated 
by histochemical methods (Koelle and Friedenwald 1949; Anglade and Larabi- 
Godinot 2010; but see Levey et al. 1983), which helped contribute to the maturation 
of chemical neuroanatomy as a sub-discipline of neuroanatomy (also see: Jacobowitz 
and Palkovits, 1974; Palkovits and Jacobowitz, 1974). Importantly, histochemistry 
became useful to trace metabolic turnover in the brain, since it was performed on 
living or fresh frozen tissue and was based on enzymatic activities catalyzing the 
conversion of substrates to detectable products.

This work complemented contemporaneous studies—grouped thematically under 
reaction—that concerned the metabolism of living neural tissue, pioneered by 
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Warburg, McIlwain and others (e.g., see Warburg et al. 1924). Finally, a fourth long-
standing body of work that informs “-omics” approaches concerns the historical 
quest to understand how various functions of the brain are derived from specific loca-
tions within its complex structure, the theme of localization (e.g., Flourens 1824; 
Ferrier 1873; Adrian 1939; also see Swanson 2007). This theme directly informs 
efforts to isolate portions of the nervous system for detailed study through careful 
extraction and sampling, a topic we delve into next.

6.3.2  Sampling at the Level of the Single Cell

Early interests in sampling very small portions of the central nervous system prefig-
ure current interests in developing “spatially resolved” approaches (e.g., Crosetto 
et al. 2015) for transcriptomics and proteomics of neural tissues. Otto Deiters (1865) 
famously provided anatomical descriptions emphasizing  the emergence of a sin-
gle  axon and  multiple  dendrites from  motor neuron cell bodies  in  the spinal 
cord (also see Deiters and Guillery, 2013), which he isolated individually by hand 
from chromic acid- or potassium dichromate-hardened (i.e., fixed) tissue (Fig. 6.1A). 
Several investigators such as Hans Held and others followed suit using a variety of 
fixed preparations to study neurons in greater detail (see introductory comments in 
Chu (1954) for an overview).

Deiters’ manual single-cell microdissection technique anticipates, by almost a 
century, single cell isolation from fresh neural tissue preparations pioneered by 
Giacobini (1956) for frog, rat and cat spinal cord and peripheral ganglia; and Hydén 
(1959) for the mammalian brain. Hydén, for example, used manual microdissec-
tion to isolate and chemically analyze (fittingly) the “giant neurons of Deiters” 
found in the lateral vestibular nucleus (Fig.  6.1B; Hydén 1959; also see Hydén 
1967; Sotelo and Palay 1968; Rose 1999). Along with Giacobini’s and Hydén’s 
work using freshly microdissected neurons, related methods developed by Lowry 
(1953), Chu (1954), Roots and Johnston (1965), Johnston and Roots (1966) and 
others using fixed, freeze-dried, and reagent-impregnated tissues ushered in an era 
of “micro- chemical methods”, in which a variety of chemical assays could be per-
formed on single cells isolated from various regions of the central nervous system 
(cogently reviewed by Johnston and Roots 1970; also see Roberts and Baxter 1963; 
Osborne 1974). Eberwine et al. (1992) performed gene expression analysis on indi-
vidual, freshly dissociated rat hippocampal neurons. More recently, single-cell iso-
lation has now been conducted using laser-capture microdissection (LCM) methods 
(e.g., Williams et al. 2008; Blevins et al. 2009; Briski et al. 2010; Carreño et al. 
2011; Landmann et al. 2012) or cell sorting methods (e.g., Draper et al. 2010; Henry 
et al. 2015; Macosko et al. 2015; R. Chen et al. 2017; S. Chung et al. 2017; Mickelsen 
et al. 2017; Romanov et al. 2017; also see Okaty et al. 2011; Poulin et al. 2016). 
Thus, single cell isolation methods first used for the purposes of morphological and 
structural investigation evolved for use in biochemical, molecular and functional 
analyses.
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Fig. 6.1 Demonstrations of single-neuron isolation procedures, nearly a century apart, which 
anticipate isolation methods performed at present for studying single-cell transcriptomics, pro-
teomics, and peptidomics. (a) Plate II of Deiters (1865), showing the morphologies of neurons 
collected from the central nervous system by hand microdissection. Note the recovery of many fine 
processes extended from each perikaryon, including axons and dendrites. These drawings are in 
the public domain. (b) Figure 2 of Hydén (1959) showing a workflow schematic of possible assays 
that can be performed on single neurons isolated from freshly prepared tissue of the lateral vestibu-
lar nucleus. Neurons in this region are named “giant cells of Deiters” in honor of Deiters’s initial 
description of these cells (see Sotelo and Palay 1968). Reprinted by permission from Macmillan 
Publishers, Limited: Nature 184(4684):433–435, 1959
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6.3.3  Sampling at the Level of Isolated Tissues

Alongside single-cell isolation methods were those procedures driven by the need 
to examine metabolically active states of the nervous system in isolated tissue prep-
arations where the local microenvironment of the cells was, to some extent, still 
maintained. Metabolic studies of living tissues maintained in isolation were pio-
neered by Otto Warburg’s laboratory in the 1920s, including studies performed on 
the isolated retina (Warburg et al. 1924).

6.4  Molecular Mining of the Hypothalamus

6.4.1  Early Studies

Prior to the advent of high throughput methods, several laboratories performed a 
variety of techniques to isolate and examine the molecular constituents of the hypo-
thalamus, either using living samples or fixed samples post mortem. A number of 
such studies were conducted because investigators at the time were motivated to 
differentiate the functions of the pituitary gland from the overlying hypothalamus 
(e.g., see Lisser 1927). Other investigators concerned themselves more with trying 
to understand, through histochemistry, the nature of chemical transmission in the 
hypothalamus (reviewed by Pilgrim 1974), to validate, for example, the existence of 
cholinergic neurotransmission within hypothalamic regions (see Sect. 6.3.1). 
Feldberg and Vogt (1948), for example, isolated the supraoptic hypothalamic 
nucleus (SO) in the dog to perform acetylcholinesterase (AchE) histochemistry, a 
method also performed in hypothalamus by Abrahams et  al. (1957). Still others 
extended the tradition of Warburg and colleagues by examining the living hypo-
thalamus for insights into metabolic processes occurring within this tissue, primar-
ily through the use of radiolabeled phosphate incorporation. For example, Borell 
and Örström (1945) examined the radiolabeled phosphate accumulation in the ante-
rior and posterior portions of the hypothalamus, and Roberts and Keller (1953, 
1955) studied glycolysis in hypothalamic tissue preparations. Bakay (1952) exam-
ined radiolabeled phosphate incorporation in the human hypothalamus post mortem 
following the deaths of terminally ill cancer patients who had received intravenous 
tracer to track their brain tumors.

In what is perhaps the earliest demonstration of chemical analysis performed on 
an explicitly defined microdissected sub-region of the hypothalamus, Forssburg and 
Larsson (1954) sampled a portion of the hypothalamus from male and female rats 
that were either food-deprived for 24 h or ad libitum-fed and that received radioac-
tive (14C; Na2H32PO4) tracer injections to track their carbon and phosphate metabo-
lism. Brains were rapidly dissected and frozen, and 20–50 μm-thick sections were 
obtained of the brain, and examined carefully for the incorporation of 14C and 32P in 
chemically extracted fractions of the microdissected tissue. Importantly, the authors 
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included a schematic to outline the areas they micropunched (Fig. 6.2A), including 
areas they sampled outside of the hypothalamus that served as a control. Their care-
ful documentation of the sampled area and use of a custom-made micropunch tool 
(which they also illustrated in their study) anticipates the later use of similar instru-
ments as developed by Palkovits and colleagues to sample discrete parts of the brain 
(see Palkovits 1973, 1975, 1986, 1989; Jacobowitz 1974; also see Jacobowitz 2006).

Using these micropunch methods, and leveraging refinements (O’Farrell 1975) of 
the original two-dimensional gel electrophoresis method (Smithies and Poulik 1956) 
that allowed proteins to be separated by their apparent molecular weights and isoelec-
tric points (reviewed by Dunn 1987), Jacobowitz and colleagues pioneered the sys-
tematic study of proteins from discrete micropunched regions of the rat brain, 
including from within the hypothalamus (Heydorn et  al. 1983). Importantly, their 
groundbreaking study included a schematic of atlas maps from the rat brain atlas of 
König and Klippel (1963) to identify the approximate locations and diameters of their 
tissue micropunches. Among the many brain regions sampled were the anterior, para-
ventricular, ventromedial and dorsomedial hypothalamic nuclei. Although the authors 
were able to obtain apparent molecular weights, isoelectric points and relative amounts 
of proteins from their tissue punches (see also Heydorn et al. 1986), their study does 
not specifically identify the proteins themselves except in a few cases. Methods to do 
so, involving annotated databases, had not yet been developed.

While micropunch methods continue to remain popular (e.g., see Atkins et al. 
2011; Kasukawa et al. 2011), finer-grained studies that require more precise sam-
pling of brain regions utilize LCM (Emmert-Buck et al. 1996), which is described 
in greater detail in Sect. 6.5, and a product of which is shown in Fig. 6.2B, C. This 
higher resolution sampling using LCM has now been performed at the level of sin-
gle hypothalamic cells (e.g., see Fig. 6.2D–F).

6.4.2  Studies of the Hypothalamus Using High Throughput 
Methods

Tables 6.1, 6.2, and 6.3 provide a summary of selected studies performed to extract 
molecular data from the hypothalamus using high-throughput transcriptomic, pro-
teomic, and peptidomic approaches; respectively. Transcriptomic approaches 
include microarray (Fodor et al. 1991; Maskos and Southern, 1992; also see Lenoir 
and Gianella, 2006; Pirrung and Southern, 2014) and next-generation sequencing 
(RNA-Seq;  e.g.,  Mortazavi et  al. 2008)  technologies; proteomic  and peptidomic 
approaches include protein separation methods such as electrophoresis and profil-
ing technologies based on mass spectrometry (Gauss et al. 1999). A few of the tabu-
lated studies are discussed below, beginning with studies which examined the 
hypothalamus as part of larger whole brain and/or multi-regional studies, and then 
on to studies in which the hypothalamus itself or its sub-regions were the main 
focus. Before these studies are examined in greater detail, it is useful to first 
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Fig. 6.2 Examples of documentation, past and more recent, of microdissected areas sampled from 
rat hypothalamus for chemical or molecular analyses—from gross micropunch (A), to region-level 
laser-capture microdissection (LCM) (B, C), to single-cell LCM (D–F). (a) Figure 14 of Forssburg 
and Larsson (1954), showing a sagittal drawing of the hypothalamus, as defined by major fiber 
tract landmarks: Ch. Opt.  =  optic chiasm; C.a.  =  anterior commissure; C.f.d.  =  fornix; V.d’A. 
(Tract of Vicq d’Azyr) = mammillothalamic tract; T.M. (Tractus Meynert) = fasciculus retroflexus; 
St. = infundibular stalk. The boxes denoted by letters mark the regions micropunched from thin 
frozen sections at the locations indicated by the drawing, with A and B serving as control regions 
and C as the region of interest containing the lateral and ventromedial hypothalamus. Reproduced 
with permission from John Wiley & Sons, Ltd. (B, C). A Nissl-stained view of the arcuate 
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Fig. 6.2 (continued)  hypothalamic nucleus (ARH) and ventromedial hypothalamic nucleus 
(VMH) in rat brain tissue sectioned in the coronal plane, before (B) and after (C) the tissue was 
subjected to LCM. The dotted outline marks the region captured by the LCM instrument; note how 
the Nissl pattern helps to delineate the boundaries of the region to be sampled, and the remaining 
tissue after LCM can then be used to map the sampled region to a digital atlas. These images are 
provided courtesy of Dr. Rebecca Hull and Nishi Gill (see Acknowledgments). (D–F). Example of 
single-cell LCM of hypothalamic cells. These panels show photomicrographs adapted from Figure 
5 of Blevins et al. (2009), in which paraventricular hypothalamic (PVH) cells projecting to the 
hindbrain (as revealed in (D) by the presence of the retrograde tracer, cholera toxin subunit B 
(white), in PVH cells); have been targeted for LCM (see cross-patterns in (E)); and then have been 
collected into a microcentrifuge cap following LCM capture (F). The images in (D–F) are repro-
duced here in accordance with the policies of the American Journal of Physiology

consider the “state of the field” as a whole in terms of how much sampling and 
coverage of the hypothalamus and its various regions have been undertaken thus far. 
Figure 6.3 provides a snapshot of the level of coverage reported by the studies listed 
in Tables 6.1, 6.2, and 6.3, organized by high throughput method and by spatial 
location within the hypothalamus. Specifically, a choropleth flatmap of the rodent 
brain, adapted from Swanson (2004), is utilized to highlight the degree to which 
either the whole hypothalamus (Fig. 6.3A), or individual sub-regions of the hypo-
thalamus (Fig.  6.3B–D) have been sampled using transcriptomic, proteomic and 
peptidomic methods.

A number of observations can be made from an examination of the figure. First, 
of the total number of studies listed in Tables 6.1, 6.2, and 6.3, 45–83% of them 
(depending on which molecular analysis was performed) provided no sub-regional 
specificity for their sampling but rather sampled the whole hypothalamus (Fig. 6.3A). 
Second, of the studies performing high throughput extraction and molecular analy-
sis of hypothalamic sub-regions, the greatest degree of coverage occurs for tran-
scriptomic (Fig.  6.3B), followed by proteomic (Fig.  6.3C) and peptidomic 
(Fig. 6.3D) studies. Finally, across all methods, the overwhelming emphasis of sub- 
regional analyses of the hypothalamus has been on medially located nuclei, with 
little to no examination of sub-regions within the larger lateral hypothalamic area 
(LHA). Even for transcriptomic studies (Fig. 6.3B), the greater majority of studies 
of the LHA have focused mainly on a few key peptidergic cell types and not the 
whole region per se. Below, after describing a few studies that have focused on the 
hypothalamus in the context of whole-brain or multi-regional studies, we summa-
rize a few key studies from among those listed in Tables 6.1, 6.2, and 6.3.

6.4.2.1  Whole Brain Extraction and Multi-Region Comparison Studies

There are many excellent reasons investigators opt to extract molecular information 
from the whole brain or large subdivisions of the brain without attending to where 
exactly in the brain the molecules are located. Such reasons include the need for 
investigators to survey the effects of factors that produce global, whole-organism or 
whole-subdivision effects that are poorly understood at a regional or cellular level. 
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Fig. 6.3 Survey of coverage for the hypothalamus or its various regions by published transcrip-
tomic, proteomic and peptidomic studies listed in Tables 6.1, 6.2, and 6.3. (A) Choropleth flatmap 
of the rat central nervous system (CNS), modified from Swanson (2004), illustrating the various 
major CNS subdivisions, including the hypothalamus. Note the legend at the upper left, which 
indicates directions of orientation (A, anterior; P, posterior; D/L, dorsal/lateral; V/M, ventral/
medial). The chart to the right of the flatmap in (A) lists the % of total studies reported in each of 
the tables in this review (Tables 6.1, 6.2, and 6.3) that conducted transcriptomic, proteomic, or 
peptidomic studies of the whole hypothalamus, respectively. (B–D) A breakdown, by hypotha-
lamic region, of the percentage of studies in which a particular region was sampled for analysis, 
with choropleth flatmaps in (B) showing all hypothalamic regions analyzed by transcriptomic 
analyses, in (C) showing all proteomic studies, and in (D) all peptidomic studies. The percentage 
ranges are coded by colors and reflect percentages of the total number of studies listed in each 
table. Note that although rat brain flatmaps are used here, the studies are across many different 
taxonomic groups, including fish, chicken, goose, cow, pig, sheep, shrew, mouse, rat, guinea pig, 
hamster, dog and human. Therefore, the maps are meant to be convenient vehicles to convey a 
sense of the amount of coverage in the literature for any particular region, differences in their 
neuroanatomy or cytoarchitectural boundaries notwithstanding. Note also that for many shaded 
regions, the smaller abbreviations have been removed for sub-regions, to emphasize that studies 
did not sample at that level of resolution. Thus, the lateral hypothalamic area (LHA) may have 
been sampled, but the LHAjvv was not. Conversely, although large areas are shaded, in certain 
cases only a few cell types were specifically mined from the region rather than the region sampled 
as a whole, but this is not reflected in the diagrams. For explanation of all abbreviations, please see 
abbreviations list. The flatmaps from Swanson (2004) (and available at https://larrywswanson.
com) are reproduced here under the conditions of a Creative Commons BY-NC 4.0 license (https://
creativecommons.org/licenses/by-nc/4.0/legalcode)

https://larrywswanson.com
https://larrywswanson.com
https://creativecommons.org/licenses/by-nc/4.0/legalcode
https://creativecommons.org/licenses/by-nc/4.0/legalcode
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These include environmental agents (Li et al. 2014), pharmacological interventions 
(Jin et al. 2016), ontogenic state (e.g., see introductory remarks in Balivada et al. 
2017), or physiological processes. Miller et al. (2014) examined various hypotha-
lamic sub-regions within the context of a hemispheric tissue analysis in prenatal 
human brain using high throughput transcriptomic methods. Zapala et al. (2005) 
contextualized regional specificity with embryonic development, taking care to pro-
vide supplementary information that includes photographic documentation of the 
tissue they dissected for their hypothalamic sample. In contrast, it is disappointing 
that in their “in-depth analysis of the mouse brain and its major regions and cell 
types” for the proteome, K. Sharma et al. (2015) neglected to sample the hypothala-
mus in what is otherwise a detailed and interesting study.

6.4.2.2  Molecular Extraction from Whole Hypothalamus

In non-mammalian vertebrates, the hypothalamus has been studied for transcrip-
tomics, proteomics, and peptidomics in fishes and birds; in some cases, in the con-
text of animal husbandry. For example, hypothalamic and pituitary molecules 
associated with high egg production in chickens have been analyzed at the tran-
scriptomic (Shiue et al. 2006; Chen et al. 2007a; Table 6.1) and proteomic (Kuo 
et al. 2005) levels. Egg-laying traits have also been compared alongside transcripts 
identified to be associated with high egg production (Chen et al. 2007b). The hypo-
thalamic transcriptome and proteome of the Huoyan goose (Luan et al. 2014; Cao 
et al. 2018) and the hypothalamic transcriptome of the Sichuan white goose (G. Gao 
et al. 2015) have been profiled before, during, or after their egg laying periods in the 
interests of finding clues to improve the reproductive performance of these eco-
nomically valuable domestic animals (also see Fig. 1 of Li et al. 2011). In the inter-
ests of optimizing feed intake in chickens or to understand how they cope with 
environmentally-induced pressures, many studies have also examined the role of 
body composition, fasting, diet, or heat stress on gene expression in chicken hypo-
thalamus (e.g., Byerly et al. 2010; Fang et al. 2014; Sun et al. 2015; Tu et al. 2016; 
see also Kuenzel et al. 1999). Despite the intensive investigations of chicken hypo-
thalamus for molecular mining and extraction, these studies have not contextualized 
sub-regional changes in expression for molecules in relation to published stereo-
taxic atlases of the chicken that include illustrations, maps and drawings of the 
hypothalamus with stereotaxic coordinates (van Tienhoven and Juhász 1962; Yasuda 
and Lepkovsky 1969; Feldman et al. 1973). Seasonal changes in hypothalamic gene 
expression have also been documented in the black-headed bunting, a migratory 
songbird (A. Trivedi et al. 2014; A. Sharma et al. 2018).

In mammals, whole hypothalamus has been mined for gene transcripts in mouse, 
rat, hamster, guinea pig, shrew, pig, cow, sheep, dog and human (Table 6.1). Recently, 
human induced pluripotent stem cells differentiated into “hypothalamic- like” neurons 
have also been profiled for their transcriptomes (Rajamani et al. 2018). The first large-
scale in situ hybridization-based study of hypothalamus- enriched transcripts was pro-
vided by Gautvik et al. (1996) in the rat by using directional tag PCR subtraction, 
which led to the discovery of the hypocretin neuropeptides (de Lecea et al. 1998; also 
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see Sutcliffe, 2001; Sutcliffe and de Lecea, 2002). Friedman and colleagues utilized a 
novel molecular technique that extends the principles underlying an earlier approach 
(Heiman et al. 2008), to isolate and extract activated transcriptional systems in the 
hypothalamus under conditions of salt-loading, fasting, light exposure, or various 
other stimulus paradigms (Knight et al. 2012). Specifically, they immunoprecipitated 
the phosphorylated form of the ribosomal protein, S6, to isolate and enrich mRNAs 
that are actively being translated (i.e., in transcriptionally activated neurons) in mouse 
hypothalamic samples. Using TaqMan® technology (Holland et al. 1991), RNA-Seq 
and microarrays, they isolated several mRNAs, many of which displayed expression 
in pS6- immunoreactive neurons in various sub-regions of the hypothalamus.

Using Drop-Seq, a method that allows for single-cell transcriptomics to be per-
formed in a manner that preserves the cell provenance of the RNA that is extracted 
(Macosko et  al. 2015), Chen et  al. (2017) reported single-cell RNA sequencing 
results from the adult mouse hypothalamus. They used clustering analysis to iden-
tify 11 non-neuronal (including oligodendrocytes, astrocytes, ependymocytes, tany-
cytes, microglia, and macrophages) and 34 neuronal cell types (including 15 
glutamatergic and 18 GABAergic clusters, and one histaminergic neuron cluster) 
from tissue dissociated from manually dissected hypothalamus, and confirmed 
some of their key findings by performing immunohistochemistry for neuropeptides 
or comparing their results with those found in the publicly available Allen Brain 
Atlas. Importantly, their workflow revealed the spatially restricted expression of 
novel molecules in the hypothalamus, including retinoic acid binding protein 
(Crabp1) in the ARH. They also found restricted expression of the neurodevelop-
mental factor, Pax6, in the zona incerta, which the authors assign as a hypothalamic 
structure but which is considered as a thalamic structure by others (e.g., see Swanson 
2018). Importantly, their datasets indicate that all hypothalamic peptidergic neurons 
can also be classified by the small neurotransmitter they synthesize (glutamate or 
GABA). Recently, Romanov et  al. (2017) provided evidence of numerous novel 
neuronal phenotypes of hypothalamic cells using single cell RNA-Seq and DropSeq 
technologies, but the only provenance that could be attributed to these cells was 
from within the large heterogeneous group of hypothalamic sub-regions partially 
sampled within their microdissected tissue sample, which include large portions of 
the medial, but not lateral hypothalamus. In contrast, Yelin-Bekerman et al. (2015) 
sampled from the whole hypothalamus of zebrafish to identify transcripts specific to 
neurons—isolated by fluorescence-activated cell sorting (FACS)—that expressed 
the neuropeptide hypocretin/orexin (H/O); these neurons are typically enriched in 
the lateral hypothalamus in most species (Table 6.1).

Very few studies have examined proteomic or peptidomic profiles of whole 
hypothalamic samples. Extending the protocol they developed for peptidomic anal-
ysis of small microdissected brain regions such as the motor cortex, thalamus and 
striatum (Sköld et al. 2002), the Andrén laboratory reported identifying novel pep-
tides from hypothalamic extracts (Svensson et al. 2003; Sköld et al. 2007). Fälth 
et al. (2006) developed a database for endogenous peptides identified by mass spec-
trometry, into which they have incorporated their hypothalamic datasets. Nakazawa 
et al. (2013) took the rather novel approach of performing both transcriptomics and 
peptidomics on separate sets of whole hypothalamic extracts (a “cross-omics” 
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approach), and reported consensus results from both methods for oxytocin up- 
regulation in association with intracerebroventricular relaxin administration in 
rats.  Recently, “cross-omics” approaches have been extended to combined tran-
scriptomics/lipidomics of hypothalamus (Lerner et al. 2018).

6.4.2.3  Molecular Extraction from the Hypothalamic Circadian System

The suprachiasmatic hypothalamic nucleus (SCH), a well-defined compact nucleus 
within the hypothalamus that is amenable to precise sampling or molecular studies 
(e.g., see Fig. 1 of Porterfield et al. 2007; Fig. 1 of Boone et al. 2013), is the primary 
neural substrate for the master circadian clock in the body, which receives signals 
that allow organisms to respond to shifts in light during the day-night cycle. Often, 
circadian rhythms are characterized by changes in gene expression within the SCH; 
studies using microarray analysis demonstrated, for example, that approximately 
650 transcripts undergo cyclic changes in expression in the SCH and the liver of 
mice, with many of these specific to the SCH (Panda et  al. 2002). After certain 
stimuli, immediate early genes in the SCH peak and return to baseline, while a few 
others maintain their expression levels to protect the nuclei from excitotoxicity 
(Porterfield et al. 2007; Porterfield and Mintz 2009). Similar to contrasts between 
light and dark cycles, the transcriptome of the SCH is also distinct during wake and 
sleep cycles (Winrow et al. 2009), and there is recent transcriptomic evidence that 
certain classes of genes in the SCH peak twice in their expression levels across the 
circadian cycle (Pembroke et  al. 2015). Single-cell transcriptomic analyses of 
mouse SCH neurons isolated by LCM have also revealed novel transcripts expressed 
in correlation with phase shifts in the circadian cycle (J. Park et al. 2016).

During shifts in circadian time, gene expression is not the only mechanism 
affected, but protein levels as well. Certain studies have examined proteomic 
changes in the whole hypothalamus after experimental disruptions in circadian 
rhythms (Mishra et al. 2009). Moreover, analysis of the proteome has revealed that 
13% of soluble proteins expressed in the SCH undergo circadian regulation (Deery 
et al. 2009), and that a “time of day proteome” exists in this structure, with several 
proteins exhibiting marked fluctuations specifically during the transitions from light 
to dark and vice versa (Chiang et  al. 2014). Interestingly, the SCH has become 
something of a model system for peptidomic studies, in that most of the peptidomic 
studies to date for a hypothalamic sub-region have been focused mainly on this 
structure (Fig. 6.3D). Peptidomic studies have revealed differential peptide abun-
dances that correlate with changes in the time of day, including vasoactive-intestinal 
polypeptide (VIP) and pituitary adenylate cyclase-activating polypeptide (PACAP) 
(Lee et al. 2010; Southey et al. 2014). However, peptidomic signatures of the SCH 
do not necessarily mark peptides designated for release, and an analysis of releas-
ates has made it possible to detect peptides designated for cell-to-cell communica-
tion (Hatcher et al. 2008; see review by Mitchell et al. 2011). Future work along 
these lines could help to determine differential peptide release from SCH sub-
regions (e.g., the core and shell), which are known to have distinct physiological 
 characteristics (reviewed by Moore et al. 2002). For example, neurons have a firing 
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rhythm that need to be reset after responding to stimuli and the dynamics in gene 
expression patterns associated with phase resetting are different between the core 
and shell (Zhu et al. 2012).

6.4.2.4  Molecular Extraction from the Hypothalamo-Neurohypophysial 
System

The supraoptic nucleus of the hypothalamus (SO) is a well-studied structure known 
for its role in mediating fluid homeostasis and regulating parturition, and exhibits 
structural and functional plasticity in association with these physiological processes 
that signal underlying alterations in molecular expression. These hallmarks of plas-
ticity include changes in nucleolar numbers (Hatton et al. 1972) that signify changes 
in ribosomal RNA synthesis; i.e., protein synthetic machinery levels (Pederson 
2011). Studies on the SO have been conducted to profile the transcriptome under 
normal, physiological conditions or after the effects of hypo-osmolality and/or 
dehydration. The main neuronal phenotypes of the SO are oxytocin (OT)- and vaso-
pressin (VP)- expressing magnocellular neurons (MNs), which have been found to 
express 1,385 genes at levels that are more than twice those found in the rest of the 
hypothalamus, when sampled as a whole (Mutsuga et al. 2004). Taking advantage 
of the two types of MNs, Humerick et al. (2013) isolated SO MNs by their expres-
sion of OT or VP and found differential expression patterns; most notably in their 
transcription factors. However different these neuronal subtypes are, many studies 
have also examined global effects on MNs. For example, hypo-osmolality inhibits 
both OT and VP MNs and alters their transcriptome in comparison to the whole 
hypothalamus (Yue et al. 2006). Single MNs have also been isolated from rat SO 
and analyzed for neuropeptide phenotype markers (Xi et al. 1999; Glasgow et al. 
1999; Yamashita et al. 2002; reviewed by Mutsuga and Gainer 2006).

Together with the MNs of the paraventricular hypothalamic nucleus (PVH), the 
SO makes up the hypothalamo-neurohypophysial system (HNS) that, along with 
several other functions, mediates fluid homeostasis. Dehydration/salt-loading can 
alter the HNS transcriptome, with certain genes enriched in the PVH and SO being 
especially sensitive to this physiological condition (Hindmarch et al. 2006; J. Qiu 
et al. 2011, 2014; Stewart et al. 2011; Greenwood et al. 2015; see also Hindmarch 
et al. 2013).

Similarly, the HNS proteome is also altered by dehydration, where 25 and 45 
proteins have been reported to be affected in the SO and neurointermediate lobe 
(NIL), respectively (Gouraud et al. 2007). K. Johnson et al. (2015) have employed 
next generation sequencing technology (RNA-Seq) to examine the effects of salt 
loading on gene expression in the SO of rats, and found that nearly 6% of the genes 
alter their expression levels following this intervention.

Given the role of OT and VP in the HNS system, there is also a rich interest in other 
peptides MNs may express. For example, Bora et al. (2008) identified 85 peptides 
from isolated MNs of the SO. Moreover, Hazell et al. (2012) provide an  overview of 
their studies concerning the presence of various G-protein coupled receptors in the 
PVH and SO using high-throughput methods, along with other techniques.
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Along with MNs, the PVH also harbors distinct parvicellular neurons (PNs), 
although their similarity is highlighted by their comparable gene expression profiles 
(Bonaventure et al. 2002). Of the 2,145 profiled genes within these cell types, 65% 
were validated via in situ hybridization. The PNs of the PVH that express 
corticotropin- releasing hormone (CRH) are involved in the stress response as part 
of the hypothalamic–pituitary–adrenal (HPA) axis, and distinct stressors can pro-
duce differential gene expression in the PVH (Reyes et al., 2003). Some studies on 
the PVH have been conducted to examine a handful of genes in PNs without techni-
cally resorting to “high-throughput methods”, such as focused studies of certain 
genes using real-time PCR. For example, S. Wang et al. (2008) examined LCM- 
captured human hypothalamic tissue collected post mortem, and identified an up- 
regulation of corticotropin-releasing hormone (CRH) and other gene products in 
associated with patients who suffered from clinical depression. Other studies have 
used modern “-omics” technologies to either profile the transcriptome alone (Atkins 
et al. 2011) or to investigate a mechanistic role for PVH genes within the HPA axis. 
For example, transcriptomic analysis, combined with morphometric and immuno-
histochemical evidence, demonstrated that select neurons, likely to be true PNs, 
express the gene encoding the molecule secretagogin, which is functionally linked 
to CRH release from these neurons (Romanov et al. 2014).

6.4.2.5  Molecular Extraction from the Arcuate Hypothalamic Nucleus 
(ARH)

The arcuate hypothalamic nucleus (ARH) is a structure involved in the maintenance 
of energy homeostasis (see Andermann and Lowell (2017) for a recent review of ARH 
function within feeding control networks). Transcriptomic analyses have been con-
ducted across multiple studies examining the effects of diet, peripheral signals, and 
environment on gene expression in ARH neurons. For example, Paulsen et al. (2009) 
identified changes in neuropeptide Y (NPY) and pro-opiomelanocortin (POMC) 
mRNAs and an additional 3,480 transcripts in fasted, diet-induced obese rats. 
Similarly, Jovanovic et al. (2010) showed changes in hundreds of genes in the ARH 
after leptin treatment in 48-h fasted animals. Using cell sorting methods, Draper et al. 
(2010) isolated NPY-expressing neurons in the mouse ARH and ran microarray anal-
ysis to identify novel genes in this specific cell population in comparison to NPY-
expressing neurons elsewhere in the hypothalamus (DMH), including the gene 
encoding the leptin receptor. At a more detailed level, Landmann et al. (2012) used 
LCM to sample the ARH in fasted rats, fed rats, and rats refed with a glucose load and 
found an up-regulation of Agouti-Related Peptide (AgRP) mRNA under fasted condi-
tions that was greater in magnitude within single, LCM-captured neurons compared 
to what the authors term “ARH cell layers”, which essentially meant a complete LCM 
of the full ARH expanse along its cytoarchitectonic boundaries in each sampled coro-
nal section (note the investigators performed single-cell LCM on one hemisphere, and 
full ARH LCM on the opposite hemisphere). In response to the refed condition, AgRP 
was conversely found to be down-regulated and POMC mRNA up-regulated. 
Importantly, the authors specified a brain atlas they used and the specific atlas levels 
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from which they sampled the ARH, setting this study apart from most others in its 
more careful delineation of anatomical boundaries.

Conducting cell type-specific transcriptomics, Henry et  al. (2015) identified 
molecular pathways specific to AgRP neurons that were differentially affected in 
fed and food-deprived animals. Similarly, Campbell et al. (2017) found using Drop- 
Seq methodology (see Sect. 6.4.2.2) that thousands of genes coding for non- neuronal 
and neuronal cell types displayed altered expression in association with changes in 
feeding conditions and energy states. They found that the transcriptional response to 
fasting was generally stronger than that produced by a high-fat diet, with neuronal 
types responsive to fasting also responsive to high-fat feeding.

Transcriptomics has also addressed questions about the relationship between the 
ARH and the peripheral nervous system. For example, Adler et al. (2012) character-
ized the transcriptome of retrogradely-labeled neurons within the ARH projecting to 
white adipose tissue. Neurogenin 3, a transcription factor that helps differentiate 
pancreatic endocrine cells also comprised a portion of the transcriptomic profile of 
NPY neurons of the ARH (Arai et al. 2010). Other cell types in the ARH that have 
been targets of molecular profiling include cholinergic neurons, many of which 
were found to also express tyrosine hydroxylase and markers for GABAergic neu-
rotransmission (Jeong et al. 2016).

Transcriptomic analyses have also been used to address how the environment can 
affect the ARH. For example, low protein diet during postnatal development reduces 
body fat, and increases leptin and melanocortin receptors (Stocker et al. 2012). The 
ARH also maintains stability in its expression patterns under certain changes within 
the internal environment, such as during pregnancy. Specifically, Phillipps et  al. 
(2013) showed that despite higher shifts in plasma leptin and insulin and low blood 
glucose induced by pregnancy, there are no changes in the ARH transcriptome. 
These studies have provided understanding as to what extent the ARH transcrip-
tome is affected by environment. Finally, transcriptomics traditionally provides 
information about the expression levels of mRNA but can also provide valuable 
information expression concerning microRNA levels (Taouis 2016). A set of more 
than 210 microRNA genes was profiled in both the ARH and the PVH as potential 
regulators of mRNA (Amar et al. 2012).

In contrast to transcriptomics, only a few investigators have investigated the 
ARH proteome. For example, proteomic analysis of protein markers in the ARH 
after exposure of the organism to an inorganic compound demonstrated a few pro-
teins that are altered in their levels of expression that are related to cell morphology, 
axonal growth and tissue remodeling (Amigó-Correig et al. 2012).

6.4.2.6  Molecular Extraction from Other Hypothalamic Sub-Regions 
(LHA, VMH)

A number of studies have performed molecular analyses of peptidergic neurons 
known to be enriched in the LHA, a relatively large expanse of the hypothalamus 
that harbors a diversity of cell types (Bonnavion et al. 2016). For example, Volgin 
et al. (2004) reported isolating individual slices of brain containing portions of the 
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LHA and creating suspensions of dissociated cells from that region. They then iden-
tified the peptidergic phenotypes of the cells using antibodies raised against the 
precursor peptide encoding hypocretin/orexin (H/O),  pre-pro-H/O, or melanin- 
concentrating hormone (MCH); and performed RT-PCR on each cell for the respec-
tive mRNAs for these neuropeptides, providing a proof of concept for their delicate 
methods. Harthoorn et al. (2005) reported using single-cell LCM to generate tran-
scriptional profiles of neurons expressing MCH and H/O, and found that these neu-
rons express transcripts for several other neuropeptides, such as dynorphin and 
cocaine- and amphetamine-related transcript (CART).

Using a translational profiling technique called TRAP (Translating Ribosome 
Affinity Purification; Doyle et al. 2008; Heiman et al. 2008; Dougherty et al. 2010), 
which involves affinity purification of polysomal mRNAs in defined cell popula-
tions, Dalal et al. (2013) generated mouse transgenic lines that expressed a fusion 
protein encoding enhanced green fluorescent protein and the large-subunit ribo-
somal protein L10a (eGFP-L10a) in hypothalamic neurons that express H/O. The 
expression of this fusion protein allows for the isolation of those mRNAs within 
H/O-expressing neurons that are undergoing translation at the site of polyribo-
somes, effectively allowing a translational profiling of a chemically identified neu-
ron. Using this approach, the investigators identified >6000 transcripts with signal 
above background levels; 188 of these were highly enriched in H/O neurons (Dalal 
et al. 2013). Fifteen of these transcripts were confirmed to be present within intact 
H/O neurons by dual-label in situ hybridization, including the transcription factor 
Lhx9, which the authors showed, using gene ablation experiments, that it contrib-
utes to maintaining wakefulness in mice. Using an extension of the TRAP approach 
on the same problem, which they dubbed “vTRAP” (“viral TRAP”), Nectow et al. 
(2017) engineered a Cre-dependent adeno-associated virus to harbor a construct 
encoding eGFP-L10a, to translationally profile a  specific variety of cell types in 
layer 5 of the cerebral cortex, the dorsal thalamus, ventral tegmental area, dorsal 
raphe nucleus, and LHA. Within the latter region, they focused on targeting their 
viral construct to MCH-expressing neurons.

The Jackson laboratory has recently reported single-cell transcriptomic data 
obtained from LHA H/O-expressing neurons and MCH-expressing neurons in 
mouse transgenic lines (Mickelsen et  al. 2017). Importantly, in their study, they 
show specific delineations of the regions they dissected using atlas-based coordi-
nates and drawings of the estimated areas they micropunched. A surprising finding 
from their careful analyses was that virtually all MCH neurons and approximately 
half of H/O neurons express markers for glutamate release and GABA synthesis 
(but not GABA vesicular release), underscoring the importance of fast-acting, small 
neurotransmitters within these peptidergic neurons and highlighting potentially 
interesting roles for GABA metabolism with glutamatergic neurons.

Studies have also been conducted to analyze the molecular expression patterns 
within the ventromedial hypothalamic nucleus (VMH). The Elmquist laboratory 
performed LCM to isolate and analyze the VMH from mice and used microarrays 
to detect genes enriched in this region of the hypothalamus (Segal et al. 2005). They 
compared the genes they obtained with those obtained from nearby regions (the 
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ARH and dorsomedial hypothalamic nucleus; DMH). They used real-time PCR to 
validate nine of the twelve most robustly expressed genes, and went on to confirm 
the expression of three of these genes using in situ hybridization. Their work com-
plements that conducted by the Ingraham laboratory, which furnished a transcrip-
tome from manually microdissected tissue samples obtained from the developing 
mouse (Kurrasch et al. 2007), in which they identified and confirmed the expression 
of six different VMH-enriched markers from their initial screens. At the protein 
level, the Renner laboratory conducted studies in which they micropunched the 
VMH from female rats in an atlas-guided fashion, and identified several proteins 
that could be reproducibly resolved via 2-D gel electrophoresis from the micro-
punches, including several sensitive to estradiol regulation (Mo et al. 2006; 2008).

6.4.3  A Note About “Hypothalamic-Derived” Molecules

Before moving on to discuss LCM, it is worth ending this portion of the narrative with 
a brief note regarding molecular provenance from the perspective of evolution. In this 
section, we have focused on molecular extraction of molecules from the hypothala-
mus, including, to name a few, neuropeptides of the hypothalamo- neurohypophysial 
system (OT and VP), the circadian system (VIP), and wakefulness and energy balance 
(H/O, MCH, AgRP). However, it is important to bear in mind that these “hypotha-
lamic-derived” molecules are not strictly linked to the vertebrate hypothalamus per se, 
since large-scale molecular phylogenetic studies have identified precursors and ana-
logs of these molecules in animal taxa that have evolved nervous systems lacking a 
hypothalamus (Jékely 2013; Mirabeau and Joly 2013; E. Williams et al. 2017). For 
example, Semmens et al. (2016) performed transcriptomic studies of the radial nerve 
cords of the European starfish, Asterias rubens, and identified >40 neuropeptide pre-
cursors in this echinoderm, many of which have homologs in the vertebrate hypo-
thalamus. Indeed, precursors to neuropeptides found in the mammalian hypothalamus 
can be found in many phylogenetically ancient animal taxa (see Supplemental Data of 
Elphick et al. 2018). Thus, in our quest to preserve the provenance of molecular data 
from the hypothalamic regions from which they are extracted, we must bear in mind 
the ironic fact that many of the molecules, from an evolutionary standpoint, never 
“belonged” to the hypothalamus in the first place.

6.5  Laser-Capture Microdissection Studies: Methodological 
Considerations

In this section, we describe how laser-capture microdissection (LCM) techniques 
are a useful step for precisely delineating regions of interest within the hypothala-
mus for subsequent high throughput molecular analyses. We describe a few 
approaches involving this technique and their advantages and disadvantages, 
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followed in Sect. 6.6 with how such samples can be traced back to their regions of 
extraction using digital atlas-based mapping techniques.

Since its development in the late 1990s (Emmert-Buck et al. 1996), LCM has 
been a useful procedure for obtaining RNA from single cells or whole regions of 
tissue (for selected reviews of techniques, see Espina et al. 2006; Baskin and Bastian 
2010; Datta et  al. 2015). LCM has been widely used to collect individual cells 
(Backholer et al. 2010; J. Park et al. 2016) or groups of cells from tissue slices or 
cultured cells that have been identified using immunocytochemistry (termed 
immuno-LCM; Baskin and Bastian 2010) or specific fluorescent tags (e.g., GFP) or 
fluorescent dyes such as Alexa Fluor™ 488). These approaches have enabled users 
to examine the expression of anywhere from a few genes of interest upwards to 
several hundred genes in specific cell types for various applications including 
genomics, transcriptomics (next-generation sequencing, microarrays; Paulsen et al. 
2009), and proteomics (Moulédous et  al. 2003; for a review of applications, see 
Datta et al. 2015). In this section, we describe findings and/or present data from our 
use of two different LCM systems: 1) the Arcturus AutoPix Fluorescent LCM 
System (Thermo Fisher Scientific, Waltham, MA) and 2) Leica LMD 7000 
Microscope (Leica Microsystems Inc., Buffalo Grove, IL). In contrast to the 
Arcturus AutoPix LCM model in which the dissected tissue was collected onto a 
plastic cap (CapSure LCM Caps) above the slide, both dissected tissue and mem-
brane surrounding the tissue was collected below the slide containing a UV-absorbing 
membrane (MembraneSlide) into a microcentrifuge tube cap using the Leica 
LMD7000 Microscope. Both LCM instruments have now been replaced by more 
recent models, including the ArcturusXT™ LCM System (now distributed through 
Thermo Fisher Scientific) and the Leica LMD6/LMD7. Here, we present ways in 
which LCM has been used to collect: (1) regions of tissue from anatomically dis-
tinct areas of the brain (Sect. 6.5.1); and (2) targeted populations of cells that have 
been identified using immunocytochemistry (Sect. 6.5.2) or fluorescent conjugates 
(Sect. 6.5.3). We discuss the advantages and pitfalls to using these approaches.

6.5.1  LCM for General Sampling of Brain Regions

This is the most common application of LCM for collection of brain tissue involves 
collecting anatomically matched regions of tissue across several rostrocaudal levels 
of a particular brain site. For example, we have used the Arcturus AutoPix Fluorescent 
LCM System to confirm sufficient knockdown of OT  receptor mRNA following 
hindbrain nucleus of the solitary tract (NTS) injection of OT-saporin toxin relative to 
control saporin toxin (Baskin et al. 2010). We collected bilateral samples of NTS 
tissue from slide-mounted cryostat sections (10 μm) at the level of the area postrema 
(AP) and rostral to the AP at 200 μm intervals (n = 8 slides/brain). Following LCM 
collection, sections were dehydrated in ethanol and xylene, and then air-dried. We 
have found that this approach was suitable for measuring differences in NTS expres-
sion of OT  receptor mRNA.  In addition, we have used the Arcturus AutoPix 

6 Mapping Molecular Datasets Back to the Brain Regions They are Extracted from…



150

Fluorescent LCM System to confirm the “expected” reduction in cholecystokinin 1 
receptor (CCK1R) mRNA in both the ARH (−3.48 mm to −2.04 mm from Bregma; 
Paxinos and Watson 2007) and dorsomedial hypothalamic nucleus (DMH) 
(−3.60 mm to −2.80 mm from Bregma; Paxinos and Watson 2007) in rats that lack 
CCK1Rs relative to wild-type rats (Blevins et al. 2012). As before, slide-mounted 
cryostat sections (10 μm) of ARH and DMH were selected at 200 μm intervals, dehy-
drated in ethanol and xylene, and then air-dried (n = 6 slides/brain). Bilateral samples 
were collected from brain sites that normally express CCK1R (i.e., ARH and DMH). 
Lastly, we have used the Arcturus AutoPix Fluorescent LCM System (Fig. 6.4, left 
panel) and Leica LMD 7000 Microscope (Fig.  6.4, right panel) to confirm the 
increase of NPY/AgRP in the ARH from 48-h fasted rats relative to ad libitum fed 
rats (T. Hahn et al. 1998; Mizuno and Mobbs 1999; Korner et al. 2001; Swart et al. 
2002; Bi et al. 2003). We collected bilateral samples of ARH (−3.48 mm to −2.04 mm 
from Bregma; Paxinos and Watson 2007) from slide- mounted cryostat sections 
(10 μm) at 200 μm intervals (n = 6 slides/brain). In all cases, sections from adjacent 
slides were stained with cresyl violet (Blevins et al. 2000a, b; Baskin et al. 2010) to 
enable anatomical matching. As noted earlier, Fig. 6.2B, C show an example of LCM 
of the ARH from cresyl violet-stained tissue sections. Landmann et al. (2012) have 
extended these findings by using LCM to demonstrate that fasting results in increased 
AgRP mRNA expression from the ARH (both when collected as a region or as single 
neuron pools consisting of 100 neurons). LCM has been used by other labs to profile 
the molecular composition of various hypothalamic regions (Tables 6.1, 6.2, and 
6.3). For example, to highlight just a few studies by way of illustration, LCM has 
been used to confirm: (1) the effectiveness of adeno-associated viral knockdown of 
angiotensin II receptor subtype 1a in the subfornical organ (SFO) of rat brain (Walch 
et al. 2014); (2) reductions in gene expression in brains of steroidogenic factor 1 (SF-
1) in the VMH knock-out mice (Segal et al. 2005); and (3) fasting-elicited changes in 
gene expression in the PVH and the impact of leptin replacement on these genes 
(Tung et al. 2008).

6.5.2  Immuno-LCM

6.5.2.1  Advantages

Immuno-LCM (Fassunke et  al. 2004; Fink et  al. 2000; Waller et  al. 2012) is the 
approach of using immunocytochemistry to identify cells to be collected by 
LCM. One of the primary advantages of immuno-LCM is that it enables the user to 
phenotype specific cells of interest that could not be as easily identified using ana-
tomical landmarks alone. This may be a particularly useful approach given that tissue 
sections collected by LCM cannot be coverslipped and, as a result, may not allow 
sufficient resolution to identify anatomical landmarks readily. One of our laborato-
ries (JEB) has used this approach to identify (following a rapid immunostaining pro-
cedure for tyrosine hydroxylase (TH); a marker of catecholamine neurons) and 
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collect catecholamine immunopositive neurons from the A2/C2 catecholamine cell 
groups in the hindbrain NTS.  We used the Arcturus AutoPix Fluorescent LCM 
System to confirm the specificity of this approach by measuring TH mRNA from 
TH+ neurons relative to TH– neurons in order to confirm its presence for qPCR anal-
ysis (D. Williams et al. 2008). There are a number of protocols for rapid immunos-
taining that have already been published (Fink et al. 2000; Uz et al. 2005; D. Williams 
et  al. 2008; Baskin and Bastian 2010; Briski et  al.  2010;  Carreño  et  al. 2011; 
Nedungadi and Cunningham 2014; J. Park et al. 2016).

6.5.2.2  Challenges and Pitfalls

There are a number of challenges when using the rapid immunostaining approach that 
must be considered prior to incorporating immuno-LCM. For example, as reviewed 
by Baskin and Bastian (2010), the process of immunostaining can introduce the 
potential for RNA extraction and degradation. In an effort to minimize loss and deg-
radation of RNA, common strategies are to implement rapid immunostaining 

Fig. 6.4 Unpublished data furnished here to illustrate the efficacy of two LCM systems (Arcturus 
and Leica), along with qPCR, to confirm fasting-elicited increases in NPY and AgRP mRNA 
expression in the ARH in rats. Slide-mounted cryostat sections (10 μm-thick) were generated 
through the ARH from ad libitum fed or 48-h fasted wild-type or cholecystokinin-1 receptor 
(CCK1R) knockout (KO) Fischer 344 rats (left panel) or ad libitum fed or 48-h fasted wild-type 
Sprague-Dawley rats (right panel). Sections were thawed briefly prior to dehydration in ethanol 
and xylene and allowed to air dry as described previously (Blevins et al. 2000a, 2012; Baskin et al. 
2010). LCM was used to collect bilateral sections (10 μm-thick) from the ARH (200 μm intervals) 
from six anatomically matched levels and sections were mounted onto slides. All microdissected 
samples from a single brain were pooled for RNA extraction. NPY and AgRP mRNA expression 
were measured using qPCR. Data are expressed as mean ± SEM. *P < 0.05 or **P = 0.1 fed vs. 
fasted
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protocols and the use of alcohol fixation (methanol or ethanol) in place of 
formaldehyde- based fixatives (which can result in much of the RNA being fragmented 
and degraded by formalin) (Gillespie et al. 2002; Soukup et al. 2003; J. Su et al. 2004; 
Hu et  al. 2005; Baskin and Bastian 2010; Carreño et  al. 2011; Nedungadi and 
Cunningham, 2014; J. Park et al. 2016). We have previously shown that brief thawing 
(~30–60  s) of cryostat-cut sections of frozen rat brain in combination with quick 
immunostaining after methanol fixation (~3 min) works well for immuno- LCM and 
qPCR for mRNA (D. Williams et al. 2008). Other challenges to the use of the rapid 
immunostaining approach include antibodies that require a low titer or are relatively 
nonspecific as well as antigens that are found in low-abundance (Baskin and Bastian 
2010). As Baskin and Bastian (2010) indicate, adjustments in staining times, incuba-
tion temperatures or more sensitive fluorochromes, may increase the specificity to 
acceptable levels. Rapid immunostaining approaches may be less suitable for target-
ing and collection of cells with low gene expression. One other challenge when select-
ing specific cells is that contamination from neighboring cells may also be included in 
the sample. For example, Okaty et al. (2011) reported in their meta-analysis of various 
cell isolation methods conducted by certain laboratories that LCM produced higher 
contamination from spurious signals, as compared to other cell isolation methods, 
such as TRAP, FACS, immunopanning, and manual sorting of fluorescently labeled 
cells. Their analysis included an immuno-LCM study (C.-Y. Chung et al. 2005) and 
one in which LCM was performed on fresh- frozen brain tissue sections containing 
genetically labeled cells from transgenic mice (Rossner et al. 2006). One means to 
address this issue is to collect an equal number of neighboring cells outside of the 
intended region of analysis as negative controls to run alongside the positively labeled 
cells. We have found that selecting ~150–200 TH+ and adjacent non-catecholaminer-
gic cells (TH–) cells from several adjacent sections was a suitable approach for mea-
suring increases in TH mRNA from TH+ cells relative to TH– cells from the A2/C2 
catecholamine cell groups in the hindbrain NTS (D. Williams et al. 2008).

6.5.3  Use of LCM to Target Cells 
Expressing Fluorescent Reporter Molecules 

6.5.3.1  Advantages

Similar to immuno-LCM, this approach enables the phenotyping of specific cells of 
interest that could not be as readily identified using anatomical landmarks. In con-
trast to immuno-LCM, there is no need for rapid immunostaining as the fluorescent 
tag is already present. We have used this approach previously (Blevins et al. 2009; 
see Figure 6.2D–F) to identify those neurons in the PVH that project to the hind-
brain NTS using Alexa Fluor™ 488-conjugated retrograde tracer, cholera toxin sub-
unit B (CTB). We have found that brief thawing (~30–60 s) of cryostat-cut sections 
of frozen rat brain, in combination with selecting ~250 CTB+ cells from three or 
four anatomically matched coronal sections from PVH, was a suitable approach for 
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measuring OT, CRH, and melanocortin-4 (MC4-R) receptor mRNAs (Blevins et al. 
2009). We also collected the same number of neurons from the SCH as a negative 
control, as this site expresses relatively low levels of each of these transcripts 
(Mountjoy et al. 1994; Jing et al. 1998). In addition, unlabeled cells from the PVH 
were collected and screened for OT mRNA, CRH, and MC4-R mRNAs.

6.5.3.2  Challenges and Pitfalls

One potential limitation of using LCM to collect GFP-labeled cells is that free GFP 
is soluble and can leak out from cryostat-cut sections in the absence of fixation 
(Jockusch et al. 2003), thus necessitating perfusion and/or post-fixation of the tis-
sue. Soluble eGFP is preserved in paraformaldehyde (PFA)-fixed tissues that are 
post-fixed in 50% ethanol and 100% n-butanol (Khodosevich et  al. 2007). The 
authors noted that while PFA fixation of mouse tissue is sufficient in preserving the 
EGFP signal for up to 30–60 min, it was not sufficient in preserving EGFP signal 
for longer periods of time (Khodosevich et al. 2007). They also indicated that post- 
fixation in alcohol is “necessary not only to remove the water to prevent RNA deg-
radation, but also to render the aldehyde-crosslinks more stable, thus preserving the 
fluorescence” (p. 2). They added that “alcohol fixation alone also was not sufficient 
to preserve fluorescence of the soluble EGFP and prevent it from leaching out and 
diffusing to neighboring tissue making it impossible to specifically identify green 
fluorescent cells” (p. 2). Although some groups have reported relative disadvantages 
of using formaldehyde-based fixatives to retrieve PCR product from LCM-sampled 
non-neural (Goldsworthy et al. 1999) and neural tissues (J. Su et al. 2004), there are 
instances where LCM has been shown to work successfully on formaldehyde-fixed 
tissues (e.g., Kabra et al. 2016). Recent papers indicate that EGFP+ (or EYFP+) 
cells can also be harvested from fresh frozen mouse (Rossner et al. 2006; Liu et al. 
2011) and rat brain tissue (Liberini et al. 2016), but the extent to which the fluores-
cent signal may have diffused or faded beyond 30–60 min were not addressed in 
these studies. It is worth noting that Leica has produced a protocol designed to 
optimize visualization of GFP from post-fixed tissue to be used for LCM.

6.5.4  RNA Integrity

The RNA Integrity Number (RIN) value is a tool developed by Agilent Technologies 
to assess RNA integrity using the Agilent 2100 Bioanalyzer and RNA LabChip® 
kits. The RNA integrity is based on the electrophoretic trace of the sample and 
allows the user to assess the amount of degradation products in the sample and to 
determine integrity of the sample. It is an important consideration when assessing 
gene expression data from samples generated by LCM. The RIN algorithm assesses 
RIN values that range from 1–10 with 1 representing completely degraded RNA, 5 
representing partially degraded RNA, and 10 representing completely intact 
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RNA. We have used the 2100 Electrophoresis Bioanalyzer (Agilent Technologies) 
to obtain RIN values from ARH tissue samples that had been stored for ~3 months 
at −80 °C. We obtained RIN values ranging from 7.6–8.2 (7.92 ± 0.09). These RIN 
values are comparable to those we obtained from ARH tissue (7.8 and 8.5) that had 
been stored ~7–8 months at −80 °C. While these values are in the higher range it 
does indicate some degree of degradation. These findings are also consistent to the 
RIN values (6.2) reported from tissue collected from patients with oral cancer that 
was stored for ~48  h at −80 °C (Xu et  al. 2008b), as well as RIN values (6–7) 
reported from pancreatic tissue collected from rats and humans (Butler et al. 2016). 
They are also consistent with RIN values (6.6–7.6) reported for hypothalamic tissue 
sampled using LCM from the supraoptic (SO) nucleus; the LCM was performed 
within one month following tissue sectioning and storage of the slide-mounted sec-
tions at −80 °C (K. Johnson et al. 2015).

6.6  Anchoring Molecular Information to Their Native 
Regions Using Digital Atlas Maps

Having reviewed in the preceding sections the importance of location information 
in the brain (Sect. 6.2), the historical antecedents of current high throughput work 
concerning molecular extraction of the brain (Sect. 6.3) and the hypothalamus (Sect. 
6.4), and the methodology of LCM (Sect. 6.5); we now turn to the topic that consti-
tutes the principal thesis of this review; namely, the mapping of datasets to standard-
ized atlases of the brain. Using the backdrop of LCM procedures described in the 
preceding section, we discuss first how documenting the location of the native sub-
strate from where tissue is extracted is critical for the subsequent mapping of that 
location, and then describe the mapping steps themselves.

6.6.1  Documenting the Native Substrate Before Extraction

Applying LCM to a tissue section to capture and sample a particular region of interest 
can be performed in a number of ways, a few of which were described in Sect. 6.5. 
Unstained tissue sections can be viewed under a dark field microscope to observe the 
region of interest in relation to white matter tracts that might be nearby. Such land-
marks can aid greatly in the accurate and repeated sampling of a region, especially for 
large sub-regions of the hypothalamus, a part of the brain replete with white matter 
landmarks (e.g., anterior commissure, optic chiasm, optic tract, fornix, mammillotha-
lamic tract). Indeed, what is perhaps the first documented sampling of the hypothala-
mus was reported diagrammatically in relation to many of these fiber systems (see 
Fig. 6.2A). Micropunch methods, first developed before the establishment of LCM, 
involve procedures where tissue punches are harvested from unstained frozen or fresh 
tissue sections; in such cases, white matter tracts also serve as important landmarks to 
orient the experimentalist as to where a particular region of interest was located and 
how much tissue to collect from that region (Palkovits 1973; Jacobowitz 1974).
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Apart from unstained tissue, the most common method for identifying regions of 
interest in sectioned brain tissue is through the use of Nissl stains (stains that label 
basophilic substrates—‘Nissl substance’—in the cell, including rough endoplasmic 
reticulum and the nucleus, sites where nucleic acid molecules are concentrated). 
The use of such stains on brain tissue sections prior to LCM-based sampling from 
those sections is a common way of accurately delineating regions of interest for 
LCM-targeting (e.g., Ginsberg and Che 2004; Boone et al. 2013). Nissl-based stains 
such as cresyl violet (Fig. 6.2B), thionin, and hematoxylin have been used to guide 
sampling of hypothalamic sub-regions and cells, including the preoptic region 
(Vasilache et al. 2007; Aubert et al. 2013), ARH (Segal et al. 2005; Jovanovic et al. 
2010), SCH (Porterfield et al. 2007; Boone et al. 2013; Pembroke et al. 2015), SO 
(Xi et al. 1999; Glasgow et al. 1999; Yamashita et al. 2002; S. Wang et al. 2008), 
VMH (Segal et al. 2005; Kurrasch et al. 2007), DMH (Segal et al. 2005), and PVH 
(S. Wang et  al. 2008; Blevins et  al. 2009; Novoselova et  al. 2016). Importantly, 
investigators have performed LCM on the Nissl-stained tissue itself (Segal et  al. 
2005; Porterfield et al. 2007; Jovanovic et al. 2010; Boone et al. 2013), but in prin-
ciple, one can also use adjacent sections stained for Nissl substance to help delin-
eate regions of interest on unstained companion sections sampled by LCM, as has 
been done for human tissue samples collected post mortem for the PVH and SO 
(S. Wang et al. 2008). In addition to using Nissl staining as a tool to help delineate 
LCM-captured tissue sample boundary conditions, other stains and labeling strate-
gies have also been used in conjunction with LCM, including FluoroJade for delim-
iting tissue pathology (Boone et al. 2013), Cy3-conjugated secondary antibody to 
identify antibody-labeled peptidergic neurons (Nedungadi et al. 2012a, b; Nedungadi 
and Cunningham, 2014), immunoperoxidase-based detection of peptidergic neu-
rons (Briski et al. 2010), NeuroTrace staining for visualizing fluorescent Nissl-like 
profiles (Benner et al. 2015), and in situ hybridization in human postmortem tissue 
(Bernard et  al. 2009). Finally, it is worth noting that although LCM procedures 
themselves do not appear to result in significant losses of protein as compared to 
manually dissected samples of comparably located regions, Nissl staining itself can 
be detrimental to the full retention of some proteins for subsequent proteomic anal-
yses (Moulédous et al. 2002), and the use of  Nissl stains such as neutral red, cresyl 
violet, or NeuroTrace reportedly contributes to  lower yields of transcripts from 
LCM-captured brain tissue (Kerman et al. 2006; Benner et al. 2015).

6.6.2  Mapping to Standardized Atlases

Using aids such as the Nissl stain to identify a region of interest to be sampled by 
LCM not only helps ensure accurate sampling of that region, but also provides an 
opportunity to document the location of the excised tissue itself using standardized 
atlases of the brain. Such atlases have existed for several decades, and many have 
been created for a variety of animal models, including—to name but a few—toads 
(Hoffmann 1973), frogs (Wada et al. 1980), lizards (Greenberg 1982), guinea pigs 
(Tindal 1965), rabbits (Sawyer et al. 1954), mice (Dong 2008; Paxinos and Franklin 
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2012), and rats (Swanson 2004; Paxinos and Watson 2007) (for a detailed listing, 
see Ten Donkelaar and Nicholson 1998). As detailed in Khan (2013), there are many 
advantages of using standardized atlases to map experimental data, not least of 
which is to be able to spatially align different datasets from diverse studies and 
contextualize them with some rigor and precision (also see Khan et al. 2018).

How is mapping experimental data to a reference atlas of the brain performed? 
Simmons and Swanson (2009) describe many aspects of how mapping experimental 
data to a standardized reference atlas is undertaken. A critical factor is reconciling 
the plane of section of the experimental tissue with the plane of the atlas map that 
will be used to contain the mapped dataset. Differences in plane of section, deter-
mined by the angle of cutting on the microtome or cryostat instrument used to sec-
tion blocks of brain tissue, can potentially constitute a significant source of mapping 
errors, especially in the absence of any global (e.g., Nissl) stain to mark the cytoar-
chitecture of the tissue being sectioned. It is surprising to us how few investigators 
explicitly discuss how they have dealt with plane of section issues when analyzing 
the results of expression and distribution studies.

For example, many investigators have utilized immunohistochemistry of the tran-
scription factor and immediate-early gene product, Fos, to identify regions of the brain 
post mortem that may be associated with patterns of activation or with particular 
behaviors that the organism was involved in during the life history immediately pre-
ceding death. However, to our knowledge, none of these studies presents a compari-
son of Fos expression patterns between groups of animals while providing an explicit 
discussion of how planes of section were taken into account in their determination of 
regional comparisons. Thus, as part of a collaborative study (Zséli et al. 2016), a few 
of us (AM, AMK) performed a plane of section analysis to map patterns of Fos expres-
sion in rats who had fasted for 40 h (but had ad libitum access to water) versus rats 
who fasted for 40 h but then were allowed to re-feed for 2 h. Figure 6.5 shows a por-
tion of these data. Compared to the plane of section of the Swanson (2004) reference 
atlas (Fig. 6.5A, top panel), the planes of section for the subjects examined for Fos 
expression were markedly different (Fig. 6.5A, middle and bottom panels), and any 
accurate comparison of the same regions at similar rostrocaudal levels between fasted 
and re-fed cohorts required reconciling the planes of section for tissues sectioned from 
both cohorts with the plane of section of the reference atlas. This was not only impor-
tant for representing the patterns of expression on the atlas, but also to ensure that we 
were not comparing levels of expression between regions that did not correspond with 
one another in terms of spatial positioning within the brain. As detailed in our study 
(Zséli et al. 2016), we utilized the digital atlas maps for Swanson (2004), which are 
now also available online (larrywswanson.com). These were manipulated in Adobe 
Illustrator (AI) software. Nissl counterstain in the Fos-immunoreacted tissue sections 
was used as a guide to identify cytoarchitectural boundaries for each section. The 
photomicrographs were imported into separate layers of AI, scaled, and compared to 
the atlas plates to determine whether there were differences in plane across the medio-
lateral and dorsoventral axes. In some cases, as delineated by Simmons and Swanson 
(2009), patterns on a tissue section require mapping to more than one level of a 
reference atlas, and the differences in plane of section are often in more than one plane 
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simultaneously, necessitating a segment-by-segment translation of the region of inter-
est to the relevant location on a map or set of maps.

Another important point to note about deriving information for mapping on the 
basis of Nissl-stained tissues is that often Nissl stains do not fully reveal distinct 
patterns of cytoarchitecture within tissue; in such cases, it is at times difficult to 
discern a particular sub-region within a tissue section and determine precisely the 
boundaries of a region. In such cases, we have opted to report the uncertainty in our 
mapping that results from such ambiguous staining patterns, by noting within the 
reference atlas those portions of the map that are based on inferred positions of 
cytoarchitectonic boundaries as opposed to those that were directly observed (and 
distinct) within the stained tissue section. As shown in Fig. 6.5C, we found certain 
sub-regions of the LHA to display Nissl patterns that were indistinct, which permit-
ted us to only infer positions of the Fos-immunoreactive cells we were mapping. 
This uncertainty was represented in the form of a pale yellow color for the dotted 
line boundaries for those regions (Fig. 6.5C).

Fig. 6.5 Example of a plane-of-section analysis conducted on Fos transcription factor expression 
maps of hypothalamic tissue sections obtained from fasted versus refed adult male Wistar rats, 
conducted by the UTEP Systems Neuroscience Laboratory as part of a published collaborative 
study with the Hungarian Academy of Sciences and Tufts University (Zséli et  al. 2016). (A) 
Sagittal views of the rat brain, modified from Swanson (2004), showing the plane of section of the 
Swanson atlas (top panel: ‘Reference Dataset’), followed by the planes of section for a subject 
from the fasted cohort (middle panel) and the refed cohort (bottom panel). (B, C) Locations of 
Fos-immunoreactive neurons plotted onto coronal-plane maps from Swanson (2004) showing the 
ventromedial views of atlas level 27 for each cohort (which are denoted by asterisks in A). Figures 
in (A–C) are reproduced from Zséli et al. (2016) with permission from John Wiley & Sons, Ltd
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For LCM-captured brain tissue, an outline of basic steps for mapping the sam-
pled tissue to a reference atlas is shown in Fig. 6.6. First, as described in Sects. 
6.5.2.2 and 6.5.3.2, investigators have to decide whether to employ fixatives such as 
methanol, alcohol or formaldehyde to preserve their tissues of interest before sec-
tioning them, or instead opt to use freshly frozen, unfixed tissue sections (Fig. 6.6A, 
Step 1). Once sectioned and mounted onto slides (Fig. 6.6A, Step 2), a given tissue 
series can be Nissl-stained (Fig.  6.6A, Step 3), and then placed within an LCM 
instrument to excise a region of interest (ROI; Fig. 6.6A, Step 4). Apart from the 
sequestration and processing of the LCM-captured tissue of interest for further anal-
yses using transcriptomics, proteomics, or peptidomics, etc., the remaining tissue 
section (i.e., the rest of the section that remains after the region of interest has been 
excised) can now be used as a key to unlock the precise location of the sampled area 
within a standardized reference space of the brain. Similar to the example of a 
plane-of-section analysis furnished in Fig. 6.5, the section can be examined in rela-
tion to the Nissl-based landmarks of photographs within the reference atlas to be 
used, and the tissue’s plane of section assigned to appropriate levels of the reference 
atlas (Fig. 6.6B, Step 5). The ROI within the tissue section can then be mapped 
using a digital atlas map of that reference level.

6.7  The Benefits of Mapping Native Substrates 
and Anchoring Datasets

6.7.1  Data Integration

Figure 6.6C provides a view of the types of benefits that can be obtained by assidu-
ously mapping a tissue sample obtained by LCM to a reference map of the brain. In 
addition to the data generated from the high throughput “-omics”-based extraction 
and analysis of the sample itself, the precise mapping of the sample in relation to its 
native landscape allows one to examine all previous studies that have been con-
ducted on that sampled region that have been mapped within the same reference 
space. For example, for the Swanson (2004) reference atlas of the rat brain, several 
studies have utilized the digital maps of this work to map the datasets from their 
studies of the hypothalamus. Such studies include those involving central microin-
jections of molecules into the PVH (Khan et al. 2007; reviewed in Khan et al. 2017), 
protein expression in the LHA in response to water deprivation (S. Yao et al. 2005), 
transcription factor activation in several hypothalamic regions in response to fasting 
or re-feeding (Zséli et al. 2016), deposits of neuroanatomical tract tracer molecules 
into any of several hypothalamic regions (e.g., Hahn and Swanson 2010), and map-
ping of key neuropeptides within distinct subdivisions of the LHA (Swanson et al. 
2005; J. Hahn 2010). In the hypothetical scenario furnished in Fig. 6.6C, the loca-
tion of the portion of the ARH sampled by LCM maps to Level 28 of Swanson 
(2004). Specifically, this region—at this same rostrocaudal level—could also have 
been the focus of investigations concerning anterograde tracing, central drug 
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injection, and Fos transcription factor expression. Therefore, all of those published 
datasets could be considered in conjunction with the molecular analyses performed 
on the LCM-sampled ARH, and new hypotheses can be constructed that are con-
strained by the spatial patterns of data from these maps, when they are considered 
as a collective (Fig. 6.6C). Together, therefore, the maps constitute a powerful way 
to help investigators see relationships among datasets, for the same region mapped 
in the same reference space, that they otherwise may not have seen or which they 

Fig. 6.6 Steps for mapping tissue samples collected using LCM, and the advantages of such map-
ping. Following steps to process brain tissue through the tissue fixation (A, Step 1) and sectioning/
staining/LCM-based sampling steps (A, Steps 2–4), the remaining mounted and Nissl-stained tissue 
section from which the sample was excised can be mapped and analyzed for the location of the 
‘hole’ left from sampling in relation to a standardized reference atlas of the brain (B, Step 5). The 
hypothetical example shown here is for LCM-based capture of the arcuate hypothalamic nucleus 
(ARH) (A, Step 4, circled region on the Nissl photomicrograph; the white ROI outlined in dark blue 
shows the region that was ‘sampled’). (C) Once mapped, the location of the sampled tissue can be 
examined in relation to any other dataset that has been mapped to the same atlas level (Step 6). In 
this example, three hypothetical published datasets (a tract-tracing deposit, a drug injection site, and 
the distribution of activated immediate-early gene products) have all been mapped from different 
brains to the same reference location, thereby allowing a contextualization of the data in a spatially 
rigorous manner to generate new hypotheses concerning the ARH at that rostrocaudal level
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may have seen without any rigorous constraint placed upon such examination. The 
gene expression changes observed in molecular analyses of the sampled region, for 
example, may be occurring in neurons in that region for which anterograde tracing 
experiments have revealed prominent efferent connections. Thus, linking the molec-
ular with neuroanatomical data would suggest new experiments that could test 
whether those genes play a role in shaping the function of those projection neurons. 
Setting aside hypothetical scenarios for a moment, we have recently reported the 
usefulness of this approach in a preliminary examination of published datasets for 
the LHA; specifically, those studies that have been performed that report LHA data-
sets mapped in Swanson reference space (Hernandez and Khan 2016).

6.7.2  Data Migration

A logical extension of contextualizing datasets mapped to the same reference space 
would be to migrate data from a different reference space to the reference space one 
has used to map the location of their LCM-sampled tissue. Thus, as in the example 
furnished earlier, if the ARH sample captured by LCM were mapped to Level 28 of 
Swanson, it would be interesting to determine whether data concerning this region, 
but which was mapped in a different atlas, could be “migrated” to this reference 
space and contextualized with the data obtained from the LCM sample at the same 
atlas level. This has been discussed in detail by one of us previously (Khan 2013) 
and the details are not necessary to enumerate here again; suffice it to say that reg-
istration of data between atlas spaces—when performed under careful, lawful 
parameters—allows researchers to unlock the potential of data that may be residing, 
unattended, in a different reference space. This is important because many research-
ers use different atlases to map their datasets; this is true for the hypothalamus as 
much as any other brain region. For example, the locations of recording electrodes 
used to perform electrophysiological recordings of neurons in the PVH have been 
mapped to the atlas of Paxinos and Watson, along with inferred stereotaxic coordi-
nates for the locations of the maps (Aramakis et al. 1996). The recordings are for 
responses these PVH neurons have to application of NPY or its receptor agonists, 
and understanding the locations of the neurons displaying these responses could be 
better contextualized in relation to other datasets mapped in Swanson reference 
space if the data were migrated to that space. Fortunately, the alignment and regis-
tration between these atlas spaces appear to constitute a tractable problem (Wells 
and Khan 2013; Khan 2013; Hernandez and Khan 2016; Perez et  al. 2017), the 
mature, fully fledged solution for which may help to bring together datasets that 
would otherwise be separated in time and space. As a step towards such a solution, 
we have recently developed and implemented a computer vision algorithm that 
matches features detected in photomicrographs of the Nissl-stained sections of the 
Paxinos and Watson and Swanson reference atlases to provide independent support 
of alignments we performed separately between the reference atlases based on cra-
niometric measures in relation to the skull landmark, Bregma (Khan et al. 2018). 
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The algorithm produces matches between atlas levels that are in close agreement 
with matches produced on the basis of craniometric alignments, providing support 
for the feasibility of data migration between the two reference spaces.

Other, older datasets could also be potentially migrated between atlas reference 
spaces, provided that the reference spaces can be aligned and registered in a fashion 
similar to that described above for the Paxinos and Watson/Swanson reference 
atlases. For example, Jacobowitz and colleagues combined micropunch methods 
with two-dimensional gel electrophoretic separation methods to generate protein 
profiles from discrete sub-regions of the hypothalamus and other brain regions 
(Heydorn et al. 1983), mapping their data using coordinates derived from the König 
and Klippel (1963) rat brain atlas. In principle, such data can be contextualized 
more broadly if they were migrated to other extant reference spaces.

6.7.3  Data Refinement

Another benefit of mapping the location of LCM-captured brain tissue is the ability 
to improve our understanding of hypothalamic organization by refining the data 
generated from previously published studies. Prior to the advent of LCM (Emmert- 
Buck et  al. 1996), the ability to sample brain tissue with high spatial resolution 
found perhaps its most precise expression in the micropunch methods mentioned 
above (reviewed by Palkovits 1975, 1986, 1989). Notwithstanding notable exam-
ples using these and other methods (e.g., Heydorn et al. 1983), LCM offers investi-
gators the ability for an even greater precision of sampling of brain tissue within a 
given region’s 3-D expanse, thereby allowing more careful examination of sub- 
regions to detect possible differences in molecular expression patterns within a 
defined neural substrate.

This level of spatial resolution is important, as data has emerged that suggest 
heterogeneous neuronal constituents along the rostrocaudal extent of hypothalamic 
nuclei and areas. For example, within the ARH, data from the mouse model demon-
strate a segregation of the effects of acutely administered leptin and insulin on popu-
lations of ARH POMC neurons (K. Williams et al. 2010). Specifically leptin-induced 
excitation of neurons was found throughout the rostrocaudal extent of the retrochi-
asmatic area (RCH) and ARH, but most of the POMC neuronal excitation was 
recorded from neurons in the lateral RCH and medial POMC group in the ARH. In 
contrast, insulin-induced hyperpolarization of POMC neurons was restricted to 
medial RCH and rostromedial ARH (K. Williams et al. 2010). More recently, Lam 
et al. (2017) used single-cell RNA sequencing to determine that the POMC neuro-
nal population in the mouse ARH consists of heterogeneous populations that differ 
on the basis of their cell surface receptor expression. Clustering analysis resulted in 
the investigators identifying four different classes of POMC neuron. Similarly, an 
elegant study by Foster et al. (2016) has demonstrated the presence of distinct sub-
sets of neurons in the VMH in the rat model that show a selective absence of Fos 
immunoreactivity in association with the hypoglycemia produced by systemic insu-
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lin injections. In particular, they found that the VMHdm (dorsomedial part of the 
VMH) and the smaller VMHc (central part) show marked reductions in Fos immu-
noreactive neurons from hypoglycemic animals as compared to their euglycemic 
controls, and that these reductions were proportional to the reductions in terminal 
plasma glucose concentrations. In contrast, sub-regions such as the VMHvl (ventro-
lateral part), which are believed to be involved mainly in social and reproductive 
behaviors, do not exhibit such reductions. Clearly, then, sampling from these smaller 
sub-regions of the ARH and VMH warrants careful documentation and mapping.

Our own preliminary data (Martinez et al. 2015, 2016) on ARH connectivity 
underscores this point as well. Specifically, initial experiments in which the retro-
gradely transportable tracers, Fluorogold or CTb, were injected into the rostral and 
caudal portions of the ARH have yielded results showing subtle differences in the 
distribution and density of retrogradely labeled neurons throughout the forebrain 
that project to these portions of the ARH. A summary of these unpublished data is 
furnished in Fig. 6.7, simply to emphasize the point that it is no longer tenable to 
sample only one tissue section of a large expansive brain region such as the ARH, 
and make claims about its function as a whole without taking into consideration the 
possibility of heterogeneous properties for neurons along its full extent. A differ-
ence in afferent input implies different qualities for incoming signals to ARH neu-
rons in the rostral end of the structure versus its caudal end; this in turn, implies 
that perhaps the neuronal populations receiving these differential signals may also 
be heterogeneous. Therefore, their molecular expression patterns, in terms of either 
phenotype or intrinsic state (or both) will likely also be non-uniform. Moreover, sex- 
specific differences in gene expression have also been reported for the ARH 
(Mozhui et al. 2012). Thus, the greater spatial resolution afforded by LCM sam-
pling methods—together with careful digital atlas mapping of those locations of 
those samples—allows us as a community to continually refine our coarse datasets, 
rendering them sharper and more information-rich.

6.8  Concluding Remarks and Future Directions

In this article, we have surveyed the historical antecedents of high throughput tech-
nologies to extract molecular information from the brain, focusing on studies of the 
hypothalamus. After surveying selected articles reporting high throughput tran-
scriptomic, proteomic and peptidomic studies of the hypothalamus or its sub- 
regions, we discussed the importance of LCM and digital atlasing methods in 
facilitating the anchoring (mapping) of such information to a tractable spatial model 
of the brain. In doing so, we build upon earlier efforts to link molecular information 
with spatial locations in the brain in a large-scale manner, such as grid-based map-
ping based on voxelation methods (Chin et al. 2007; C. Park et al. 2009; Petyuk 
et  al. 2007; 2010) and analysis of gene expression patterns in the hypothalamus 
from the rich repository of in situ hybridization data within the Allen Brain Atlas 
(Olszewski et al. 2008).
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6.8.1  Future Directions in Data Management

We also apply the topics presented here to previous discussions we have raised con-
cerning automated, informatics-based management of neuroscientific data; for 
example, using electronic laboratory notebooks to perform digital mapping and doc-
umentation of analyzed datasets (see Fig. 4 of Burns et al. 2003; Khan et al. 2006). 
As greater sophistication is brought to bear using methods that combine neuroana-
tomical tract tracing with molecular analysis of the traced projection neurons (e.g., 
see Pomeranz et al. 2017), both the mapping and management of data concerning 
such projection systems will become even more streamlined. An important aspect of 
developing informatics tools and methodologies is that much of the information used 
by expert biologists is technically specified, but informally defined. Naturally, expert 
neuroscientists are trained to understand the spatial structure of a published brain 
atlas, a flatmap, or a stained histological slide without requiring an explicitly defined 
logical representation. Informatics systems, however, must be grounded in a well-
defined ontological model, which inevitably leads to some disagreement concerning 
the optimal design of such ontologies for neuroanatomical data. There are number of 
approaches put forward within the neuroinformatics community to represent mapped 
neuroanatomical data in ontologies. These include representations with a neuroimag-
ing focus (Nichols et al. 2010); philosophically grounded approaches to neuroanat-
omy (Osumi-Sutherland et al. 2012); or comprehensive, cross-species methods for 
neuroanatomical phenotype (Haendel et al. 2014; Mungall et al. 2017; also see Deans 
et al. 2015). It is important to note that selecting an appropriate formalization can 
have a deep impact on how a neuroinformatics system functions, and we feel that any 
formalization used to represent the data described in this chapter should reflect the 
expertise and practices of experimental scientists working in this field. Thus, we 
recommend lightweight, data-centric formalizations that mirror scientists’ use of 
standard atlases, such as the Allen Brain Atlas portal (Sunkin et al. 2013).

Neuroscientific knowledge carries a structured context that is inherited from the 
experimental design that ultimately generates the data. One methodology for repre-
senting this context in a general way is based on the relationships between indepen-
dent and dependent variables within studies. This may serve as a convenient framework 
for describing neuroanatomically grounded data by treating the location of the phe-
nomena of interest in the brain simply as one of several independent variables that 
describe the context of a particular datum (Russ et al. 2011; Tallis et al. 2011).

6.8.2  Future Directions in Imaging

Though it has not yet achieved the mesoscale resolution required to permit detailed 
mapping of most molecules, mass spectrometry imaging (MSI)—including imaging 
based on matrix assisted laser desorption technology (Karas et al. 1987), known as 
MALDI (Spengler et  al. 1994; Caprioli et  al. 1997)—will hopefully provide 
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Fig. 6.7 Provisional choropleth flatmaps of unpublished data (Martinez et al. 2015, 2016) are fur-
nished here to illustrate differences in the distributions and densities of retrogradely labeled neurons 
traced from rostral versus caudal locations within the rat ARH using two different retrograde tracers 
across three test subjects (adult male Sprague-Dawley rats). The upper two panels show distribu-
tions and densities for neurons traced retrogradely from ARH injection sites containing deposits of 
the retrograde tracer, Fluorogold (FG). The bottom (third from top) panel is from a test subject 
receiving the retrogradely transportable tracer, cholera toxin subunit B (CtB). Note the locations 
within the ARH of the deposits, which were mapped to specific atlas levels of Swanson (2004) that 
contain the ARH. The deposit in the case shown in the upper panel was localized to the anterior half 
(rostral–middle) of the ARH, whereas the lower two panels were from subjects receiving deposits 
mapped to the posterior third (middle–caudal) of the ARH. Note that at atlas level 28 there was 
overlap of injection deposits for all three cases. Light to heavy shading for each panel corresponds 
to sparse to robust numbers of retrogradely labeled cells for each sub-region, with no shading indi-
cating an absence of cells in that region. While many regions show similar densities and distribu-
tions of afferent input as would be expected from an overlapping series of injection deposits, there 
are also clear significant differences in such input to the rostral versus caudal portions of the ARH; 
most notably, the dorsomedial subdivision of the bed nuclei of the stria terminalis (BSTdm), the 
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investigators the ability to rapidly sample the molecular landscape of the brain while 
simultaneously facilitating the preservation of the provenance of this molecular 
information at a resolution comparable to our proposed methods to map such infor-
mation (for reviews on MALDI, see Cornett et  al. 2007; Römpp et  al. 2010; 
Shariatgorji et  al. 2014b). MALDI has now been performed for single neurons 
(Schwartz et al. 2003) and tissue sections (e.g., Heijs et al. 2015), including sections 
containing hypothalamus (Altelaar et al. 2006; Groseclose et al. 2007; I. Yao et al. 
2008; Shariatgorji et al. 2014a) and pituitary (Altelaar et al. 2007). It is now being 
applied for metabolomics studies of the brain as well (Esteve et  al. 2016). 
Modifications of the original method, including MALDI Fourier Transform Ion 
Cyclotron Resonance (MALDI FTICR; Spraggins et al. 2016), offer greater mass 
resolution and accuracy. A promising future direction for MALDI with respect to 
mapping of molecular information to canonical atlases is the recently reported strat-
egy of combining MALDI with LCM and LC-MS/MS on the same brain section 
(Dilillo et al. 2017), which would facilitate the retention of provenance information 
for the molecular datasets mined from the section. Similarly, image fusion strategies 
that create one image of a tissue section from two registerable source images pro-
duced by two separate imaging modalities (MALDI, optical microcopy) also hold 
great promise for mapping molecular information (van de Plas et al. 2015). Other 
modalities, such as Raman spectroscopic imaging (Manciu et al. 2013), may offer 
additional opportunities for high spatial resolution analysis of molecular datasets in 
the brain.

6.8.3  Future Directions in Molecular Analysis

Alongside developments in imaging technologies are enhanced technologies that 
allow for spatially resolved molecular sampling of tissue (see Crosetto et al. 2015, 
for a review). For example, fluorescent in situ sequencing (FISSEQ) of RNA has 
been developed for intact tissue samples (Lee et al. 2014, 2015). Similarly, Ståhl 
et al. (2016) have reported the novel use of arrayed reverse transcription primers 
accompanied by unique positional barcodes, which can be used to generate RNA- 
sequencing data directly on tissue slides in a manner that preserves the location of 
the information (also see Navarro et al. 2017). Additionally, single-cell transcrip-
tomic analysis can be performed on individual nuclei obtained from fixed tissue; 

Fig. 6.7 (continued) central part of the medial preoptic nucleus (MPOc), the periventricular part of 
the paraventricular hypothalamic nucleus (PVHp), and the dorsal premammillary nucleus (PMd). 
These differences in afferent distribution and density suggest that ARH recipient neurons are hetero-
geneous in at least certain functions (and therefore may differ in cellular state or phenotype), under-
scoring the need for accurate ARH sampling along the rostrocaudal axis of the nucleus for 
transcriptomic, proteomic or peptidomic studies. The flatmaps from Swanson (2004) (and available 
at https://larrywswanson.com) are reproduced and modified here under the conditions of a Creative 
Commons BY-NC 4.0 license (https://creativecommons.org/licenses/by-nc/4.0/legalcode)
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these nuclei are sorted after tissue dissociation procedures via fluorescence- activated 
cell sorting (FACS) or nucleic acid barcoding. For example, Lake et al. (2016) char-
acterized the single nuclear transcriptomes of cerebral cortical neurons from fixed 
post mortem human brain. Habib et al. (2017) used barcoded beads to sort individ-
ual nuclei taken from fresh or frozen brain samples from mouse and human, and 
developed a microfluidic device that enables the sorting process. A key future direc-
tion would be to integrate spatially resolved transcriptomics procedures and single- 
cell sequencing efforts into a pipeline that allows for the retention and mapping of 
the locations from where the samples originate with respect to canonical brain 
atlases. Along these lines, the Retro-TRAP technology developed by Jeffrey 
Friedman and colleagues (Ekstrand et al. 2014; Nectow et al. 2015; Pomeranz et al. 
2017; derived from the original TRAP technology to identify activated neurons: 
Knight et al. 2012) to retrogradely label neurons with GFP constructs and then cap-
ture translating mRNAs from these neurons using anti-GFP nanobodies (i.e., single- 
domain antibodies), could potentially allow for projections being mapped for 
neurons from which single-cell molecular information can also be harvested in a 
spatially documentable manner. A current limitation of the method for such pur-
poses is that fresh not frozen tissue needs to be harvested to generate sufficient RNA 
yields, precluding the freezing of tissue sections in preparation for LCM.

6.8.4  Future Directions in Mapping

A larger issue concerning the mapping of molecular information is the need to 
change the scientific culture so that best practices of reporting molecular informa-
tion in the brain include procedures to map the information to standardized atlases. 
At present, this is not a common practice by most investigators in neuroscience. 
Such changes in culture would greatly accelerate the integration of datasets among 
researchers, and the need to do so is now more critical than ever, given the deluge of 
spatial, molecular data that has already been shared in repositories such as the Allen 
Brain Atlas (http://www.brain-map.org) and the GENSAT Project (http://www.gen-
sat.org) (also see Gray et al. 2004; Magdaleno et al. 2006; Lein et al. 2007; Shimogori 
et al. 2010).

6.8.5  Final Remarks

For all of these and future advancements, it will remain critical to preserve informa-
tion about the native lands from which so many molecules become expatriated, lest 
the information provided by these molecular datasets fails to link up with the larger 
neuronal information networks from which they came. Mapping the sampled tissue 
will provide the critical information that will bridge the gap between the systems 
biology of molecular information networks on the one hand, and the systems neuro-
science of cellular information networks on the other. Without such a bridge, these 
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domains of inquiry may never converge to form a unifying model of a dynamic 
brain, replete with diverse molecular citizens hailing from different but intercon-
necting cells, and communicating across local and regional boundaries to signal 
their neighbors, both near and far.
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Chapter 7
Genome-Scale Brain Metabolic Networks 
as Scaffolds for the Systems Biology 
of Neurodegenerative Diseases: Mapping 
Metabolic Alterations

Emrah Özcan and Tunahan Çakır

7.1  Introduction

Systems neuroscience, an extension of the systems biology field for the analysis of 
the central nervous system, stands on the shoulders of two driving forces at molecu-
lar level: high-throughput genome-scale data and genome-scale cellular networks. 
Integrative systems-wide analysis of data and networks at genome-scale enables a 
holistic understanding of the functionality and working principles of the cell. 
Metabolic networks are among major cellular network types since it is the metabo-
lism that runs the cellular factory. Metabolism covers the uptake of substrates, such 
as glucose, by the cell and further conversion of these substances, metabolites, to 
hundreds of other metabolites required for the functioning of the cell. Therefore, the 
compilation of biochemical pathways of the brain for functional analysis is on the 
rise in recent years. Similarly, measurement of hundreds of mRNAs, proteins, and 
metabolites of brain cells is now possible via high-throughput measurement tech-
niques and is also applied for the analysis of neurological disorders among other 
brain related diseases (Fig. 7.1).

In this chapter, transcriptome, proteome and metabolome studies of major neu-
rodegenerative disorders will be reviewed with a narrower but essential scope: in 
terms of the induced changes in brain metabolism. The contribution of omics data 
to the understanding of metabolism of neurodegenerative diseases will be provided. 
Later, brain-specific genome-scale metabolic networks and related modeling efforts 
will be reviewed from the aspect of neurodegenerative diseases. Available studies 
on the integrative analysis of genome-scale data and metabolic networks for these 
diseases will be covered.
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7.2  Omics Data Analysis for Neurodegenerative Diseases: 
Metabolism Perspective

Among the omics approaches, transcriptomics is the frontier in terms of genome 
coverage and collected number of datasets. In Gene Expression Omnibus (GEO), 
the public database with transcriptome datasets (Barrett et al. 2011), currently about 
86,000 datasets are accessible, among which 36,000 belongs to human. With micro-
array and RNA-seq technologies, whole-genome coverage of gene expression levels 
is possible. Table 7.1 lists the number of microarray and RNA-seq datasets stored in 
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Fig. 7.1 The figure, compiled from PubMed, shows the relative increase over the years in the 
publications whose abstracts included only neurodegenerative disease related terms (which showed 
2.3 fold increase in number between 2005 and 2016) or neurodegenerative disease and omics terms 
together (which showed 4.5 fold increase in the same period)

Table 7.1 Neurodegeneration related gene expression datasets in Gene Expression Omnibus 
(GEO), retrieved on July 9, 2017

Neurodegenerative disease Microarray dataset RNA-seq dataset

Alzheimer’s disease (AD) 128 (human: 61, mouse: 48, rat: 9, 
others: 10)

26 (human: 9, mouse: 16, 
others: 1)

Parkinson’s disease (PD) 143 (human: 78, mouse: 47, rat: 
11, others: 7)

15 (human: 8, mouse: 6, 
others: 1)

Huntington’s disease (HD) 60 (human: 14, mouse: 44, others: 
2)

36 (human: 10, mouse: 25, 
others: 1)

Multiple sclerosis (MS) 130 (human: 84, mouse: 38, rat: 8) 12 (human: 6, mouse: 6)
Amyotrophic lateral sclerosis 
(ALS)

64 (human: 33, mouse: 23, rat: 5, 
others: 3)

32 (human: 17, mouse: 17, 
others: 1)

Total 525 121
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GEO, specific for major neurodegenerative diseases. On the other hand, mRNA 
levels may not reflect the real function of proteins because of post-transcriptional 
modifications. Therefore, proteomics experiments are important, but offer less cov-
erage compared to transcriptomics, and miss the effect of the post-translational 
modifications. Metabolomics experiments are therefore closest to the functional 
state of the cell, but, again, have currently lower coverage compared to 
transcriptomics.

One of the key requirements in omics based data analysis is to collect replicate 
data such that a significance test can be applied to identify genes, proteins or metab-
olites which were affected from the disease. Once differentially expressed genes are 
identified, those who code for enzymes can be selectively analyzed to identify meta-
bolic reactions and pathways perturbed in response to the disease state (Fig. 7.2). 
The most common and quick way of mapping significantly changed biomolecules 
to metabolic pathways is by enrichment tests. Enrichment tests use a controlled 
vocabulary of functional terms associated with the genes to identify terms com-
mon for the significantly changed genes. This leads to the identification of cellular 
functions commonly affected from the disease of interest. In the background, these 
tests perform an overrepresentation-based significance analysis to assign p-values 
to functional terms associated with the genes (Huang da et al. 2009a). This can be 
Gene Ontology (GO) Analysis to identify perturbed biological processes or Pathway 
Enrichment Analysis to identify perturbed KEGG or Reactome pathways. Pathway 
Commons (Cerami et al. 2011) and WikiPathways (Kelder et al. 2012) are other 
databases for curated biological pathways, to be used for enrichment analyses. 
Several softwares and web servers are available for straightforward enrichment- 
based identification of disease-affected metabolic pathways or processes. AmiGO 
(Carbon et al. 2009), GOrilla (Eden et al. 2009), g:Profiler (Reimand et al. 2011) 
and DAVID (Huang da et al. 2009b) are commonly used online free tools for GO 
enrichment. DAVID and g:Profiler also allow metabolic pathway enrichment. A 
sound desktop platform to perform such computational analyses is Cytoscape 
(Smoot et al. 2011), which provides plug-ins for a number of enrichment methods. 
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Fig. 7.2 Illustration of the standard omics approach for identifying biologically perturbed meta-
bolic pathways
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A more dedicated commonly used commercial software is Ingenuity Pathway 
Analysis (IPA) (Ingenuity Systems, USA). Such quick enrichment-based analyses 
are also useful to identify potential biomarkers and drug targets for the diseases 
since perturbed processes and pathways must be restored back for the treatment.

This section will provide perturbed metabolic processes or pathways identified 
by omics studies of the major neurodegenerative diseases mostly by using GO and/
or pathway enrichment tests. The bioinformatic processing of omics data in these 
studies also leads to the identification of a number of nonmetabolic pathways, which 
will not be discussed here. More sophisticated computational analyses which take 
into account genome-scale network structure are discussed in the next section.

As reviewed below, pathways related to lipid metabolism, amino acid metabo-
lism, glycolysis and oxidative phosphorylation are commonly perturbed in neurode-
generative diseases based on the GO and pathway enrichment results. Since even 
different studies for the same disease can identify different pathways, it is rather 
challenging to document disease-specific perturbed metabolic pathways based on 
these results.

7.2.1  Alzheimer’s Disease (AD)

Alzheimer’s Disease (AD) is characterized by the loss of neurons, leading to demen-
tia and memory loss. It is a complex neurodegenerative disease with active gene 
deregulation mechanisms. Omics-based investigation of AD is common in recent 
years. For instance, Ray et  al. used microarray analysis of samples from 20 AD 
patients and identified six co-expressed gene modules using 1663 differentially 
expressed genes (DEGs) in AD. They preferred to cluster DEGs before enrichment 
analyses. Six modules obtained by correlating the similarity in expression profiles 
of DEGs were then used for gene and pathway enrichment analysis (Ray et  al. 
2008). Phospholipid degradation and nucleotide metabolism pathways (obtained by 
KEGG pathway enrichment) and protein biosynthesis, macromolecule biosynthesis 
and membrane lipid metabolism processes (obtained by GO enrichment) were over-
represented as significantly perturbed metabolic pathways in AD.

Sequencing-based transcriptome studies, known as RNA-seq, have recently 
become more common compared to hybridization-based microarray studies. Issues 
such as cross-hybridization and biased coverage are reasons for higher preference of 
the sequencing-based approach (Bradford et al. 2010; Marioni et al. 2008). Satoh 
et al. investigated a transcriptome dataset of autopsied AD brains derived from two 
independent cohorts via RNA-seq technology (Satoh et al. 2014). They identified 
522 commonly deregulated genes between two cohorts comparing AD and healthy 
brain using two-tailed Welch t-test. They verified the results by three literature- 
based AD brain microarray datasets that were derived from different ethnicities, 
brain regions, and microarray platforms. DEGs identified by the t-test were used for 
gene ontology enrichment by DAVID (Huang da et al. 2009b) and metabolic path-
way enrichment by KEGG. The identified GO terms are synaptic transmission and 

E. Özcan and T. Çakır



199

transmission of nerve impulse, showing that production of neurotransmitters and 
related amino acid pathways are perturbed in AD patients.

Proteome analysis, on the other hand, offers a more functional snapshot of cell 
metabolism compared to transcriptome analysis since it does not neglect post- 
transcriptional modifications. Andreev et al. applied proteome analysis for cortical 
samples of ten AD brains and ten normally aged brains as a control group. They 
identified 197 significantly changed proteins via the Wilcoxon test, which is a non- 
parametric significance test (Andreev et al. 2012). The Wilcoxon test was chosen in 
order to avoid reliance on the assumption of normal distribution of human proteome 
data. Several standard enrichment analysis approaches were applied to the data to 
identify perturbed pathway maps and GO processes using MetaCore software 
(GeneGo, Inc). The metabolism-related changes were mostly related to lipid and 
amino acid pathways. Stimulation of arachidonic acid production, ubiquinone 
metabolism, branched chain family amino acid metabolic process, GTP metabolism 
and oxidative phosphorylation were among the pathways identified.

Begcevic et al. investigated AD via semiquantitative proteomic analysis aiming 
to identify novel biomarkers that may yield detection of the disease in early stages 
(Begcevic et al. 2013). Because insufficient number of replicates did not allow a 
statistical comparison, 204 exclusively detected proteins in AD and 600 exclusively 
detected proteins in control samples were compared based on fold change. Several 
gene and pathway enrichment analyses were applied for this study. According to 
GO enrichment analysis, metabolic network related terms, oxido-reductase activity, 
adenyl nucleotide binding, cellular ketone metabolic process, oxidative phosphory-
lation, and positive regulation of ubiquitin activity showed high statistical signifi-
cance in AD. In addition to the GO enrichment analysis, pathway analysis was also 
applied by using commercial web-based ProteinCenter tool (Thermo Fisher 
Scientific, USA). The analysis compares identified proteins, AD proteins in this 
case, against human proteome database to calculate the enrichment. The predicted 
over-represented pathways were valine, leucine and isoleucine degradation, oxida-
tive phosphorylation, TCA cycle, glyoxylate and dicarboxylate metabolism, fatty 
acid metabolism, pyruvate metabolism, beta-alanine metabolism, glycolysis/gluco-
neogenesis, arginine and proline metabolism, glycine, serine and threonine metabo-
lism, alanine, aspartate and glutamate metabolism, butanoate metabolism, 
glutathione metabolism, cysteine and methionine metabolism, vitamin B6 metabo-
lism, amino sugar and nucleotide sugar metabolism, histidine metabolism and phe-
nylalanine metabolism.

Manavalan et al. applied significance analysis to proteome data obtained for dif-
ferent brain regions—hippocampus, parietal cortex and cerebellum—to investigate 
aging-related dementia (Manavalan et al. 2013). Thirty-one aging-related dementia 
proteins were found as significantly regulated proteins, which are involved in 
molecular transport, nervous system development, synaptic plasticity and apopto-
sis. Biocomputational network analysis of the AD brain proteins, performed by IPA, 
highlighted impairment in glucose utilization as the most important metabolic regu-
lation, which is known as a hallmark of AD.  The antioxidant defense enzyme 
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 superoxide dismutase was also found to be commonly regulated in the considered 
brain regions.

Studies mentioned above used control and disease cases to find significantly 
regulated genes or proteins. Hondius et al. (2016) used tissue samples obtained from 
different stages (Braak stages) of AD to find significantly regulated proteins. By 
doing so, the aim was to uncover a chronological pattern in the proteome of hippo-
campal regions in AD. Of 372 significantly changed proteins found by linear regres-
sion analysis, 166 proteins had increased levels and 206 proteins had decreased 
levels. The most significant overrepresented metabolic pathways determined by IPA 
with increasing p-values were oxidative phosphorylation, glycolysis, serine biosyn-
thesis, glutathione redox reaction and tryptophan degradation.

Kaddurah-Daouk et al. investigated AD via metabolome analysis of cerebrospi-
nal fluid samples of AD, mild cognitive impairment (MCI) and control groups using 
liquid chromatography electrochemical array (Kaddurah-Daouk et  al. 2013). In 
order to define group differences, the nonparametric Kruskal-Wallis test was 
employed since quantile-quantile plots of metabolome data showed that most 
metabolites were not normally distributed. Significantly changed AD metabolites 
obtained were mapped to the metabolic network to reveal affected biochemical 
pathways. The perturbed metabolic pathways were methionine, tryptophan, tyro-
sine and purine pathways. These results provided novel insights for the neurotrans-
mitter and purine alterations in AD which were also reported in the previous 
studies.

7.2.2  Parkinson’s Disease (PD)

Parkinson’s disease (PD) is a complex neurodegenerative disease with movement 
disorders. Dementia is also a common problem in the advanced stages. The motor 
symptoms of the disease are due to the death of cells in the substantia nigra region 
in the midbrain. The complexity requires a systems-based approach to characterize 
the disease at the molecular level.

The first transcriptome analysis of multiple brain regions in PD was carried out 
by Zhang et al. (2005). Three brain regions—substantia nigra, putamen, and pre-
frontal cortex—of PD patients and corresponding control groups were analyzed in 
microarray experiments. Three hundred and twenty nine significantly changed 
genes were obtained by a simple one-way ANOVA for the three brain areas. They 
also performed functional group analysis by using groups based on GO terms, 
KEGG pathways and EC numbers. The enrichment analysis pointed out multiple 
metabolic energy groups and secretory function groups. Significant terms associ-
ated with metabolism with increasing p-values were amino acid transporter, 
branched-chain amino acid aminotransferase, Complex I, NADH dehydrogenase, 
aerobic respiration, oxidative phosphorylation, glutamate decarboxylation, and 
citrate metabolism.
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Another study (Elstner et  al. 2011) is in accordance with Zang et  al.’s study, 
which showed mitochondrial dysfunction in PD characterized by down-regulated 
genes related to mitochondrial and ubiquitin–proteasome system. Elstner et  al. 
investigated PD using dopaminergic neurons from the substantia nigra region of the 
brain because dopaminergic neuron degeneration is increased in PD (Elstner et al. 
2011). They compared dopaminergic neurons from PD samples with dopaminergic 
neurons from young and old control samples using microarray analysis. ANOVA 
was applied between three groups in order to obtain significantly changed genes. Of 
1185 significantly changed genes specific for PD, 1045 were also reported before by 
Simunovic et al.’s study (Simunovic et al. 2009) applying similar design and statisti-
cal methods. Overrepresented metabolic pathways in PD obtained by pathway anal-
ysis using IPA with increasing p-values were oxidative phosphorylation, ubiquinone 
biosynthesis, citrate cycle, purine metabolism, glycolysis/gluconeogenesis, butano-
ate metabolism, pentose phosphate pathway and propanoate metabolism.

Glaab and Schneider investigated PD and corresponding control groups via 
meta-analysis of eight literature-based microarray data (Glaab and Schneider 2015). 
In order to understand the relation between aging and PD risk, significantly changed 
genes in PD obtained by meta-analysis were compared at pathway and network 
level with the significant genes associated with aging adult brain obtained from 
Human Brain Transcriptome (HBT) project (Kang et al. 2011). Common overrepre-
sented metabolic pathways between PD and the aging adult brain were detected 
using a network-based pathway analysis approach. In addition to the known over-
represented pathways in PD, such as altered NADH dehydrogenase and oxidore-
ductase causing mitochondrial dysfunctions, synaptic vesicle endocytosis and 
phosphatidylinositol metabolism were found as the novel altered pathways in PD.

PD can also be investigated with in-vitro studies using cell lines. 1-methyl- 4-
phenylpyridinium (MPP+) is a mitochondrial toxin and is used to trigger biochemi-
cal alterations associated with PD in-vitro. Monti et al. performed meta-analysis of 
literature based proteome data of neuronal alterations due to MPP+ treatment in 
addition to the mitochondrial proteome data of SH-SY5Y cell lines treated with 
MPP+, and applied several bioinformatic enrichment analyses for these proteome 
data to obtain overrepresented pathways and molecular functions altered in PD 
(Monti et al. 2015). Similar to the microarray studies mentioned above, this pro-
teome study also points out mitochondrial and ubiquitin–proteasome system dys-
functionalities in PD. The significantly overrepresented GO terms associated with 
metabolic pathways were mitochondrial transport (mitochondrial alpha- 
ketoglutarate/malate transport, mitochondrial aspartate/glutamate transport, mito-
chondrial sodium/calcium ion exchange), neurotransmitter transport, phosphatase 
activity, glycolysis/gluconeogenesis and positive regulation of ATPase activity. The 
overrepresented terms associated with metabolic pathways obtained by several 
pathway enrichment analysis tools (KEGG, Reactome, Pathway Commons, 
WikiPathways) were oxidative phosphorylation, ATP production, neurotransmitters 
metabolism and release, butanoate metabolism, glycolysis/gluconeogenesis, glyox-
ylate and dicarboxylate metabolism, pyruvate metabolism, alanine, aspartate and 
glutamate metabolism, pentose phosphate pathway, arginine and proline  metabolism, 
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tyrosine metabolism, valine, leucine and isoleucine degradation, citrate cycle (TCA 
cycle) and respiratory electron transport, GABA synthesis, release, reuptake and 
degradation and glucose metabolism.

Metabolomics also provides critical insights on metabolic pathways of PD. A 
recent review (Lei and Powers 2013) states that the electron transport system, cho-
line metabolism, the glutamate-glutamine cycle, energy metabolism and TCA cycle 
are overrepresented metabolic pathways in PD, based on several NMR metabolo-
mics studies.

7.2.3  Other Disorders

Huntington’s disease (HD) is another neurodegenerative disorder associated with 
mental decline and lack of coordination. A mutation in the Huntingtin protein leads 
to several alterations at the molecular level since the protein is known to interact 
with more than a hundred proteins (Goehler et al. 2004). Mastrokolias et al. (2015) 
applied RNA-seq gene expression analysis to peripheral blood, known as a useful 
source to identify biomarkers for Huntington’s disease. One hundred and sixty 
seven significantly changed genes were found comparing peripheral blood samples 
of HD and control groups. Of 167 significantly changed genes, 40 were previously 
reported as significantly altered in HD. Several bioinformatic enrichment analyses 
were applied for significantly changed genes. In addition to some common and 
previously reported processes in HD such as mitochondria-associated metabolic 
dysfunction and increased glycolytic rate, relatively new overrepresented pathways 
such as pentose phosphate pathway were also obtained. Overrepresented 
metabolism- related terms obtained by GO analysis, KEGG pathway enrichment 
and IPA were NADP binding, positive regulation of interleukin 6, cellular carbohy-
drate biosynthetic process, glucose catabolic process, pentose phosphate pathway 
and carbohydrate metabolism. Among these terms, positive regulation of interleu-
kin 6 is associated with cholesterol biosynthesis impairment in HD. Mitochondrial 
energy dysfunction in HD was also observed in a metabolomics study, which ana-
lyzed serum and cerebrospinal fluid (CSF) samples obtained from HD transgenic 
rats and control groups (Verwaest et  al. 2011). In this study, increased levels of 
glutamine and succinic acid reflect a shutdown in the neuronal-glial glutamate- 
glutamine cycling and inhibition of the enzyme succinate dehydrogenase. The dual- 
function enzyme takes part in TCA cycle and electron transport chain. The identified 
decrease in the level of N-acetyl-aspartate reflects impairment of mitochondrial 
energy production. Furthermore, increased lactate level also indicates the deficiency 
of oxidative energy metabolism in HD.

The major pathophysiological characteristics of Multiple sclerosis (MS) are 
demyelination of neurons, inflammation and plaque formation in the central ner-
vous system. These defects lead to symptoms such as muscle weakness and some 
disabilities since the communication within the brain and between the brain and 
body is damaged. Reinke et al. analyzed cerebrospinal fluid samples from 15 MS 
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patients and 17 non-MS specimens in terms of metabolome profiles (Reinke et al. 
2014). The 1H-NMR spectroscopy produced 15 reproducibly detectable metabo-
lites, providing a more robust profiling approach. Use of hierarchical clustering 
pointed to increased importance of glycolysis and decreased mitochondrial energy 
metabolism in MS patients. The analysis showed no difference in amino acids 
metabolism, while pointing to alterations in biogenic amine and phospholipid 
metabolisms.

Amyotrophic lateral sclerosis (ALS) causes muscle weakness due to degenera-
tion in motor neurons. This leads to gradual loss of voluntary movements. Aiming 
to investigate the role of candidate genes and altered pathways in ALS pathology, 
Lederer et  al. performed a comprehensive whole genome microarray analysis of 
human motor cortex of 11 sporadic ALS and nine control subjects (Lederer et al. 
2007). They performed pathway-based gene expression analysis by GenMAPP soft-
ware package (Doniger et al. 2003), which uses fold changes and p-values of the 
significance test as inputs and dynamically links GO terms with gene-expression 
data. Overrepresented metabolic pathways obtained by GenMAPP can be summa-
rized as follows: down regulation in glycolysis, down regulation in mitochondrial 
energy metabolism (this alteration was represented by both GO terms obtained by 
GenMAPP and down regulated genes associated with TCA cycle and oxidative 
phosphorylation), ion hemostasis and solute transport (example GO terms: monova-
lent inorganic cation transporter activity and hydrogen ion transporter activity), and 
nucleotide metabolism. Additionally, comparison of the results with previously 
reported data from spinal cord of sporadic ALS patients showed that the associated 
changes are highly correlated.

Not only neurodegenerative diseases, but also mental disorders like schizophre-
nia can be analyzed by gene expression studies to understand transcriptional abnor-
malities of the disease. Middleton et  al. applied gene expression analysis by 
microarray to postmortem samples of schizophrenia and control group (Middleton 
et al. 2002). They showed significant decrease in the expression of the gene groups 
regulating the following metabolic pathways: the ornithine and polyamine metabo-
lism, the mitochondrial malate shuttle, the TCA cycle, aspartate and alanine metab-
olism and ubiquitin metabolism. In addition to neurodegenerative diseases and 
mental disorders, metabolic alterations of the traumatic brain injury (Yu et al. 2015) 
and trauma-related mental disorders (Zhang et al. 2015) can also be investigated by 
systems biology tools mentioned above.

7.3  Genome-Scale Metabolic Network Reconstructions 
for Brain

A genome-scale metabolic reconstruction is the list of curated organism-specific 
metabolic reactions with associated genes, such that all enzyme-coding genes in the 
genome are covered. Such curated genome-scale metabolic networks can be 
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simulated for the quantification of metabolic fluxes to identify impairments in meta-
bolic functions, which is a clear superiority over functional group analyses employed 
by enrichment methods discussed mainly in the previous sections.

The first reconstructions of a genome-scale human metabolic network appeared 
in 2007 (Duarte et al. 2007; Ma et al. 2007) (Table 7.2). Duarte et al. demonstrated 
the use of their reconstructed metabolic network for the assessment of functional 
metabolic states and identification of alternative drug targets through mathematical 
analysis of the network structure. They named their reconstruction as human 
Recon1. Ma et al. focused on the functional connectivity analysis of their recon-
struction as well as the distribution of disease related genes in the network. They 
called their reconstruction EHMN, the Edinburgh human metabolic reconstruction. 
Several others used these reconstructions later to derive specific models for tissues 
and cell types (Mardinoglu and Nielsen 2015; Ryu et al. 2015). These two major 
human reconstructions were later merged and extended, leading to human Recon2 
(Thiele et al. 2013). An alternative recent reconstruction with a large genome cover-
age is termed HMR 2.0 (Human Metabolic Reconstruction) (Pornputtapong et al. 
2015). These generic human reconstructions are not tissue specific. However, tissue- 
specific models are required for the investigation of disease states associated with 
specific tissues. Currently, iNL403 and iMS570 are the two simulatable genome- 
scale brain specific reconstructions that are available and both take into account two 
major brain cell types—neurons and astrocytes (Table 7.2). Recently, an astrocyte- 
specific comprehensive metabolic reconstruction has been released (Martin-Jimenez 
et al. 2017). However, it has not yet been used for simulating neurodegeneration 
related diseases.

Although brain-specific metabolic network  models that account for neuron- 
astrocyte interactions were reconstructed before (Çakır et al. 2007; Occhipinti et al. 
2007), the first genome-scale brain-specific metabolic model was reported by Lewis 
et al. (2010). They started from human Recon1, and, by the use of brain transcrip-
tome data and brain-specific localization information of proteins, they eliminated 
inactive reactions from the model to reconstruct coupled brain-specific models for 

Table 7.2 Basic properties of generic and brain-specific genome-scale human metabolic network 
reconstructions

Genes Reactions
Unique 
metabolites Pathways Specificity

Recon1 (Duarte et al. 2007) 1496 3744 1509  70 Generic
EHMN (Ma et al. 2007) 2322 2823 2671  88 Generic
Recon2 (Thiele et al. 2013) 1789 7440 2620  99 Generic
HMR2.0 (Pornputtapong et al. 
2015)

3765 8181 2895 130 Generic

iNL403 (Lewis et al. 2010) 403 1070 331 Not 
specified

Brain-specific

iMS570 (Sertbaş et al. 2014) 570 630 308  45 Brain-specific
Astrocyte network (Martin- 
Jimenez et al. 2017)

3765 5659 3061 123 Astrocyte- 
specific
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glutamatergic neuron-astrocyte, GABAergic neuron-astrocyte and cholinergic 
neuron- astrocyte cell pairs separately. The final metabolic models, iNL403, included 
about 1000 reactions controlled by 403 genes. The authors then integrated these 
brain-specific metabolic networks with AD transcriptome data by using constraint- 
based modeling framework (see next section).

Later, Sertbaş et al. reconstructed a more comprehensive brain specific metabolic 
network, which can correctly predict resting state metabolic fluxes based on con-
straint based modeling (Sertbaş et  al. 2014). The reconstruction was based on a 
previous two-cell 217-reaction model (Çakır et al. 2007), which was used to predict 
resting state and hypoxic state metabolic fluxes in brain. It included 630 reactions 
controlled by 570 genes, thus termed iMS570. Although neuron and astrocyte 
metabolism share many reactions, some reactions are cell-specific in the brain. For 
example, pyruvate carboxylation is only active in astrocytes, malic enzyme is cyto-
solic in astrocytes and mitochondrial in neurons, and glutaminase and glutamate 
decarboxylase are only active in neurons (Çakır 2018). Such cell specific behaviors 
are covered in iMS570. In addition, the specificity is also reflected in the uptake of 
metabolites by the two cell types. The authors used flux balance analysis 
(Lakshmanan et al. 2014; Orth et al. 2010) to apply optimization for the prediction 
of metabolic fluxes. The optimization first maximizes glutamate-glutamine-GABA 
exchange fluxes between astrocytes and neurons and subsequently minimizes the 
Euclidean norm of the fluxes. The first objective ensured a tight coupling between 
the two cell types in accordance with literature (Gruetter 2002; Shen et al. 1999), 
and the second objective guaranteed the first objective with minimal investment on 
enzyme levels (Çakır et al. 2007; Holzhutter 2004; Tarlak et al. 2014). After the 
reconstruction, they integrated the brain specific metabolic network with transcrip-
tome data of six neurodegenerative diseases (see next section).

With the reconstruction of generic human metabolic networks in 2007, several 
algorithms appeared to automatize tissue specific network reconstruction from 
generic networks (Pacheco et  al. 2015; Ryu et  al. 2015). In one such effort, the 
authors developed a tool called mCADRE (metabolic Context-specificity Assessed 
by Deterministic Reaction Evaluation) and used the tool to derive draft genome- 
scale metabolic models for 126 human tissues and cell types based on Recon1 
(Wang et al. 2012). Of those, 30 were for brain tissues. Albeit valuable for being 
specific for 30 different brain regions from temporal lobe to pituitary gland, the 
models do not include neuron-astrocyte specificity. In another study based on 
Recon2, 65 draft cell-specific genome-scale metabolic models were derived based 
on protein expression data (Thiele et al. 2013). Five of these models were for the 
following brain tissues: cerebral cortex (separate models for glial and neuronal 
cells), hippocampus (separate models for glial and neuronal cells), and cerebellum. 
The brain is represented as a single cell type in all these models (Thiele et al. 2013; 
Wang et al. 2012). To our knowledge, there hasn’t been any use of these draft brain 
models for the analysis of neurodegenerative diseases in the literature.
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7.3.1  Analysis of Neurodegenerative Diseases via Constraint- 
Based Modelling of Genome-Scale Reconstructions

Constraint-based modelling is the most common modeling framework applied to 
genome-scale metabolic networks to predict cellular fluxes. The approach is crucial 
to predict relative activity of metabolic pathways, to quantify secretion rates of spe-
cific metabolites or to quantify metabolic dysfunctions in a given state. The mathe-
matical formulation and details of the approach are discussed elsewhere (Bordbar 
et al. 2014; Çakır 2018). Briefly, the approach uses the stoichiometries of the cov-
ered reactions as well as their reversibility information as constraints. The stoichi-
ometries are used to represent mass balances around metabolites, assuming that 
concentration of intracellular metabolites do not change at steady state. The fluxes 
can be predicted by an optimization framework, which needs the representation of 
cellular objective as a formula in terms of a subset of covered reactions, or sampling- 
based approaches can be implemented to sample flux solution space for a high num-
ber of flux distributions to reveal common patterns. Such constraint-based modeling 
approaches gave promising results for a range of human diseases, including neuro-
degenerative disorders (Sangar et al. 2012).

Reconstruction of genome-scale metabolic networks specific for neurodegenera-
tive diseases is another challenge, which is discussed in detail for Parkinson’s dis-
ease in a recent review (Mao et al. 2015). The authors provide a framework based 
on constraint-based modeling of dopaminergic neuronal metabolism to elucidate 
molecular mechanisms of neuronal degeneration and pathology of the disease. 
Their proposal includes the processing of generic model, human Recon2, to recon-
struct a network specific to dopaminergic neurons and further analysis of the model 
by constraint-based modelling tools such as COBRA (Schellenberger et al. 2011) 
and ORCA (Mao and Verwoerd 2014). The incorporation of fluxome and exome-
tabolome data for the refinement of the model is also included in the framework. A 
previous constraint-based modelling of Parkinson’s disease (Buchel et  al. 2013) 
constructs a dopaminergic nerve-cell model of about 100 mostly-abstract reactions 
and applies FBA to model α-synuclein accumulation. The reactions do not directly 
represent enzymatic reactions of a metabolic network, but rather lumped reactions 
representing specific processes in the cell.

In another approach, the author examines the influence of somatic transposition 
in brain metabolism by using constraint-based modelling (Abrusan 2012). 
Transposable elements are known to have a role in the central nervous system 
(Baillie et al. 2011; Reilly et al. 2013). Recon1 was used together with FBA and 
FVA. The insertion of a transposable element into an exon would lead to a knockout 
effect for the corresponding gene. The author used the information provided in a 
high-throughput study on the identification of somatic insertions. That study identi-
fied more than 24,000 novel insertions mostly belonging to L1, Alu and SVA fami-
lies known to be associated with insertional mutagenesis and disease. The author 
followed an interesting approach and found the intersecting set of genes hit by the 
insertions reported by (Baillie et  al. 2011) and also reported in human Recon1. 
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Then, FBA was used to test the effect of the lower activity of such metabolic genes 
on the biosynthesis of metabolites in the network. That is, the reactions which are 
coded by the genes which contain somatic transposable element insertion were con-
strained to have lower flux, and the change in the production rate of metabolites in 
the network was calculated. Their simulation identified 93 genes affecting metabo-
lite production. In total, 256 metabolites were identified to be affected. Among the 
affected metabolites were key neurotransmitters such as dopamine and glutamate. 
The author further scanned the Human Metabolome Database for statistically sig-
nificant associations between the identified metabolites and diseases. Interestingly, 
Parkinson’s Disease was identified to be the most affected disease. Schizophrenia, 
another disease with neurodegeneration, was also identified. The results led to the 
development of new hypotheses about the mechanism of neurological diseases 
(Abrusan 2012).

Several neurodegenerative diseases are associated with the formation and accu-
mulation of intracellular aggregates. These aggregates have a role in the activation 
of cell death mechanisms. The author used Recon1, and applied an approach known 
as molecular-crowding FBA to simulate the effect of protein aggregation on neuron 
metabolism (Vazquez 2013). Macromolecules constitute about 40% of the cell vol-
ume (Zimmerman and Trach 1991), and an increase in this ratio causes limitations 
in the diffusion of metabolites. Including this constraint in the FBA formulation, the 
author calculates the change in the key fluxes in response to increase in protein 
aggregates concentration. He identifies three distinct phases during the protein 
accumulation. The first phase represents normal neuronal behavior where lactate is 
the carbon source, and the second phase represents mixed oxidative phosphoryla-
tion of lactate and glucose. In the last phase, glucose is the source of energy support 
with lactate secretion. The model also predicts a decrease in the maximal energy 
production capacity of neurons with the increasing protein aggregate concentration, 
ultimately leading to the inhibition of neuronal activity and cell death (Vazquez 
2013). Another metabolic change observed in the modeling results is the shift in the 
exchange of ammonia. Initially there is an ammonia uptake whereas it switches to 
secretion at phase two. Such metabolic changes are reported for Alzheimer’s and 
Huntington’s diseases, providing a partial validation of the modelling approach.

A rare childhood neurodegenerative disorder, known as Leigh’s syndrome (LS) 
was also analyzed by constraint-based modelling (Vo et al. 2007). The patients are 
known to have mutations in pyruvate dehydrogenase complex and in the respiratory 
chain. The authors combined Recon1 with the syndrome-associated transcriptome 
data to derive a metabolic network of fibroblast metabolism consisting of 508 reac-
tions between 430 metabolites. They also performed metabolome experiments to 
identify isotopomer data and the uptake and secretion rates of amino acids. The 
results were used to constrain the model revealing a slower metabolism for the syn-
drome and a more restricted flux range for ATP producing reactions. Moreover, 
succinate cytochrome c reductase was identified as a probable candidate for the 
mutation causing LS.

AD was analyzed in a study by applying constraint-based modelling to the first 
brain-specific genome-scale metabolic network, iNL403 (Lewis et  al. 2010). By 
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sampling the solution space for metabolic flux distributions, they simulated the defi-
ciencies of three enzymes known to be affected in Alzheimer’s disease—pyruvate 
dehydrogenase, alpha-ketoglutarate dehydrogenase (AKGD), and cytochrome c 
oxidase. The simulations were repeated separately by using GABAergic, glutama-
tergic and cholinergic metabolic networks reconstructed. In agreement with the lit-
erature, which states that GABAergic neurons are relatively unaffected in AD, 
sampling-based enzyme deficiency simulations predicted impairments in choliner-
gic and/or glutamatergic neurons. In AKGD simulations, for example, the defi-
ciency is due to limited oxidative phosphorylation capacity in neurons in the two 
cell types. However, the capacity is not impaired in GABAergic neurons based on 
the simulations. Additional simulations identified GAD (glutamate decarboxylase) 
as the neuroprotective enzyme in GABAergic neurons via contributing to a higher 
flux through GABA shunt, leading to a bypass for the AKGD deficiency in this cell 
type. As an additional support for this simulation-based hypothesis, the authors ana-
lyzed a compendium of published AD and control microarray datasets from six 
brain regions. The analysis showed that the brain regions known to be affected 
severely from AD (hippocampus and entorhinal cortex) had lower GAD expression 
in control brains whereas the regions associated with less neuronal loss in AD 
(superior frontal gyrus and visual cortex) showed much higher expression levels of 
GAD in controls. The results support the neuroprotective role of GAD as hypothe-
sized in the study based on constraint based modeling of genome-scale brain- 
specific metabolic network.

In a recent study, human Recon1 was integrated with AD transcriptome data to 
predict biomarkers and drug targets by using constraint-based modelling (Stempler 
et al. 2014). They obtained the transcriptome data from Gene Expression Omnibus, 
a public repository for transcriptome data. The data included post-mortem cortical 
samples from 187 controls and 176 AD patients (Webster et al. 2009). The expres-
sion data were discretized based on highly and lowly expressed genes and used as 
soft-constraints for the constraint-based flux calculation using the genome-scale 
network. A maximum consistency between the experimental low/high activity of 
genes and corresponding model-predicted activity of reactions was sought in an 
optimization framework. Repeating this for both control and AD data separately, 
two metabolic flux distributions were calculated. Then, the pathways with altered 
activity were identified by comparing the two flux distributions. Carnitine shuttle 
was found to have most significantly decreased activity. Folate pathway and 
neurotransmitter- related pathways were also among pathways with low activity in 
AD. Later, as an attempt to identify potential biomarkers in the cerebrospinal fluid, 
the authors compared the changes in the fluxes of extracellular transport of metabo-
lites. Succinate and prostaglandin D2 were metabolites with significantly decreased 
secretions, as the literature supports. As a final step, the authors used Metabolic 
Transformation Algorithm (MTA) (Yizhak et  al. 2013) to predict candidate drug 
targets for AD. By performing in silico gene deletions systematically for each gene 
in the genome-scale network they predicted a single-gene knockout set, which 
would transform AD metabolic state closer to the healthy state. The algorithm 
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revealed Vitamin D, nucleotides and steroid metabolism as the pathways enriched 
with the identified gene knockouts.

A group of researchers recently introduced an extension of FBA, called Lsei- 
FBA (least-squares with equalities and inequalities) and applied it to AD (Gavai 
et al. 2015). They used R package BiGGR (van Beek et al. 2011) for the simula-
tions. In their analysis, they first obtained an AD transcriptome data from laser 
captured micro dissected neurons from healthy and AD subjects (Liang et al. 2008). 
The dataset is freely available in GEO (GSE5281). The data were from six different 
brain regions, however they focused on data from the hippocampal region since it is 
more affected during the early stages of AD. They rather used a small-scale meta-
bolic model with 71 reactions between 89 metabolites, derived from Recon1. The 
model included central carbon metabolism and glutamate and GABA shunts. In 
their FBA framework, maximal ATP production was used as an objective of the 
optimization problem to calculate fluxes. They later repeated the analysis by using 
a flux sampling approach. The related algorithm is available in BiGGR. The use of 
Lsei-FBA gave metabolic flux patterns in agreement with the measurements 
reported in literature for the cerebral metabolism of AD patients.

7.3.2  Analysis of Neurodegenerative Diseases via Graph- 
Based Integration of Genome-Scale Reconstructions 
and Omics Data

Graph-based analysis of omics data is another branch of bioinformatics approach as 
opposed to constraint-based modeling discussed above. Here, the cellular network 
is represented as a graph and used as a scaffold to process omics data (Aittokallio 
and Schwikowski 2006; Vidal et al. 2011). As an advantage over enrichment meth-
ods discussed in Sect. 7.2, metabolic network connectivity is taken into account to 
identify perturbed cellular pathways.

A genome-scale metabolic network can be represented as a graph where metabo-
lites are represented as nodes and the reactions as edges. Such a graph representa-
tion can easily be integrated with omics data to extract information on the perturbed 
mechanisms for the condition change in question. An approach, called Reporter 
Metabolite Analysis (Patil and Nielsen 2005), uses graph-represented metabolic 
network as a scaffold for the p-values of genes from transcriptome data and identi-
fies metabolites around which coordinated alterations are observed at transcrip-
tional level (Fig. 7.3). Reporter metabolites are the metabolites which respond to a 
perturbation by changing the expression levels of the surrounding genes. They can 
act as a regulatory spot and aim to keep their levels constant by imposing such a 
change, or the change in the surrounding can bring the level of these metabolites to 
a new level. The approach was applied to microorganisms first (Patil and Nielsen 
2005) and application to diabetes was reported later (Zelezniak et al. 2010). In a 
systematic study comprehending six neurodegenerative diseases, transcriptome 
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data belonging to the diseases were integrated with a newly reconstructed genome- 
scale brain-specific metabolic network (iMS570) to identify reporter metabolites 
(Sertbaş et al. 2014). The concept of reporter metabolite analysis was used as a basis 
to identify pathways affected from a perturbation, termed reporter pathways (Çakır 
2015; Sertbaş et al. 2014).

In the study (Sertbaş et al. 2014), six neurodegenerative diseases were investi-
gated by reporter metabolite analysis and reported pathway analysis approaches: 
AD, PD, ALS, MS, HD and schizophrenia. The transcriptome data (Durrenberger 
et al. 2015) included 113 samples from post-mortem brain tissues, with about ten 
control and ten patient samples for each disease. The authors used the data to iden-
tify the effect of these diseases on metabolism. Of the 570 genes covered by their 
metabolic network, 496 (87%) matched with the transcriptome data and were used 
in the analysis. They identified reporter metabolites based on a cutoff of p-value 
<0.0.5. This led to the identification of disease-specific reporter metabolites and 
those shared by disease pairs. Disease-specific reporter metabolites are potential 
biomarker candidates in the diagnosis of corresponding diseases. Identified metabo-
lites spanned energy, amino-acid and lipid metabolisms, and many of them were 
supported by literature in terms of their role in the corresponding disease. For exam-
ple, succinate was identified as an AD-specific reporter metabolite, and there are 
studies reporting succinate as a potential biomarker. Cholesterol and its precursors 
lanosterol, desmosterol and lathosterol are identified as reporters only for MS. This 
is supported by previous experimental studies reporting decrease in the level of 
these metabolites in MS and suggests their use as potential biomarkers. Identification 
of pyruvate as a reporter for HD is in agreement with the reported change in the 
lactate-to-pyruvate ratio in this disease (Sertbaş et al. 2014).

In order to provide a more systematic interpretation of reporter metabolite 
results, the transcriptome-based p-value scores calculated for metabolites in the 

Fig. 7.3 Reporter metabolite analysis. P-values of the genes from transcriptome data are assigned 
to corresponding reactions, and an averaging of the values is performed for the neighbor edges of 
a metabolite for scoring. Highest scoring metabolites are called reporters
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 network were used as input to reporter pathway calculation. The approach, termed 
metabolite-centric reporter pathway analysis (RPAm), was first reported by Sertbaş 
et al. (2014) and applied to the analyzed neurodegenerative diseases. There are path-
ways which are known to be linked to the diseases but none or few of their associ-
ated metabolites were identified as reporter metabolites. Such pathways were able 
to be captured by RPAm. This means that metabolites which do not have a significant 
reporter score can show a significant aggregate score when associated with a path-
way. In other words, small nonsignificant individual changes around metabolites 
can imply a significant overall perturbation of their pathway. For example, the 
authors identified valine metabolism as reporter pathway for MS, alanine, valine, 
isoleucine and leucine metabolisms as reporter pathways for PD, and leucine and 
glutamate metabolisms as reporters for schizophrenia, all of which are supported by 
experimental studies.

Çakır (2015) took a different approach for the validation of RPAm as a more 
promising approach to capture disease-related pathways from transcriptome data 
(Çakır 2015). They also calculated pathway scores by directly using the averaging 
of the p-values of associated reactions, where a reaction p-value is the p-value of 
the controlling gene. The reaction-centric approach, termed RPAr, does not take 
into account all reactions which consume or produce the metabolites associated 
with the pathway of interest. Some reactions are traditionally listed under other 
pathways although they directly contribute to the level of metabolites in a pathway 
of interest. Metabolite-centric RPAm, considers all these reactions associated with a 
metabolite in the pathway and thus reflects cross-talks between pathways. The 
author comparatively tested RPAr and RPAm on three different datasets, and demon-
strated the superiority of the RPAm approach. One of the datasets analyzed belonged 
to AD. Although the author used the same AD dataset (Durrenberger et al. 2015), a 
more comprehensive metabolic network obtained from HumanCyc (Caspi et  al. 
2014) was used as a scaffold rather than iMS570. HumanCyc includes a higher 
number of reactions in a brain-nonspecific manner and have much higher pathway 
specifications compared to iMS570. This human metabolic network from 
HumanCyc included 2521 genes controlling 2036 reactions associated with 133 
pathways. The results were very promising in terms of the power of the metabolite-
centric approach over the reaction- centric approach and the identification of 
AD-perturbed pathways. Among the predicted metabolic pathways were 3-phos-
phoinositide, myo-inositol, TCA cycle, and melatonin degradation pathways, all 
with literature support. Among the other predicted pathways, mevalonate pathway 
is the precursor pathway of AD-affected cholesterol biosynthesis, and retinol bio-
synthesis pathway is linked to retinoids known to have a role in late-onset AD. The 
synthesis pathway of N-acetylneuraminate, the most common sialic acid in mam-
malian cells, is also predicted, and it is a structural component of gangliosides 
known to be linked to AD pathology. These pathways were mostly predicted by the 
metabolite-centric approach, RPAm, and could not be captured by the reaction-cen-
tric approach (Çakır 2015).

Similar to the reporter pathway analysis, an approach termed PathWave is also 
based on the integrative processing of graphs and omics data to identify perturbed 
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pathways (Schramm et  al. 2010). The approach defines reactions as nodes and 
metabolites as edges between reactions for each defined pathway separately. Then, 
two dimensional representation of the pathways is achieved through regular square 
lattice grid representation. After the optimal arrangement of each pathway grid via 
an optimization problem, gene expression data were mapped onto the pathways and 
statistically analyzed. Lewis et al. used Pathwave to analyze AD gene expression 
data belonging to six different brain regions to further support their constraint-based 
analysis (Lewis et al. 2010) (see previous section). Pathwave identified a significant 
suppression of glycolysis, TCA cycle, malate-aspartate shuttle and oxidative phos-
phorylation in brain regions known to be affected by AD. Additionally, region spe-
cific suppression of heme biosynthesis, ethanol metabolism and several amino acid 
pathways was revealed.

7.4  Final Remarks

Metabolism is one of the key processes in a cell, maintaining several functions via 
life-sustaining chemical transformations of glucose or other substrates into precur-
sor metabolites, and then building blocks such as amino acids, fatty acids, nucleic 
acids and carbohydrates. Investigation of the effect of neurodegenerative diseases 
from a systems-medicine viewpoint by mapping alterations at pathway level  is 
therefore crucial (Ostaszewski et al. 2016). In this chapter, we reviewed a set of 
studies which process transcriptomic, proteomic and/or metabolomic data to iden-
tify perturbed pathways in major neurodegenerative diseases. The first part of the 
chapter focused on the studies that use enrichment methods such as GO and path-
way enrichment. These methods first identify significantly changed sets of genes, 
proteins or metabolites, and predict the common cellular processes or pathways 
significantly shared by these biomolecules, without considering the network con-
nectivity information among them. The advantage of the enrichment approaches is 
their easy and quick implementation to get an initial understanding of the omics 
data. To get a deeper and more sound understanding, however, consideration of the 
network structure is important. Therefore, the concept of genome-scale metabolic 
networks was discussed in the second part of the chapter with a special focus on the 
application of neurodegenerative diseases. The use of genome-scale networks for 
the analysis of neurodegenerative diseases is possible by two major approaches: 
constraint-based modelling and graph-based integration with omics data. Both were 
reviewed in detail in the related subsections to present a thorough overview of the 
concept. There are efforts to apply another very useful approach, the kinetic model-
ling approach, for genome-scale metabolic models (Stanford et al. 2013). Currently, 
there are only small-scale kinetics-based metabolic models for neurodegenerative 
diseases (Cloutier and Wellstead 2012; Lloret-Villas et al. 2017; Tiveci et al. 2005). 
This decade will witness continuously increasing use of genome-scale brain meta-
bolic networks as scaffolds for the systems biology of neurodegenerative diseases to 
map metabolic alterations via graph-based, constraint-based and kinetics-based 
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approaches with an overall goal of identifying biomarker, drug target and/or drug 
candidates for better diagnosis and treatment.
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RGT Rat gambling task
SFC Spike-field coherence
STA Spike-triggered average
TBS Theta burst stimulation
VH Viscerally hypersensitive
VMR Visceromotor response

8.1  Brain Targets for Visceral Pain “Memory” Process 
in the Visceral Hypersensitive State

The International Association for the Study of Pain (IASP) defines pain as “an 
unpleasant sensory or emotional experience associated with actual or potential tis-
sue damage, or described in terms of such damage”. This definition is based on the 
concept of pain as a perception rather than as a purely sensory modality, and takes 
into account the fact that for pain to be consciously experienced, cognitive process-
ing is required.

Visceral hypersensitivity is common among patients with irritable bowel syn-
drome (IBS). Patients with IBS may be presented with persistent severe pain, yet 
there are no clearly identifiable clinical or radiographic abnormalities. The mecha-
nisms underpinning the transition from acute into chronic pain, such as prolonged 
“functional visceral pain” remain unclear (Mayer et al. 2000). Abnormalities that 
up-regulate signal intensity anywhere in the afferent system can induce hypersensi-
tivity and pain. It has been shown that peripheral sensitization results from an 
increase in the sensitivity and excitability of the afferent nerve itself and/or the 
dorsal horn of the spinal cord (Gebhart 2000). The brain interprets and influences 
the perception of pain-sensation signals transmitted from the gut. Recently, func-
tional magnetic resonance imaging (fMRI) studies are beginning to address the pos-
sible neural mechanisms of hyperalgesia in patients with IBS. The anterior cingulate 
cortex (ACC) is a major cortical component of the limbic loop system, and its func-
tional relationship to emotional and motivational responses has been well described 
(Vogt et al. 2003). Studies of both humans and animals consistently suggest that the 
ACC and its related areas are important for processing pain perception (Mayer et al. 
2000; Vogt and Robert 1993). Patients with IBS show enhanced activation of the 
dorsal ACC, and a reduction of this pattern is associated with a reduction in IBS 
symptoms (Vogt and Robert 1993; Fan et al. 2009). These findings suggest that the 
emotional and sensory components of the brain pain experience system in IBS are 
dysfunctional. fMRI is blood oxygenation level-dependent (BOLD) imaging, mea-
suring neuronal activity indirectly via its assumed haemodynamic correlate. BOLD 
fMRI reflects changes in cerebral blood volume, cerebral blood flow and oxygen 
consumption. Inconsistencies exist in BOLD fMRI studies (Mayer et  al. 2000; 
Mertz et al. 2000; Silverman et al. 1997; Sidhu et al. 2004). Such variation empha-
sizes the need to learn how to interpret the BOLD fMRI signal in terms of the neu-
ronal synaptic activity and action potentials in the brain (Arthurs and Boniface 
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2002). However, the literature is conspicuously devoid of a definitive study that 
demonstrates the neural electrophysiological activity of the ACC during processing 
of visceral nociceptive stimulation.

8.1.1  Viscerally Hypersensitive Rat Model

Visceral hypersensitivity in rats was induced by colonic anaphylaxis (Gao et  al. 
2006; Cao et al. 2008). The rats were injected intraperitoneally with 10 μg egg albu-
min (EA antigen) and 10 mg aluminum hydroxide (adjuvant) in 1 ml saline. From 
the third day to the fifth day after antigen injection, the rats were given a colonic 
perfusion with antigen solution followed by 30 mmHg colorectal anaphylaxis for 
30 s repeated 5 times with 3-min intervals.

Food allergens may be important in IBS. Previous studies have shown that lumi-
nal antigenic challenge in the sensitized rat intestine resulted in induction of con-
tractile activity and diarrhea (Scott et al. 1998; Nanda et al. 1989). Additionally, a 
clinical trial has shown that patients with IBS improved with dietary exclusions 
(Nanda et al. 1989). Intestinal anaphylaxis enhances the activity of the intestinal 
mesenteric nerve (Nozdrachev et al. 1999) and triggers neuronal activations in the 
nucleus of the solitary tract (NTS) (Scott et al. 1998). In the intestine, the anaphy-
lactic response is characterized by IgE antibody mediated mast cell degranulation. 
Studies in animals have provided evidence that mast cell activation triggers visceral 
hypersensitivity and gastrointestinal motor dysfunction. A recent study indicated 
that colonic mast cell infiltration and mediator release in proximity to mucosal 
innervation may contribute to abdominal pain perception in IBS patients (Giovanni 
et al. 2004). Thus, mast cells could be involved in the disturbed sensory-motor func-
tion of IBS. Hence the EA rat model of visceral hypersensitivity with chronic pres-
ence of mast cells may be a suitable model to study visceral hypersensitivity. 
However, this VH rat model has certain limitations. For example, studies indicate 
that psychosocial trauma and psychological distress play important roles in the 
onset and modulation of IBS symptoms. Nevertheless, it is well recognized that dif-
ferent factors may be involved in the pathogenesis of IBS.

8.1.2  Enhanced ACC Nociceptive Transmission in Viscerally 
Hypersensitive Rats

Direct electrophysiological evidence of the sensitization of ACC neurons in viscer-
ally hypersensitive rats has been provided (Gao et  al. 2006; Wu et  al. 2008). 
Recording single ACC (Cg1, Cg2 and prelimbic cortex) neuronal activities in 
response to colorectal distension (CRD) showed that viscerally hypersensitive rats 
have enhanced ACC spontaneous activity, decreased CRD pressure threshold to 
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stimulate ACC neurons, and increased ACC response magnitude. The ACC neurons 
of controls failed to respond to 10 or 30 mmHg CRD. In contrast, CRD (10, 30 and 
50 mmHg) markedly increased ACC neuronal responses of EA rats (Fig. 8.1). CRD 
produced greater pressure-dependent increases in ACC spike firing rates in VH rats 
compared with controls. There are significant increases in the numbers of CRD- 
excited ACC neurons in the VH rats compared with normal rats (Gao et al. 2006). It 
appears that colorectal anaphylaxis resulted in sensitization of high-threshold recep-
tors and brought into play previously unresponsive silent nociceptors. 
Splanchnicectomy combined with pelvic nerve section abolished ACC responses to 
CRD in VH rats. However, acute nerve section failed to prevent the enhancement of 
ACC spontaneous firings in the sensitized rats, suggesting that the subspinal periph-
eral ongoing activity is not required to maintain a higher level of ACC spontaneous 
activity in visceral hypersensitive rats, a phenomenon that probably originates cen-
trally rather than peripherally (Gao et al. 2006). This electrophysiological evidence 
suggests that the level of activation in the ACC evoked by noxious CRD in VH state 
is a determinant in emotional and behavioral reactions to pain.

Fig. 8.1 Recordings of colorectal distension (CRD)-excited anterior cingulate cortex (ACC) neu-
rons in response to CRD (30 and 50 mmHg) in sham-treated and viscerally hypersensitive (EA) 
rats. In sham-treated rats, there was a slight increase in response to 50 mmHg CRD, whereas both 
low- and high-pressure distension evoked increased responses in the rats sensitized with chicken 
egg albumin (Adapted from Gao et  al., J Physiol (Lond) 570(1):169–184, 2006. With 
permission.)
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Visceral stimulation activates a more anterior part of the ACC compared with 
cutaneous stimulation (Silverman et al. 1997; Lotze et al. 2001). Previous studies 
revealed that most caudal ACC neurons did not respond to CRD (Gao et al. 2006). 
fMRI scanning has shown spatially distinct ACC activation during visceral and 
cutaneous noxious stimulation (Verne et al. 2001). We examined the response of 
CRD-excited ACC neurons to transcutaneous electrical stimulation (TCES) of the 
hind paw. One group of CRD-excited ACC neurons was activated exclusively by 
CRD stimulation. These neurons failed to respond to TCES, which suggests involve-
ment of a population of rostral ACC neurons in visceral nociception and a possible 
discriminative aspect of visceral nociception. The other group of rostral ACC neu-
rons responded to both CRD and TCES. We showed that a group of ACC neurons in 
VH rats exhibited enhanced CRD-induced activities. However, neuronal responses 
evoked by cutaneous noxious heat stimulation did not change significantly (Gao 
et al. 2006). This is the first demonstration that a population of rostral ACC neurons 
is capable of discriminative coding for hypersensitivity, specifically, visceral hyper-
sensitivity. It should be noted that the criteria used to define rostral and caudal ACC 
in current studies do not correspond to the terminology of ACC regions in primates 
and humans (Vagt 2005).

8.1.3  N-Methyl-D-Aspartate (NMDA) Receptor Mediate ACC 
Synaptic Responses After the Induction of Visceral 
Hypersensitivity

Just as in other regions of the central nervous system, fast excitatory synaptic trans-
mission within the ACC is mediated by the excitatory amino acid glutamate (Sah and 
Nicoll 1991; Wei et al. 2001). Glutamate exerts its signaling role by acting on gluta-
mate receptors, including N-methyl-D-aspartate (NMDA), 3-hydroxy- 5-methyl-4-
isoxazolepropionate (AMPA)/kainate, and metabotropic glutamate receptors 
(Dougherty et al. 1992). In the ACC, NMDA receptors are highly expressed, although 
their function remains unclear. Our early studies have shown that reverse microdi-
alysis of AMPA/kainate receptor antagonist 6-cyano-7- nitroquinoxaline-2,3-dione 
(CNQX) reduced basal and abolished CRD-induced ACC neuronal firing in normal 
rats. In contrast, microdialysis of NMDA receptor antagonist AP5 had no effect on 
ACC neuronal firing in normal rats. However, AP5 produced marked inhibition of 
ACC neuronal firing evoked by 50  mmHg CRD in VH rats (Wu et  al. 2008). It 
appears that ACC nociceptive transmissions are mediated by glutamate AMPA 
receptors in the control rats. ACC responses to CRD are enhanced in VH rats. NMDA 
receptors mediate ACC synaptic responses after the induction of visceral hypersen-
sitivity (Wu et al. 2008). Unlike other ionotropic receptors, NMDA receptors are 
5–10 times more permeable to Ca2+ by way of NMDA receptors from the extracel-
lular space into the postsynaptic cells, triggering a cascade of signaling molecules, 
including protein kinases, protein phosphatases, as well as enzymes that produce 
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diffusible retrograde messengers. The function of NMDA receptors as coincidence 
detectors and their permeability to Ca2+ makes these receptors the best candidates for 
a central mechanism in memory formation (Dougherty et al. 1992; Fan et al. 2009).

8.1.4  The ACC Plays a Critical Role in the Modulation 
of Behavioral Visceral Pain Responses in VH Rats

Pain contains both sensory and affective dimensions. Teasing apart the mechanisms 
that control the neural pathways mediating pain effect and sensation is a challenge. 
It is not clear whether activation of the ACC is only causally involved with the per-
ception of pain-related unpleasantness or if it is also involved with the perceived 
intensity of pain during noxious visceral stimulation. Rodents do not have the fore-
brain structures to generate the cognitive feelings of humans. The use of behavioral 
paradigms to assess spinal pain reflexes that do not include the assessment of cogni-
tive perception in the conscious rat may help to identify the regulatory role of the 
ACC in visceral pain sensation. Based on brainstem reflexes, which have been 
described as “pseudoaffective” responses (Ness and Gebhart 1990), the nociceptive 
response (visceromotor response (VMR) to CRD was recorded. Both control and 
VH rats showed pressure-dependent increases in the VMR to CRD. A significant 
VMR to the lowest distention pressure tested in VH rats and an absence of response 
to the lowest distention pressure in normal rats suggest a reduced pressure threshold 
(ie, allodynia) in VH rats (Fig. 8.2). These results provide evidence of enhanced 
visceral pain responses (ie, hyperalgesia) in VH rats (Fan et al. 2009; Cao et al. 
2008). In this model, no significant mucosal inflammation in the colon 7 days after 
the initiation of visceral hypersensitivity were observed. The hypersensitivity to 
colonic distention, however, can be observed even up to 7 weeks following the ini-
tiation of colonic anaphylaxis and appears to be independent of mucosal inflamma-
tion (Fan et al. 2009). Hence, this may be a useful model to study post-inflammatory 
conditions of visceral hyperalgesia such as post-infection IBS, which occurs in up 
to 20% of patients following an acute bout of gastrointestinal infection.

Electrical stimulation of the rostral ACC in conscious rats enhances the VMR to 
CRD in a frequency-dependent manner. Furthermore, bilateral ACC lesion does not 
change the VMR in normal rats but markedly inhibits the VMR to CRD in VH rats. 
The reduction in the VMR after ablation of the rostral ACC suggests that neural 
networks in this region mediate allodynia and hyperalgesia in viscerally hypersensi-
tive state (Gao et al. 2006). Further study showed that injection of low-dose gluta-
mate into the ACC has no effect on the pain response in normal rats; however, in VH 
rats, it has a potent effect on the VMR to CRD, suggesting sensitization of gluta-
mate receptors in ACC neurons in viscerally hypersensitive states (Cao et al. 2008). 
To determine the role of glutamatergic transmission in the modulation of visceral 
pain, investigators have shown that microinjection of the NMDA receptor  antagonist 
AP5 into the ACC suppresses the CRD-induced increase in the VMR in VH rats 
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(Fan et al. 2009). It appears that visceral hyperalgesia in this rat model involves 
endogenous activation of descending facilitator pathways mediated by NMDA 
receptors in the rostral ACC (Gebhart 2004).

What makes glutamatergic synapses unique is that they can sustain synaptic 
plastic changes that may persist for hours to days (Dudek and Bear 1992). Further 
studies have to be  conducted to explore the cellular and molecular mechanisms 
underlying these dynamic changes in ACC neurons in the viscerally hypersensitive 
state.

Fig. 8.2 VMR to graded distention pressures in normal control and viscerally hypersensitive rats. 
Under basal conditions (CRD, 0 mmHg), there was no significant difference between normal con-
trol rats and viscerally hypersensitive rats. (a) A representative abdominal muscle electromyogram 
of the VMR to graded-pressure CRD recorded from the external oblique pelvic muscle in normal 
and viscerally hypersensitive rats. (b) Mean amplitude of the abdominal muscle contraction 
expressed as AUC after baseline subtraction was presented. Data were collected from 7 sham- 
treated control rats and 8 viscerally hypersensitive rats. Analysis of variance showed a significant 
effect for distention level, as well as a significant interaction between distention level and group 
(*P < 0.05). Stimulus-response functions were shifted to the left in viscerally hypersensitive rats, 
indicating group differences in the VMR response. Values are presented as means ± SE (Adapted 
from Cao et al., Gastroenterology 134:535–543, 2008. With permission.)
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8.1.5  Up-Regulation and Phosphorylation of CaMKII Post- 
Synaptic Binding to NR2B Receptors Contributes 
Visceral Pain

NMDA receptors contain heteromeric combinations of the NR1 subunit plus one or 
more of the subunits NR2A–2D. Although NR1 is distributed widely in the brain, 
NR2 subunits show regional specificities. In the ACC, the NMDA receptor contain-
ing NR2A or NR2B subunits contributes to most NMDA-receptor currents. In 
human beings and rodents, the subunits NR2A and NR2B are dominant in forebrain 
structure (Monyer et al. 1994). In the ACC, the NMDA receptor containing NR2A 
or NR2B subunits contribute to most NMDA-receptor currents (Zhao et al. 2005). 
Mice that genetically overexpress the NR2B-receptor subtype in the forebrain show 
enhanced responsiveness to painful stimuli (Cao et al. 2008) and superior learning 
ability and memory of different behavioral tasks (Tang et al. 1999).

Considering the distinct roles that NMDA receptors may serve, identification of 
the receptor subtype in the ACC that mediates visceral hypersensitivity will pro-
mote our understanding of the molecular mechanisms underlying nociceptive pro-
cesses in the VH state. The up-regulation of NR2B-receptor protein was verified by 
Western blot analysis in VH rats (Fan et al. 2009) (Fig. 8.3). On the other hand, no 
significant increases in NR1 and NR2A protein expression were observed (Fan et al. 
2009).

Electrophysiological studies showed that reverse microdialysis of NVP- 
AAM077, a specific NR2A-subunit antagonist, had no effect on basal and CRD- 
induced ACC neuronal firing in VH and control groups. In VH rats, Ro25-6981, a 
specific NR2B-subunit antagonist, inhibited ACC neuronal firing, evoked by 30 and 
50 mm Hg CRD, by 98% and 52% respectively. Behavioral studies showed that 
neither NVP-AAM077 nor Ro25-6981 changed the VMR to graded-pressure CRD 
in normal rats (Fan et al. 2009). On the other hand, in VH rats, NVP-AAM077 had 
no effect on the VMR, whereas Ro25-6981 dose-dependently decreased the VMR 
to CRD suggesting that NMDA NR2B-receptor activities in the ACC are responsi-
ble for allodynia and hyperalgesia in VH rats. To down-regulate NR2B-receptor 
gene expression, an NR2B-specific small interfering RNA (siRNA) and a plasmid 
(pEGFP-N1) that expressed the green fluorescent protein were administered into 
ACC neurons by electroporation. NR2B siRNA-treated VH rats showed a signifi-
cant reduction in the VMR, compared with controls indicating that the NR2B sub-
unit of NMDA receptor activation of sensitized ACC neurons plays a causative role 
for the long lasting visceral pain responses, which are independent of inflammation 
in the colon in the functional viscerally hypersensitive rats (Fan et al. 2009; Cao 
et al. 2008).

The NMDA receptors may play important roles in plasticity and memory via 
multiple downstream signaling pathways including calcium/calmodulin-dependent 
protein kinase II (CaMKII) (Lisman et al. 2002). CaMKII is enriched at the post- 
synaptic density (PSD). Localization of CaMKII at the PSD has been proposed to 
play a critical role in long-term potentiation (LTP) (Lisman et al. 2002). CaMKII is 
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autophosphorylated at Thr286, and may function as a biochemical ‘memory’ pro-
cess. An elegant study showed that NR2B binding targets activated CaMKII in the 
PSD and maintained persistent activity of this kinase in subcellular compartments 
(Bayer et al. 2001). A series of studies using a biochemical fractionation approach 
showed over-expression of NR2B and CaMKI in the ACC, and post-synaptic accu-
mulation of NR2B and CaMKII in the ACC synapses. Further investigation showed 
the increases in phosphorylated CaMKII (Thr286CaMKII) protein level in the post- 
synaptic density fraction (PSD) (Triton X-100 insoluble) and extrasynaptic (Triton 
X-100 soluble) fractions (Li et  al. 2012). Western blotting following co- 
immunoprecipitation showed that phosphorylated-CaMKII-Thr286 bound to NR2B 
in the PSD, which was increased to 267% of control in VH rats (Fig.  8.4). 
Administration of CaMKII antagonist Antennapedia-CaMKIINtide suppressed vis-
ceromotor response in VH rats, and in parallel, restored the level of NR2B to control 

Fig. 8.3 Expression of subtypes of NMDA receptor, aCaMKII and PaCaMKII-Thr286  in the 
pACC. (a) Representative immunoblots from pACC showed the expression of NMDA receptor 
subunits NR1, NR2A and NR2B in WH and PSD extracts in the normal and VH rats. Western blot 
showed that the expression level of NR2B, but not NR1 or NR2A was increased significantly in the 
pACC of VH rats 10  days after the induction of visceral hypersensitivity. (b) Representative 
Western blots showed enhanced expression of aCaMKII and P-α-CaMKII-Thr286 in WH and PSD 
extract in VH rats compared with control. (c, d) Relative intensities of NR2A, NR2B, αCaMKII 
and P-aCaMKII-Thr286 protein were measured by densitometry analysis. Quantification of pro-
tein expression in the pACC of VH rats was expressed as the percentage of controls. Each column 
represented the means ± SEM. Statistical significance was determined by Student’s t-test between 
normal and VH rats for each molecule. *p < 0.05, n = 6 for each group (Adapted from Li et al. J 
Neurochemistry, 1111/j.1471-4159. 2012. With permission.)
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levels and reduced the NR2B-P-CaMKII-Thr286 protein complex in PSD.  To 
down-regulate the gene expression of CaMKII, RNA-specific interfering RNA 
(siRNA) was administrated into the pACC neurons of VH rats by in vivo electro-
poration. This treatment completely abolished the increases in CRD-induced VMR 
(Li et al. 2012). All these data imply the close relationship between CaMKII and 
NR2B in ACC in chronic pain, namely, CaMKII might act as an amplifier of detri-
mental cellular calcium signal regulated by NMDA receptors when becoming auto-
phosphorylated and targeting to NR2B; conversely, autophosphorylated CaMKII 
could modulate post-synaptic NR2B subtype of NMDA receptor localization. Data 
from these series of experiments supports the hypotheses that CaMKII is a critical 
signaling molecule in the ACC glutamatergic synaptic transmission, phosphoryla-
tion of CaMKII at Thr286, which binds to NR2B subunit at post-synaptic site, mod-
ulates visceral pain in viscerally hypersensitive state.

Fig. 8.4 Enhanced post-synaptic association between active αCaMKII and NR2B in the VH rats. 
(a) PSD fractions of control, VH and VH rats treated with Antennapedia-CaMKIINtide were iso-
lated. Samples were immunoprecipitated with NR2B antibody before immunoblotting with 
P-CaMKII-Thr286 antibody. (b) PSD fractions of control, VH and VH rats treated with Ro25-6981 
were isolated. Samples were immunoprecipitated with P-CaMKII-Thr286 before immunoblotting 
with NR2B antibody. (c, d) Summary graphs showed increased interaction between P-CaMKII- 
Thr286 and NR2B in the VH rats. Each column represented the means ± SEM. Statistical signifi-
cance was determined by one-way ANOVA followed Bonferroni post-tests. *p < 0.05, n = 5 for 
each group (Adapted from Li et al. J Neurochemistry, 1111/j.1471-4159. 2012. With permission.)
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8.1.6  Perigenual ACC (pACC) Are Necessary 
for the “Aversiveness” of Visceral Nociceptor Stimulation

Pain contains both sensory and affective dimensions. Except for human experiments 
where self report is possible, teasing apart the mechanisms that control the neural 
pathways mediating pain affect and sensation in an overall animal nociceptive 
behavioral response is a challenge. It is well documented that the ACC is involved 
in pain processing and encoding of negative affect in humans, which results in pain- 
related unpleasantness (Tolle et  al. 1999). Research suggests that ACC neuronal 
activity in rodents is related to stimulus–reward learning (Bussey et  al. 1997). 
Johansen, Fields, and Manning (Johansen et  al. 2001), and  Johansen and Fields 
(Johansen and Fields 2004) introduced a formalin-induced conditioned place avoid-
ance (F-CPA) model to distinguish somatic pain emotion from pain sensation in 
rats. Using a rodent visceral pain assay that combines the colorectal distension 
(CRD)-induced visceromotor response (VMR) with the conditioning place avoid-
ance (CPA) researchers in the field of visceral pain, Yan et al. measured a learned 
behavior that directly reflects the affective component of visceral pain (Yan et al. 
2012). When CRD was paired with a distinct environment context, the rats spent 
significantly less time in this compartment on the post-conditioning test days as 
compared with the pre-conditioning day. Effects lasted for 14 days. Bilateral ACC 
lesion significantly reduced CPA scores without reducing acute visceral pain behav-
iors (CRD-induced VMR). Bilateral administration of non-NMDA receptor antago-
nist CNQX or NMDA receptor antagonist AP5 into the pACC decreased completely 
abolished the CPA in the day 14 after conditioning. These data suggested that pACC 
activation is critical for the memory processing involved in long-term negative 
affective state and prediction of aversive stimuli by contextual cue.

8.2  ACC Synaptic Plasticity Mediates Learning and Long- 
Lasting Functional Visceral Pain Memory

Using the visceral hypersensitivity rat model, a series of behavioral studies sug-
gested that the facilitation of visceral pain responses following a brief noxious stim-
ulus (colonic anaphylaxis in our model), the hypersensitivity to colorectal distension 
(CRD) can be observed up to 7 weeks after the initiation of colonic anaphylaxis. 
The chronic visceral pain was independent of mucosal inflammation, suggesting 
mediation by a mechanism for the learning and triggering of memory, where infor-
mation needs to be stored and retrieved. However, the mechanisms underlying how 
visceral nociceptive input is encoded within the ACC have not been explored. The 
synaptic substrates in the ACC neuronal circuitry responsible for storing visceral 
nociceptive information for prolonged periods of time (e.g. by use-dependent 
change in synaptic strength) have not been identified. A key insight in neuroscience 
over the past three decades is that synaptic connections between neurons are in a 
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near-continual state of change (Bliss and Collingridge 1993). The responses of neo-
cortical neurons can be persistently modified by alterations in sensory experience. 
Such modifications reflect changes in synaptic transmission that shape cortical cir-
cuits and store information (Martin et  al. 2000). At the cellular level, activity- 
dependent plasticity in synaptic strength, such as long-term potentiation (LTP) and 
long-term depression (LTD), may serve as key synaptic mechanisms reflecting cor-
tical plasticity (Bliss and Collingridge 1993; Chapman et al. 1998).

8.2.1  Visceral Hypersensitivity Is Associated with Alterations 
of the Properties of Synaptic Plasticity in the ACC

The medial thalamus (MT) serves as a major relay in the medial pain system and in 
the conveyance of nociceptive information to the ACC (Vogt et al. 2003; Shyu and 
Vogt 2009). There is wealth of evidences to support the view that the synapses 
mechanisms contribute to learning, and memory storage for long lasting functional 
visceral pain. LFP is a low frequency (40–130 Hz) component of the electrophysi-
ological signal. It reflects the superposition of synchronized dendritic currents, 
averaged over a large variety of interneurons and intracortical activity. FP recording 
is one way to study artificially induced synaptic plasticity (Martin et al. 2000; Shyu 
and Vogt 2009). The ACC FPs elicited by electrical stimulation of the MT were used 
as a quantitative measure of synaptic strength. I/O curves generated by a gradual 
increase of the stimulus intensity (50–1000 μA) showed significant increases in LFP 
in the sensitized rat suggesting enhancement of basal synaptic transmission in the 
thalamo-ACC synapses after induction of visceral hypersensitivity; this is mediated 
by both NMDA and AMPA receptor activity (Wang et al. 2013).

Electrophysiological recordings from animals and humans have revealed that 
ACC neurons are likely to fire action potentials at 4–7 Hz (theta) during various 
behavioral tests (Nishida et al. 2004). Electrorheological study in the ACC area have 
shown that theta burst stimulation (TBS) reliably induces LTP-like plasticity in the 
MT-ACC pathway in normal rats. However, in the VH state, the expression of LTP- 
like plasticity in MT-ACC synapses was smaller or occluded. An additional study by 
using low-intensity stimulus, which evoked response in VH rats that is comparable 
to the response induced by 400 μA (induced 50% of maximum amplitude of the 
LFP) in control rats. We found that low intensity stimulus in VH rats also failed to 
elicit increases in LFP amplitude following TBS conditioning suggesting that the 
induction of LTP-like plasticity in the MT-ACC synapses was blocked in the VH 
states (Wang et al. 2013). It appears that, in the VH state, transduction signals in the 
MT-ACC synapses are not available for subsequent electrical recruitment, suggest-
ing that the synaptic strengthening occurring in the VH state engages signal trans-
duction pathways that are in common with those activated by electrical 
stimulation.
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8.2.2  Visceral Hypersensitivity vs ACC Synaptic Plasticity: 
Chicken or Egg?

To further characterize whether LTP-like synaptic plasticity in the MT-ACC syn-
apses contributes to visceral pain in VH state, we showed that repeated artificial 
induction of LTP in the MT-ACC synapse by chronic repeated theta-patterned teta-
nization in the MT in normal rat (Wang et al. 2015) facilitated behavioral visceral 
pain, which mimic visceral allodynia and hyperalgesia in the VH model (Fan et al. 
2009; Cao et  al. 2008). These observations lend support to the theory that the 
enhanced long-lasting transmission at the MT-ACC synapses causally contributes 
to visceral pain. It appears that chronic visceral pain, ACC sensitization and long- 
lasting enhanced synaptic transmission in the VH state are expressed by the same 
core mechanisms as TBS-induced canonical LTP in rats (Wang et al. 2013). ACC 
synaptic strengthening may engage signal transduction pathways that are in com-
mon with those activated by TBS, and serves as an attractive cellular model of 
functional visceral pain. It appears that induction of chronic visceral pain produces 
a change in the ability to induce subsequent synaptic plasticity at the ACC neural 
circulatory, we hypothesize that the mechanisms of ACC synaptic metaplasticity not 
only are involved in the processes of modifying the visceral pain sensitivity (Fan 
et al. 2009; Cao et al. 2008) and the aversive responses to pain (Yan et al. 2012), but 
also further affect the processing of learning and memory in chronic pain state 
(Wang et al. 2013, 2015).

8.3  Visceral Pain and Cognitive Deficits

Pain is a perception rather than as a purely sensory modality, and it is worth men-
tioning that for pain to be consciously experienced, cognitive processing is required. 
The conceptualization of pain in humans recognizes the components involved in the 
encoding and perception of stimulus parameters (e.g., stimulus localization, inten-
sity, and quality), and the affective salience or unpleasantness of the noxious stimu-
lus. Chronic pain (defined as pain persisting for 3–6 months or longer) generally 
exceeded the duration of the precipitating noxious stimulus or injury, and is associ-
ated with the development of affective disorders but the underlying mechanisms are 
not fully understood. Ample clinical evidence has shown that most of the patients 
with IBS who seek treatment have psychiatric comorbidity, notably depression and 
anxiety disorders (Larsson et al. 2012; Longstreth et al. 2006). Symptoms of major 
depressive disorder (MDD) occur in up to 90% of patients with IBS (Friedrich et al. 
2010), clinical evidence has also shown that chronic pain patients usually suffer 
from memory deficiency, so it is surprising that there has been no experimental 
animal model to study visceral pain related emotional disorder and cognitive defi-
cits, and little is known about the underlying mechanisms.
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Cognition refers to a set of mental processes, including attention, memory, evalu-
ation, decision-making, etc. Making a decision under uncertain conditions is a basic 
cognitive process for adaption relying on the integration of several executive func-
tions. Impaired decision making has been demonstrated to represent a key symptom 
in many mental disorders. In humans, decision-making has been accurately mod-
eled using the Iowa gambling task (IGT) (Bechara et al. 2000, 1997). In behavioral 
tasks for animals, several psychiatric symptoms addressing higher-order cognitive 
dysfunctions have been reproduced (Nestler 2006). Rodents are individuals which 
can exhibit human-like cognitive characteristics, such as the ability to learn and 
reason with causal knowledge (Blaisdell et al. 2006). Rodent models of decision- 
making, such as rat gambling task (RGT), are particularly valuable as experimental 
conditions can be controlled (Zeeb and Winstanley 2011; Xu et al. 2015; Mu et al. 
2015; Cao et al. 2016).

8.3.1  Visceral Hypersensitivity Affects Decision-Making Ability 
in Rats

The RGT has been developed to test the decision-making capacities in rats via a 
conflict between immediate and long-term gratification (food reward). Operant 
chambers (28 × 30 × 34 cm) were used for RGT (Fig. 8.5). During the training 

Fig. 8.5 Rat gambling task procedure. During the gambling task, rats can nose-poke either one of 
the four holes, A, B, C or D to obtain reward. The RGT is used to test the decision-making by 
choosing between options associated with different amounts of reward in terms of food pellets at 
different likelihood/probability of penalties, which will be time-outs in this case. With the choice 
A or B, the rat will have a reward of two food pellets each time but it will either experience a long 
and frequent or a very long and less frequent timeout, the final gain will be less compare to the 
choice C or D. Although the rat will only have one food pellet in reward by choosing C or D, it will 
only experience either a short and less frequent time-out or a very short and frequent time-out. This 
pattern is advantageous and it will have more food rewarded at the end (Adapted from Cao et al., 
Experimental Neurology 136 (2016) 74–85. With permission)
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stage, rat gradually learned the association between the nose-poke action and the 
release of food pellet in the food tray. The training phase usually lasted 7–10 days. 
The 60-min test was performed the following day. Rats were allowed to freely make 
choices among the four apertures (A–D) as they did in the training phase, however, 
different choices were associated with different outcomes. Although the immediate 
reward of choice A and B was two times of C and D, in the long run, the theoretical 
maximum benefit of C and D will be five times higher than A and B.  The rats 
selected all 4 different options equally during the first 10 min. Over time, good deci-
sion makers progressively developed a preference for the advantageous options. 
The proportion of advantageous choices (%) = numbers of nose-poke (C + D) /
nose-poke (A + B + C + D) *100% were used to identify decision-making behavior 
of rats. Following criterion was used to distinguish the good (>70% preference), 
delayed-good (>70% preference in the last 20 min), undecided (30–70%), and poor 
(<30%) decision-makers during the last 20 min (Fig. 8.5). At the end of the testing, 
good decision-makers earned significantly more food pellets across the session. 
Studies of brain-lesion or psychiatric patients have discovered the specific prefron-
tal cortex (PFC) areas mediating decision-making (Bechara et al. 2000; Rushworth 
et al. 2007). Animal studies have shown that decision-making performances in the 
RGT depend on the integrated function of several sub-regions of the PFC, espe-
cially the prelimbic, cingulate and orbitofrontal cortices, and amygdala (Zeeb and 
Winstanley 2011). Recently, using chronic visceral pain rat model the difference in 
the proportions of the subgroups between the control and (VH) groups was reported 
(Flood et al. 1987) (Fig. 8.6). The significant decreases of the proportion of good 
decision-makers from 71% in the control to 46% associated marked increases in 
indecisive decision-makers discovered in the chronic visceral pain rats (Flood et al. 
1987). These data provide the first evidence that chronic visceral pain led to 
decision- making deficits in rats.

8.4  ACC Neuronal Spike Field Phase Locking 
and Synchrony Cross Areas Associated Involved 
in the Processing of Chronic Visceral Pain

Neuronal oscillations are likely to be a fundamental mechanism for modulating, 
filtering, and redirecting information in the nervous system. In the last few years, 
large scale neural oscillations have been acknowledged to play a primary role in 
fundamental cognitive functions. Ample evidence suggests that neurons transmit 
information not only by changing their firing rates but also timing of the spikes cor-
responding to the ongoing neuronal oscillations (Varela et al. 2001).

Furthermore, the induction of synaptic plasticity is favored by coordinated action 
potential timing across neuronal networks (Markram et al. 1997), giving rise to oscil-
lations of different frequencies in the local field potential (LFPs). These field poten-
tial oscillations have been shown to modulate local spike timing (Jacobs et al. 2007).
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8.4.1  Tight Coordination of Spike Timing with the Local Theta 
Oscillation Is a Key Index for Predicting Successful 
Cognitive Function

Rutishauser et al. have shown that memory formation in humans is predicted by 
close coordination of spikes phase-locking with the theta band local field poten-
tials (Rutishauser et  al. 2010). Within individual brain areas, oscillations can 
synchronize neurons, creating coherent cell assemblies (Harris et al. 2003) and 
appropriate plasticity depending on the precise timing of pre- and post-synaptic 
activity (Markram et al. 1997; Fig. 8.7). Evidence points to cortical oscillations 
as a mechanism for mediating interactions among functionally specialized neu-
rons in distributed brain circuits. A brain function that may use such interactions 
is declarative memory (Rutishauser et  al. 2010)—that is, memory that can be 
consciously recalled, such as episodes and facts. A growing body of evidence 
clarified by us and others suggests that cortical oscillation at theta band, in par-
ticularly, the synchrony between spike timing and theta oscillation facilitates 

Fig. 8.6 Changes in decision-making behavior induced by visceral hypersensitivity using a rat 
gambling task. (a–c) Mean time-course of advantageous choices of good (a), undecided (b) and 
poor (c) decision-makers during the RGT. (d, e) Total pellet consumption during the 60 min RGT 
testing for good (white), undecided and poor (black) decision-makers of control rats and VH rats. 
***p < 0.001 vs. good decision-makers. (f) Proportions of good (white bar), undecided and poor 
(black bar) behavior was represented for control group and VH group. Advantageous choices 
(%)  =  numbers of nose-poke for choices (c  +  d)/numbers of nose-poke for choices 
(a + b + c + d) × 100%. n = 28 for control group, n = 39 for VH group (Adapted from Cao et al., 
Experimental Neurology 136 (2016) 74–85. With permission.)
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neuronal communications, modifies synaptic weights between anatomically dis-
tant, but functionally associated brain regions, and related to even behavioral 
outputs (Xu et  al. 2015; Mu et  al. 2015; Cao et  al. 2016; Cardoso-Cruz et  al. 
2013).

Fig. 8.7 VH disrupted the spikes phase-locking to theta band oscillation in the ACC. (a) Test of 
significance of phase-locking as a function of frequency (1–64 Hz). The threshold (red line) for 
significant phase-locking was set to p = 0.0023 (0.05/22, Bonferroni corrected). The shown phase- 
locked neuron in the control rat exhibited maximal phase-locking at 8.0 Hz while the other un- 
phase- locked neuron in the VH rat showed no significant phase-locking in any frequencies. (b) The 
polar-histogram of the spike-field phase distribution of the phase-locked neuron from the control 
rat and un-phase-locked neuron from VH rat, which are shown in (a). The mean phase showed by 
red arrows also indicated this neuron preferred firing at 105° of the theta oscillation, while the 
other un-phase-locked neuron in VH rat showed no significant phase-locking in theta range. (c) 
Histogram of the preferred phase of all phase locked neurons (n = 59 of 114) recorded in the 6 
control rats. The figure shows most neurons preferred to fire during the descending phase and at 
the trough of the oscillations. The red line is a schematic of one theta cycle. (d) The phase locked 
neuron (n = 54 of 217) recorded in 6 VH rats, however, fired action potential at random angles of 
the theta cycle in the oscillations suggesting disrupted phase-locking relationship between action 
and field potentials in rats following VH (Adapted from Cao et al., Experimental Neurology 136 
(2016) 74–85. With permission.)
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8.4.2  Interruption of Amygdala-ACC Integrative Coordination 
Contribute Causally to Cognitive Dysfunctions 
in Chronic Pain States

It has been shown that the basolateral amygdala (BLA) and the ACC form an inter-
connected neural circuit that may mediate certain types of decision-making pro-
cesses (Floresco and Ghods-Sharifi 2007). Recently, it was reported that pain related 
hyperactivity of basolateral amygdala neurons mediates decision making deficits 
through the amygdala-prefrontal cortex circuit, suggesting that cognitive impair-
ment is caused by amygdala-driven prefrontal cortical deactivation. The reciprocal 
connections between the BLA and medial PFC including the ACC have been clearly 
exhibited previously (Bacon et al. 1996). We have performed multiple-channel elec-
trophysiological recordings and adopt standard multi-channel data analyses, such as 
cross-correlations and spectral analyses for local field potential (LFP) and spike 
recordings, to characterize the spike-field coherence (SFC), and phase locking of 
individual neurons to the theta oscillation within each regions, and between ACC 
and basolateral amygdala (BLA). Our published data showed that phase-locking 
and synchronization in ACC and between ACC and amygdala play a major role in 
modulation of cognition function in various preclinical animal models (Wang et al. 
2015; Xu et al. 2015; Mu et al. 2015; Cao et al. 2016).

In viscerally hypersensitive rats, recordings of field potential showed facilitation 
of basal synaptic transmission in the BLA-ACC pathway, suggesting up-regulation 
of long lasting synaptic transmission in the ACC neural circuitry following induction 
of visceral hypersensitivity (Zeeb and Winstanley 2011). Previous study showed that 
BLA efferent exerted a predominantly inhibitory effect (Perez-Jaranay and Vives 
1991). In line with this observation, recent study showed that there was a reliable 
induction of LTP at the BLA-ACC synapses in normal rats. However, the LTP in the 
BLA-ACC synapses was blocked in VH rats (Zeeb and Winstanley 2011). It appears 
that induction of visceral hypersensitivity produces a change in the ability to induce 
subsequent synaptic plasticity at the BLA-ACC pathway. Further, power spectral 
density analysis showed an increase in accumulative power of the theta band of LFP 
in both the BLA and ACC in VH rats that was associated with a marked decrease of 
theta peak frequency (Flood et al. 1987). In fact, the increases in theta power and the 
shift of the dominant peak of theta to lower frequencies have been proposed as mark-
ers of cognitive decline in chronic pain (Cardoso-Cruz et al. 2013; Sarnthein et al. 
2006). Cross-correlation analysis revealed visceral hypersensitivity led to sup-
pressed synchronization of theta oscillation between the BLA and ACC (Fig. 8.8) 
suggesting that they loosely interact for dynamic information transfer, which may in 
turn disrupt neural network assemblies and affect synaptic plasticity. Finally, we 
observed suppressed locking of ACC spikes to the phase of the theta oscillations in 
the BLA in the VH rats. The SFC analysis is independent of the LFP power spectrum 
and the number of spikes, and is therefore immune to changes in these parameters. 
These findings are particularly intriguing in view of the recent findings that a tight 
coordination of spike timing with the local theta oscillation is a key index for pre-
dicting successful memory formation in humans (Rutishauser et al. 2010).
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Fig. 8.8 Synchronization between theta oscillations in the basal lateral amygdala (BLA) and ante-
rior cingulate cortex (ACC). (a) Typical colored power spectrograms (120 s duration) recorded 
from ACC (top) and BLA (bottom) in control rats (left) and VH rats (right). Note that theta power 
decreased in the ACC but increased in the BLA of VH rat compared with control rat. (b) The aver-
aged cross-correlograms in control and VH rats at quiet waking state. (c) Statistic analysis revealed 
that the cross-correlation value (the second positive peak in b), which is corresponding to theta 
activity, decreased in VH rats compared to control rats, *p < 0.05
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8.5  Vagus Nerve Stimulation Modulates Neuronal Spike 
Field Phase Locking and Synchrony Cross Areas 
Associated with Facilitation of Decision-Making in Rats

The viscero-sensation is a faculty of perception that does not depend on any out-
ward sense (Zagon 2001), which acts to influence the elicited behavioral response. 
Vagus Nerve Stimulation (VNS) is used clinically as a treatment for refractory epi-
lepsy (Elger et al. 2000), and resistant depression (Nemeroff et al. 2006). VNS has 
also shown several beneficial effects for mood enhancement (Elger et  al. 2000; 
Beekwilder and Beems 2010), and promoted cognitive functions in Alzheimer’s 
patients (Sjögren et al. 2002). Clark et al. have shown in human patients VNS at 
intensity comparable to that effective in rodents facilitated retention of verbal learn-
ing performance (Clark et al. 1999). In rats VNS (0.4 mA) given immediately after 
training enhanced retention performance on an inhibitory-avoidance task (Clark 
et al. 1998). Using behavioral paradigm to evaluate visceral pain in conscious rats, 
we have demonstrated that subdiaphragmatic vagus nerve stimulation has visceral 
analgesic properties in rats (Chen et al. 2008), furthermore, visceral pain-related 
affective memory was enhanced by VNS (Zhang et al. 2013).

8.5.1  Vagal Nerve Stimulation Enhances Cognitive 
Performance and Facilitate Decision Making

Making a decision under complicated and uncertain conditions is a basic cognitive 
process for adaption relying on the integration of several executive functions. In 
humans, decision-making has been accurately modeled using the Iowa gambling 
task (IGT) in the laboratory (Bechara et al. 1999, 2000). Previous report showed 
that subjects with spinal cord injury (second to sixth cervical vertebra) did not show 
dysfunctions in decision making (North and O’Carroll 2001) suggesting changes in 
sympathetic activity are not critical to determining somatic tone, and affect decision 
making. A preliminary, but impressive experimental study by Martin et al. (Martin 
et al. 2004) has shown that VNS improved decision making in medical refractory 
epileptic patients. Together, these lines of evidence provide compelling rational to 
hypothesize that activation of vagal afferent nerves may play  an important role 
in the process of decision-making.

By employing a conscious rat model equipped with vagus nerve cuff electrode, 
we assessed ACC the role of chronic VNS on decision-making in rat gambling task 
(Fell and Axmacher 2011). The average food intake per body weight was not signifi-
cantly different between the control (sham EVS) and EVS rat groups. Daily VNS, 
administered immediately following training sessions of RGT, caused an increase in 
‘good decision-maker’ rats. The difference in the proportions of the three types of 
decision-making behavior (good, bad, undecided) between the two groups was 
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 significant. The mean food reward obtained during the RGT by the VNS rats was 
significantly more than that of the controls (Fell and Axmacher 2011).

8.5.2  Vagal Nerve Stimulation Regulates LFP and Spike 
Phases, Enhances Spike-Phase Coherence Between Key 
Brain Areas Involved in Cognitive Performance

Simultaneous multichannel-recordings offer an ideal setup to test the hypothesis 
that VNS may induce alterations of in both spike-field-coherence and synchroniza-
tion of theta oscillations across brain areas. Indeed, it has been reported that VNS 
augmented theta activity in BLA and ACC (Fell and Axmacher 2011). Spike-field 
coherence (SFC) was used to quantify the alteration in the spike timing-LFP rela-
tionship within the BLA and ACC before and after VNS. The SFC value is expressed 
in percentage and varies as a function of frequency. We found a significant differ-
ence in the average SFC after VNS in the theta range. No significant changes were 
observed in the other three frequency bands. To further examine the functional con-
nectivity between the ACC and BLA, we compared the LFP during 30 s spontane-
ous periods from before and after VNS in rats. Cross-correlation and time-varying 
power spectral analysis of the theta oscillations revealed a pattern of dispersion of 
theta band activity during the basal period, and increases in correlation values 
immediately following VNS. Moreover, the increased LFP-synchronization between 
the BLA and the ACC was also associated with greater locking of ACC spikes to the 
phase of the theta oscillations in the BLA (Fig. 8.9). It is clear that communication 
between brain areas involves phase synchronization of oscillations (Fries 2005; 
Palva et al. 2005). The phase of the oscillation regulates exactly when gatherings of 
neurons spike, thus two brain areas with increased phase synchrony will have 
improved synaptic interaction and information exchanges (Fell and Axmacher 
2011). It appears that the sequential transfer of information via corticipetal BLA/
ACC connections may guide response variety when assessing the value of an antici-
pated outcome (decision making) relative to the costs of a particular action.

These electrophysiological evidences unveil several important roles for VNS in 
regulating LFP and spike phases, as well as enhancing spike-phase coherence 
between key brain areas involved in cognitive performance. These data may serve to 
provide fundamental notions regarding neurophysiological biomarkers for thera-
peutic VNS in cognitive impairment. Further studies are wanted to clarify what 
physiological stimuli activate the vagal afferents that modulate decision-making. 
For instance, Cholecystokinin-octapeptide (CCK-8), which is a gastrointestinal hor-
mone released during feeding (Li et al. 2000; Li and Owyang 1996), acts on vagal 
afferent fibers. Our previous electrophysiological studies in rats have demonstrated 
that CCK stimulates vagal afferent fibers (Li et al. 2004, 1999) to modulate various 
gastrointestinal functions. Flood et al., have shown that administration of CCK-8 
acts on vagal afferents to enhance memory retention in the mice after aversive 
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 training (Flood et al. 1987). Further studies are needed to determine if CCK enables 
or modulates cognitive function, such as decision-making, by acting on vagal affer-
ent fibers.

8.5.3  Final Remark

The pain is likely to be reflected in a matrix of neuronal structures rather than in a 
fixed pain center. A “neuromatrix” incorporating the ACC, prefrontal cortex and the 
amygdala may be involved in the processing of pain without any single region unto 
itself being necessary and sufficient for the pain experience. It is conceivable that 
the course of the processes of neuron specialization during induction of visceral 
hypersensitivity are associated with changes in synaptic efficiency in the same cells 
during the induction of canonical LTP. This suggests the possibility that the same 

Fig. 8.9 Phase-locking of the spikes of the ACC neurons to the theta oscillations in the BLA. (a) 
Test of significance of phase-locking. The neuron which was un-phase-locked before VNS exhib-
ited maximal phase locking at 5.65 Hz after VNS. (b) The polar histograms of the spike-field phase 
distribution of the same neuron shown in (a). The un-phase-locked neuron fired randomly before 
VNS (left panel) and became phase-locked to the theta cycle at 189° after VNS (right panel, vector 
length R = 0.53). (c, d) Histogram of the distribution of the preferred phases of all phase-locked 
neurons before and after VNS, n = 26 in (c) and n = 37 in (d). More phase locked neurons preferred 
to fire close to the trough of the oscillation (Adapted from Cao et al., Scientific Report)
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synaptic mechanisms are involved in the processes of modifying ACC cells, reduc-
ing the pain threshold, amplifying affective responses to pain, and processing learn-
ing and memory in patients with IBS.

The visceral pain experience may be better explained as a biopsychosocial model 
of pain, although most clinical specialists continue to treat visceral pain as just a 
symptom and not as a distinct neurological entity. In the chronic visceral pain, state 
hyperactivity of amygdala effectively blocks the expression of canonical long term 
potentiation at BLA-ACC synapses. The impaired ACC LTP and the dysfunction of 
ACC intra-, and between areas spike field coherence play an important role in emo-
tional disorders, and cognitive deficits, such as decision making, in the visceral 
hypersensitive state.

More recent findings reveal that vagus nerve stimulation induces between-area 
phase synchronization in theta frequencies and elevated phase locking of neuronal 
spike firings to theta oscillations across regions, and are perhaps candidates for 
explaining the neural mechanisms underlying VNS-facilitation of decision-making. 
The data will serve as a basis for fundamental notions regarding neurophysiological 
biomarkers for the development of novel therapeutics of cognitive deficits in the 
chronic visceral pain.
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Chapter 9
Large De Novo Microdeletion in Epilepsy 
with Intellectual and Developmental 
Disabilities, with a Systems Biology Analysis

Kai Gao, Yujia Zhang, Ling Zhang, Weijing Kong, Han Xie, Jingmin Wang, 
Ye Wu, Xiru Wu, Xiaoyan Liu, Yuehua Zhang, Feng Zhang,  
Albert Cheung-Hoi Yu, and Yuwu Jiang

9.1  Introduction

Epilepsy is a disease which arises from largely unknown cellular and genetic mech-
anisms. It is a common neurological disease that reflects neuronal hyperexcitability 
induced by many different factors such as trauma, neurotoxicity and genetic varia-
tion (Lee and Heo 2014). ID/DD is one of the most common pediatric neurological 
diseases and is also one of the most important unsolved problems in health care. 
Studies have shown that the prevalence rate of ID/DD is 1–3% (Chelly et al. 2006). 
It is estimated that approximately 30% of patients with ID/DD have seizures 
(Tuchman et al. 2009). These associations indicate that epilepsy shares a similar 
pathogenic mechanism with those diseases in some situations (Williams et al. 2009; 
Cooper et al. 2011; Grayton et al. 2012).
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Copy number variation (CNV) has been reported to be associated with a group 
of neuropsychiatric disorders, including epilepsy and ID/DD.  Recent studies of 
CNV in patients with epilepsy have revealed a series of CNV hotspots, such as 
1q21.1 (de Kovel et al. 2010; Mefford et al. 2010), 15q11.2 (Zhang et al. 2009; de 
Kovel et al. 2010; Mefford et al. 2010; Vanlerberghe et al. 2015), 15q13.3 (Mulley 
et al. 2011; Sisodiya and Mefford 2011; Kogan et al. 2015), 16p11.2 (Mefford et al. 
2011; Bassuk et  al. 2013; Tiwari et  al. 2013), 16p13.11 (Sisodiya and Mefford 
2011) and 22q11.2 (Helbig et al. 2013; Kim et al. 2016). At the same time, a group 
of ID/DD-related CNV hotspots was been found, as 1q21.1 (Harvard et al. 2011), 
2q13 (Yu et al. 2012; Riley et al. 2015), 15q11.2 (Derks et al. 2013; Caciotti et al. 
2015), 16p11.2 (Bassuk et al. 2013; Derks et al. 2013), 22q11.2 (Mertz et al. 2013; 
Olszewski et al. 2014). The overlap of those CNV hotpots between epilepsy and ID/
DD, indicate these two disease share a similar pathogenic genetic mechanism.

To elucidate whether CNV is a causal factor in epilepsy with ID/DD in Chinese 
children, we utilized a custom high-density oligonucleotide-based comparative 
genomic hybridization (CGH) microarrays to detect the CNVs in 96 epilepsy patients 
with ID/DD.

9.2  Large De Novo Rare Microdeletion Is an Important 
Pathological Cause of Epilepsy with ID/DD

9.2.1  Ethics and Patients

The study protocol was approved by Medical Ethics Committee of Peking University 
First Hospital. Informed consent was obtained from the parents. All data of this 
study were analyzed anonymously. DNA samples were collected from 96 epileptic 
patients with ID/DD and from their parents. All of the patients were recruited from 
the Department of Pediatrics, Peking University First Hospital from 2006 to 2014. 
These samples were prepared from a collection of whole blood samples by DNeasy 
Blood & Tissue Kit (QIAGEN).

Patient with both epilepsy and ID/DD who fulfilled the following inclusion cri-
teria were assumed to be cryptogenic: (1). no perinatal brain injury (2). no hypoxia, 
ischemia, trauma or infection of the central nervous system (CNS); (3). no evidence 
of typical inherited metabolic disorder or specific neurodegenerative disorders, as 
found by physical examination, cranial neuroimaging and blood/urinary metabolic 
diseases screening; (4). negative from a gene screen by 300 epilepsy gene panel 
(Zhang et al. 2015). Finally, according to the inclusion criteria, 96 participating Han 
ethnicity patients were recruited from Peking University First Hospital.

K. Gao et al.



249

9.2.2  CNV Detection by Array CGH

To detect the changes of CNVs in the genomic DNA, we applied high-density 
oligonucleotide- based CGH microarrays, a custom-designed Agilent SurePrint G3 
Microarray (4 × 180K) was used to verify CNVs. The high-density areas covered 
the known epilepsy associated genes or related chromosome loci (including genes 
and CNVs in epilepsy including early infantile epileptic encephalopathy and idio-
pathic generalized epilepsy, listed in Supplementary Table  9.1). DNA digestion, 
Cy5-dUTP or Cy3-dUTP labeling, purification, array hybridization, washing, scan-
ning, and data analysis were conducted by following the Agilent oligonucleotide 
aCGH protocol (version 6.3).

We performed whole-genome array CGH in a series of 96 patients. All of them 
had a presenting diagnosis of epilepsy with ID/DD. Our goal was to discover novel 
CNVs associated with epilepsy and ID/DD. In this study, we gathered data from 
whole-genome analysis and extended our analysis to other idiopathic epilepsy syn-
dromes, such as infantile spasms and early onset epileptic encephalopathy (EOEE). 
In total 96 patients, we identified 8 individuals (8.3%) with 9 long rare microdele-
tions. If the CNV is larger than 500 kb, it will be identified as a long/large one.

9.2.3  The Loci of Microdeletions

In this study, we identified 8 of 96 (8.3%) patients with 1 or 2 large microdeletions 
(more than 500 kb). The biggest deletion was about 11 Mb, and the smallest was 
893 kb. The mean CNV size was 3.5 Mb and the median size was 2.9 Mb. The num-
ber of deleted genes in each patient was from 12 to 79 (Table 9.1). Figure 9.1 shows 
the loci of the CNVs in the genome. There were two identical microdeletions at 
22q11.21-q11.22 (Fig. 9.2) and two similar microdeletions at 5q13.2 (Fig. 9.3). The 
other CNVs were located on 2q33.1-q34, 2q24.1, 5q33.1-q34, 17p13.2, and Xp22.31 
(Fig. 9.4). All the CNVs were de novo and heterozygous. Microdeletion of 5q13.2 

Table 9.1 Large CNVs identified in 8 of 96 individuals affected by epilepsy and ID/DD

Sample CNV locus Start Stop Size (bp)
Gene 
number

de novo or 
inherited

3940 2q24.1 157,183,677 159,479,627 2,295,951 10 de novo
2332 2q33.1-q34 199,750,753 210,748,712 10,997,960 79 de novo
1549 5q13.2 68,830,699 70,600,323 1,769,625 15 de novo

Xp22.31 6,705,268 7,942,835 1,237,568 4 de novo
5332 5q13.2 68,828,322 69,732,251 903,930 12 de novo
5319 5q33.1-q34 151,040,072 160,070,141 9,030,070 51 de novo
1277 17p13.3 2,165,369 3,058,821 893,453 17 de novo
1583 22q11.21-q11.22 19,058,829 21,360,978 2,302,150 48 de novo
3568 22q11.21-q11.22 19,058,829 21,360,978 2,302,150 48 de novo

9 Large De Novo Microdeletion in Epilepsy with Intellectual and Developmental…



250

and 17p13.2 was not found in patients of epilepsy with ID/DD before. The clinical 
features of the patients with large microdeletion were summarized in Table 9.2. Of 
the 8 patients with large microdeletions, 5 were male and 3 were female. Besides 
epilepsy and ID/DD, the phenotypes of the patients were diverse. Six out of 7 
patients who had a MRI scan had encephalodysplasia. Of 5 patients who had a psy-
chiatric test, 2 patients suffered from autism. For craniofacial characteristics, 3 
patients had facial dysmorphism, 1 patient had cleft lip/palate, and 2 patients had 
strabismus (Tables 9.2 and 9.3).

From these results, most of patients have only one large microdeletions. Those 
CNVs should course epilepsy and ID/DD by two different situations, one is the 
CNVs have both epilepsy-related genes and ID/DD related genes, the other is the 
CNVs have one or more genes associating both epilepsy and ID/DD. We also found 
that most of the long rare CNVs in this study were not in the most well-known idio-
pathic epilepsy CNV hotspots, such as 1q21.1, 15q11.2, 15q13.3, 16p11.2, 
16p13.11, 22q11.2 (Table  9.4). The reason for this difference might be that the 
known CNV hotpots come from studies of idiopathic epilepsy, while our patients 
suffered from both epilepsy and ID/DD. Most of them are epileptic encephalopathy. 
The reported CNV regions of epileptic encephalopathy, such as 1q36, 2q32.3, 

Fig. 9.1 The loci of the 9 CNVs of our cohort in the genome. 2 CNVs (2q24.1 of patient 3940 and 
2q33.1-q34 of patient 2332) in chromosome 2, 3 CNVs (5q13.2 of patient 1549 and 5332, 5q33.1-
 q34 of patient 5319), 1 CNV (17p13.3 of 1277) in chromosome 17, 2 CNVs (22q11.21-q11.22 of 
patient 1583 and 3568) in chromosome 22, 1 CNV (Xp22.31 of patient 1539)
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2q24.3, 3q11, 4q3.1-q3.2, 7q11.23, 14q12, 15q11-13, 16p11.2, Xp22 (Table 9.5) 
are not in accordance with idiopathic epilepsy.

9.3  Pathogenic Mechanism Analysis

We analyzed the genes in the CNVs and discovered some genes which were candi-
date pathogenic genes. We screened for candidates by determining whether genes 
were epilepsy/seizure related, ID/DD related, synapse related, ion channel/receptor 
related, transmitter related, and neurodevelopment related, or having high expres-
sion in the CNS (Table 9.3). We found that 4 out of the 9 CNVs included epilepsy 
related genes, while 6 out of the 9 CNVs included reported ID/DD related genes. 
Besides the known epilepsy- or ID/DD-related genes, some novel candidate genes 
might be involved in epilepsy with ID/DD: NR4A, KCTD18, TRAK2, UNC80, 
CASP8, NRP2, KLF7, OCLN, SMN1, SMN2, NAIP, ADRA1B, HAND1, SRR, 
PAFAH1B1, SEPT5, RTN4R, TBX1, ARVCF, RTN4R and CRKL (Table 9.6).

Patient 3940 with a 2q24.1 deletion was suffering from autism with epilepsy and 
ID/DD. 2q24.1 was reported to be involved in juvenile myoclonic epilepsy (Layouni 
et al. 2010), ID/DD (Daoud et al. 2009) and schizophrenia (Yamada et al. 2012). 
Therefore, 2q24.1 should be a potential CNV locus for neuropsychiatric disorders. 
The pathogenic genes in this patient could be GPD2 and NR4A2. GPD2, which is 

Fig. 9.2 The 2 same CNV in 22q11.21-q11.22. (a) The microdeletion in 22q11.21-q11.22 of 
patient 3568. Compared with the genome DNA of his father and mother, the CNVs is de novo. 
From the data of SV database in this area, the CNV is rare. (b) The microdeletion in 22q11.21-
 q11.22 of patient 1583. Compared with the genome DNA of his father and mother, the CNVs is de 
novo. From the data of SV database in this area, the CNV is rare
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highly expressed in brain, was reported to be a candidate gene for ID/DD in a female 
with nonsyndromic ID/DD (Daoud et  al. 2009; Barge-Schaapveld et  al. 2013). 
NR4A2 is the gene for Nuclear Receptor Subfamily 4, Group A, Member 2, which 
is crucial for expression of a set of genes such as SLC6A3, SLC18A2, TH and DRD2 
for the development of neurons (Messmer et al. 2007).

The clinical features of patient 2332 with a 2q33.1-q34 deletion were similar to 
2q32-q33 deletion syndrome. 2q32-q33 deletion syndrome (OMIM # 612313), first 
reported at 1989, (Glass et al. 1989) is characterized by severe ID/DD, microceph-
aly and craniofacial dysmorphism. A STAB2 gene deletion might be the most likely 
pathogenic gene in the 2q33.1-q34 region. The SATB2 is a candidate brain develop-
mental gene which should be responsible for the 2q32-q33 deletion syndrome (Van 
Buggenhout et al. 2005; Rosenfeld et al. 2009; Usui et al. 2013). The STAB2 gene 
encodes a transmembrane receptor which has always been a marker of the upper 
layer of the normal fetal neocortex (Arai et al. 2012). In the 2q33.1-q34 CNV of our 
patient, there are both epilepsy-related genes and ID/DD related genes. The reported 
epilepsy-related genes are ADAM23 (Owuor et al. 2009; Fukata et al. 2010), MAP2 
(Chulanova et  al. 2001; Jalava et  al. 2007). SATB2 (Leoyklang et  al. 2007) and 
CREB1 (Barco et al. 2003) were reported to be ID/DD related gene. Besides those 
genes, KCTD18 (Pichler et  al. 2013), TRAK2 (Grishin et  al. 2006), and UNC80 

Fig. 9.3 The 2 similar CNV in 5q13.2. (a) The microdeletion in 5q13.2 of patient 5332. Compared 
with the genome DNA of his father and mother, the CNVs is de novo. From the data of SV data-
base in this area, the CNV is not rare. (b) The microdeletion in 5q13.2 of patient 1549. Compared 
with the genome DNA of his father and mother, the CNVs is de novo. From the data of SV data-
base in this area, the CNV is not rare
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Fig. 9.4 The other CNVs in our cohort. (a) The microdeletion in 2q24.1 of patient 3940. Compared 
with the genome DNA of his father and mother, the CNVs is de novo. From the data of SV data-
base in this area, the CNV is rare. (b) The microdeletion in 2q33.1-q34 of patient 2332. Compared 
with the genome DNA of his father and mother, the CNVs is de novo. From the data of SV data-
base in this area, the CNV is rare. (c) The microdeletion in 5q33.1-q34 of patient 5319. Compared 
with the genome DNA of his father and mother, the CNVs is de novo. From the data of SV data-
base in this area, the CNV is rare. (d) The microdeletion in 17p13.2 of patient 1277. Compared 
with the genome DNA of his father and mother, the CNVs is de novo. From the data of SV data-
base in this area, the CNV is rare. (e) The microdeletion in Xp22.31 of patient 1549. Compared 
with the genome DNA of his father and mother, the CNVs is de novo. From the data of SV data-
base in this area, the CNV is rare

9 Large De Novo Microdeletion in Epilepsy with Intellectual and Developmental…
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(Gogliotti et al. 2011) are related to ion channels or receptors, and CASP8 (Ma et al. 
2007), NRP2 (Maden et  al. 2012) and KLF7 (Caiazzo et  al. 2011) takes part in 
neurodevelopment.

There were two patients (1583 and 3568) sharing the identical 48 gene-deleted 
CNV in 22q11.21-q11.22. Besides epilepsy and ID/DD, they also suffered from 
encephalodysplasia. Patient 1583 also had an anomalous face. Patient 1583 was a 
boy born after uneventful term delivery. He was the product of healthy parents with-
out family history of epilepsy and ID/DD. However, this boy had tonic seizures 
since 5  months. The seizures are intermittent with a frequency of 1.5 times per 
month. His intellectual and motive developments were delayed. The patient also had 
an anomalous face with short philtrum, small auricle, high palatal arch, and 
 up- warped upper lip. A brain MRI showed cerebral dysplasia, increased lateral ven-
tricle especially on his left side, wide arachnoid at temporal lobe and frontal lobe. 
Interictal EEGs found some low to medium amplitude spike wave and spike slow 
wave in sleep. Patient 3568 was a girl born after uneventful term delivery. There was 
no history of epilepsy and ID/DD in her family. The girl had complex focal seizures 
since 2.5 years. The seizures occurred intermittently with a frequency of 2 time per 
month. Her intellectual development was delayed. The MRI showed that two-side 
hippocampal sclerosis and abnormal signal at parietal lobe and temporal lobe (espe-
cially at the right sides). Besides epilepsy and ID/DD, they also suffered from 
encephalodysplasia. The reason may be this CNV have some genes of neurodevel-
opment, such as TBX1, ARVCF, RTN4R, and CRKL (Tables 9.2 and 9.4).

Based on the locus of the deletion and the clinic features, these patients would 
almost certainly suffer from 22q11.2 deletion syndrome. This syndrome involves a 
series of syndromes such as DiGeorge syndrome (DGS) (Kelley et al. 1982), velo-
cardiofacial syndrome (VCFS) (Scambler et al. 1991; Driscoll et al. 1992), conotrun-
cal anomaly face syndrome (CTAF) (Matsuoka et al. 1994), some cases of autosomal 
dominant Opitz G/BBB syndrome (McDonald-McGinn et al. 1995; Fryburg et al. 
1996; Lacassie and Arriaza 1996), and Cayler cardiofacial syndrome (asymmetric 
crying facies) (Giannotti et al. 1994). Among candidate pathogenic genes, COMT is 
related to both epilepsy (Doyle and Sellinger 1980) and ID/DD (Zhang et al. 2007; 
Li et al. 2009). SNAP29 (Elfving et al. 2008) and TBX1 (Sedghi et al. 2012) have 
been proven to related to epilepsy.

In 2006, 5q34 was reported to be a susceptibility locus for idiopathic generalized 
epilepsy (Hempelmann et al. 2006). A 6.45 Mb deletion in 5q33-q34 and a 713 Kb 
deletion in 5q33.2 were reported by Mefford in 2010 and 2011 (Mefford et al. 2010, 
2011) to be related to epilepsy and ID/DD. Our study found a patient was with a 
deletion in 5q33.1-q34. Among candidate pathogenic genes, CYFIP2 is highly 
expressed in the brain and contributes to both epilepsy (Hideyama et al. 2010) and 
ID/DD (Hoeffer et  al. 2012). The other ID/DD gene is GLRA1 (Al-Futaisi et  al. 
2012), which encodes a subunit of glycine receptor.

In a research in 2013, Speriz reported that 17p13.2 may be an epilepsy and ID/
DD related genetic region as a duplication (Spreiz et al. 2014). A deletion of 17p13.2 
was also reported to be associated with Miller-Dieker lissencephaly syndrome 
(Chen et al. 2010). This report, together with our findings, indicates that 17p13.2 
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may be an important genetic region for gyrus development. Among pathogenic gene 
candidates, SRR, PAFAH1B1 and MRPL40 should be considered. AFAH1B1 was 
reported to be associated with lissencephaly (Cardoso et  al. 2000; Kerjan and 
Gleeson 2007). R encodes serine racemase, which catalyzes l-serine to d-serine. 
d-serine is an important transmitter in brain and may be related to epilepsy (Ryu 
et al. 2010) and ID/DD (Klatte et al. 2013).

There were two patients (1549 and 5332) sharing the similar gene-deleted CNV 
in 5q13.2. Patient 1549 was a girl born after uneventful term delivery. She was the 
product of healthy parents without family history of epilepsy and ID/DD. However, 
this girl had generalized seizure since 4 years. The seizures are with a most fre-
quency of 9 times per day. Her intellectual and motive developments were delayed. 

Table 9.3 Phenotype description of patients with long deletion

Phenotype Frequency Patients

Neurologic

ID/DD 100% (8/8) All
Epilepsy 100% (8/8) All
Microcephaly 12.5% (1/8) 2332
Encephalodysplasia 85.7% (6/7) 1227, 1583, 2332, 3568, 3519, 5332
Psychiatric

Autism 4% (2/5) 2332, 5319
Craniofacial

Facial dysmorphism 37.5% (3/8) 1583, 2332, 5319
Cleft lip/palate 12.5% (1/8) 2332
Strabismus 37.5% (2/8) 5319, 2332
Dyskinesia 50% (4/8) 5332, 1583, 1549, 1277
Syndrome

EOEE 37.5% (3/8) 2332,1277, 1549

Table 9.4 The CNV hotpots of idiopathic epilepsy

CNV 
locus Candidate gene

Type of 
CNVs Subtype Reference

1q21.1 GJA5, GJA8, 
HYDIN2

Deletion JAE, JME de Kovel et al. (2010), Mefford 
et al. (2010)

15q11.2 CYFIP1, NIPA2 Deletion JAE, JME, CAE, 
EGTCS only

Zhang et al. (2009), de Kovel 
et al. (2010), Mefford et al. 
(2010)

15q13.3 CHRNA7 Deletion JAE, JME, CAE, 
EGTCS only

Dibbens et al. (2009), Helbig 
et al. (2009), de Kovel et al. 
(2010)

16p11.2 KCTD13, 
SEZ6L2

Deletion JME Mefford et al. (2010)

16p13.11 NDE1 Deletion JME, CAE, 
EGTCS only

de Kovel et al. (2010), Mefford 
et al. (2010)

22q11.2 SLC25A18 Deletion EGTCS only de Kovel et al. (2010)

K. Gao et al.



257

Her brain MRI was normal. Interictal EEGs found some low to medium amplitude 
spike wave and spike slow wave in sleep. Patient 5332 was a boy born after unevent-
ful term delivery. There was no history of epilepsy and ID/DD in her family. The 
boy got complex focal seizures since 1 year 4 month. The seizures occurred inter-
mittently with a frequency of 6–30 time per day. His intellectual development was 
delayed. EEGs found Generalized and multifocal spike wave and spike slow wave. 
The MRI showed that brain dysplasia with defect of myelination of white matter.

Patient 1549 also has a long deletion in Xp22.31. The patient 5332 also suffered 
from aphasia and muscle hypotonia. The level of galactose in urine was a little 
higher than the normal standard. 5q13.2 was not reported to be related to epilepsy 
or ID/DD. In this CNV, no gene in this CNV have been reported to involve in epi-
lepsy and ID/DD.  The candidate pathogenic genes in this deletion were SMN1, 
SMN2, OCLN, and NAIP. These genes are involved in neurodevelopment. SMN1 
and SMN2 are important factor for motor neuron development, and associate with 
spinal muscular atrophy (Prior 2007). Knocking out SMN2 would increase seizure 
susceptibility (Gogliotti et al. 2011). OCLN encodes tight junction protein occludin, 
which is involved in the early stage of neurodevelopment (Virgintino et al. 2004). 
Occludin was reported to be overexpressed in Alzheimer’s disease and vascular 
dementia (Romanitan et al. 2007), so it may be related to ID/DD. Neurodevelopment 
related gene NAIP, which encodes Neuronal Apoptosis Inhibitory Protein (Mercer 
et  al. 2000), was reported to decrease in brains of patients suffering with Down 
syndrome or Alzheimer’s disease (Seidl et al. 1999). It is indicated that NAIP may 
be related to ID/DD.

In an infantile spasms related deletion in Xp22 reported by Mefford, CDKL5 was 
reported as the candidate pathogenic gene (Mefford et  al. 2011). In our study, a 
deletion of Xp22.31 in patient 1594 (who also had a 5q13.2 deletion) contained 4 

Table 9.5 The CNV hotpots of epileptic encephalopathy

CNV 
locus Candidate gene

Type of 
CNVs Subtype Reference

1p36 KLHL17 Deletion IS Paciorkowski et al. (2011)
2q32.3 Deletion IS Tiwari et al. (2013)
2q24.3 SCN1A Deletion Dravet 

syndrome
Wang et al. (2012)

3q11 EPHA6, GABRR3 Duplication IS Mefford et al. (2011)
4q3.1-q3.2 EPHA5 Duplication Dravet 

syndrome
Lin et al. (2013)

7q11.23 STX1A Deletion IS Paciorkowski et al. (2011)
14q12 FOXG1 Duplication IS Paciorkowski et al. (2011)
15q11-13 GABRA5, 

GABRB3,GABRG3
Duplication IS Paciorkowski et al. (2011), 

Tiwari et al. (2013)
16p11.2 Duplication IS Mefford et al. (2011), 

Tiwari et al. (2013)
Xp22 CDKL5 Deletion IS Mefford et al. (2011), 

Tiwari et al. (2013)
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genes, HDHD1A, STS, VCX, and PNPLA4. PNPLA4 may be involved to epilepsy 
and ID/DD (Carrascosa-Romero et al. 2012). STS and VCX was proven to take part 
in X-linked ID/DD (Ben Khelifa et al. 2013). As this patient is a girl, this heterozy-
gous microdeletion in X chromosome may play a less role in the pathogenic 
mechanism.

9.4  Systems Biological Analysis

Recently, system biology has provided a series of powerful tools for biomedicine 
studies. As an important analysis method, network reconstruction was used in bio-
marker detection (Mitra et al. 2013), drug discovery (Zou et al. 2013), and for study-
ing the synaptic plasticity (He et  al. 2014) mechanism of learning and memory 
(Kandel et al. 2014). Network reconstruction is very suitable for studying the patho-
genic mechanism of complex disease in CNS, such as autism (Corominas et al. 2014), 
schizophrenia (Sun et al. 2010), and tumor induced epilepsy (Mittal et al. 2013).

In this study, we also tried to use the analysis tools of systems biology to predict 
the common pathogenic mechanism for epilepsy and ID/DD as complex diseases. 
By the Cystoscope 3.1.0 (Shannon et al. 2003), the network of the known epilepsy 
genes (in Supplementary Table  9.1) and CNV genes was constructed based on 
genetic interaction, pathway, and physical interaction in GENEMANIA database 
(Montojo et al. 2010). Form the constructed network, we found 70.5% of the CNV 
genes (158/224) to be involved in a network, while only 3.5% CNV genes are 
known epilepsy-related genes (Fig. 9.5a). This result indicated that most of these 
genes are potential epilepsy related genes. All of the patients in our cohort have suf-
fered from epilepsy and ID/DD, so we believe that there is some common patho-
genic mechanism.

Interestingly, we found the BGNADP motif which was constructed by BTD, 
GALNT10, NMUR2, AUTS2, DLG2 and PTPRD (Fig. 9.5b). This motif was con-
nected with each of the CNVs in our patients. The BGNADP motif is a small epi-
lepsy and ID/DD related gene network. BTD is the gene of biotinidase. Mutations 
in BTD caused a disease called biotinidase deficiency, which is characterized by 
seizures, hypotonia, skin rash, ataxia hearing loss and optic atrophy (Hymes et al. 
2001). AUTS2 (autism susceptibility candidate 2) is associated with a series of neu-
rologic disorders, such as autism, attention deficit hyperactivity disorder, dyslexia, 
ID/DD and epilepsy (Poot et  al. 2011; Jolley et  al. 2013; Nagamani et  al. 2013; 
Oksenberg et  al. 2013). DLG2 encodes a membrane-associated guanylate kinase 
called PSD-93, which interacts at postsynaptic sites of neurons and forms a scaffold 
for the clustering receptors and ion channel. DLG2 expression was reported to 
increase in epilepsy, indicating the role of DLG2 in epilepsy (Liu et  al. 2007). 
PTPRD is a member of the protein tyrosine phosphatase gene family. Deficiency of 
PTPRD results in ID/DD (Choucair et al. 2015). PTPRD is also an epilepsy candi-
date gene according to a genome-wide association study (Speed et  al. 2014). 
GALNT10 and NMUR2 are members of the CNVs of our cohort. They have not yet 
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been subjected to serious study, and should be targeted as candidate epilepsy and/or 
ID/DD genes in a further study. Our study has indicated that this BGNADP motif 
could be an important component in the common pathogenic mechanism. Further 
study should be needed to delineate the role of BGNADP in epilepsy and ID/DD.
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SMNΔ7 SMN lacking exon 7
SNV Single nucleotide variant

10.1  Introduction

Systems biology integrates biochemical, genetic and cellular approaches to provide 
a more comprehensive understanding of higher level processes in living organisms. 
In this integrated approach, the components of a system are best understood by their 
relationships within the system as well as with other systems. These interconnected 
components are referred to as networks. Mathematical modeling of networks is an 
essential facet of systems biology (Dhurjati and Mahadevan 2008). When studying 
complex and dynamic interactions, experimental and/or mathematical approaches 
provide a means to explore and understand the system of networks in question 
(Dhurjati and Mahadevan 2008). These approaches can also highlight ways in 
which this system can be manipulated. Systems biology can be used to identify 
novel pathways implicated in different diseases and to determine the optimal ways 
of manipulating regulatory networks to treat these diseases.

Network analysis and pathway connectivity approaches in systems biology have 
provided important insights into the pathogenesis of neurodegenerative diseases 
(Villoslada et al. 2009). These approaches have led to the identification of novel 
molecular pathways affected by diseases like hereditary ataxias. Systems biology 
and mathematical modeling approaches can be used in the development of thera-
peutic strategies for neurological diseases. Neurological diseases having a clearly 
genetic etiology, like the pediatric-onset motor neuron disease spinal muscular atro-
phy (SMA), are particularly amenable to systems biology and mathematical model-
ing approaches. To illustrate this application, we describe below how mathematical 
modeling is being used to more thoroughly understand the regulation of SMN2, an 
endogenous modifier gene for SMA, expression and to develop optimal therapeutic 
targets for this disease.

10.2  Spinal Muscular Atrophy

Proximal SMA is an autosomal recessive early-onset neurodegenerative disease 
characterized by the loss of α-motor neurons in the anterior horn of the spinal cord 
which leads to muscle weakness and atrophy (Crawford and Pardo 1996; Kolb and 
Kissel 2015). Proximally innervated muscles are preferentially affected over distal 
muscles in SMA. It is a leading genetic cause of infant and early childhood mortal-
ity across the world with an incidence of 1  in ~10,000 live births (Pearn 1978; 
Cuscó et al. 2002; Sugarman et al. 2012). The carrier frequency for SMA ranges 
from 1:25 to 1:50 (Zaldívar et al. 2005; Labrum et al. 2007; Hendrickson et al. 2009; 
Ben-Shachar et al. 2011; Su et al. 2011; Sugarman et al. 2012; Lyahyai et al. 2012; 
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Sangaré et al. 2014). While SMA is primarily a disorder affecting motor neurons, 
other cells are affected by this disease (Shababi et al. 2014). Arrhythmias and other 
cardiac abnormalities have been observed in mouse models for SMA (Heier et al. 
2010; Shababi et al. 2010; Biondi et al. 2012; Shababi et al. 2012). SMA mice have 
also demonstrated abnormalities in the autonomic and enteric nervous systems 
(Bevan et  al. 2010; Gombash et  al. 2015). Loss of insulin-producing β-cells has 
been observed in the pancreas (Bowerman et  al. 2012, 2014). While peripheral 
organ dysfunction in SMA has been described, it is not yet clear whether or not this 
dysfunction is a direct result of the disease or a consequence of motor neuron loss 
and muscle atrophy.

There is a high degree of phenotypic variability within the SMA population. As 
such, SMA is divided into 5 clinical grades based on age of onset and severity of the 
disease (Munsat and Davies 1992; Russman 2007). The more severe SMA (types 0 
and I) patients have a short lifespan and usually die because of respiratory compli-
cations arising from weakness in the intercostals muscles. Due in part to better sup-
portive care (Wang et al. 2007), type II SMA patients generally have a life expectancy 
into early adulthood. Type III SMA patients usually have a normal lifespan but have 
difficulty walking. Adult-onset type IV SMA patients generally have a fairly benign 
disease progression.

Most cases of SMA, regardless of clinical grade, result from large-scale dele-
tions within chromosome 5q13.2 and the loss of the Survival Motor Neuron 1 
(SMN1) gene (Lefebvre et al. 1995). The SMN gene is duplicated in humans to give 
rise to SMN1 and SMN2 (Rochette et al. 2001). This duplication event is not perfect 
in that there are single nucleotide differences between SMN1 and SMN2. The major 
difference between these two SMN genes is a translationally silent, C-to-T transition 
in exon 7(SMN2 c.850C > T) (Lorson et al. 1999; Monani et al. 1999). This position 
on exon 7 lies within an exonic splicing enhancer (ESS) sequence that regulated the 
inclusion of exon 7 in SMN1 mRNA transcripts (Fig. 10.1). This ESS is disrupted in 
SMN2 so that most (about 90%) of the SMN2-derived mRNAs lack exon 7 (SMNΔ7) 
after splicing. The resultant SMNΔ7 protein is unstable and not fully functional 
(Lorson and Androphy 2000; Burnett et al. 2009; Cho and Dreyfuss 2010). Some 
SMN2 mRNAs—roughly 10%—contain exon 7 which results in the production of 
some full-length SMN (FL-SMN) protein from SMN2.

10.3  SMN2 as an Endogenous Genetic Modifier of SMA 
Phenotype

Since the region of chromosome 5 containing the SMA locus is subject to unequal 
segmental duplication, SMN1 and SMN2 copy numbers are quite variable in the 
genome. Numerous studies have demonstrated an inverse relationship between 
SMN2 copy number and disease severity amongst patient with SMA (reviewed in 
Butchbach 2016). As a general rule, those patients with milder forms of SMA have 
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higher SMN2 copy numbers than severe SMA patients. There are some rare excep-
tions to this inverse relationship between SMN2 copy number and disease severity 
in SMA. Some type II and III SMA patients have been shown to harbor only 2 cop-
ies of SMN2 (Prior et al. 2009; Vezain et al. 2010; Bernal et al. 2010). These patients 
contain a rare single nucleotide variant (SNV) in exon 7 (SMN2 c.859G > C) that 
regulates exon 7 inclusion. SMN2 is a genetic modifier of disease progression in 
SMA patients.

The modifier effect of SMN2 is also observed in animal models for SMA.  In 
zSmn (zebrafish orthologue to SMN1) mutant zebrafish, SMN2 extends the survival 
of mutant larvae and rescues deficits in neuromuscular junction formation in these 
mutant fish (Hao Le et al. 2011). Transgenic insertion of SMN2 into mSmn (murine 
orthologue to SMN1) nullizygous mice rescues embryonic lethality (Schrank et al. 
1997; Monani et al. 2000; Hsieh-Li et al. 2000; Michaud et al. 2010). SMN2 trans-
gene copy number dictates the severity of the SMA phenotype in these mice. In 
other words, SMA mice with low SMN2 copy numbers show a severe SMA pheno-
type (i.e. death within 8 days after birth) while high copy SMN2 SMA mice have no 
phenotype (Monani et al. 2000; Hsieh-Li et al. 2000; Michaud et al. 2010). SMN2 
is, therefore, a major modifier of disease severity in humans as well as in animal 
models for SMA. These studies also show that SMN2 is an ideal endogenous molec-
ular target for the development of therapies for SMA.

Fig. 10.1 Molecular difference between SMN1 and SMN2 and its effect on splicing. This figure is 
adapted from (Butchbach and Burghes 2004; Butchbach 2016)
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10.4  Regulation of SMN2 Expression by cAMP Signaling

Because of this phenotype modifying property, SMN2 has been the target for numer-
ous drug discovery strategies (Cherry et al. 2014). Targeting cyclic adenosine mono-
phosphate (cAMP) signaling is of particular interest in developing inducers of 
SMN2 expression. The cAMP signaling cascade (Fig. 10.2) regulates various cel-
lular processes including gene expression, cell growth, metabolism and stress 
response (Kleppe et al. 2011). The SMN2 promoter contains at least one cAMP- 
response element (CRE) that is able to bind to activated CRE-binding protein 
(phospho- CREB) (Majumder et  al. 2004). The β2-adrenergic agonist salbutamol 
increases the amount of FL-SMN protein in SMA fibroblasts and leukocytes of 
SMA patients (Angelozzi et al. 2008; Tiziano et al. 2010). Forskolin, which stimu-
lates adenylyl cyclase (AC) catalysis to produce cAMP from ATP, increases SMN2 
promoter activity (Majumder et al. 2004). The synthetic analogue dibutyryl cAMP 
(dbcAMP)—which activates cyclic AMP-dependent protein kinase (PKA)—also 
increases SMN2 promoter activity (Majumder et al. 2004). We have recently shown 
that modulators of cAMP signaling significantly increase the number of gems—
subnuclei foci of SMN protein (Liu and Dreyfuss 1996)—in fibroblasts derived 

Fig. 10.2 Regulation of SMN2 gene expression by the cAMP pathway. Ligand binds to and acti-
vates its membrane-bound G protein-coupled receptor (GPCR) leading to the dissociation of the 
Gα,s subunit from the GPCR. Gα,s then activates adenylyl cyclase (AC) which converts intracellular 
ATP into cAMP. cAMP then activates cAMP-dependent protein kinase—or protein kinase A 
(PKA). The catalytic PKA subunit, now freed of its regulatory subunits, acts on cAMP-response 
element-binding (CREB) protein. Phosphorylated CREB (phospho-CREB) binds to cAMP 
response elements (CREs) with the promoter regions of SMN2. Cyclic nucleotide phosphodiester-
ases (cnPDEs) diminish cAMP signaling by breaking down cAMP into AMP. This figure is adapted 
from (Mack et al. 2014)
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from a type II SMA patient (Mack et al. 2014). Taken together, these studies show 
that modulation of cAMP signaling can increase SMN levels from SMN2.

10.5  Mathematical Modeling of Gene Expression

Mathematical models use mathematical concepts and terminology to describe a bio-
logical network using a set of variables and equations to define the relationships 
between these variables. Mathematical models are initially generated using avail-
able experimental data and domain knowledge. Through a process involving mul-
tiple iterations, the model assumptions are revised and refined in order to develop 
improved models that better fit the biological network (Dhurjati and Mahadevan 
2008). This adaptability of mathematical models also makes it possible to integrate 
multiple pathways into a network model.

There are two types of mathematical models, quantitative and logic (Le Novère 
2015). Quantitative models are linear representations of quantitative variables over 
time and can be used to compute concentrations of biomolecules and genes as well 
as durations of biomolecular interactions and processes. Quantitative models are 
precise and provide a direct comparison with experimentally-derived quantitative 
measurements but a priori knowledge of initial conditions and kinetic parameters is 
required to generate these models. Logic models, on the other hand, use qualitative 
activities and define phenotypes to compute transitions between two states and sta-
ble behaviors, known as attractors. While logic models are easy to generate and to 
use for simulation experiments, they are not useful for making quantitative predic-
tions and it is difficult to select between multiple attractors. Historically, mathemati-
cal models have been designed to be either quantitative or logic; however, newer 
models which integrate quantitative modules with logic modules are being devel-
oped (Ryll et al. 2014).

Gene expression networks can be modeled mathematically using either thermo-
dynamic, differential equation-based or Boolean (probabilistic) approaches (Ay and 
Arnosti 2011). The selection of modeling approach depends on the type of biologi-
cal data available (qualitative or quantitative), the nature of the system to be mod-
eled (static vs. dynamic), the level of detail and the scale of the model. Thermodynamic 
models are generated by factoring the quality and the arrangements of binding site 
for a biomolecule, for example, binding of transcription factors to their response 
elements within DNA. Thermodynamic models assume that the system is at a state 
of equilibrium and, hence, cannot describe the dynamic nature of the system. 
Differential equation models focus on regulatory interactions where time, state and 
space are viewed as continuous variables. As a result, differential equation models 
readily factor in the dynamic nature of the system in question. These models use 
ordinary differential equations (ODEs) if only one continuous variable, like time, is 
being factored or partial differential equations (PDEs) when multiple variables are 
being factored. Since ODEs and PDEs can be difficult to solve analytically, differ-
ential equation-based models can be hard to implement computationally, especially 
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for larger biological networks. Boolean models represent relationships as one of 
two possible states, on or off, and can combine qualitative data into a logical struc-
ture. Instead of viewing variables as continuous, Boolean models consider time, 
state and space as discreet variables. While Boolean models are easy to analyze and 
implement computationally, they can be inaccurate if the system depends on fine 
details.

In most cases, there are unknown parameters within a mathematical model; as a 
result, these parameters need to be estimated so as to fit the proposed model with the 
experimental data. Parameter estimation begins with an initial estimate and new 
estimates are iteratively generated so as to minimize the error between simulated 
and experimental data. An objective function that measures model performance—
such as the sign squared error or sum of squares of the residuals between model 
simulations and experimental data—is used in parameter estimation. More detailed 
information on parameter estimation approaches can be found elsewhere (Banga 
and Balsa-Canto 2008; Ay and Arnosti 2011). Parameter estimation is affected by 
both the structure of the model and the biological system for that model (Ay and 
Arnosti 2011). In order to assess how the model structure can affect parameter esti-
mation, the effects of changes in parameter inputs on model outputs needs to be 
measured by process of sensitivity analysis. Local sensitivity analysis focuses on a 
specific set of parameter values at one point in time or space while global approaches 
examine the entire model over a range of parameter values. Further detailed infor-
mation regarding the specifics of sensitivity analysis can be found elsewhere (Ingalls 
2008). Sensitivity analysis is essential for the building and interpreting mathemati-
cal models.

10.6  Overall Strategy for Building Mathematical Models 
of Gene Expression

Mathematical modeling is an essential component of systems biology but it can 
appear daunting to biologists, especially those with limited experience in mathe-
matical biology. Figure 10.3 provides a generic workflow for generating and testing 
a mathematical model for gene expression and cell signaling. This workflow is 
designed for differential equation-based models of the regulation of gene expression 
and cellular signaling. When beginning the process of model generation, one of the 
best sources of information for building mathematical models is the primary litera-
ture. There are also some recent reviews which describe the methodological details 
of generating a mathematical model for gene expression and cell signaling (Zi 2012; 
MacLean et al. 2016).

The first step in mathematical model generation is to create a comprehensive 
gene regulatory pathway map using existing biological information. CellDesigner is 
a convenient tool to graphically represent these pathway maps (Funahashi et  al. 
2003). CellDesigner uses standardized set of symbols known as Systems Biology 
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Graphical Notation (SBGN; (Hucka et al. 2003) to represent components of a bio-
logical network and their relationships (Le Novère et al. 2009). Complex Pathway 
Simulator (COPASI) is another platform-independent biological simulator program 
that can be used to generate mathematical models (Hoops et al. 2006; Mendes et al. 
2009). The models can then imported into the mathematical software MATLAB 
using the Systems Biology Toolbox (Schmidt and Jirstrand 2006).

Once the pathway map has been generated, the kinetics for each reaction in the 
regulatory pathway must be assigned. The two primary components of a mathemati-
cal model, the differential equations and the conservation equations, can now be 
generated. The differential equations, which generally take the form of ODEs, rep-
resent changes in the components of a reaction in response to stimulation. The con-
servation equations are meant to show the balance between active and inactive 
forms of a signaling intermediate. The values of all of the parameters within each 
reaction kinetics equation must also be set from either a priori knowledge or be 
estimated using an objective function as described in the previous section (Banga 
and Balsa-Canto 2008; Ay and Arnosti 2011).

Simulations for the mathematical models can be completed once the parameters 
have been set and the initial concentrations of signaling components are estimated 
or determined from the literature. The robustness of a biological model can be 
assessed with sensitivity analysis as described in the previous section (Ingalls 2008; 

Fig. 10.3 Strategy for 
generating and testing 
mathematical models of 
gene expression and cell 
signaling
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MacLean et al. 2016). For a model to be considered robust, its outcomes must not 
be markedly affected by perturbations of the parameters or initial concentrations. 
With a robust model, the effects of altered expression of a component on the out-
come, i.e. expression of the target gene, can be measured and future biological 
experiments can be designed with the assistance of mathematical models.

10.7  Mathematical Modeling of SMN2 Regulation by cAMP 
Signaling

A systems biology approach can be used to investigate SMN2 gene regulation. We 
recently developed mathematical models to characterize the regulation of SMN2 
expression by cAMP signaling (Mack et al. 2014). This approach is based on addi-
tive interactions between experimental data and mathematical models. We focused 
on the SMN2 regulation by cAMP signaling because there is ample evidence in the 
literature showing that activation of cAMP signaling increases SMN2 expression 
(Majumder et al. 2004; Angelozzi et al. 2008; Tiziano et al. 2010). The experimental 
data for these mathematical models were obtained from gem—a marker for SMN 
localization within the nucleus—assays in type II SMA fibroblasts because the 
reduction in gems correlates with SMN protein expression and SMA severity 
(Coovert et al. 1997) and this assay has been used in multiple studies identifying 
compounds which increase SMN expression (Andreassi et al. 2001, 2004; Sumner 
et al. 2003; Lunn et al. 2004; Grzeschik et al. 2005; Jarecki et al. 2005; Riessland 
et al. 2006; Mattis et al. 2006; Novoyatleva et al. 2008; Thurmond et al. 2008; Xiao 
et al. 2011). These gem inducing agents were validated by immunoblot or enzyme- 
linked immunosorbent assays (ELISAs).

The cAMP signaling treatment data were used to generate two distinct mathe-
matical models, the full cAMP:SMN2 and alternate cAMP:SMN2 models (Fig. 10.4) 
(Mack et al. 2014). The full cAMP:SMN2 model (Fig. 10.4a) factors in the effect of 
CREB activation on SMN2 transcription. As some groups have suggested that 
cAMP signaling regulates SMN2 expression post-transcriptionally by influencing 
FL-SMN protein stability (Burnett et al. 2009; Harahap et al. 2015), an alternate 
cAMP:SMN2 model (Fig. 10.4b) was generated. Both models are extensions of a 
cAMP signaling mathematical model in yeast (Williamson et al. 2009). The models 
contain ODEs as well as conservation equations. The full cAMP:SMN2 model con-
tains seven ODEs and three conservation equations while the alternate cAMP:SMN2 
model contains five ODEs and two conservation equations (Mack et  al. 2014). 
Simulated data from both models match with the experimental gem data showing 
that either model is valid. When these two models were combined, however, the 
resultant simulated data did not fit well with the experimental data suggesting that 
only one model correctly recapitulates the effect of cAMP signaling cascade on 
SMN2 expression. Since the experimental data used to generate these models were 
fixed at one point in time, it is currently not possible to assess which mathematical 
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model more accurately simulates cAMP signaling-dependent regulation of SMN2 
expression. Future studies examining various facets of SMN2 regulation including 
gem formation will allow better refinement and distinction between these two 
models.

10.8  Conclusions and Future Directions

Regulation of SMN2 expression by cAMP signaling can be modeled mathemati-
cally. The regulation of SMN2 by cAMP signaling is complex, multi-faceted and not 
completely understood. SMN is directly phosphorylated by PKA in vitro (Burnett 
et al. 2009; Wu et al. 2011). The interactions between SMN and other components 
of the core SMN macromolecular complex may be dependent upon PKA-dependent 
phosphorylation of SMN. PKA phosphorylation of SMN protein could not be fac-
tored into either mathematical model because the effects of PKA phosphorylation 
of SMN on its function and localization are not yet known. If PKA phosphorylation 
impacts SMN function, then this component of cAMP signaling can be factored into 
refined mathematical models of cAMP signaling and SMN2 expression.

Another facet of gene regulation is the impact of other signaling pathways on the 
target pathway. For example, numerous extracellular stimuli including activation of 
ionotropic glutamate receptors, exercise and inhibition of insulin-like growth factor 

Fig. 10.4 Mathematical models for modulation of SMN2 expression by cAMP signaling. 
Schematic representations of the full cAMP:SMN2 (a) and alternate cAMP:SMN2 (b) models for 
the regulation of SMN2 expression by cAMP signaling. This figure is adapted from (Mack et al. 
2014)
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I receptor (IGF1R) increases SMN expression in the spinal cord by AKT-mediated 
phosphorylation of CREB (Biondi et al. 2010, 2015; Branchu et al. 2013). CREB is 
regulated by the protein serine/threonine phosphatase 2A (PP2A) (Wadzinski et al. 
1993). Protein serine/threonine phosphatase inhibitors like cantharidin and tautomy-
cin have been shown to increase SMN2 expression (Novoyatleva et al. 2008; Zhang 
et al. 2011). These natural product inhibitors may act through suppression of CREB 
dephosphorylation and, as a result, activation of the SMN2 promoter. As new insights 
are gained as to how these other intracellular pathways affect CREB- mediated acti-
vation of SMN2 expression, the intersection of AKT and PP2A with cAMP signaling 
can be integrated into current mathematical models of SMN2 expression.

In addition to identifying the optimal component of the cAMP signaling pathway 
responsible for regulating SMN2 expression, mathematical models can be used to 
predict the effects of drug combinations. For example, activation of AC by forskolin 
can act in concert with cyclic nucleotide phosphodiesterase (cnPDE) inhibition by 
rolipram to additively increase gem formation, as predicted mathematically (Mack 
et  al. 2014). Once validated experimentally, mathematical modeling can used to 
design combination strategies that target different parts of a signaling cascade, in 
this case cAMP signaling. Furthermore, drug discovery efforts have identified 
numerous small molecule activators of SMN2 expression that operate either by 
increasing SMN2 transcription or alternative splicing to increase the proportion of 
FL-SMN transcripts (reviewed in Cherry et al. 2014). As the molecular targets and 
signaling pathways affected by these small molecules are identified, parallel math-
ematical models can be generated for each pathway as it relates to SMN2 gene regu-
lation. These pathways can then be integrated so as to create a comprehensive 
mathematical model for SMN2 gene regulation. This comprehensive model can be 
used to predict which pathways could be modulated synergistically in order to max-
imize SMN2 upregulation which will drive the development of combination thera-
peutic strategies for SMA.

In conclusion, mathematical modeling is a systems biology approach that can be 
used to understand how gene expression can be regulated by a signaling pathway. 
This approach has recently been applied to the regulation of SMN2 expression by 
cAMP signaling. This systems-based mathematical modeling approach can ulti-
mately aid in the development and optimization of cAMP signaling-based therapies 
for SMA. A similar approach could also be used for other molecular pathways that 
regulate SMN2 expression. Mathematical models of these individual pathways reg-
ulating SMN2 expression can then be integrated to create a more comprehensive 
model of SMN2 gene regulation. Furthermore, mathematical modeling can be 
applied to other neurogenetic diseases wherein modifier genes, like SMN2 for SMA, 
have been identified.
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Chapter 11
Not Cure But Heal: Music and Medicine

Paulo E. Andrade and Joydeep Bhattacharya

Do you know that our soul is composed of harmony?
Leonardo Da Vinci

Despite evidence for music-specific mechanisms at the level of pitch-pattern repre-
sentations, the most fascinating aspect of music is its transmodality. Recent psycho-
logical and neuroscientific evidence suggest that music is unique in the coupling of 
perception, cognition, action and emotion. This potentially explains why music has 
been since time immemorial almost inextricably linked to healing processes and 
should continue to be.

11.1  Introduction

Music captures our attention almost automatically, moves us emotionally, activates 
a wide range of brain regions, both at cortical and subcortical level, and engages a 
spectrum of processes pertaining to attentional, perceptual, memory, emotional, 
sensorimotor, mental simulation, perception-action, and communication (Koelsch 
2012). Therefore, it is not surprising that music has therapeutic effects on the physi-
ological and psychological well beings of individuals (Wheeler 2016). In fact, 
music therapy is defined as a systematic process in which carefully controlled music 
is used “in the treatment, rehabilitation, education and training of children and 
adults suffering from physical, mental or emotional disorder” (Alvin 1975, p. 4; see 
also Bunt and Stige 2014). The American Music Therapy Association defines it as 
“the clinical and evidence-based use of music interventions to accomplish individu-
alized goals within a therapeutic relationship by a credentialed professional who has 
completed an approved music therapy program” (Juslin and Sloboda 2011).
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Despite anthropological and ethnomusicological evidence showing ancient 
belief on the healing powers of music (Gouk 2000; Merriam 1964), music therapy 
is a relatively new research field whose formalization of education and research 
started only a few decades ago (Bunt and Stige 2014). Music can have widespread 
beneficial effects, but the underlying mechanisms are not well understood or even 
adequately investigated. Therefore, music therapy as such was not considered 
amongst the mainstream medical intervention techniques till recently. In fact, medi-
cal practitioners in Western and westernized societies, differently from the non- 
Western medical and healing traditions (Gouk 2000), have been careful and even 
skeptical in considering music as an effective medium of healing and/or fitting into 
scientific procedures (Bonny 1986). The reason for this might reside on the fact that 
the final product of music is the “invisible” (sounds) with a great power of evoking 
emotions, making music the art that best lends itself to abstraction of our feelings. 
Indeed, for all pre-literate cultures, music had a sacred character, conveying cosmo-
gonic and existentialist meanings, serving as an articulation point between the phys-
ical and the metaphysical (Andrade 2004). Although psychophysiological effects of 
music (e.g., on electrocardiogram and blood pressure) were documented almost a 
century ago (Hyde and Scalapino 1918), it is only from 1990s that an increasing 
amount of empirical studies investigating music-based intervention methods has 
taken place (Thaut 2005).

Investigations on music-therapy, however, have faced two major problems 
(Hillecke et al. 2005). The first is related to specificity, or a lack of it, i.e. the ques-
tion whether observed outcomes are due to music-specific ingredients or to other 
factors common in the treatment of psychological disorders. In other words, the 
problem of specificity is a result of the adoption of the psychotherapy research tradi-
tion which did not control for unspecific factors influencing music-based interven-
tion outcomes, such as extra-therapeutic aspects, therapeutic relationship, 
expectancy and placebo effects (Hillecke et al. 2005). The second problem is due to 
the theoretical heterogeneity among several music therapy approaches such as psy-
choanalytic music therapy, humanistic music therapy, behavioral music therapy, 
Nordoff-Robins music therapy, and music medicine. Such heterogeneity creates dif-
ficulties not only for an effective communication between music therapy centers but 
also in the search for working ingredients underlying successful music-based inter-
ventions, a crucial knowledge that could help both improving current interventions 
and guiding new hypotheses. Accordingly, the best way to handle these problems is 
to develop theories which are both coherent with available empirical knowledge and 
amenable to be tested and falsified.

Cognitive neuroscience has emerged as a promising scientific field which could 
give to music therapy its deserved scientific status. Particularly from 2000s, the 
development of advanced neuroimaging techniques has yielded important insights 
into the neural correlates of both listening to and engaging with music. It has been 
shown that music involves a multitude of brain areas dedicated to perception, cogni-
tion, i.e. short and long-term memory mechanisms, language, visuospatial process-
ing, sequential processing and prediction, etc., motor skills, sensory-motor 
integration (Andrade and Bhattacharya 2014; Levitin and Tirovolas 2009; Zatorre 
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2005). Studies on the processing of musical emotions reveal activations of ancient 
structures in the limbic (e.g. hippocampus, amygdala) and paralimbic (e.g. caudal 
orbitofrontal cortex, insula, temporal pole, parahippocampal gyrus) brain regions 
(Koelsch 2010) as well as associated neurochemical changes related to reward, 
motivation, pleasure, stress and arousal (e.g. fear) (Chanda and Levitin 2013).

These findings from cognitive neuroscience of music have served as the basis for 
the development of music-based interventions to ameliorate memory, attention, lan-
guage, spatial awareness, motor and executive functions (Koelsch 2009; Shannon 
2010; Thaut 2005). Psychophysiological effects of music-evoked emotions are 
guiding interventions aimed at reducing anxiety, stress, pain, treatment of depres-
sion, etc. (Chanda and Levitin 2013; Koelsch 2015).

A neurological music therapy has been proposed and defined as “the therapeutic 
application of music to cognitive, sensory, and motor dysfunctions due to neuro-
logic disease of the human nervous system” (Thaut 2005, p. 126). In the same line, 
other authors offer explanative models of the factors or working ingredients of 
music-therapy underlying the positive effect of music on the psychological and 
physiological health of individuals, such as modulation of attention, emotion, cog-
nition, behavior, and communication (Hillecke et al. 2005; Koelsch 2009).

There has been an upsurge in the number of research publications on the main 
neurobiological and neurocognitive principles underlying evidence-based music 
therapy. Nonetheless, it is important to keep in mind that music therapy is a growing 
and multidisciplinary field that builds on knowledge from acoustics to neurobiology 
and biomedical research, from psychology to neurology, from sociology to musicol-
ogy and ethnomusicology (Hillecke et al. 2005). In this chapter we intend to offer 
an integrated and convergent framework in which we directly address the connec-
tions of universal features and functions of musical behavior with the neuroscien-
tific perspective of music therapy, linking anthropological/ethnomusicological and 
developmental data with the set of already known working ingredients underlying 
successful music therapy. Our main aim is to provide readers with the relevant refer-
ences and sufficient information to enable them to form a theoretical and empirical 
framework with which the available research findings could be critically evaluated 
and testable hypotheses be formulated for future research.

11.2  Musical Behavior: Universal, Ancient and Precocious

The notion that music is a universal behavior which goes back to the origins of 
human species appears undisputable (Conard et al. 2009; Mithen 2006). Musical 
ubiquity across space and time has led many scholars, since Darwin’s publication of 
Descent of Man in 1871, to propose that music might be a biological adaptation 
(Mithen 2006; Wallin and Merker 2001; but see also Justus and Hutsler 2005; Patel 
2010; Pinker 1997). It is though debatable which musical traits were under selection 
pressure (Fitch 2005; Honing et  al. 2015; McDermott 2008; Merker et  al. 2015; 
Trainor 2015).
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One perhaps wonders why a book chapter on the therapeutic use of music would 
explore some universals and evolutionary issues of music. Strange as it may seem, 
this link is of crucial relevance for understanding the profound impact of music on 
human beings and, hence, its relevance and potential use in clinical and therapeutic 
settings. Our idea on the importance of understanding typicality of musical behav-
iors for the cognitive neuroscience of music is well illustrated in Shepherd’s words 
(1994, p. 9) “nothing in neurobiology makes sense except in the light of behavior”. 
In other words, naturally occurring, ancient and universal behaviors, as is the case 
of music and language, are presumed to be mediated by neural circuits with a deep 
evolutionary history. Thus, deepening the understanding of what is relevant in terms 
of behaviors feeds the knowledge of what is relevant in terms of neural circuits and 
vice-versa.

Actually, several features of musical behaviors that are consistent with an evo-
lutionary account of music represent, in our view, the substrate from which the 
most cogent arguments for its therapeutic use arises. Music is universal across 
extant and extinct human cultures. Despite cultural idiosyncrasies, there are impor-
tant similarities (universalities) in pitch and rhythm structures and in the functions 
of music across cultures, and most importantly, perception of and attraction for 
music emerge very early in ontogenetic development. Processing of musical pat-
terns by infants is similar to that of adults so that they respond better to melodies 
in diatonic scales as well as to consonant patterns and to complex metric rhythm, 
and further they possess absolute pitch early in life which changes to relative pitch 
later and have long- term musical memory as well. Finally, there is evidence that 
structural components such as pitch contour and pitch interval are encoded auto-
matically, even by non- musicians. Taken together these evidence suggests that our 
auditory pathways are likely to be hard-wired to deal with music-related stimuli 
(Andrade and Bhattacharya 2003; Justus and Hutsler 2005; McDermott and Hauser 
2005; Zatorre 2005).

Music is also a nonverbal form of communication. Historically it is a shared 
group activity, spontaneous and improvisational involving sound-movement syn-
chronizations (Juslin and Sloboda 2011). Although music is usually defined in terms 
of an aural phenomenon based on patterned sound along pitch and time dimensions, 
there is, nevertheless, an emergent consensus that music is inseparable from move-
ment, i.e. it is both sonic and embodied (Cross 2001; Dissanayake 2009; Merker 
et  al. 2015). Moreover, the deep links between music, emotion and movement 
occurring from infancy to adulthood are also universal.

These profoundly organic features of music together along with its polysemic 
nature are perhaps the principal reason why serving as an important medium of 
healing is amongst the universal functions of music across societies, including 
courtship, praying, mourning and instructing (Blacking 1973; Cross 2001; Gouk 
2000; Dissanayake 2009).
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11.3  Music-and-Movement Therapy

A main feature of music across cultures is that it is a shared activity involving body 
movements, such as toe-tapping, head-nodding, hand-clapping (even in solitary 
appreciation recently allowed by the phonographic industry) and mainly dance 
(Blacking 1973; Cross 2001; Mithen 2006). In other words, when one moves, plays 
or sing along with music, the sensory experience of musical patterns is intimately 
coupled with action. Unsurprisingly some cultures employ terms to define music 
that are far more inclusive than the Western notion of music, like the word nkwa that 
for the Igbo people of Nigeria denotes “singing, playing instruments and dancing” 
(Cross 2001, p. 29). Or take sangeet, the Sanskrit word for music, which literally 
means singing together.

Moreover, developmental precursors of music in infancy through early child-
hood musical behaviors reveal an intense interest in music in the form of universal 
proto-musical behaviors which are exploratory and kinesthetically embedded and 
closely bound to vocal play and whole body movement. This scenario displaying an 
inextricable link between music, emotion and movement actually continues to 
unfold through adulthood giving origin to some new forms of shared (or not) activi-
ties such as singing and dance (Dissanayake 2000; Trehub 2003; Trevarthen 2000).

Indeed, in a way consistent with the view that music and dance are intertwined, 
some researchers propose that entrainment, i.e. coordination between internal and 
external rhythms (Merker et al. 2015), also referred to as sensorimotor synchroniza-
tion (Repp and Su 2013), constitutes the most distinctive musical behavior. It is 
further argued that entrainment is at the heart of protomusical behaviors and music 
evolution, being vital to organism’s adaptation for conferring survival benefits origi-
nated from primary selection pressures, such as better perceptual and predictive 
capacities, and from secondary selection pressures as well, such as facilitation of 
social interactions both at the level of mother-baby connections and group cohesion 
(Merker et  al. 2015). Furthermore, similar to primary reward, like food and sex, 
with high adaptation value, music engages mesolimbic reward network (Koelsch 
2015; Zatorre and Salimpoor 2013).

Consistent with the notion that music is both sound and action, and spontane-
ously elicits movements in the listeners, neuroimaging studies have frequently 
reported activations of motor areas in the brain, even during simple listening to 
music (Koelsch 2009). Particularly bilateral frontal and inferior frontal activations, 
such as premotor frontal areas BA6, dorsolateral prefrontal areas (BA8/9), inferior 
frontal areas as Broca (BA44/45), insula, and more anterior middle and inferior 
frontal cortices (46/47), are frequently observed in non-musicians (Platel et  al. 
1997; Zatorre et al. 1994) and musicians (Zatorre et al. 1998) even during passive 
listening to pitch sequences or Bach’s music (Ohnishi et al. 2001), and during a task 
of musical imagery (Halpern and Zatorre 1999; Meister et al. 2004). Premotor cor-
tex and supplementary motor areas and cerebellum are also activated during both 
reproduction (Sakai et al. 1999) and passive listening to rhythms (Chen et al. 2008).

11 Not Cure But Heal: Music and Medicine



288

More recent neurological findings have provided additional support for the exis-
tence of a natural link between sound and movement, with different sub-regions in 
the premotor cortex mediating distinct auditory-motor transformations. The ventral 
part of premotor cortex is particularly involved in anticipation and tap along with 
rhythms whereas the dorsal part is also recruited during movement synchronization 
and metrical organization. Even those sounds not clearly connected with a given 
action elicited activations in premotor sub-regions falling in between ventral and 
dorsal parts, supplementary motor areas and cerebellum as well (Chen et al. 2008).

Taken together, anthropological/ethnomusicological, developmental and neuro-
logical findings are consistent with the hypothesis that the capacity of music to 
spontaneously and unconsciously modulate motoric behavior is a relevant working 
ingredient of music therapy. This has been confirmed by the therapeutic potential of 
music in gait rehabilitation of stroke patients and other motoric problems such as 
those found in Parkinsons disease, autism, etc. For example, Thaut et  al. (1997) 
found that combination of conventional physical therapy and rhythmic auditory 
stimulation where patients listen to a metronome or music tapes played over head-
sets while training their walking, has significantly ameliorated the walking patterns 
measured at post-test were compared to physical therapy alone.

According to Jankovic (2008) the four cardinal features of Parkinson’s are: 
tremor at rest, rigidity, bradykinesia (the most important clinical feature character-
ized by slowness of movement) and postural instability, referred together as 
TRAP. The neurobiochemical signature of Parkinson’s patients is a marked deficit 
in dopamine concentrations in the striatum (part of the subcortical structure in the 
brain known as basal ganglia).

There is evidence that the auditory-motor integration also occurs at the level of 
basal ganglia, i.e. amygdala, striatum (dorsal: caudate nucleus and putamen, ven-
tral: nucleus accumbens) and globus pallidus via auditory association areas’ projec-
tions to these sub-cortical structures. The basal ganglia are particularly involved in 
the voluntary control of complex movements (Pinel 2011), such as auditory sequenc-
ing and timing, musical rhythms (Janata and Grafton 2003; Thaut and Abiru 2010; 
Zatorre et al. 2007) and speech and language as well (Enard 2011). As pointed out 
by Thaut and Abiru (2010) these pathways may play a critical role in the facilitative 
effect of music and auditory rhythm on motor output in Parkinson’s disease.

Further, the basal ganglia is also a part of a timing network particularly involved 
in the extraction of durations using regular beats as a reference (e.g. perception of 
metrical rhythms), whereas the cerebellum is involved in the perception of absolute 
duration regardless of the presence of regular beats (Teki et al. 2011). Teki et al. 
(2011) have shown that a striato-thalamo-cortical timing network, in which striatum 
and supplementary motor areas (also known for its involvement in timing) are inter-
connected, is crucial for the beat-based duration perception. Of particular relevance 
here is the close neurobiological link between rhythmic abilities and Parkinson’s 
disease which is characterized by a primary loss of dopaminergic neurones in a 
structure of the mesencephalon named substantia nigra (Hughes et al. 1992). More 
specifically, the nigrostriatal neurons, i.e. neurons from the dopaminergic pathway 
connecting substantia nigra to the dorsal striatum  (also known as mesostriatal 
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 dopamine pathway), are critical for interval timing so that Parkinson’s patients are 
also impaired on time and rhythmic discrimination tasks (Teki et al. 2011). Actually, 
these connections between rhythmicity, motoric functions and dopamine have been 
confirmed by empirical findings that faster rhythmic auditory stimulation signifi-
cantly enhanced gait velocity, cadence and walking pattern in Parkinson patients 
with and without medication (Thaut and Abiru 2010).

Since release of dopamine in the striatum is necessary for basal ganglia mediated 
motor behaviors, the evidence suggests that positive effects of music on impaired 
motoric abilities of Parkinson’s patients include effects of rhythmicity on the meso-
striatal dopamine pathway traditionally known for its motoric functions (planned 
movements) (Chanda and Levitin 2013; Wise 2009). There is an emerging agree-
ment that the mesostriatal pathway also contributes to reward (Wise 2009). So it is 
likely that mesostriatal pathway also contributes to motivation beyond motoric 
functions.

In this motoric context, let us briefly discuss another neurological disorder, 
Autism Spectrum Disorders (ASD). ASD is mainly characterized by the social com-
munication impairments (difficulties in acquire language and its idiosyncratic use, 
and impaired social interaction) but often accompanied by stereotyped repetitive 
behaviors, and increasing evidence indicates that perceptual-motor impairments 
may be common in this disorder (Srinivasan and Bhat 2013). For example, in the 
motor domain, patients suffering from ASD have problems with dual and multi- 
limb coordination, postural control, gait, and imitation and praxis (Srinivasan and 
Bhat 2013). As perception-action is intricately coupled for music, potentially it 
could be utilized to facilitate motoric processes in autistic patients (Overy and 
Molnar-Szakacs 2009; Srinivasan and Bhat 2013).

11.4  Music-and-Emotion Therapy

Possibly the most fascinating aspect of music is its power to induce emotions and 
influence mood. Music can leave people happy or sad, calm or anxious. Music’s 
extraordinary ability to evoke powerful emotions is likely the main reason why we 
listen to music and why it is generally referred to as the “language of emotions” 
(Juslin and Sloboda 2011).

For example, Panksepp (1995) asked hundreds of young men and women why 
they felt music to be important in their lives, and 70% of both sexes responded it 
was “because it elicits emotions and feelings”, and in the second place came “to 
alleviate boredom”. Interestingly, the neural processes underlying aesthetic 
responses to music are much more clear and easily detectable scientifically than 
those elicited by the visual arts, probably because music has a more direct and pow-
erful influence on subcortical emotional systems than the visual arts (Ramachandran 
and Hirstein 1999).

Indeed, of great relevance to the use of music in clinical and therapeutic settings 
on the basis of its putative emotional powers is the notion that music elicits  emotions 
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rather than merely expresses an emotion that the listener recognizes. Actually, most 
people experience a particularly intense, euphoric response to music, frequently 
accompanied by an autonomic or psychophysiological component, described as 
“shivers-down-the-spine” or “chills”. Indeed, listening to music automatically elic-
its physiological changes in blood circulation, respiration, skin conductivity, body 
temperature, heart rate, etc. (Krumhansl 1997; Khalfa et al. 2002, 2008) which are 
autonomic responses of the sympathetic nervous system regulated by noradrenergic 
neurons in the brainstem and midbrain (Bernatzky et al. 2011; Chanda and Levitin 
2013). Recent research provides direct evidence of dopamine release in the striatal 
dopaminergic region during the experience of chills (Salimpoor et al. 2011).

Consistent with the autonomic responses of the sympathetic nervous system elic-
ited by music, the available literature provides cogent evidence that like biologically 
relevant visual stimuli, music activates primitive structures in the limbic and 
paralimbic areas of the brain involved in reward and fear (Blood and Zatorre 2001; 
Brown et al. 2004). Activation of limbic areas during listening to music was even 
observed in neonates (Perani et al. 2010). Therefore, music resonates with our basic 
emotional systems, bringing out many phylogenetically ancient affective emotions 
and it appears fair to assume that “our love of music reflects the ancestral ability of 
our mammalian brain to transmit and receive basic emotional sounds that can arouse 
affective feelings which are implicit indicators of evolutionary fitness” (Panksepp 
and Bernatzky 2002, p. 134).

Yes, music elicits real emotions! However, in our view, crucial for the study of 
therapeutic uses of music emotions is understanding what the main structural com-
ponents of music are, how these components elicit emotions and at what extent 
these components are universal and/or culturally determined. This knowledge is 
important not only for the understanding of neurophysiological data but also for the 
formulation of hypotheses and experimental designs grounded on knowledge about 
musical parameters and related emotional effects.

Evidence indicates that different configurations of musical characteristics can 
induce different emotions, and some of these characteristics are both universal and 
shared with language. Overall, literature indicates that emotions in music can vary 
across many dimensions, such as mode (major-like or minor-like scales), conso-
nance/dissonance, pitch register, tempo (i.e. number of beats per minute, can be fast 
or slow), loudness, and complexity (Juslin and Sloboda 2011; Laukka et al. 2013). 
Particularly tempo (fast or slow) and mode (major or minor), which are associated 
with listeners’ arousal levels and moods, respectively, have been the most exten-
sively examined central features underlying music emotions in comparison to other 
dimensions. Both major and minor scales are considered as mainly having conso-
nant intervals, i.e. musical notes whose fundamental frequencies form small integer 
ratios with the first degree (Tonic), such as octave (2:1), perfect fifths (3:2) and 
fourths (4:3). The Western’s major scale, however, contains more consonant inter-
vals, such as a major third (5:4) and major sixth (5:3), compared to Western’s minor 
scale which has a minor third (6:5) and minor sixth (8:3). Dissonant musical stimuli, 
in contrast, are those based on intervals whose fundamental frequencies stand in 
more complex ratios such as augmented fourth (45:32), minor second (16:15), and 

P. E. Andrade and J. Bhattacharya



291

major seventh (15:8), this last being present in both major scale and harmonic minor 
scale commonly used in the Western music (Bidelman and Krishnan 2009; Tramo 
et al. 2001).

Music is capable of inducing strong emotions with both positive and negative 
valence consistently across subjects (Krumhansl 1997) and cultures (Laukka et al. 
2013). Cross-culturally, individuals tend to readily associate melodies in major 
modes at fast tempos as happy and melodies in minor modes at slow tempos as sad, 
responses that are considered the most consistent emotional judgements in music 
(Fritz et al. 2009; Laukka et al. 2013). Whereas emotional responses to tempo are 
really precocious and appear to depend less on experience (Hannon and Trainor 
2007), judgements based solely on mode are evident only from 6 years of age (Dalla 
Bella et al. 2001).

Expectation (hence prediction) constitutes another basic component of music 
perception (Huron 2006). It operates on a variety of levels, including melodic, har-
monic, metrical, and rhythmic, and it addresses the question “what” and “when”, 
that is, what tones or chords are expected to occur and when, in a given musical 
sequence. It is not only presumed to play an important role in how listeners group 
the sounded events into coherent patterns, but also to appreciate patterns of tension 
and relaxation contributing to music’s emotional effects. Both cognitive and emo-
tional responses to music depend on whether, when, and how the expectations are 
fulfilled (Juslin and Västfjäll 2008). For instance, there is a hierarchy of stability in 
the tones forming the Western major scale in which the most stable note is the first 
degree (and the octave) of the scale, i.e. the Tonic, that gives to the listener a sensa-
tion of resolution. The Tonic is followed in stability by the fifth and the third scale 
tones, respectively, for their harmonic frequencies/components being more closely 
related to the Tonic; the stability decreases from fourth to sixth, with the second and 
seventh degrees the most unstable in this order. In the C major key this continuum 
from stability to instability will be C, G, E, F, A, D and B, respectively.

The main method used in cross-cultural comparisons of musical expectations is 
the probe tone task, first developed by Krumhansl and Shepard (1979) for quantify-
ing the perceived hierarchy of stability of tones. Here a melody is presented to the 
listeners many times, but followed on each occasion by a single probe-tone with 
varying degree of fitness. Using a rating scale, the listeners assess the degree to 
which the probe-tone fits their expectations about how the melody might continue 
(Krumhansl et al. 2000). Cross-cultural studies comparing the fitness ratings given 
by Indian and Western listeners to North Indian ragas (Castellano et al. 1984), by 
Western and Balinese listeners to Balinese music (Kessler et  al. 1984), native 
Chinese and American listeners’ responses to Chinese and British folk songs (see 
Thompson et al. 1997) all found strong agreement between listeners from these dif-
ferent musical cultures. Of course, there were effects of expertise depending on the 
listeners’ familiarity with the particular musical culture.

Recent cross-cultural works on melodic expectancies, with Korean music (Nam 
1998) and with music of indigenous people of the Scandinavian Peninsula 
(Krumhansl et al. 2000), have provided additional evidence for the universal reli-
ance on the hierarchical arrangement of pitches, indicating that music draws on 
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common psychological principles of expectation even if musical cultures have a 
distinct effect in these principles, although the exact way it is accomplished varies 
with culture. Given the universal presence of consonant intervals in musical scales 
across cultures, it is reasonable to assume that consonance influences judgment in 
these probe tone tasks (Laukka et  al. 2013). However, another factor underlying 
probe tone tasks after controlling for consonance/dissonance is the statistical prop-
erties of the music, such as the number of times that different tones and tone com-
binations appear in the presented musical contexts (Krumhansl and Cuddy 2010).

Actually, an interaction between biology and culture appears to underlie the 
development of emotions. For instance, although evidence indicates that sad-happy 
judgments based on mode are the result of enculturation, being consistent around 
the age of six (Dalla Bella et al. 2001), this learning seems to depend on the sensitiv-
ity to consonance/dissonance (Cousineau et  al. 2012; Hannon and Trainor 2007; 
Gosselin et al. 2015) which appears to be innate. Although findings on the innate 
preference for consonance in infants are mixed, sensitivity to consonance/disso-
nance and processing advantages for consonant stimuli are both present in listeners 
of all cultures, in young infants (Plantinga and Trehub 2014; Virtala and Tervaniemi 
2017, but see also McDermott et al. 2016) and neonates as well (Perani et al. 2010). 
Indeed, just like adults, infants can detect minor interval changes in melodies of the 
same contour when melodies are based on consonant intervals, but not when based 
on dissonant intervals, and are also better in detecting subtle changes in consonant 
than in dissonant intervals (for a review see McDermott and Hauser 2005). Perani 
et al. (2010) reported not only differential patterns of brain activations for consonant 
and dissonant musical stimuli in neonates, but also neural emotional responses in 
the limbic system for dissonance.

Evidence suggests that consonance/dissonance sensitivity appears to be the uni-
versal guide of scale construction across musical cultures of either extant (see Justus 
and Hutsler 2005) or extinct human societies (Conard et  al. 2009). Consonance/
dissonance sensitivity, jointly with tempo and complexity (Laukka et al. 2013) is an 
important mechanism underlying valence-based judgments of music emotions 
cross-culturally (Fritz et  al. 2009). A good evidence for the relevance of conso-
nance/dissonance sensitivity to emotional evaluations based on mode comes from 
congenital amusics. Congenital amusia is a neurogenetic disorder apparently spe-
cific of musical abilities that affects, beyond singing in tune and dancing, pitch 
processing abilities such as melody discrimination and recognition, pitch direction, 
small pitch deviations, and sensitivity to consonance/dissonance (Cousineau et al. 
2012, 2015; Gosselin et al. 2015). Congenital amusics’ deficits in fine-grained pitch 
perception, harmonicity perception, high abnormal perception of consonance and 
dissonance and no preference for consonance is causally associated with their 
inability to make happy-sad judgments based uniquely on mode changes (Cousineau 
et al. 2015; Gosselin et al. 2015).

We can conclude that substantial evidence suggests that sensitivity to conso-
nance/dissonance is the main innate ability that serves as a fundamental building 
block of musical enculturation, such as the implicit knowledge of the hierarchical 
organization of the musical notes in the tonal system (notes and chords that best fit 
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to complete the musical expectations and, hence, to conclude the song), and of the 
valence-based judgements of music (Hannon and Trainor 2007; Laukka et al. 2013).

In short, musical excerpts played in major mode and fast tempos are frequently 
associated with happiness, whereas minor mode and slow tempos are considered 
sad. Considering tempo in isolation, fast-tempos is taken as happier than slow- 
tempos, although it is more correct to say that faster tempos reflect high-arousal 
emotions such as happiness, fear and anger, whereas slow tempos is used to express 
low-arousal emotions such as sadness, tenderness and love. In general, sounds that 
are loud, dissonant and fast induce high arousal with a negative valence of in the 
listeners and associated with negative and high arousal emotions such as anger, fear, 
whereas sounds that are smooth, consonant and at a slow or intermediate tempos 
induce low arousal and positive feelings such as peacefulness, love, etc., regardless 
of being music, speech or environmental sounds. Low-pitched sounds are less pleas-
ant and associated with fear or anxiety and used to express negative valences in 
music. Unexpectedness and irregularity, jointly with dissonance, are consistently 
associated with negative valence of fear (Laukka et al. 2013; Vieillard et al. 2008).

11.4.1  Music Structure, Music Emotions and Music Therapy

Whereas the mesostriatal pathway is involved in both motor and reward-related 
functions, the mesolimbic and mesocortical dopamine pathways, often referred as 
to mesocorticolimbic pathways, appear to be specifically dedicated to process 
rewarding stimuli (e.g. pleasure) and rewarding aspects of reinforcement learning 
(Wise 2009). Mesocorticolimbic dopamine pathways are characterized by projec-
tions from the ventral tegmental area (mesencephalon) to nucleus accumbens (ven-
tral striatum) and to the prefrontal cortex, respectively (Wise 2009).

Imaging and lesion studies reveal the subcortical foundations of emotional musi-
cal experiences in many brain areas that are homologous between humans and all of 
the other mammals (Blood and Zatorre 2001; Brown et al. 2004). Pleasant/conso-
nant music stimuli are systematically associated with activations of both paralimbic 
areas (e.g. insula, orbitofrontal cortex and ventromedial prefrontal cortex), involved 
in reward/motivation, emotion, and arousal, and the mesocorticolimbic dopamine 
pathways, which is the most important reward pathway; in contrast, unpleasant/dis-
sonant music are associated with activations parahippocampal gyrus (Blood and 
Zatorre 2001; Menon and Levitin 2005), a paralimbic structure which, jointly with 
amygdalae, is involved in unpleasant emotional states evoked by pictures with nega-
tive emotional valence (Lane et al. 1997); the amygdalae, in its turn, is a key struc-
ture in fear processing, and has strong reciprocal connections with parahippocampal 
gyrus (Mesulam 1998) which is deactivated with consonant music (Blood and 
Zatorre 2001). Recently it has been demonstrated that unilateral damage to amyg-
dala selectively impairs the perception of emotional expression of fear in scary 
music (minor chords on the third and sixth degrees, implying the use of many out- 
of- key notes, and fast tempos), while recognition of happiness (major mode and fast 
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tempo) was normal, and recognition of peacefulness (major mode and intermediate 
tempo played with pedal and arpeggio accompaniment) and sadness (minor mode at 
an average slow tempo) in music was less clearly affected by the medial temporal 
lobe resection (Gosselin et al. 2005; see also Khalfa et al. 2008). Further, patients 
with lesions in left amygdala show reduced hedonic pleasure in music listening 
(Griffiths et al. 2004).

We have seen that music can change heart rate variability (HRV), a measure of 
cardiac autonomic balance. For example, an early study (Umemura and Honda 
1998) showed an increase in HRV, an indicator of less stress and greater resilience, 
during listening to classical music, i.e. Coeur Fragile by Richard Clayderman 
(minor mode, slow tempo) and Waltz of the Flowers by Tchaikovsky (major mode 
and slow tempo), which also induced comfort in the listeners. In contrast, decreases 
in HRV, an indicator of greater stress, was observed during listening to rock music 
which induced discomfort. However, it is important to note that these results reflect 
the effects of the musical excerpts specifically selected for this study and not a nec-
essary difference between classical music and rock. In fact, both classical musical 
excerpts were consonant and in slow tempo. Although the authors did not inform 
about the rock music, it is likely that it was in fast tempo and had a greater degree 
of dissonance.

Actually, relaxing music (consonant and in slow tempos) can reduce autonomic 
responses such as heart rate, blood pressure, and respiratory rate, whereas music 
excerpts eliciting high arousal emotions such as happy and fear, are characterized 
by faster tempos and accentuated rhythms, and are often associated with increases 
in respiration rate, heart rate and blood pressure and skin conductance as well (con-
sidered a better measure of the autonomic nervous system because it is under strict 
control of the sympathetic branch of the nervous system) (Khalfa et  al. 2002). 
Reciprocally, sad music (slow tempo) has smaller responses on these autonomic 
measures when compared to happy music (Khalfa et  al. 2002, 2008; Krumhansl 
1997). Some neurochemical findings are consistent with these results. In healthy 
subjects, stimulating music played at fast tempos, such as techno, increases plasma 
levels of stress hormones along the hypothalamic-pituitary-adrenal (HPA) axis, 
such as cortisol and adrenocorticotropic hormone, and other neurochemicals known 
to mediate stress response, such as norepinephrine (produced in the brainstem locus 
ceruleus and central and peripheral autonomic nervous system and known to regu-
late autonomic responses of heart rate, blood pressure, and respiration) and 
ß- endorphin. Consistently with the role of the amygdale in stress-related responses, 
this structure is “rich in cortisol receptors and interacts with norepinephrine input 
and hippocampal connections” (Chanda and Levitin 2013, p.  183). In contrast, 
relaxing music (characterized by slow tempos and consonance) has been found to 
decrease these stress-related neurochemicals such as cortisol, norepinephrine and 
ß-endorphin (for a review see Chanda and Levitin 2013). Interestingly, musical 
pleasure was shown to be associated with deactivation in the amygdala, supporting 
the anxiolytic effects of consonant music (Blood and Zatorre 2001).

It is important to remember that both relaxing and happy music are positively 
valenced and elicit activations of both mesostriatal and mesocortical dopamine 
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pathways involved in reward. However, it is important to remind that dopamine is 
not the only neurochemical involved in reward (and could not be a ‘pleasure’ neu-
rochemical per se), and the feeling of pleasure appears to depend on both the release 
of dopamine and endogenous opioids within the nucleus accumbens (Chanda and 
Levitin 2013, p.  180). In fact, subjective feelings of pleasure is the product of 
dynamic interactions of neurochemical concentrations including dopamine, opiods 
and norepinephrin. Nevertheless, the subjective feelings of pleasure associated with 
consonant music (happy or calming) and its potential use to soothe pain appear to 
be related, among other things, to opioid transmission in the nucleus accumbens 
associated with dopamine release in the mesocorticolimbic pathways (Chanda and 
Levitin 2013).

Despite several methodological limitations, an old study by Goldstein (1980) 
observed that by administering naloxone, a well-known opioid antagonist, responses 
of thrill and chills during music listening were attenuated, suggesting a causal link 
between positive-valenced music and release of endogenous opiods.

For its robust impact on emotions and socioemotional processes as well as for its 
associated psychophysiological effect, brain activations, and neurochemical effects 
(Bernatzky et al. 2011; Chanda and Levitin 2013; Juslin and Sloboda 2011; Koelsch 
2015), the potential of music as an effective medium for reducing anxiety, pain, 
stress and depression has been investigated.

In a meta-analysis including 51 studies using randomized controlled trials, 
Cepeda et al. (2006) concluded that adding music therapy to standard care in patients 
with chronic pain or cancer significantly reduced pain and opioid requirements. In 
a randomized clinical trial, Bringman et al. (2009) found that the relaxing music 
was more efficient than preoperative administration of the benzodiazepine mid-
azolam. i.e. an anxiolytic drug used worldwide for sedation during minor operations 
and intensive care, with relaxing music.

In a randomized controlled clinical trial, Siedliecki and Good (2006) assigned 
their 60 subjects with chronic non-malignant pain syndromes (with back, neck and/
or joint pain for at least 6 months and receiving at least one form of traditional medi-
cal or surgical pain management) to a music group with music selected by research-
ers, a music group with music selected by patients or a control group (without music 
intervention). Although no statistically significant difference was found between the 
two music groups, both groups had diminished pain and depression symptoms as 
well as better motor power and abilities in comparison to the control group.

In the same line, cancer patients have a high level of physical and psychological 
distress. Although therapeutic effects of music have not been clearly demonstrated 
in the end-of-life care (Bradt and Dileo 2010), there is evidence that just listening to 
music can improve the psychological state of patients and promote their physical 
well-being in different oncological contexts (Richardson et al. 2008) including pal-
liative care (Hilliard 2005), radiotherapy (Bradt et al. 2011) and chemotherapy (Lee 
et al. 2012). When combined with conventional cancer treatments, music therapy 
can alleviate anxiety and pain (Richardson et al. 2008) and also reduce analgesic 
requirements (Pyati and Gan 2007).
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The most distressing form of cancer treatment is chemotherapy during which 
patients are in high need of alleviating anxiety, pain and ameliorating psychological 
state as well. In a pilot study, Lee et al. (2012) carried out the first investigation that 
systematically compared the EEG responses to relaxation treatment using either 
monochord or progressive muscle relaxation, thus pioneering for providing infor-
mation on the possible neural mechanisms underlying the therapeutic effects by 
music in the oncological context and for testing music therapy against a proven 
psychological relaxation method. Both groups of patients showed significant 
improvement in their physical and psychological states and in state anxiety. Further, 
the EEG signals for both groups showed an increase of posterior theta band (3.5–
7.5 Hz) and a decrease of midfrontal beta-2 band (20–29.5 Hz) oscillations during 
the latter phase of music therapy session. Interestingly, these combination of EEG 
markers reflect brain’s response to relaxed states. These results are also consistent 
with the findings by Sammler et al. (2007) who reported an increase of frontal mid-
line theta power during listening to pleasant music. Furthermore, only the music 
therapy group showed a change in the neuronal complexity in the theta band oscil-
lations (Bhattacharya and Lee 2016).

Music-based interventions to reduce pain and anxiety, and promoting well-being 
also extend to children under different oncological (Barrera et al. 2002; Daveson 
2001; Kain et al. 2004) and cardiac contexts (Hatem et al. 2006).

In general, the effectiveness of music as an additional medium to reduce pain in 
comparison to standard care has been demonstrated in a diversity of clinical popu-
lations since 1960s. However, most studies only compared treatments with and 
without music and did not inform about the action mechanisms underlying music-
specific analgesic effects; a more parsimonious explanation could be that music just 
exerted a distraction effect. Roy et al. (2008) induced pain with thermal stimula-
tions in the subjects to investigate the valence effects of pleasant (positive) and 
unpleasant (negative) musical excerpts which were matched in terms of arousal. 
Although valence did not change warmth perception and unpleasant music did not 
significantly affect pain, the pleasant excerpts, in contrast, significantly reduced 
pain intensity. This supports the notion that positive-valenced music contributes to 
analgesic effects.

One problem with the study by Roy et  al. (2008) is that all pleasant musical 
stimuli were at fast tempos, i.e. high in arousal, to match with the high arousal levels 
of unpleasant excerpts. Therefore, further studies should be conducted to assess 
specific effects of high (fast tempos) and low (slow tempos) arousal in pleasant 
musical stimuli. Moreover, some of the pleasant excerpts in the study by Roy et al. 
(2008) were based on minor modes and some of those based on major modes had a 
certain degree of dissonance and modulations, thereby increasing the musical com-
plexity. Music parameters like consonance/dissonance, mode and tempo, and com-
plexity as well, are well known factors underlying music emotions.
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11.4.2  Music, Emotional Communication and Socio-Cognitive 
Therapy

Basic emotions (e.g. happiness, sadness, anger, and fear), are more easily commu-
nicated through music, and emotional prosody virtually share with music the same 
patterns in tempo, mode (major/minor), harmony, tonality, pitch, intonation, con-
tour, interval, rhythm, amplitude, timbre, etc., that are specifically involved in com-
municating emotions (Juslin and Sloboda 2011). Within the perspective that music 
and movement are inseparable we suggest that protomusical behaviors represent 
deeper links between music, language and social-cognition.

Human infants interact with their caregivers producing and responding to pat-
terns of sound and action, a rhythmicity that is manifestation of a fundamental 
musical competence, a musicality that is part of a “natural drive in human sociocul-
tural learning which begins in infancy” (Trevarthen 1999, p. 194). Thus, innate sen-
sitivity to pitch and rhythm structure does not seem to be in vain since infant-directed 
speech (also known as baby talk or motherese), a sing-song-like way adults instinc-
tively use to communicate with children. In comparison to normal speech moth-
erese is slower, with higher average pitch and exaggerated pitch contours and these 
special features greatly facilitate speech perception and language acquisition (Kuhl 
2004; Trehub 2003).

Beyond speaking melodiously, adults also sing play songs and lullabies to chil-
dren, special genres of music whose common features among cultures are simple 
pitch contour, repetitions and narrow pitch range (Trehub 2003). Musicality also 
allows infants to follow and respond accordingly to temporal regularities in vocal-
ization, movement, and time, allowing the initiation of temporally regular sets of 
vocalizations and movements (Trevarthen 1999).

These protomusical behaviors are so intertwined with protoverbal behaviors that 
“preverbal origins of musical skills cannot easily be differentiated from the prelin-
guistic stages of speech acquisition and from the basic alphabet of emotional com-
munication” (Papousek 1996b, p. 92). It is even argued that the musical elements 
that participate in the process of early communicative development “pave the way 
to linguistic capacities earlier than phonetic elements” (Papousek 1996a, p. 43). In 
the pitch dimension, infant-caregiver interactions, cross-culturally, tend to exhibit 
the same range of characteristics such as exaggerated pitch contours on the care-
giver’s part (‘motherese’) and melodic modulation and primitive articulation on the 
infant’s part, all in the context of the rhythmic and kinesthetic interactions. On the 
part of the infant, these activities develop into exploratory vocal play (between 4 
and 6 months) which gives rise to repetitive babbling (from 7 to 11 months) from 
which emerges both variegated babbling and early words (between 9 and 13 months) 
(Kuhl 2004; Papousek 1996a, b).

These temporally-controlled interactions involving synchrony and turn-taking 
are employed in the modulation and regulation of affective state (Dissanayake 
2000), and in the achievement and control of joint attention also referred as to ‘pri-
mary inter-subjectivity’ (Trevarthen 1999). Arguably, protomusical behaviors are 
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often reciprocally imitative and also clearly emotionally charged and linked to 
social and emotion regulations in infancy. The turn-taking aspect of these games is 
the “rhythmic dance” between mother and child and adults across cultures play 
reciprocal imitative games with their children that embody the temporal turn-taking. 
As the infant develops, protomusic becomes music and continues to play this social 
role throughout life as an indispensable component of most diverse kinds of gather-
ings from occasional to magnificent ones, rituals and ceremonies (religious, social, 
healing, etc.). We know that imitation games with music and dance are universal, 
and the tribal dances itself can be seen as one of the most frequent forms of imita-
tion game, used to develop the in-group sense, the feeling of both “being like the 
other” and “the other is like me”, and thus pertaining to a group (Dissanayake 2000; 
Trevarthen 1999).

Finally, there is preliminary evidence that motherese (Seltzer et al. 2010) and 
relaxing music (Nilsson 2009) are associated with increases in oxytocin a neuropep-
tide released by the posterior pituitary gland which is known to mediate social 
bonding and affiliation (for a review see Chanda and Levitin 2013).

It is, therefore, in the universal role of music in the modulation and regulation of 
affective state and inter-subjectivity that relies the potential of music as an interven-
tion tool in clinical contexts related to social communication impairments such as 
autism (Overy and Molnar-Szakacs 2009). Autism Spectrum Disorders (ASDs) are 
a group of neurological disorders characterized by social communication impair-
ments, presence of stereotyped and repetitive behaviors and interests, with fre-
quently co-ocurring motor impairments (Srinivasan and Bhat 2013). It was also 
recently demonstrated that mirror neurons in the posterior inferior frontal gyrus of 
high-functioning autistic children with autism showed no activity compared 
to matched controls, during tasks involving imitation and observation of emotion 
expressions. Subserved by a fronto-parietal network in the human brain the mirror 
neuron system is a neural network involved in both other’s action observation and 
execution thus allowing imitation processes and grasping of other’s intention (the-
ory of mind). The findings by Dapretto et al. (2006) indicate that social-cognitive 
deficits in autism could be due to a dysfunction of the mirror neuron system.

Since proto-musical behaviors are inextricably linked to imitation, emotionally 
charged and linked to social and emotion regulations in infancy, features that con-
tinue to characterize music behaviors throughout life, it is proposed that the human 
mirror neuron system and the limbic system interacts in the understanding of and 
attribution of emotion to complex musical patterns (Overy and Molnar-Szakacs 
(2009). In the Shared Affective Motion Experience model, SAME, proposed by 
Overy and Molnar-Szakacs (2009), music is not only patterned sound sequences but 
above all their resulting intentionally and hierarchically organized sequences of 
expressive motor acts with emotional meaning, thus involving imitation, synchroni-
zation, emotion and social cognition. From this perspective, SAME model has 
important implications for music therapy and special education.

Improvisational music therapy, defined as the interactive use of live music for 
engaging clients to meet their therapeutic needs (Bruscia 1998), resembles musical 
behaviors as typically occurring in the natural social contexts of proto-musical 
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behaviors and shared and improvisational group activities (Juslin and Sloboda 
2011). Improvisational music therapy involves spontaneous self-expression, emo-
tional communication and social engagement (Gold et al. 2006; Kim et al. 2009; 
Overy and Molnar-Szakacs 2009; Srinivasan and Bhat 2013). The use of improvisa-
tional music therapy with autistic children have been shown to enhance social skills 
by improving eye contact, social engagement, spontaneous initiation and emotional 
understanding, as well as verbal and gestural communication (Gold et al. 2006; Kim 
et al. 2009, see Srinivasan and Bhat 2013).

11.5  Music Cognition and Intervention in Learning 
Disabilities

Music is a highly structured sequential organization of sounds and, like language, 
an acoustically based form of communication with a set of rules for combining 
limited number of perceptual discrete acoustic elements (pitches in music, and pho-
nemes in language) in an infinite number of ways. According to the shared syntactic 
integration resource hypothesis (SSIRH) music and language can represent distinct 
modular systems at the level of long-term perceptual representations (pitch classes 
and  chords  and their harmonic relations in music;  words and  their syntatic fea-
tures  in language)  but share cognitive mechanisms underlying online structural 
integration of these representations (Patel 2010) which appears to be inextricably 
linked to a domain general working memory system (Fedorenko et al. 2007).

Evidence for shared cognitive mechanisms and neural resources involved in 
tracking auditory patterned sequences and underlying intrinsic rules (syntax) 
between both domains has been demonstrated in behavioral (Fedorenko et al. 2009), 
imaging and lesion studies (see Koelsch 2011). Similar evidence of likely sharing 
mechanisms has been made for children’s linguistic abilities (phonology and liter-
acy) and perception of musical sequences controlling for fine-grained pitch percep-
tion and rhythm (Zuk et al. 2013), as well as for the prosody of language and music 
(Patel et al. 2005; Zioga et al. 2016).

Music and language also seem to share some aspects of basic auditory percep-
tion. There is evidence that spectrotemporal auditory processing, particularly the 
processing of fast acoustic transitions, is essential for speech processing (and whose 
impairment can lead to reading disabilities) and that musical training can improve 
rapid temporal processing and reading as well (Tallal and Gaab 2006).

It is also argued that accurate detection of supra-segmental cues, i.e. non- phonetic 
cues such as words, phrases and prosody (stress, rhythm and intonation), are key 
mechanisms underlying phonological development. Particularly the rhythmic pros-
ody, such as perception of slow amplitude modulation in speech, is considered a key 
mechanism for segregating syllable onsets and rhymes which are essential for the 
acquisition of phonological representation in child development (Goswami et  al. 
2002). It is also proposed that infants build grammatical knowledge of the ambient 
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language by means of this ‘prosodic bootstrapping’, with rhythm playing one of the 
central roles (Goswami et al. 2002; Corriveau et al. 2007).

Overlaps between music and other domains, such as auditory perception mecha-
nism involved in speech perception and sequencing processing involved in syntax, 
is the first necessary requirement for hypothesizing that music can have an impact 
on these abilities. In fact, there is much evidence that musical experience shapes the 
brain and is associated with increases in white and gray matter in the corpus callo-
sum and in the auditory and motor cortices as well, and that musical training can 
have significant positive impact on academic abilities (Merrett et al. 2013; Moreno 
et al. 2011; Schellenberg 2004; Tierney and Kraus 2013). These results can be taken 
as evidence for the great potential of music as an intervention tool for learning 
disabilities.

Nowadays literature abound with evidence the musical abilities correlate posi-
tively with language (e.g. phonological abilities) and literacy skills (Anvari et al. 
2002; Zuk et  al. 2013) and that musical training can improve speech perception 
abilities and neural coding of speech sounds (Schön et al. 2004; Kraus et al. 2009; 
Strait et al. 2012), phonological awareness and literacy abilities (Degé and Schwarzer 
2011; Register et al. 2007), working-memory (Ribeiro and Santos 2012) and execu-
tive functions (Moreno et al. 2011; Forgeard et al. 2008; Zuk et al. 2014), or even 
general intellectual abilities in the verbal and nonverbal domains (Schellenberg 
2004).

Overy (2003) reported both a correlation between song-rhythm tapping and 
spelling and dyslexic children’s improvement in spelling after a music intervention 
based in song-rhythm tapping, suggesting that segmentation processes are common 
to both of these skills.

Consistent with the notion of sharing cognitive mechanisms in the perception of 
rhythm and processing of patterned auditory sequences musicianship has been 
shown to improve or correlate positively with language skills in numerous areas 
such as reading ability, phonological awareness, pitch processing in speech, pros-
ody perception, and other language related abilities (for a brief review see Zuk et al. 
2013).

Zuk et  al. (2013) aimed at investigating the relations between music and lan-
guage at the level of “patterned sequence processing” in a novel music task called 
Musical Sequence Transcription Task (MSTT). To control for fine-grained pitch 
processing they asked forty-three 7 years old Brazilian students to listen to four- 
sound sequences based on the combination of only two different sound types: one 
in the low register (thick sound), corresponding to a perfect fifth with fundamental 
frequencies 110 Hz (A) and 165 Hz (E), and the other in the high register of (thin 
sound), corresponding to a perfect fourth, with 330 Hz (E) and 440 Hz (A). Children 
were required to mark the thin sound with a vertical line ‘|’ and the thick sound with 
an ‘O’, but were never told that the sequences only consist of four sounds. 
Performances of second graders on MSTT task were positively correlated with pho-
nological processing and literacy skills, and predicted their literacy abilities 3 years 
after in the fifth grade (Figuccio et al. 2015). The authors claim that this task can 
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potentially be used as a collective tool for the early screening for children at risk for 
reading disability.

For its characteristics and for improving social competence music is also a prom-
ising medium of intervention with populations handicapped in social skills in gen-
eral, including the populations with Attention Deficit Hyperactivity Disorder 
(ADHD) (Rickson 2006; Treurnicht Naylor et al. 2011). However, while music has 
been shown to be somewhat effective for autistic children, the results in children 
with ADHD are mixed (Treurnicht Naylor et al. 2011).

11.6  Conclusion

The field of neuroscience, especially the cognitive neuroscience, has been progress-
ing rapidly. We now have myriad neuroimaging technologies available to reveal the 
intricate functioning of human brain operating across multiple spatiotemporal 
scales. This chapter presents an overview of the neuroscientific findings of music 
cognition and also attempts linking them with the working ingredients underlying 
music therapy. As an empirical research field, music therapy is in its infancy. Though 
cognitive neuroscience cannot answer sufficiently to all relevant issues in music 
therapy, we believe that with stronger dialogue between these two disciplines, our 
understanding about the underlying mechanisms of the healing power of music 
would be significantly improved (Magee and Stewart 2015; O’Kelly 2016).
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