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Abstract. Available Medical Diagnosis systems (MDSs), including the state of
the art, mainly focus on finding the perfect link between the patient’s medical
history and their health knowledge. However, no matter how powerful they are
in performing this action, it is always possible that the final strong deduction is
based on some incomplete input. Prior to this process, a physician should lit-
erally perform the Differential Diagnosis (DDx), in which (S)he carefully listens
to the symptoms explained by the patient, considers some potential diagnoses
and then tries to gather enough evidence and supporting information to shrink
the probability of the other candidates. In a patient encounter, this method is
used in a process called the History and Physical examination (H&P). Only
physicians and in some institutions, in order to compensate the shortage of the
physicians, some specially trained nurses are qualified to perform this process.
A system capable of guiding a focus H&P, however, will allow less experienced
nurses to perform this process, and furthermore, can provide second opinions in
critical cases. The DDx domain is in fact a holonic domain; hence, a MDS with
holonic architecture could be able to perform this process. As the Holonic
Medical Diagnosis System (HMDS), tends to cover the stages in the H&P, this
system could also be added to available MDSs in order to provide them with the
essential comprehensive input and allow their integration in the clinical work-
flow. This paper will demonstrate the performance of this system and concen-
trates on its learning process.
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1 Introduction

A Diagnostic Decision Support Systems (DDSS) or Medical Diagnosis System (MDS)
is a specific type of Clinical Decision Support Systems (CDSSs) that is developed to
provide an ordered list of potential diagnoses for given signs and symptoms. The
physician then takes the suggested diagnoses and the supportive information into
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consideration, and if necessary orders further tests to narrow down this list [1]. In fact,
these systems can save the physician’s time, and remind ignored critical possibilities.

Available systems, including the state of the art, mainly focus on finding the perfect
link between the given input and their health knowledge. However, prior to this process
there should be a precise method to guide the user in providing the right, all-
encompassing input. This is similar to what a physician does when listening to a
patient. (S)he would carefully listen to the symptoms explained by the patient, con-
siders some potential diagnoses and then tries to gather enough evidence and sup-
porting information to shrink the probability of the other candidates. This method is
called the Differential Diagnosis (DDx). In medicine, a DDx is the distinguishing of a
particular disease or condition from others presenting similar symptoms [2], which
helps to reduce diagnosis errors [3]. In a patient encounter, this method is used in a
process called the History and Physical examination (H&P). The H&P is a critical
component of a patient encounter in which information relevant to a present complaint
is obtained [4]. The H&P report includes the Chief Complaint (CC), the Medical
History (Hx), the Physical Exam (PE) and the Assessment and Plan (DDx & P). As
mentioned, the state of the art of the MDSs merely covers the last part and takes the
result of the other parts as input. This is exactly one of the limitations of these systems,
and the reason why they cannot be well integrated into the clinical workflow of the
hospitals.

The state of the art of the MDSs includes the IBM Watson Health [5] and the Isabel
[6]. The IBM Watson Health is claimed to be the most powerful Artificial Intelligence
(AI) based system capable of performing medical diagnosis. This system is literally a
cognitive computer system that has the capability of understanding the natural lan-
guage. Although Watson is very powerful, its success is very much depending on the
quality of the input, i.e. the output of already performed H&P, and it is actually best
used in order to create patient-specific treatment plans. Literally Watson has never been
involved in the medical diagnostic process, but only in improving the diagnosis and
assisting with identifying treatment options for patients who have already been diag-
nosed [7]. Isabel on the other hand, is a knowledge-based CDSS that facilitates
diagnostic reminders and DDx [6]. A systematic review of DDx generators was con-
ducted in [8], according to which Isabel was associated with the highest rates of
diagnosis retrieval. However, as stated in [9] Isabel is still too slow and its accuracy
drops significantly if only limited information is available [10].

As mentioned, no matter how powerful the MDSs are in connecting the patient’s
medical history to medical knowledge; it is always possible that the final strong
deduction is based on some incomplete input. It is also discussed in [11] that: “No
matter how good you are at diagnosing and treating, unless you asked the right
questions in a timely manner, all the knowledge in the world won’t be helpful.” Hence,
a focused H&P is the key to a flawless diagnosis. As the shortage of physicians is
worsening in the recent years, roles such as Physician Assistant (PA) and Nurse
Practitioner (NP) have been introduced in order to ease the problem. PAs and NPs are
qualified to perform the H&P step, diagnose medical problems and carry out necessary
treatments mainly under the supervision of a physician. Undertaking the H&P step,
they would help the doctors to be able to see more patients within a certain period of
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time, as they would just need to review and asses the already prepared H&P report.
A system capable of guiding a focus H&P, however, will allow less experienced nurses
to perform this process and can also provide second opinions in critical cases. Such
system could also be added to available MDSs in order to provide them with the
essential comprehensive input.

As the DDx domain meets the characteristics of holonic domains (see Sect. 2), the
general research question here is whether a holonic multi-agent architecture could in
practice support the implementation of the DDx. Hence, in fact, the development of a
Holonic Multi-Agent System (HMAS), which is capable of performing DDx, is the
practical contribution of this work. On the other hand, as is the case with intelligent
systems, the introduction of the Machine Learning (ML) techniques that support the
functionality of this system, is the theoretical contribution of this work. In this regard,
the sub-question being answered in this paper is how we can provide the system with
the right learning data and more particularly unbiased feedback.

Hence, the rest of the paper is organized as follows. Section 2 briefly describes the
holonic nature of DDx, and in Sect. 3, the Holonic Medical Diagnosis System (HMDS)
is introduced (for a more comprehensive description of the system please refer to [12]).
Section 4 describes the ML techniques that have been adapted and applied to the
system, and Sect. 5 concentrates on the rewarding process. Section 6 concludes with a
summary and some directions for the feature researches.

2 The Holonic Nature of DDx

The domain attributes that indicate the appropriateness of a multi-agent based solution
are presented in [13]. These criteria are clearly met by the DDx problem. Firstly, the
environment is open, dynamic, uncertain and complex. Moreover, considering the
doctors with different specialties and subspecialties, a MDS can be naturally modelled
as societies of cooperating agents, and hence here the agents are natural metaphors.
This also implies the distribution of data, control and expertise.

An interesting overview of Multi-Agent System (MAS) architectures is presented in
[14]. One of the well-known architectures is the HMAS architecture. The term holon
was first introduced in [15] in order to name recursive and self-similar structures.
A holonic agent of a well-defined software architecture may join several other holonic
agents to form a super-holon, which is then seen as a single holonic agent with the
same software architecture [16]. A holon can be a member of several super-holons, if
the super-holons’ goals do not contradict each other or the holon is indifferent to those
conflicting goals [16]. The organizational structure of a holonic society, i.e. the hol-
archy, offers advantages such as robustness, efficiency, and adaptability [16]. Obvi-
ously, all these advantages do not mean that this architecture is more effective than the
others, however, specifically for the domains, it is meant for. As stated in [16] such
domains should (1) involve actions of different granularities, (2) induce abstraction
levels, (3) demand decomposable problem settings, (4) require efficient intra-holonic
communications, (5) include cooperative elements, and (6) may urge real-time actions.
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The DDx problem can be decomposed recursively into subproblems of weighting
the probability of the presence of the possible diseases. These subproblems may induce
different abstraction levels and can be of different granularities. According to the nature
of DDx, the problem solvers are collaborative and those dealing with similar diseases
need to have more communications, which are to be conducted in timely manner.
Hence, this domain meets the characteristics of holonic domains. Another attractive
characteristic of HMASs is the support for self-organization, which is the autonomous
continuous arrangement of the parts of a system in such a way that best matches its
objectives. The HMDS also takes advantage of this characteristic (see Sect. 4).

3 The Holonic Medical Diagnosis System (HMDS)

The HMDS, first introduced in [17], is a HMAS, consisting of medical experts
(holons). This structure is applied to this system in a way that supports DDx.

3.1 The Architecture of the HMDS

In general, a MDS either rely on highly smart deliberative agents as one extreme or on
a large set of comparatively simple (reactive) agents as the other extreme. The HMDS
as a HMAS realizes an improved version of the latter approach. It consists of two types
of agents: comparatively simple Disease Representative Agents (DRA) as the system
fundamentals on the lowest level and more sophisticated Disease Specialist Agents
(DSA) as decision makers on the higher levels of the system [12] (see Fig. 1).

DRAs are atomic agents, and form the leaves of the holarchy. Each DRA is an
expert on a specific disease and maintains a pattern store that contains the Disease
Description Pattern (DDP) – an array of possible signs, symptoms, and test results, i.e.
the holon identifier. Thus, in order to join the diagnosis process, these agents only need
to perform some kind of pattern matching, i.e. calculating their Euclidean distance to

Fig. 1. (a) DRAs and DSAs in HMDS (BB: Blackboard) (b) Holon identifier
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the diagnosis request. DSAs are holons consisting of numbers of DRAs and/or DSAs
with similar symptoms; i.e., representing similar diseases. This encapsulation, in fact,
enables the implementation of the DDx. The DSAs are designed as moderated groups
[16], where agents give up part of their autonomy to their super-holon. To this end, for
each DSA, a head is defined, which provides an interface and represents the super-
holon to its environment. This head is created for the lifetime of the super-holon, based
on agent cloning [18]. For this purpose, each head is capable of cloning, i.e., creating a
copy of its code, and passing the relevant information to the new agent [12]. In this
instance, the holon identifier will be the average of the holon identifiers of the
members.

The holarchy has one root, in fact a DSA, which will play the role of the common
and exclusive interface to the outside world. The system starts with this DSA, takes all
the DRAs as its members, and then let the DSAs form automatically. Although this
process is based on the affinity and satisfaction [19], and at the beginning, no infor-
mation about the satisfaction factor is available, it is still possible to initially form the
DSAs based on the affinity, i.e., the similarity between the diseases1. To this end, the
mentioned DSA accepts the DRAs, as its members, clusters them, and defines for each
of the clusters, i.e. super-holons, a head. This is repeated recursively until no further
clustering is necessary (see Sect. 4.1). This can be performed once as the system is
being defined and accelerate the self-organization. Later on, the system can still refine
its architecture using its self-organization technique (see Sect. 4).

3.2 The Functionality of the HMDS

In principle, the HMDS works as follows: The head of the holarchy receives the
diagnosis request as a specific combination of signs, symptoms and medical test results
and places it on its blackboard2. Each agent of the system that has knowledge of this
blackboard, i.e. any member of this super-holon, can read the messages on this black-
board. A DRA’s reaction to a request message is to send back its similarity to the request.
However, based on the provided information a DSA can decide whether it wants to join
the diagnosis process or not. This will actually control the data flow in the holarchy. This
decision is made based on some simple statistical information about the DSA’s mem-
bers. Considering the holon identifier of the members, the head will check if the request
would be an outlier, and in negative cases it will decide to join the diagnosis process.
This means that it will read the information from its head’s blackboard and will place it
on its own blackboard. Then the same process repeats recursively until the request
reaches the final level of the holarchy. Results obtained by participating agents now flow
the other way round from bottom to the top of the holarchy and are sorted according to
their similarity and frequency. Literally, each agent will send its top diagnoses together
with all of the signs, symptoms or test results that are relevant from its point of view, but
their presence or absence has not been specified. This implies that originally not

1 The Euclidean distance between the DDPs of the DRAs.
2 In HMDS, the communications are solely done via the blackboard systems [30] of the DSAs.
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provided relevant information might be requested from the user in a second step [12].
Section 3.3 demonstrates the functionality of the system.

3.3 The Examples of the System Simulations

The simulations presented in this paper have been conducted using the GAMA plat-
form, and the disease-related data have been gathered from Mayo Clinic website [20].
For the following cases, a small system with only 20 diseases has been simulated.

Case 1 (Diagnosis of Lung Cancer). The first example is based on an actual H&P
report, which is provided in [21] for study purposes. In our simulation, a holarchy with
three levels is formed. The chief complaint is entered into the system and the system’s
reaction is monitored using the actual report as a benchmark. The H&P report includes:

Chief Complaint (CC): Shortness of Breath (SOB)
History of Present Illness (HPI): Chest pain, Chills, Cough, Fever, History of
breathing troubles, History of cancer in family, History with tobacco, Night Sweats,
Productive cough, Vomit, Weight loss, Wheezing
Review of Systems (ROS): Anxiety, Fainting, Fatigue, Weakness, Heart palpitations
and arrhythmias, Changes in skin color, Changes in appetite
Physical Examination (PE): Cyanosis, Edema, Swollen lymph nodes
Diagnostic Tests: Blood test, CT scan
Assessment and Plan: (1) Asthma (Asthma tests), (2) Lung Cancer (X-ray/CT scan,
Biopsy), (3) Pneumonia (Blood Test), (4) Sarcoidosis (Blood Test), (5) Tubercu-
losis (PPD: Purified Protein Derivative skin test for tuberculosis).

In HMDS, entering the SOB, the DSA of the pulmonary diseases will be activated
and the suggested signs and symptoms to be checked includes: Anxiety, Chest dis-
comfort, Chills, Cough, Cyanosis, Diarrhea, Fainting, Fatigue and Weakness, Fever,
Presence of frequent respiratory infections, Heart palpitations and arrhythmias,
Hoarseness, Itching, Loss of appetite, Nausea and vomit, Night sweats, Phlegm,
Sweats, Edema, Swollen lymph nodes, Weight loss, and Wheezing. These signs and
symptoms very much match the ones mentioned in HPI, ROS and PE sections of the
original H&P report. After entering the value of these signs and symptoms according to
their presence or absence, the final DDx list would be: (1) Asthma, (2) lung cancer,
(3) Pulmonary Edema, (4) Tuberculosis, (5) Sarcoidosis, (6) Pneumonia, (7) Bronchi-
tis, (8) Pulmonary Embolism, (9) COPD, and (10) Lymphoma. The suggested medical
tests would be asthma tests, x-ray/CT scan, sputum cytology, biopsy, pulse oximetry,
arterial blood gas analysis, and sputum test for tuberculosis. These results match the
actual H&P to a considerable degree and could even be improved through learning. In
this case, the CT scan showed a large mediastinal mass, and the final diagnosis was
lung cancer.

Case 2 (Metastatic Lung Cancer to Common Bile Duct Cancer). The HMDS also
acts well in the presence of multiple diseases, e.g. the metastasis cases. This example is
extracted from a medical paper in [22]. The signs and symptoms in this case included
abdominal pain, coarse breath sounds, dry cough, jaundice, and shortness of breath; and
the final Diagnosis was metastatic lung cancer to common bile duct cancer, with
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suggested medical tests to be: Blood test, CT scan, ERCP (Endoscopic Retrograde
Cholangiopancreatography), and Biopsy. Giving these symptoms to the HMDS two
different DSAs will be activated: the DSA of pulmonary diseases and the DSA of
Hepatology and Gastrointestinal Disorders. Their super-holon will then put the output of
both members in order. The DDx list will be: (1) Bile Duct Cancer, (2) Cholangitis,
(3) Asthma, (4) Lung Cancer, (5) Hepatitis B, (6) Pulmonary Edema, (7) PSC, (8) Pul-
monary Embolism, (9) Bronchitis, (10) Lymphoma. This DDx list actually includes the
bile duct cancer as the first and the lung cancer as the forth possible diagnosis, and
therefore the possibility of Metastasis can be clearly mentioned to the doctor.

4 Learning in HMDS

As mentioned in Sect. 3.1, the initial holarchy of the system can be created using clus-
tering in different levels of the holarchy. Clustering is an unsupervised learning technique
and hence doesn’t require any learning feedback. After having the initial holarchy,
however, it is still essential to support the system in learning and updating based on the
new observations. Medical knowledge demonstrates a steady upward growth, and
diagnosis is also very much affected by the geographical regions. Hence, in order to adapt
and improve the behavior of the system, we need to: (1) Update the medical knowledge
based on the new instances, (2) Refine the holarchy according to the experience and the
feedback. In HMDS, holon identifiers are updated applying the exponential smoothing
method, as a supervised learning method, and the self-organization of the holarchy is
supported by Q-learning, as a reinforcement learning technique. Since both methods
require feedback from the environment, it is clear that the quality of the feedback is of
central importance. The rest of this section covers the above mentioned techniques and
provides an experimental example, however, the discussion on the learning feedback can
be followed in Sect. 5.

4.1 The Machine Learning Techniques Used in HMDS

Clustering. The Density-Based Spatial Clustering of Applications with Noise
(DBSCAN) [23] is one of the best algorithms for clustering in HMDS. In [24] a simple
and effective method for automatic detection of the input parameter of DBSCAN is
presented, which helps best to deal with the complexity of the problem at hand.

Exponential Smoothing. Exponential smoothing is a very popular scheme for pro-
ducing smoothed time series [25]. Using this technique, the past observations are
assigned exponentially decreasing weights and recent ones are given relatively higher
weights:

st ¼ a:xt þ 1� að Þ:st�1 ð1Þ

where a is the smoothing factor, and 0\a\1. As it is clear, the smoothed statistic st is
a simple weighted average of the current observation xt and the previous smoothed
statistic st�1. In HMDS, this method is used in order to update the holon identifiers.
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Holonic-Q-Learning (HQL). The Holonic-QL is a Q-learning technique introduced
for self-organization in the HMDS [12]. In HQL, the Q-value is in fact measuring how
good it is for a holon to be a member, of another holon. In this case, the states are the
existing holons hif g and action hi indicates becoming a sub-holon of holon i:

QtðsubðhÞ; hÞ  1� atð Þ 1� atð ÞQt�1ðsubðhÞ; hÞ
þ atðRtðsubðhÞ; hÞþ c argmaxQt�1 h;sup hð Þð ÞðQt�1ðh; supðhÞÞ:Aff ðsubðhÞ; supðhÞÞÞÞ

ð2Þ

where, at ¼ 1
1þ visitstðsubðhÞ;hÞ, c 2 0; 1Þ½ is the discount factor, Aff ðsubðhÞ; hÞ ¼

1� dðsubðhÞ;hÞ
max dðsubðhÞ;hÞ, and the reward is calculated by the head of a super-holon (Sect. 5).

For more information regarding the HQL and the proof of convergence please refer to
[12].

4.2 An Example of Learning in HMDS

Case 3 (A New DDx for Arthritis). In this simulation, the system covers 45 diseases
in a holarchy with four levels. Here, again, a real case is used, in which the Madelung-
Launois-Bensaude disease (MLB) is suggested as a new DDx for arthritis [26]. MLB is
a disease that causes the concentration of fatty tissue in proximal upper body. In 2008,
for the first time some instances of this disease have been observed with distal fatty
tissue that were misdiagnosed first as arthritis, which normally includes joint pain and
joint swelling. In this experiment, the new observations will be given to the HMDS,
which so far does not consider the MLB disease with arthritis for the reason of DDx.
The system should then be able to come to the same conclusion as in [26] and add the
DRA acting for the MLB disease to the super-holon containing the DRA acting for
arthritis. Essentially, if an agent is not involved in a diagnosis process it will not receive
any reward and hence its Q-value will remain same during that round. As the agent
participates in a diagnosis process, it will be rewarded and hence its Q-value will be
updated. In case the Q-value of any of the members of the super-holon is getting close
to be a noise (close to lower three-sigma limit), the agent will start exploring new
opportunities to join new super-holons. One promising approach for this agent is to try
to become a member of those super-holons that were activated at the same time with its
current super-holon. This will guarantee that the agent would have some common
interests with the members of its new super-holon(s).

Figure 2 shows the changes in the Q-values of the different DRAs in case 3.
Entering the distal MLB instances into the system, the Q-value of the DRA acting for
the MLB disease will get closer to the lower outlier threshold. At this point, the super-
holon of the arthritis disease will also be activated and as the DRA acting for the MLB
disease is looking for a chance to join some new super-holons, it will be informed and
will try to become a member of this super-holon. Considering the holon identifier of its
members, this super-holon will then check whether the DRA acting for the MLB
disease would be an outlier and since the case is negative, it will accept this new
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member. At this stage, the Q-value will be an accumulated value, calculated based on
the rewards received from both super-holons. As it can be followed on the diagram,
since this value is now greater than the average of the Q-values in both super-holons,
the DRA acting for MLB will stop exploring at this point.

5 Reward Engineering in HMDS

It should be noted that the terms “feedback” and “reward” have different definitions
here. A feedback is the final diagnosis, suggested by the physician for a given diagnosis
request. However, a reward is a numerical value, which is calculated using a reward
function that considers the feedback. Agents receive their rewards from their envi-
ronments. The HMDS has distributed environments, i.e. the highest holon receives the
feedback from the outside world, however, the environment for the rest of the holons is
their own super-holon, from which they receive their rewards.

In the HMDS, the system will announce the result in form of a list of top 10
possible diseases, and will then receive a feedback, i.e. the final diagnosis, from the
physician, and would consider the physician diagnosis for the reason of reward cal-
culation. However, the system cannot simply take this diagnosis to calculate the
rewards, but should have a strong policy to reduce the possibility of errors and biased
diagnoses. The system is meant to be used in hospitals, and hence, is actually multi-
user and receives the feedback from different physicians. Moreover, the system will
consider counterfactual learning, which refers to the ability to learn from forgone
outcomes, i.e. the outcome of the option(s) that were not chosen [27]. The use of this
method literally improves decision-making when evidence is solid but causal links are
unclear [28]. In order to design a mechanism to consider the other options next to the
physician’s final diagnosis, the probability of selecting the options is estimated with a
combination of e-greedy and softmax rules. Using this method the physician’s diag-
nosis is given the highest selection probability, i.e. 1� e, and all the others are ranked

Fig. 2. Changes in the Q-values of the different DRAs in case 3
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and weighted using the softmax rule. For this reason, we have used the most common
softmax method, which uses a Gibbs or Boltzmann distribution, and have adapted it to
our problem as follows:

p dið Þ ¼ e
esimFi=s

P9
j¼0 esimFj=s

ð3Þ

where di for 0� i� 9 is a disease in the output list, simFi is the product of the similarity
of di to the diagnosis request3 and its frequency, and s is a positive number called
temperature. Low temperatures cause a greater difference in the selection probability of
the diseases.

After clarifying the problem with the feedback, next step will be to design the
reward protocol. The term “reward engineering”, first coined by Dewey in [29], refers
to the engineering of the agent’s environment in order to make the reward assignment
more reliable. According to [29], in reward engineering the agent’s goal is not changed,
however, the environment is being partially designed so that reward maximization
leads to desirable behavior. For this reason, the human factor may even be removed
from the loop and the reward may be assigned via an automatic mechanism.

In the HMDS, the holon which is on the top level of the holarchy will receive the
final diagnosis4 and will place it on its blackboard. Consequently, all the members will
be informed and the DSAs would repeat the same action, i.e. place the final diagnosis on
their blackboard, until the announcement reaches the DRAs5. The DSAs, which have
participated in the diagnosis process, are now responsible for calculating the rewards for
each of their members. In such a super-holon, the DRAs and the DSAs, which have not
participated in the diagnosis process, will respond to their head by sending back their
similarities to the final diagnosis. The DSAs, which have originally participated in the
diagnosis process, however, will respond by sending back the highest reward they have
given to their members. These values are called the suggested rewards. Considering the
suggested rewards, the super-holon will take the highest value as its highest reward and
then assign rewards to its members based on the three-sigma rule:

ri ¼ 0; suggRi is an outlier
r� 3r� �r � suggRij jð Þ=3r; else

�

ð4Þ

where suggRi is the actual value suggested by the i� th member, �r is the mean of the
suggested rewards, r� is the highest reward, and r is the standard deviation of the
suggested rewards. Hence, the value of the rewards, except for the case of a penalty, is
a fraction of the r� (always between zero and one), and implicitly considers the

3 The Euclidean distance between the corresponding DDP and the diagnosis request.
4 The holon identifier of the DRA acting for the final diagnosis, which is already updated considering
the new observation.

5 If a super-holon, which has originally not participated in the diagnosis process, realizes that the
disease given as the final diagnosis matches one of its members, it will assign the reward −1
(penalty) to this member.
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satisfaction and affinity factors both. Greater reward values indicate that the problem is
more relevant to the super-holon, and thus incompatibilities will be penalized more.
Hence, in case a member of a super-holon is close to be a noise, its assigned reward and
consequently Q-value will differ greatly from the average rewards and Q-values. This
would then lead to higher probabilities of exploration (An agent will decide to explore
new opportunities if its Q-value is close to be an outlier in its super-holon).

6 Conclusion

This paper explained that one of the main limitations of the available MDSs is the lack
of support for the H&P examination, which prevents their integration in the clinical
workflow. The H&P examination uses the DDx method and this domain is in fact a
holonic domain, hence, a MDS with holonic architecture could be able to perform the
DDx process. The HMDS tends to cover the stages in the H&P process, and hence
allow less experienced nurses to perform this process, and can also provide a second
opinion in critical cases. This research also discussed that this system should be sup-
ported with appropriate ML techniques in order to maintain and improve its func-
tionality. Along with the learning methods, the quality of the learning data, i.e. the
feedback is also of central importance. In HMDS, the final report is given to a
physician and s(he) makes the final diagnosis, however, in rewarding stage the system
cannot simply take this diagnosis, but should have a strong policy to reduce the
possibility of errors and biased diagnoses. For this purpose, the system, which is meant
to be used in hospitals is actually considered as a multi-user system and hence receives
the feedback from different physicians. Moreover, it will apply counterfactual learning
and considers the option(s) that were not chosen. This paper suggests a combination of
e-greedy and softmax rules for this purpose. As demonstrated in this paper, the sim-
ulation of the system is now in progress and future work will include the complete
simulation and validation of the system based on the reward engineering proposed in
this work.
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