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Foreword

Power Systems Resilience has always been a major challenge for the scientists and
the engineers. However, in the recent years, the increased public solicitude for the
resiliency of power systems and the resilience enhancement of cyber-physical
systems used here has powerful motivated activities of the research and develop-
ment in this field. More than 18,000 technical articles written in last decade and
stored in “Science Direct Elsevier” database have “Power Systems Resilience” in
their title, abstract, or list of keywords. Other 2000 are already published in 2018,
so this interest will grow exponentially in next years. There were less than 1450
until 2000.

The aim behind this enormous progress is quite simple: both scientific and
industry are involved in resilience enhancement of cyber-physical systems used for
securing the critical infrastructure networks such as power systems.

The book generally explains the fundamentals and contemporary materials in
Power Systems Resilience. It will be very efficient for electrical engineers to have
the book which containing important subjects in considering modeling, analysis,
and practice related to Power Systems Resilience. The book comprises knowledge
and theoretical and practical issues as well as up to date contents in these issues and
methods for controlling the reliabilities against attacks and risks in AC power
systems.

Some textbooks and monographs are previously presented for people want to
learn more on Power Systems Resilience. The worth of the present book is that it
tries to put forward some practical ways for impact analysis of risk events on power
system operation, bringing together the topics such “resiliency”, “smart grid or
microgrids”, and “cybersecurity”, which are now more and more organized. The
editors wisely designated the topics to be preserved, and the chapters written by
well-recognized experts in the field are placed in four sections.

The book introduces the reader to the modeling, analysis, and operation of
resilience networks, and optimal operations of microgrids. Then, the main subjects
related to planning, attacks, and recovery in resilience systems are presented and
explained. The last section presents new research solutions for challenging issues
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appeared in last years. The book also includes informative case studies and many
instances.

The book can be used in the classroom, to teach Power Systems Resilience
courses to graduate students, and be suggested as further reading to undergraduate
students in engineering sciences. It will also be a valuable information resource for
the researchers and engineers concerned by Power Systems Resilience issues or
involved in the development of cybersecurity applications.

Baku, Azerbaijan
May 2018

Academician Arif M. Hashimov
Institute of Physics

Azerbaijan National Academy of Sciences
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Preface

It is obvious that the electrical infrastructure, which is responsible for providing
electricity to all other critical infrastructures, has an important place in the func-
tioning and development of today’s world, and this network is to be reliable and at
the same time to operate safely. In last decade, the needs for electric energy and the
technological developments have increased annually, but the fact that the raw or
renewable energy sources cannot be actuated in the same way has made it necessary
to optimize their use. The power plants are dispersed in different regions and the
optimum operation of the energy systems could be ensured by interconnection
of these grid networks. Consequently, different problems arise during the planning
and operation of microgrids, and the use of new technologies has become com-
pulsory in order to solve the emerging problems, including enhance of Power
Systems Resilience.

Resiliency and cybersecurity are two essential issues for today’s power systems,
but especially for smart grid or microgrids implemented in many developed
countries. In the progress of power system components, one of the key aspects is to
enhance their resilience in order to become more safety face to actual complex
cyberattacks. The planning and operation of distribution network infrastructures all
over the world are based on reliability principles of security and sufficiency. These
principles enable distribution network to operate safety against common threats and
as a result provide high-quality supply with few interruptions for consumers.
However, it is evident that more considerations beyond the classical reliability are
required to keep the lights on. Disruptive events, whether man-made or based on
natural causes, can lead to component failures, and then breaking down the entire
power system. The origin of the resiliency is word “resilio”, which mean the ability
of an object to return to its original state. Here, the ability of power system to
recover quickly after such destructive events is called as power system resilience.

Chapter 1 gives an overview of challenges and possibilities of optimal planning
of the conventional electric distribution network based on distribution network
resilience enhancement. The optimal size and site of microgrid components and its
topology are determined using optimization algorithm. A resilient-based fitness
function is proposed to meet the resilient network requirement. To model the effect
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of the natural disasters on resilient-based distribution network planning, the geo-
graphical data for hurricane as a natural disaster is combined to create a spatial risk
index map.

In this context, Chap. 2 introduces the main methods of developing a system
which is robust to deliberate or involuntary perturbations, open in the matter of
incorporating renewable energy sources, integrated, and efficient for the whole
two-way energy chain. The connectivity types, the opportunities of developing the
connectivity in the chain of the grid-connected or autonomous microgrids, were
presented to increase their efficiency and performances. The Internet of Things
(IoT) technologies will play an increased role in the design of smart grids, assuring
accessibility and easy use, interoperability, and future developing. But the IoT
developments must be implemented in high-security conditions, on the basis of
Big Data principles, analytic analysis, and foresight.

So, the flexibility of the power system must be increased in order to have an
adaptable structure against the various circumstances, balancing the power supply
and demand in terms of intervals such as minute or hourly. The flexibility of power
system is based on appropriate energy management strategy that fast and safety
integrate distributed sources such as hydro, wind, and solar. Chapter 3 analyzes the
challenges of the flexibility researches, which are focused on rapid deployment of
distributed generation, pricing, standards, policies, and microgrids’ integration to
power system considering the customer features.

Therefore, the resiliency of power systems requires to be handled in terms of
physical and cyber-damages. The resiliency is researched in three main topics as
damage prevention, system recovery, and survivability of power system. The
necessity of quantifying resilience metrics is an important challenge, which mostly
depends on how to define the resiliency. The metrics used for quantifying the
resiliency of power system are explained in Chap. 4. The metrics investigated in
this chapter are quantitative, being defined based on the topology, hardware used,
efficiency of the system, reliability indices, and also type and severity of the threat.
The accurate assessment of each of these metrics can help to properly understand
the concept of resilience in power systems.

It can be highlighted that abovementioned chapters are included in the first part
of the book and provide a worthy background to the reader on the modeling,
analysis, and operation of resilience networks. Both experimental and theoretical
methods to different problems support to know the innovative aspects and
cutting-edge information, world-widely, thereby the readers at various educational
levels from undergraduate to the professionals can find interesting research topics in
order to apply in their own studies.

Other main topic of the book is the optimal operation of the microgrids to
enhance the resiliency of power systems. Currently, the number of microgrids is
continuously increased in distribution network. In this view, the future advanced
distribution network can be regarded as clusters of microgrids. Hence, the microgrid
is the building block of smart distribution networks. The technical issues and
economic constraints for microgrids’ implementation, including and the social
reasons, are analyzed in Chap. 5.
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Here, it is proposing a framework for analyzing the optimal microgrid-based
resilient distribution networks that are detailed in next two chapters of the second
part of this book considering the increasing demand for electricity supply along
with higher requirements for power quality and system reliability, and margins to
usage the existing fossil fuels and minimization of the environmental pollutants.

Chapter 6 proposes an optimization strategy for energy management system to
globally reach the minimum cost operation of microgrids in normal condition while
meeting the adequacy in resiliency operation mode. The dispatchable unit status,
energy storage, and adjustable loads scheduling and the energy trade status between
microgrids in each hour are evaluated with stochastic modeling of load and
renewable power generations. The algorithms that contain the heuristic methods
used on Optimal Power Flow management are described and explained in Chap. 7.

Planning, attacks, and recovery in resilience systems are approached in the four
chapters on the third part of this book. Chapter 8 presents an approach for Resilient
Distribution System Expansion Planning (RDSEP) considering gas-fired
Non-Utility DGs (NUDGs) and Demand Side Providers (DRPs). The RDSEP
method explores the NUDGs and DRPs impacts on the planning paradigm.
The RDSEP problem is decomposed into multi subproblems to optimize the
investment, operational, and reliability costs. Each problem can be solved using
embedded systems. On the other hand, the embedded systems control sensitive data
and information depending where these systems are installed to accomplish
required tasks.

Due to this aspect, cyber-criminals or hackers are motivated and determined to
rob intellectual property of these systems through more and more sophisticated
attacks. A huge problem in defending against these massive and various types of
attacks is that in the last year’s attacks increased their complexity while the
knowledge of an attacker decreased significantly because of the tools and devices
they can find in the online world and free market. Therefore, Chap. 9 is focused on
embedded systems based on Field-Programmable Gate Array (FPGA) technology
used for security against malicious and deliberate attacks, highlighting the risks,
threats, and vulnerabilities that motivated hackers to perform these attacks in time.

The improvement of the power system resiliency by adopting on one hand
preventive measures and on the other hand redesign of the damaged infrastructure is
studied in Chap. 10. There are defined two types of extreme weather events (severe
natural conditions and disasters), respectively, deliberate attacks on power systems,
and the impact analysis of these events on power system operation and the system
resiliency are analyzed to achieve a good risk management. The interruption period
of the power system in extreme weather conditions can be effectively eliminated by
using secondary generator systems based on fuel cells and renewable energy
sources. The operation, the response time, and the performance of the extended
secondary system are described in details here. The potential terrorist threats
ranging from cyberattacks under their multiple aspects, to the direct attacks through
physical destruction are also presented here, but a review of method and tech-
nologies is performed in Chap. 11 for resilience enhancement of the cyber-physical
systems.
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The last part of this book is dedicated to new research solutions for challenging
issues appeared in last years. Chapter 12 presents main issues in securing critical
infrastructure networks for smart grid based on SCADA, and other industrial
control and communication systems. Chapter 13 presents an analysis of one of the
components of the electricity quality, the continuity in the electricity supply of the
consumers, indicating possibilities for improvement of the electricity. A case study
is presented as a “self-healing” automation to isolate faults on a medium voltage
line through reclosers using a General Packet Radio Service.

It is worth to mention that the book covers educational case studies and many
examples in all chapters, so it will be of concern for all current researchers and
specialists in that field, and for technicians as well. On the whole, comprehensive
and complex world of power infrastructure systems such as smart grid, water
distribution, telecommunications, and transportation systems have attracted the
attention of many researchers and power engineers to build safe, stable, and resilient
network to guarantee reliable power supply. Although there are many studies about
prevention and protection, the resilience and vulnerability of power system to attack
or natural disasters have found their own direction to move forward in researches.

As a conclusion, the researches and aims to advance concepts of cyber-physical
Power Systems Resilience give more chances to reliability, quality demanded
network, decreasing power failure level, network recovery, as well as reducing the
magnitude and/or duration of disruptive events. Therefore, this book tries to
highlight the difficulties of the basic methods on Power Systems Resilience and
proposes advanced methods to solve these issues. All proposed methods were
validated through simulation, experimental results, and case studies. The mentioned
subjects will be of interest, challenge, and hard task for researchers, considering the
new energy standards due to energy crisis and the intensive use of IoT in the future.

We hope that this book will be very efficient for students, researchers, and
engineers, which learn and wish to work in this field, because the chapters of this
book cover all important and challenging subjects related to Power Systems
Resilience. The book comprises the knowledgeable and up to date contents that
present the state-of-the-art equipment and methods used for the Power Systems
Resilience. Finally, the main arguments that may recommend this book to be read
are the following: (1) it is a comprehensive book on Power Systems Resilience;
(2) covers the operating principles, design methods, and real applications; (3) in-
troduces the metrics used for quantifying the resiliency of power system; (4) en-
ables the FPGA-based embedded systems design for Power Systems Resilience;
(5) introduces the cybersecurity concepts; (6) provides a comprehensive overview
of cyberattacks and provide some practical solutions; and the last, but not the least,
(7) can be used as a course text.

The editors and authors made all efforts to have a good book, and hope that
interested readers to enjoy by reading this book and to be satisfied by its content.

Tabriz, Iran Naser Mahdavi Tabatabaei
Tabriz, Iran Sajad Najafi Ravadanegh
Pitesti, Romania Nicu Bizon
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Part I
Modeling, Analysis and Operation

of Resilience Networks



Chapter 1
Modeling and Analysis of Resilience
for Distribution Networks

Sajad Najafi Ravadanegh, Masoumeh Karimi
and Naser Mahdavi Tabatabaei

Abstract Electric power distribution networks are constructed and expanded
among wide geographical areas. Traditionally the focus of distribution networks
planning is mainly on network reliability improvement with minimum cost con-
sidering the technical constraints. The aim of such vision is based-on the fact that
distribution network outages occurred on the network component because of con-
ventional faults with high frequency and low impact characteristics. Nowadays the
power distribution networks encounter with unwanted weather conditions and
natural disasters facing the network with high impact low probability events on
distribution network that can be damage the network components widely and
permanently. It can cause costumer interruption and loss of load with high financial
cost. The aim of this chapter is the optimal planning of conventional electric dis-
tribution network based-on distribution network resiliency enhancement. In this
work the optimal size and site of network component and its topology is determined
using optimization algorithm. A resilient-based fitness function is proposed to meet
the resilient network requirement. To model the effect of the natural disasters on
resilient based distribution network planning, the geographical data for hurricane as
a natural disaster is combined to create a spatial risk index map. In this work a new
methodology is proposed to establish a rational relation between network compo-
nent fragility curves, component geographical location and hurricane spatial risk
index. The proposed method is tested on a real large scale distribution network.
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Keywords Distribution network � Fitness function � Geographical location
Natural disaster � Optimization � Reliability � Resilience � Spatial risk index

Nomenclatures

te Time that event occurred
Rpe Post-event resilience level
tr Initial time of restorative state
R0 Initial resiliency level before event
tpr Initial time of post-restorative state
tpir End time of infrastructure recovery
tpe End time of event progress
tir Initial time of infrastructure recovery
kTr Transformer failure rate with respect to hurricane
kPole Pole failure rate with respect to hurricane
kCon Conductor failure rate with respect to hurricane
w Wind speed
h Number of hurricane per year
P Poisson probability distribution function
k Average number of hurricane
ShvHV HV substation transformer losses

cos/Tr
dt

Power factor for HV substation
DTdt Distribution transformer dt
Pdt
DisTr Active power for MV distribution transformer

NDistTr Number of distribution transformer
CostHV Cost of HV transformer (Currency)
HVN Number of HV transformer
CCHV Capital cost of HV transformer
S Capacity of HV transformer (MVA)
CL ShvHV

� �
Cost of HV transformer losses

TP Planning period
ci Cost of energy (kwh/Currency)
PNLL ShvHV

� �
No load loss for HV transformer

PSCL ShvHV
� �

Ohmic loss for HV transformer

AvLoss ShvHV
� �

Average loss factor for HV transformer
ELCF Energy loss cost factor, Currency/kWh
HVLoad HV transformer load
Pdt Active power of MV transformer dt
Pz Active power of load zone z
Nz;dt Number of load z connected to transformer dt
Loaddtz Total load of distribution transformer dt
CostDisTr Cost of MV transformer
CCdt

DisTr Capital cost of MV transformer dt
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CLdtDisTr Loss cost of MV transformer dt
PNLL SdtDisTr

� �
No load cost of MV transformer dt

PSCL SdtDisTr
� �

Ohmic loss cost of MV transformer dt

TL SdtDisTr
� �

MV transformer loading level
ALSF Average loss factor for MV transformer
k Number of nodes in graph G
CostMVF Cost of MV feeder
f Feeder counter
NMVF Total number of MV feeder
I MVFf
� �

Current of MV feeder f

CC f
MVF

Capital cost of MV feeder j
df Direct length of MV feeder f
VDMVF Voltage drop within MV feeder f
VDMV ;max Maximum voltage drops within MV feeder f
CostF Total cost function
CosthvHVDist Total cost of HV substations set
CostdistMVDist Total cost of MV substations set

Cost fMVFeeder
Total cost of MV feeders set

NHV Number of HV substations
NMV Number of MV substations
NFeeder Number of MV feeders
RICon Index for conductors resiliency
RIPoles Index for poles resiliency
RITrans Index for transformers resiliency
xPoles Coefficient for poles of feeder f
xTrans Coefficient for transformers of feeder f
xCon Coefficient for conductors of feeder f
RIFeederðf Þ Index for feeder resiliency
FDistðsi; sjÞ Distance between substations si and sj
PolesNum Pole number
xsi ; ysi Coordinate for MV substation si
xsj ; ysj Coordinate for MV substation sj
FCon Number of conductor segments along a feeder
Npole Total number of poles
RINetwork Index for network resiliency
a Cost functions weight.
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1.1 Introduction

The planning and operation of distribution network infrastructures all over the
world are based on reliability principles of security and sufficiency. These princi-
ples enable distribution network to operate safety against common threats and as a
result provide high quality supply with few interruptions for consumers. However,
it is evident that more considerations beyond the classical reliability are required to
keep the lights on. Disruptive events, whether man-made or natural causes can lead
to component failures and then breaking down the entire system. Also, in the
following a few of High-Impact, Low-Probability (HILP) events that a power in-
frastructure can be effected are listed. Different destructive catastrophes occurred
during last decade such as: The U.S. northeastern states which were affected by
Hurricane Sandy in 2012 and caused several serious destructions and outages.

Another example is about Queensland’s huge flood lead to massive damages to
substations, poles, transformers and overhead wires and as a result, 150,000
interrupted customers that experienced power outages. It should be noted that the
differences between blackouts and disasters must be taken into account by con-
sidering HILP events. Due to the possibility of power grid blackouts as the result of
unpredictable faults, a reliable power system should be planned to minimize the
amount of interruptions. While, a disaster is the consequence of serious calamity
usually never occurred before. Also, based on the severity of catastrophe and the
extent of the affected area, it can last a long period of time. Therefore, it is con-
cluded that based on aforementioned concepts, power system infrastructures must
be reliable and resilient to common faults and disasters, respectfully. The origin of
the Resilience (or resiliency) is word “resilio,” which mean the ability of an object
to return to its original state. Here, the ability of power system to recover quickly
after these destructive HILP events is called as power system resiliency.
Furthermore, resiliency refers to power system capability to enhance the adaptation
of its operation and infrastructure through situation assessment, rapid response and
effective recovery strategies (considering failure probabilities and reduced time to
recover) in order to mitigate the vulnerability to severe calamities.

On the whole, comprehensive and complex world of power infrastructure sys-
tems such as smart grid, water distribution, telecommunications and transportation
systems have attracted the attention of many researchers and power engineers to
build safe, stable and resilient network to guarantee reliable power supply.
Although, there are many studies about prevention and protection, the resilience
and vulnerability of power system to attacks or natural disasters find their own
direction to move forward in researches.
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1.1.1 Influence of Weather and Climate Change on Power
System Components [1–3]

The reliability and resilience of whole power infrastructure operation of electrical
components have been extremely affected by weather events, such as [1]:

– Transfer capacity of transmission lines can be limited by maximum permissible
operating temperature which high temperature can lead to energy losses.

– Overhead transmission and distribution lines can be damaged by hurricanes and
wind storms.

– Also, overhead lines and towers can be affected and failed by cold waves, heavy
snow. Meanwhile, conducting path been provided by gathered snow on insu-
lators can lead to fault.

– Short-circuit faults, as the result of lightning strikes on overhead conductors can
cause disconnection of the lines and are considered as transient which can be
rapidly restored to service.

– Unlike aforementioned weather events, rain and floods do not damage overhead
transmission lines, but have extreme effect on substation equipment.

All in all, it can be concluded that the impact of severe weather can be direct or
indirect destructive events, such as tower collapses due to high winds, or affecting
the normal operation of components, like heat and cold waves. Also, the situation of
electrical equipment is the other significant option that the severity of damages as
the result of weather events can be depend on. It means that aged components are
more vulnerable to weather events than newer ones. Furthermore, the exposure of
power system to climate changes which can pose great impact on the discussed
weather parameters, affect the operation and reliability of power systems [2, 3].

Therefore, due to critical impact of weather events on electrical components,
more researches are needed to assess their severity in detail. It should be noted that
due to traditionally designed power system, and in order to prevent imposing threats
as the results of climate changes and weather events, the improvement rate of power
system must be rapid enough to adapt to great and disruptive climate patterns. It is
clear that making all electrical equipment robust enough in order to meet entirely
power system resiliency metrics, seems impossible or at least much cost effective.

1.1.2 Realization of Power Systems Resilience

After the first explanation of resilience in 1973 by C.S. Holling, different definitions
of resilience in various aspects such as safety management, organizational,
social-ecological, and economic have been presented. In terms of significant role of
critical infrastructures of power systems, the concept of resilience should be clearly
understandable. In this regard, some energy organization engineering organizations
all over the world like U.K. Energy Research Centre and the U.S. Power Systems
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Engineering Center, differentiate the concepts of resilience and reliability. Based on
the U.K. organization’s definition, resilience includes reliability and resistance,
redundancy, response, and recovery.

The other interpretation of resilience explained by National Center for Earthquake
Engineering Research, declares that robustness, redundancy, resourcefulness, and
rapidity consist the framework of word resilience. Based on discussed definitions,
there are numerous number of explanations about electrical components resilience
that considered the important feature of networks to high-impact, low-probability
events as recovery rate of power system after being degraded.

Consequently, the following explanations are provided in order to help distin-
guish the concepts of resilience and reliability:

– Reliability has been defined for high probability, low impact events, while
resilience have been used for low probability, high impact shocks;

– Reliability is static but resilience can be adaptive, ongoing, short and long term;
– Reliability assesses power system states, while resilience considers transition

times between states in addition to power system states;
– The concept of both reliability and resilience deal with customer interruption

time, while resilience considers recovery time of power system after damage.

1.1.3 Resilience Curve Associated with an Event

Figure 1.1 illustrates resilience curve versus time considering disturbance level.
Also, significant parameters of power system to cope with disruptive weather events
are shown in this figure.

Fig. 1.1 General resilience curve
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This curve helps the planners in the context of assessment of power system
resilience. Robustness and resistance are the key features of system to make it
capable to cope with events before time te, i.e., before event occurred. Here, the
resilience level of power system is indicated by R, while Ro shows the well planned
and operated state of electrical network. The ability of operational flexibility pro-
vides efficient conditions for planners to make system more resilient. After event
occurred, the system stymie in post-event degraded state and its resilience level
reduced remarkably to Rpe level. Also, the key features of this state are considered
as: resourcefulness, redundancy, and adaptive self-organization which enable the
system to cope with the new circumstances that never happened before and as a
result minimize the influence of events. It can be concluded that the resilience level
at time tr is decreased to R0 � Rpe. The third state is known as restorative stage
which its significant options are system’s fast response and recovery as quickly as
possible. Following restorative state, the system enters to post-restoration stage with
resilience level RprðRpr\R0Þ.

In the context of provided comparison between operational and infrastructure
resilience curves, it can be shown that due to inherent feature of infrastructures, the
rate of recovery time to pre-event state for its resilience is more time consuming,
i.e., ðtpir � tprÞ[ ðtpr � trÞ. Also, some resiliency measures may differ from
operational and infrastructure point of view. For example, undergrounding over-
head transmission and distribution lines enhance the operational resiliency of sys-
tem but in the case of damaged ones, it takes much longer time and effort to repair.
Furthermore, the transition times between the power system states (i.e.
tpe � te; tpr � tr; tpir � tir) take the attention of planners to assess system’s
resiliency.

1.2 Optimal Distribution Network Planning General
Model for Resiliency Enhancement [4]

Boosting resilience of power system due to high impact low probability weather
events and climate changes is one of the most vital and essential issues that should
be taken into consideration. In this regard, many energy associations all over the
world are putting their efforts towards enhancement and performing grid resilience
measures. These measures are classified in two categories as short-term and
long-term that short-term metrics refer to relative actions before, during and after
the weather event, and long-term, refer to the long-term scheduling of power system
to make it sufficient resilient and robustness to future weather events and climate
change.
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1.2.1 Short-Term Resilience Measures [5]

In order to enhance power system resiliency, several efficient solutions for short
term resilience measures have been suggested before, during and after event
occurrence. These actions can be listed as follows [5].

The most vital preventive actions to mitigate noticeably the influences of natural
events before occurrence are:

A. Proper forecast of the weather event’s location and severity aims at minimizing
generation in the most vulnerable area;

B. High numbers of repair and recovery crews prepositioned effectively to act as
quick as possible;

C. Backup equipment provide rapid replacement actions of degraded components;
The rest of preventive actions are:

D. Considering near networks;
E. Other actions like: more resilient design of system, reserve planning, and pay

attention to smart techniques such as demand side management. Furthermore,
most significant corrective actions during natural events are known as:

F. How effectively the system’s state can be monitored to improve system’s
awareness and apply applicable techniques where necessary;

G. Check critical communications failures since communication make it possible
to transfer data between system operators and crews;

H. Recovery and repair crews must be coordinated to be able to prevent increasing
disturbance;
Other solutions can be mentioned as followings. Finally, after event occurred
these actions seems efficient:

I. Evaluate precisely the degraded level of damaged components to make efficient
decisions and start restoration stage to reconnect customers.

1.2.2 Long-Term Resilience Measures

This section focuses on long term resilience measures to reduce disruptive effect of
unpredictable weather events and climate changes and so make the system more
resilient. These long term measure are described in the following:

– After event occurrence, in terms of operational procedure, defects and imper-
fections of system can be diagnosed which leads to the enhancement of risk
metrics’ assessment, emergency schemes and vegetation management [6–8].

– Furthermore, hardening techniques enable system to be much more robust to
new severe emergencies. Some efficient actions such as undergrounding the
distribution or transmission lines, building more transmission facilities and
re-location transmission lines in the less-effected areas would help mitigate
impacts and manage the situation [9–12].
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– Recently, smart methods have been attracted researchers attention as much more
efficient actions to make system sufficient resilience. There are various
resilience-boosting actions in the context of smart techniques like, distributed
energy resources (DER), including energy storage, distributed generation and
demand side management. Also, the emergence of the concept of microgrids are
based on the capability of DER’s fast response and advanced control schemes
which enable microgrids to be operated in two on-grid and off-grid modes [13–
15, 20]. So, since the ability of microgrids in self-operating state, it can be
separated from network during weather events and as the result increase sys-
tem’s robustness and resilience. It should be noted that noticeable reduction in
need of transmission components can be considered as other prons of
self-governing mode of microgrids in boosting system’s resilience. All together
provide effective deployment and control of power system to meet the changes
and deal with climates [16–19].

1.2.3 Power Grid Resilience Enhancement

Recently, the vital role of actions about boosting grid resilience to high impact low
probability events have been taking into consideration. These actions enable power
system to maintain more stable and adequate during and after the events. Resilience
measures, system’s response following the event and risk management result to
enhance efficient grid resilience (Fig. 1.2). Satisfactory of hardening and opera-
tional criteria actualize aforementioned resilience aims. Actually, hardening actions
are referred to infrastructure reinforcement and operational measures are assumed
as control based efforts to provide system more resilient to face destructive future
weather events. From cost perspective hardening measures are more cost effective
rather than operational actions while, enhancing infrastructure reinforcement make
system much more resilient to future disasters. Finally, in order to achieve signif-
icant enhancement of power system resilience, system must be efficiently stronger
and also smarter developed.

Fig. 1.2 Boosting power
system resilience
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1.3 Distribution Network Component Damage
and Fragility Modelling

The behavior of electric power components facing weather events such as hurricane
are described by fragility curves. Although, several states are supposed for mod-
elling power grid components, mostly two states (fail or survive) are considered.
A power grid is divided into three main sections known as: generation, transmis-
sion, and distribution. It should be noted that since of high reliability of generation
side, it is not investigated in components’ failure assessment this time [21, 23]. Key
electrical components of transmission and distribution system can be mentioned as:
electrical substations, transmission lines, towers, transformers, conductors and
protective devices and etc.

Also, in order to analysis and assess outages, it is essential to consider a proper
demand model based on specific hurricane. So, as an effective solution, Federal
Emergency Management Agency’s Multi-Hazard (HAZUS-MH) assessment tool
FEMA 2008) can be used to predict destructive events of hurricanes, floods, and
earthquakes on key electrical components [22]. Also, for example, the probability
of a substation’s vulnerability to natural events can be taken using fragility func-
tions, obtained from HAZUS-MH 4 internal files (FEMA 2008).

The fragility functions illustrate electric power equipment strength against winds
and flood from the hurricane event. Moreover, vulnerability or failure probability of
electrical components and their collapse limit are described by fragility curves.
Also, it should be noted that while one or more number of support structures (poles
or towers) of a transmission line fails, it can be considered as an entire transmission
line’s failure. Distribution lines transfer electric power from transmission substa-
tions to local distribution load points, and then customers are fed through service
drops. In the lack of adequate data or experimentally obtained fragility functions,
following method approximates failures for transmission and distribution system
components.

The proposed exponential damage model relates the failure rates of these
components to wind speed. Poisson distribution considering failure rates as kTr,
kPole and kCon are incorporated to model failures of distribution equipment. Related
Eqs. (1.1)–(1.3) equations are described as follows.

For example, a typical fragility curve of an electric power component associated
wind speed considering, critical and collapse limits of component are illustrated in
Fig. 1.3.

The power system component damage model estimate components failure rates
regarding certain hurricane conditions. While there are different types of power
distribution system equipment such as overhead and underground components,
therefore there are different classes of damage models. Distribution poles, spans,
Pad-mount device such as transformers and conductors’ damages are the main
equipment that should be modelled from fragility point of view. Considering the
above infrastructure damage model it is possible to compute total infrastructure
damage given the hurricane intensity.
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1.3.1 Distribution Pole Fragility Model

To model the distribution overhead lines damage models it is necessary to have an
available historical data. Hence the model for the other utilities may be different
data set and therefore the damage model for this utilities may be different. The pole
failure rate is given by dividing the number of poles issued during storm restoration
by the total number of poles exposed to hurricane force. The pole failure rate with
respect to hurricane wind speed is given in Eq. (1.1).

kPole ¼ 10�4e0:0421w ð1:1Þ

where w is site-specific wind speed. It is possible to model the pole failure rate with
other mathematical function.

1.3.2 Distribution Transformer Fragility Model

The fragility curve for distribution transformer damage model is given in Eq. (1.2).

kTr ¼ 2� 10�7e0:0834w ð1:2Þ

In the above equation kTr is the failure rate for distribution transformer damage
model.

Fig. 1.3 A fragility curve showing the failure probability of a component versus weather intensity
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1.3.3 Distribution Conductor and Span Fragility Model

Similar to distribution pole fragility and damage model, the span fragility model
estimate span failure rates as a function of hurricane wind speed. Therefore, other
factors such as falling trees and flying debris that caused to span damage. It should
be notice that these factors are function of wind speed, hence wind speed is the
main and primary determinative factor span damage. In Eq. (1.3) a model for
distribution network conductor and span damage is given.

The failure rate of the distribution networks overhead lines damage can be
explained by Eq. (1.3).

kCon ¼ 8� 10�12w5:173 ð1:3Þ

In Eq. (1.3), kCon is the failure rate of the distribution lines with respect to
hurricane wind speed.

1.4 Hurricane Model

In this section, we discuss on hurricane mathematical model, in which different
uncertainties related in hurricane caused it necessary to extend a probabilistically
model for hurricanes system. Reviewing of hurricane modeling texts indicate that
there are some basic methods to modeling hurricane such as statistical models using
probability distribution functions, empirical models and sampling approach. In
some cases, to reach the cost and benefit model, it is necessary to use a combination
of the above modeling methods. Some hurricanes characteristics that are modeled
statistically involved hurricane occurrence, landing position, approach angle,
translation velocity, central pressure difference, maximum wind speed, radius to
maximum wind, gust factor, wind speed decay rate, central pressure filling rate and
radial wind field profile.

In this chapter only the hurricane occurrence is modelled probabilistically. Most
of the characteristics have a standard probability distribution functions. A random
number is used for each modelled hurricane to determine the value for the model.
The hurricane model is given in Eq. (1.4). In this equation this natural hazard is
modelled using Poisson distribution function.

PðhÞ ¼ expðkÞ � kh

h!
ð1:4Þ

In Eq. (1.4), P is the Poisson probability distribution function that show the
annual occurrence of the hurricane. In this equation k and h are the average number
of hurricane and number of hurricane per year respectively.
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1.5 Resilient Distribution Network Planning to Reduce
the Hurricane Damage

In this section a model for distribution network resilient planning is presented. The
presented model generalized conventional distribution network planning problem to
a resilient-based planning considering distribution network components damage
and fragility models. The proposed method updates the existing reliability and
cost-based planning procedure to resilient based planning framework for assess-
ment hurricane induced outages based on equipment damages of the distribution
network. The outage model to damages in distribution networks is given in previous
section. In general, distribution networks designed looped and operate radially.

1.5.1 High Voltage (HV) Substation Modeling

For a HV substation the load is the sum of all distribution transformer connected to
current HV substation through their relevant MV feeder. The load supplied by kth
ShvHV is given by Eq. (1.5).

ShvHV ¼
XNDistTr

dt¼1

Pdt
DisTr

cos/Tr
dt � AvLd DTdtð Þ ð1:5Þ

Regarding the SkHV capacity the cost of HV substations are given by:

CostHV ¼
XHVN

hv¼1

CCHV ShvHV
� � � S ShvHV

� �þCL ShvHV
� � � TP � 8760� � � ci ð1:6Þ

where

CL ShvHV
� � ¼ PNLL ShvHV

� �þ
PSCL ShvHV

� � � HV2
Load ShvHV

� � � AvLoss ShvHV
� �

( )
� ELCF ð1:7Þ

HVLoad ShvHV
� � ¼ PNDistTr

dt¼1 Pdt

� �
ShvHV � cos/hv

HV ShvHVð Þ ð1:8Þ
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1.5.2 Medium Voltage Distribution Transformer Modeling

The load demand supplied by ith distribution transformer is determined as below
and then the upper near standard range is chosen as S (the size of distribution
transformer).

SdtDisTr ¼
PNLB;dt

z¼1 Pz

� �
cosudt

DisTr � AvLdðLoaddtz Þ
ð1:9Þ

Cost
DisTr

¼
XNDisTr

dt¼1
CCdt

DisTr � SdtDisTr þCLdtDisTr � TP � 8760
� � � ki ð1:10Þ

where

CCdt
DisTr ¼

PNLL SdtDisTr
� �þ

PSCL SdtDisTr
� � � TL2 SdtDisTr

� � � ALSF SdtDisTr
� �

( )
� ELCF ð1:11Þ

CLdtDisTr ¼
PNLB;

z¼1 Pz

ðSdtDisTr � cosudt
DisTrÞ

ð1:12Þ

1.5.3 Medium Voltage Feeder Modeling

One of the main sub-problem in distribution network planning is known as feeder
routing. The route for a feeder can be selected from different point of view, such as
minimum length, minimum cost, and best cross section and so on. Considering the
resilient planning of the distribution network, in this section the feeder routing
problem is modelled to reflect the resilient behavior of the system. There are many
techniques to solve the graph representation of the network using graph theory. In
this chapter a distribution network is represented using node-edge illustration. The
candidate location of distribution transformers is indicated by graph nodes and the
candidate feeder connecting the distribution transformer to HV substation is indi-
cated by graph edges. For instance, the graph can be solved using minimum
spanning tree (MST) to satisfy the minimum length of the tree and radially structure
constraint.
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1.5.3.1 Connectivity Check

The criterion used for connectedness is from “A graph G with k nodes is connected
if and only if (A + I)k−1 has no zero entries, where A is the adjacency matrix.” The
adjacency matrix for graph G is the k � k matrix, and its entries aij are given by
Eq. (1.13).

aij ¼ 1 if nodei and nodej are adjacent;
0 otherwise:

�
ð1:13Þ

1.5.3.2 Minimum Spanning Tree Algorithm

In MST the goal is to find a tree with minimum cost (minimum total distance
between nodes or other user defined costs on distances). There are different methods
to solve the MST problem in the literature. In this chapter Prim’s algorithm as one
of the famous solvers is used to find the MST of graph. In Fig. 1.4 a graphical
illustration of prim’s algorithm is given.

1.5.3.3 Medium Voltage Feeder Cost

The cost function for the selected feeder is given by Eq. (1.14). The feeder cross
section is selected using feeder current that is calculated by power flow analysis.

CostMVF ¼
XNMVF

f¼1

CC f
MVF � df þ

I2 MVFf
� � � Rf � ELCF � TP � 8760

( )
ð1:14Þ

The constraints below must be satisfied

I MVFið Þ\IM MVFf
� � 8f 2 ShvHV ð1:15Þ

VDMVF\VDMV ;max ð1:16Þ

where, the VDMV,max is chosen as 2% from Iranian standard.
The total fitness function for optimal design of distribution network can be

defined as sum of HV, MV substation and MV feeders cost. In Eq. (1.17) the cost
function for network planning is given.

CostF ¼
XNHV

hv¼1

CosthvHVDist þ
XNMV

dist¼1

CostdistMVDist þ
XNFeeder

f¼1

Cost fMVFeeder ð1:17Þ

In the previous sub-section, the total cost function element is explained in detail
considering network constraints.
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1.6 Resilient Modelling

In this work the study area is divided into some predefined geographical blocks as
hurricane wind speed block as Fig. 1.5. For each block the maximum hurricane
wind speed is mapped from climatology database of the study area. In a distribution
network infrastructure, the distribution load can be integrated on distribution poles
which carry transformers. While the distribution lines routes across the geograph-
ical area and defined blocks, hence the distribution poles lie within the predefined
blocks. For each block a probability wind speed distribution function based on

↓
2 3 3 4

F 35 40 2 25 10 → 1-
2

(1) (1)
↓

3 4 3 5 6 7 

F 25 10 4 20 30 8 21 → 2-
4

(2) (2)
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3 5 6 7 5 7

F 20 30 8 21 6 15 17 → 4-
6

(4) (4) (4) (4)
↓
5 7 3 7
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5 

(6) (6) 
↓

3 7
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↓
3

F 15 → 5-
3

(5)

(a)

(b)

Fig. 1.4 a Prim’s algorithm illustration, b Graph
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occurred hurricanes is constructed. On the other hand, for each component in
distribution network that affected by wind a fragility curve is used to calculate the
damage of network component.

A MST, which originates from the HV substation to the nodes, is built to give
main and laterals feeders of the distribution network within its service area. In case
of the multiple HV substation planning the study are can be cluster into some
distinct HV substation and their associated loads. After clustering for each HV
substation zone a graph and its corresponding loads and branches is determined. For
each HV substation area the MST algorithms is applied.

In most planning problem the individual distances between the MV substations,
and between the MH and HV substations are applied as weights in the MST
problem formulating, since they relate to electricity resistance. In case of resilient
planning, the distance can be replaced component failure rate of the component and
its consequence damage. In this case the goal of the MST is that route the MV
feeder with minimum damage due to hurricane speed. To achieve an acceptable
plan, it is necessary to map the geographical data and location of the components
with their corresponding fragility model. Damage of any component such as poles,
conductors and transformers in distribution system due to hurricane can lead to
long-term power outage. Consequently, from the availability point of view, dis-
tribution network component outage because of reliability and resiliency is the
same and lead to energy not supply. The unavailability time because of the resilient
base-reasons is very larges than reliability-based reasons.

The number of distribution poles and conductors along a distribution feeder is
given by dividing the line length span between two adjacent poles to 30 m.
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Fig. 1.5 Study area with geographical wind speed data
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The resilient-based modelling of the network component and consequently total
network resiliency index is provided in this section.

The total feeder section resiliency index is obtained from Eq. (1.18). In this
equation there are three different term that can affect the feeder resiliency index
namely distribution poles, conductors and transformers.

To model the dependency and the effectiveness degree of each component, a
constant coefficient is used. In this equation RIPoles, RITrans and RICon are the re-
siliency index for feeder f , pole, transformer and conductors related to feeder
section respectively. On the other hand xPoles, xTrans and xCon are the poles,
transformers and conductors related to feeder section f , respectively..

RIFeederðf Þ ¼ xPolesRIPoles þxTransRITrans þxConRICon ð1:18Þ

For example, the resiliency index for distribution poles are calculated from
Eq. (1.19) as modeled in Eqs. (1.1)–(1.3).

kPole ¼ 10�4e0:0421wðiÞ ð1:19Þ

While the number of poles and conductors for a feeder section depend on the feeder
section length, consequently for each HV substation service area and for each feeder
section connected to its corresponding HV substation, the length of feeder section is
given byEq. (1.20). InEq. (1.20),FDistðsi; sjÞ is the direct distance between substation
i and j. In this equation, xsi and ysi are the X and Y coordination of substation i and xsj
and ysj are the X and Y coordination of substation j, respectively.

8S 2 HV

8F 2 Feeder

FDistðsi; sjÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxsi � xsjÞ2 þðysi � ysjÞ2

q ð1:20Þ

each feeder section the number poles are given by Eq. (1.21) supposing that the
distance between two adjacent poles will be 30 m. In this regards, the number of
conductors of a feeder section is calculated using Eq. (1.22).

PolesNum ¼ roundðFDistðsi; sjÞ
30

Þ ð1:21Þ

FCon ¼ PolesNum � 1 ð1:22Þ

Rewriting Eq. (1.18) by considering Eqs. (1.20)–(1.22), the resiliency index for
a feeder section can be evaluated by Eq. (1.23).

RIFeeder ¼ xPoles

XNpole

p¼1

RIPolesðpÞþxTrans

XNTrans

t¼1

RITransðtÞþxTrans

XNCon

c¼1

RIConðcÞ

ð1:23Þ
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In a planned network with NHV HV substation and NFeeder for each HV sub-
station, the total resiliency index is given by Eq. (1.24).

RINetwork ¼
XNHV

h¼1

XNFeeder

f¼1

RIFeederðh; f Þ ð1:24Þ

In case of mulit-objective optimization there are two cost-based and resilient
based fitness function as Eq. (1.25) that can be selected by user. If a ¼ 1, the
planning will be based-on cost and if a ¼ 0, only resilient based planning is
considered.

Fitness ¼ aCostFþð1� aÞRINetwork ð1:25Þ

In this chapter only the distribution network fragility curve is used as
resilient-based planning goal.

1.7 Numerical Results

The optimal comparative resilient-based and cost-based planning of the medium
voltage (MV) conventional distribution network is the main goal of this chapter. In
this work the optimal configuration of MV distribution network is design based-on
its corresponding capital cost and then the results are compared with the
resilient-based design. For each case both cost and resiliency or component fragility
index of the planned network are used to evaluate the network performances.

1.7.1 Test System

The proposed method is applied to a study area with geographical data that is
illustrated in Fig. 1.5. In this figure the without loss of generality, study area is
divided into some equal 50 � 50 square area or blocks. The number of each block
is indicated in this figure. The speed density in the study area is illustrated in current
figure (color bar from white to black). To better representation of the wind speed
map a three-dimension plot of the wind speed in the study area is depicted in
Fig. 1.6. In this figure the X and Y and Z axes related to length, width and wind
speed value of the study area. In Table 1.12 the data for wind speed with its
corresponding blocks coordinates are given. A counter plot of the study area wind
speed amplitude is illustrated in Fig. 1.7.
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Figure 1.8 illustrates the main candidate feeder’s routes that initially checked by
the network planner from feasibility view point. The data for feeders are given in
Table 1.13.

In this study there are 32 MV substation or load point. The data for MV sub-
station load is coordination is given in Table 1.14.
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Fig. 1.6 Three-dimension plot of the wind speed in the study area
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Fig. 1.7 Counter plot of the study area wind speed amplitude
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1.7.2 Case 1: Planning with One HV Substation

In this section the optimal network planning algorithm is applied to plan the best
feeder’s routes considering both cost-based and resilient-based planning. In this
study for all cases, both the HV substation (Node 33: blue square in Fig. 1.8) and it
corresponding MV substations (Nodes 1–32 in Fig. 1.8) load and sizes fixed to a
predefined value.

1.7.2.1 Resilient-Based Planning [8–17, 29–30]

In this case the optimal network configuration is obtained using Minimum
Spanning Tree (MST) algorithm. The MST is solved using Prim’s algorithm. This
algorithm finds a radial network with minimum feeder length. The technical fea-
sibility of the final radial network is evaluated using power flow algorithm. The
voltage drop constraints and feeder power limits is calculated to ensure the standard
requirement of the planned network.

Figure 1.9 shows the optimal network configuration for resilient-based planning
scenario. According to this figure, three main feeders is designed to serve the total
network loads. As mentioned before in this study there are 32 MV substations or
load points.

In this figure the selected feeders are indicated. Each feeder section connects to
MV substation. While the designed network is a radial network, the number of MV
feeder sections are equal the number of MV substation minus one.

1

2
3

4
5

6

7

8

9

10

11

12

13

14
15

16

17
18

19

20

21

22

23

24

25

26

27

28

29

30

31

32

20 40 60 80 1000 1200 1400 16000

20

40

60

80

1000

1200

Fig. 1.8 Main candidate feeder’s routes
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Considering the main goal of the chapter, the resiliency index is calculated for
this network. Please note that in this case the resiliency index of feeders is used as
optimization function for MST. In this regards, for this case the cost is calculated
for the resilient-based designed network.

To evaluate the resiliency index for each feeder first of all it is necessary to
calculate the fragility value of the network components such as distribution poles,
conductors and transformers or fragility index. In this study the distribution poles
fragility index is calculated from the fragility curve of the corresponding poles. For
a given selected feeder, the number of required poles is calculated considering the
role that the distance between to distribution poles are assumed to be 30 m. In
Fig. 1.9 the location of poles is indicated on feeder section by blue dot.

At the next step it is necessary that determine the position of the selected poles
for each feeder section on geographical map. This is done by searching for the
intersection between all square polygons or wind speed bocks in the study area with
the X and Y coordination and position of each pole. In fact, the poles that falls in a
block is determined. Before final step, a wind speed is labeled for poles within each
wind speed blocks. At the final step, the fragility index for each pole is calculated
and set. This index is calculated not only for each individual pole but also for entire
feeder section containing its corresponding poles as a general index for total feeder
section.

For each feeder section the general fragility index is obtained by summing of the
distribution poles individual fragility index, inside each feeder section. Feeders with
higher fragility index, has less resistant with respect to hurricane. On the other hand,
feeders with lower index is more resistant encountering with a hurricane. In facts
this is a linear index that reflect the degree of feeder withstand facing with natural
disasters.
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Fig. 1.9 Optimal network configuration for resilient-based planning
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Table 1.1 gives the evaluated data for feeder section [8–17]. According to this
table there are five distribution poles in along this feeder section. In the table the
distribution poles geographical location, block that pole are inside, wind speed
related to poles and its fragility are indicated.

Table 1.2 provides the fragility index for each entire feeder section in resilient
based planning. For example, in this table the fragility index of feeder [29–30]
(connecting load 29 to load 30) is 0.31 and its cost is 212.1. In contrast, the fragility
index for feeder section [8–17] is 4.08 that is very high. This feeder section
encounter with higher risk during hurricane. In Fig. 1.10 the fragility index for all
feeder sections is illustrated. The summary of this case study in given in Table 1.3.
In this table the overall resiliency index and cost for resilient based planning is
indicated.

Table 1.1 Evaluated data for feeder section [16–17] distribution poles

X Y Block number Wind speed Fragility index

7000 9000 133 115 0.37

6750 8750 114 143 1.13

6500 8500 114 143 1.13

6250 8250 94 147 1.30

6000 8000 94 147 1.30

Table 1.2 The fragility index for each feeder section in resilient-based planning

Feeder
section

Feeder
cost

Fragility
index

Feeder
section

Feeder
cost

Fragility
index

[29,30] 212.1 0.31 [12,26] 180.3 0.07

[28,13] 180.3 0.22 [12,18] 158.1 1.25

[1,2] 223.6 0.31 [13,27] 100.0 0.13

[2,7] 158.1 2.54 [13,26] 223.6 0.11

[10,25] 158.1 2.63 [14,21] 141.4 0.01

[9,16] 141.4 3.63 [27,31] 316.2 0.22

[4,9] 158.1 2.17 [15,26] 70.7 0.02

[24,32] 158.1 0.07 [15,22] 206.2 0.11

[5,9] 200.0 2.00 [8,17] 158.1 4.08
[3,11] 111.8 0.06 [19,23] 200.0 0.12

[2,6] 223.6 0.08 [12,25] 111.8 0.04

[6,19] 141.4 0.07 [21,26] 111.8 0.01

[6,20] 111.8 0.02 [24,2] 200.0 0.04

[8,23] 70.7 0.30 [25,3] 111.8 0.07

[29,31] 180.3 0.13 [4,22] 150.0 3.86

[32,3] 180.3 0.18 [33,25] 25.0 0.01
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1.7.2.2 Cost-Based Planning [8–17, 29–30]

In the current case the optimal network configuration is evaluated from cost point of
view. Similar to the previous section, the results are obtained using MST algorithm
in which MST solve the problem by Prim’s algorithm.

Figure 1.11 shows the optimal network configuration for cost-based planning
scenario. Similar to resilient-based planning three main outgoing feeder are selected
to serve the total network loads.

Fig. 1.10 The fragility index for all feeders section

Table 1.3 Overall resiliency index and cost for resilient-based planning

Planning type Cost Resiliency index

Resilient network 5074.8 24.84
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Fig. 1.11 Optimal network configuration for cost-based planning scenario
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The cost is calculated as the primary goal and the resiliency index is calculated
as the secondary for planned network. In this case the resilient index of feeders is
used as optimization function.

Table 1.4 gives the output data for feeder section [16–17]. According to this
table there are five distribution poles in along this feeder section. In the table the
distribution poles geographical location, block that pole are inside, wind speed
related to poles and its fragility are indicated.

Table 1.5 shows the fragility index for each feeder section in resilient based
planning. For example, in this table the fragility index of feeder [29–30] (con-
necting load 1 to load 19) is 0.31 and its cost is 212.1. In contrast, the fragility index
for feeder section [8–17] is 4.08 that is very high. This feeder section encounter
with higher risk during hurricane. In Figs. 1.12 and 1.13 the fragility index and cost
for all feeder’s section are illustrated. The summary of this case study in given in

Table 1.4 Evaluated data for feeder section [16-17] distribution poles

X Y Block number Wind speed Fragility index

7000 9000 133 115 0.37

6750 8750 114 143 1.13

6500 8500 114 143 1.13

6250 8250 94 147 1.30

6000 8000 94 147 1.30

Sum 5.23

Table 1.5 Fragility index for each feeder section in resilient based planning

Feeder section Feeder cost Fragility index Feeder section Feeder cost Fragility index

[1,19] 141.42 0.33 [32,3] 180.28 0.18

[29,30] 212.13 0.31 [13,29] 206.16 0.51

[28,13] 180.28 0.22 [13,27] 100.00 0.13

[2,7] 158.11 2.54 [14,21] 141.42 0.01

[10,25] 158.11 2.63 [1,23] 141.42 0.50

[2,32] 70.71 0.09 [15,26] 70.71 0.02

[9,16] 141.42 3.63 [5,16] 141.42 4.41

[4,9] 158.11 2.17 [16,17] 141.42 5.23

[24,32] 158.11 0.07 [8,17] 158.11 4.08

[3,11] 111.80 0.06 [20,24] 150.00 0.08

[6,19] 141.42 0.07 [12,25] 111.80 0.04

[6,20] 111.80 0.02 [21,26] 111.80 0.01

[8,23] 70.71 0.30 [10,18] 111.80 4.06

[15,18] 150.00 2.50 [4,22] 150.00 3.86

[29,31] 180.28 0.13 [33,25] 25.00 0.01

[11,28] 206.16 0.33 [33,3] 103.08 0.08
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Table 1.6. In this table the overall resiliency index and cost for resilient based
planning is indicated. Table 1.7 provides total network cost and resiliency index in
Case 1, both for cost-based and resilient-based scenarios considering one HV
substation.

In Fig. 1.14, the voltage profile for cost based and resilient based network
planning is indicated. By attention to the figure it can be seen that the cost based
planning leads to a better voltage profile.

Fig. 1.12 The fragility index for all feeder’s section

Fig. 1.13 The Cost index for all feeder’s section

Table 1.6 Overall resiliency and cost index for cost-based planning

Planning type Cost Resiliency index

Minimum cost network 4395.02 38.59
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1.7.3 Case 2: Planning with Three HV Substation

Similar to the first case in the second case both resilient-based and cost-based
scenario is studied for the same area with three predefined HV substations. Since
the procedure is same as the first case, without any extra explanation, only the main
results is given for both scenarios.

1.7.3.1 Resilient-Based Network Planning with Three HV Substation
[4–8]

The best configuration of the network considering resiliency index as fitness
function is plotted in Fig. 1.15. As seen from the figure, some feeders of two HV
substations encounter with hazardous area. The feeders near or inside of this area
were routed such that they avoid from the area or blocks with high fragility index.
In Table 1.8 the overall cost and resiliency index is provided.

In this case there is three HV substation and therefore three radially MV network
is optimized considering resiliency risk index. Figures 1.16, 1.17 and 1.18 show the
value of fragility index for each selected feeder section. For instance, in Fig. 1.16
this index for feeder section [4–8] is 8. Please note that the higher index shows the

Table 1.7 Total network cost and resiliency index in Case 1, both for cost-based and
resilient-based scenarios considering one HV substation

Planning type Cost Resiliency index

A-Resilient network 5074.8 24.84

B-Minimum cost Network 4395.02 38.59

A/B 0.866 1.56
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Fig. 1.14 Bus voltage profile for cost-based (solid-line) and resilient based (dash-line) planning
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Fig. 1.15 Optimal network configuration for resilient-based planning scenario-three HV

Table 1.8 Overall resiliency index and cost for resilient-based planning

Planning type Cost Resiliency

Resilient HV1 2094.24 15.94

HV2 1265.78 1.34

HV3 1612.93 15.01

Sum Total Network 4972.96 32.29

Fig. 1.16 Value of fragility index for each selected feeder for HV1—resilient-based planning

30 S. Najafi Ravadanegh et al.



higher risk for network component to damage in disaster condition. This index is
the sum of distribution poles fragility for poles along feeder section.

Comparing three figure it can be seen that depending of the geographical
location of feeders and their corresponding HV substation, the index may be dif-
ferent. In Fig. 1.16 only some feeders have high fragility index, while in Fig. 1.17
all feeders have low fragility index. Finally, in Fig. 1.18 many of the feeders have
high risk index. Table 1.8 summarized the all cost and resilient index for each HV
substation and consequently for total network.

Fig. 1.17 Value of fragility index for each selected feeder for HV2—resilient-based planning

Fig. 1.18 Value of fragility index for each selected feeder for HV3—resilient-based planning
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1.7.3.2 Cost-Based Network Planning with Three HV Substation

The best configuration of the network regarding the network total cost as fitness
function is plotted in Fig. 1.19. In this scenario the effort of the feeder routing
algorithm is to reduce the total feeder length as a substitute for cost. In this case
more feeder pass from the hazardous area, and hence the fragility index can be
increased. The feeders near hazardous area were routed such that they only mini-
mized the feeder length. In Table 1.9 the overall cost and resiliency index are given.

Figures 1.20, 1.21 and 1.22 illustrate the amount of feeder’s fragility. The
fragilities index for each HV substation feeders are compared. It is obvious that the
index depending of the geographical location of feeders and their corresponding HV
substation are different. For example, in Fig. 1.21 many of MV feeders have high
fragility index, while in Fig. 1.22 almost all feeders have low fragility index. In
Table 1.10 the main results from total cost and total resilient index for each HV
substation and its corresponding service area is provided.

In this section the summary of obtained results both for resilient-based and
cost-based planning with three HV substation is represented in Table 1.10. In
Table 1.8 the results are given. Considering Table 1.9 in case of resilient-based
planning the network total fragility index is 32.29 that is smaller with respect to
cost-based planning that network total fragility index is 43.64. Network with low
fragility index is withstand and resilient comparing network with high fragility
index. The ration of two value can be a measure of resiliency improvement.
According to table with resilient based planning the network resilient is increased to
1.35 comparing the cost based planning, while the percent of cost decreased to
0.87 with respect to resilient based planned network.
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Fig. 1.19 Optimal network configuration for cost-based planning scenario-three HV
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Another comparison is done on one HV substation and three HV substation
planning. In this regards, the results of Case 1 and Case 2 are compared. The
summary of results in Tables 1.7 and 1.10 is reported in Table 1.11. In this table,
both resilient-based and cost-based planning considering one HV and three HV
substation is represented.

Table 1.9 Main results from total cost and total resilient index for each HV substation and its
corresponding service

Planning type Network Cost Resiliency

Minimum cost HV1 1863.88 16.60

HV2 1369.93 25.67

HV3 1090.65 1.37

Sum Total network 4324.45 43.64

Fig. 1.20 Value of fragility index for each selected feeder for HV1—cost-based planning

Fig. 1.21 Value of fragility index for each selected feeder for HV2—cost-based planning
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Considering Table 1.11 the ratio of total network cost for one HV substation is
0.866 and for three HV substation is 0.872 that is the same, while the total network
resiliency index for one HV substation case is 1.56 that is better with respect to
three HV substation case that is 1.35. Please note that to HV substations locations is
supposed to be fixed. In case of optimal placement of HV substation the reported
results may be different. In general, the results show that with optimal planning of
distribution network considering resilient index can increase the network total cost,
but the rate of cost increase with respect to the rate of resiliency improvement is
smaller.

In case of optimal placement of HV substation the reported results may be
different. In general, the results show that with optimal planning of distribution
network considering resilient index can increase the network total cost, but the rate
of cost increase with respect to the rate of resiliency improvement is smaller.

Fig. 1.22 Value of fragility index for each selected feeder for HV3—cost-based planning

Table 1.10 Summary of planning index for three HV

Planning type Cost Resiliency index

A-Resilient network 4972.96 32.29

B-Minimum cost Network 4324.45 43.64

B/A 0.87 1.35

Table 1.11 Summary
comparison Case 1 and Case
2 (one and three HV
substation planning)

One HV Cost ratio Resiliency index

A/B 0.866 1.56

Three HV Cost Ratio Resiliency Index

A/B 0.872 1.35
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1.8 Conclusion

In this chapter the problem of resilient-based and cost-based planning of conven-
tional MV distribution network is studied and compared from cost and resiliency
index point of view. As mentioned before power distribution networks encounter
with many unwanted weather natural disasters with high impact and low probability
characteristics that may leads to distribution network component. In this chapter a
numerical simulation is done to optimal planning of conventional electric distri-
bution network based-on distribution network resiliency enhancement. The optimal
topology of network is determined using MST optimization algorithm. A fitness
function based on network cost and component fragility during hurricane is pro-
posed. Both network component and topology, and geographical data for hurricane
are illustrated graphically. For each network component for example distribution
poles that falls within a specific block the fragility index is calculated.

Based-on the comparative results, in case 1 with one HV substation the ratio of
total network cost for one HV substation is equal with 0.866 and for three HV
substation is 0.872 that is very close to each other. On the other hand, the total
network resiliency index for one HV substation case is 1.56 that is better with
respect to three HV substation case that is 1.35. In general, the results indicate that
with optimal planning of distribution network considering resilient index the net-
work total cost is increased, but the rate of cost increase with respect to the rate of
resiliency improvement is less.

Appendix

See Tables 1.12, 1.13 and 1.14.

Table 1.12 AHurricane wind speed map data for study area

Block
num

Block X Block Y Wind
speed

Block
num

Block X Block Y Wind
speed

1 375 275 87 206 975 475 73

2 375 325 12 207 975 525 53

3 375 375 68 208 975 575 37

4 375 425 52 209 975 625 55

5 375 475 15 210 975 675 55

6 375 525 50 211 975 725 42

7 375 575 80 212 975 775 144

8 375 625 45 213 975 825 118
(continued)
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Table 1.12 (continued)

Block
num

Block X Block Y Wind
speed

Block
num

Block X Block Y Wind
speed

9 375 675 99 214 975 875 142

10 375 725 65 215 975 925 144

11 375 775 27 216 975 975 146

12 375 825 55 217 975 1025 149

13 425 225 45 218 975 1075 132

14 425 275 19 219 975 1125 48

15 425 325 46 220 975 1175 14

16 425 375 50 221 975 325 15

17 425 425 25 222 975 375 42

18 425 475 69 223 975 425 66

19 425 525 68 224 1025 475 26

20 425 575 15 225 1025 525 68

21 425 625 65 226 1025 575 55

22 425 675 54 227 1025 625 54

23 425 725 68 228 1025 675 10

24 425 775 13 229 1025 725 14

25 425 825 93 230 1025 775 11

26 475 225 54 231 1025 825 58

27 475 275 28 232 1025 875 145

28 475 325 45 233 1025 925 146

29 475 375 65 234 1025 975 147

30 475 425 25 235 1025 1025 148

31 475 475 14 236 1025 1075 150

32 475 525 68 237 1025 1125 150

33 475 575 80 238 1025 325 55

34 475 625 99 239 1025 375 65

35 475 675 95 240 1025 425 43

36 475 725 74 241 1025 1175 16

37 475 775 109 242 1075 275 33

38 475 825 30 243 1075 325 55

39 475 875 120 244 1075 375 57

40 475 925 125 245 1075 425 58

41 475 975 130 246 1075 475 55

42 475 1025 135 247 1075 525 60

43 525 175 43 248 1075 575 61

44 525 225 79 249 1075 625 62

45 525 275 41 250 1075 675 67

46 525 325 45 251 1075 725 70

47 525 375 36 252 1075 775 72
(continued)
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Table 1.12 (continued)

Block
num

Block X Block Y Wind
speed

Block
num

Block X Block Y Wind
speed

48 525 425 65 253 1075 825 74

49 525 475 44 254 1075 875 76

50 525 525 80 255 1075 925 90

51 525 575 11 256 1075 975 141

52 525 625 99 257 1075 1025 101

53 525 675 38 258 1075 1075 137

54 525 725 88 259 1075 1125 82

55 525 775 141 260 1075 1175 126

56 525 825 142 261 1125 525 104

57 525 875 143 262 1125 575 47

58 525 925 144 263 1125 625 48

59 525 975 145 264 1125 675 51

60 525 1025 147 265 1125 725 53

61 525 1075 78 266 1125 775 55

62 575 175 11 267 1125 825 56

63 575 225 21 268 1125 875 60

64 575 275 58 269 1125 925 61

65 575 325 13 270 1125 975 62

66 575 375 35 271 1125 1025 63

67 575 425 11 272 1125 1075 64

68 575 475 56 273 1125 1125 65

69 575 525 45 274 1125 1175 66

70 575 575 59 275 1125 175 17

71 575 625 67 276 1125 225 58

72 575 675 140 277 1125 275 65

73 575 725 142 278 1125 325 90

74 575 775 144 279 1125 375 15

75 575 825 146 280 1125 425 70

76 575 875 148 281 1125 475 89

77 575 925 150 282 1175 525 65

78 575 975 148 283 1175 575 56

79 575 1025 146 284 1175 625 89

80 575 1075 142 285 1175 675 62

81 625 175 81 286 1175 725 38

82 625 225 53 287 1175 775 20

83 625 275 55 288 1175 825 66

84 625 325 17 289 1175 875 65

85 625 375 98 290 1175 925 16

86 625 425 65 291 1175 975 19
(continued)
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Table 1.12 (continued)

Block
num

Block X Block Y Wind
speed

Block
num

Block X Block Y Wind
speed

87 625 475 41 292 1175 1025 78

88 625 525 48 293 1175 1075 84

89 625 575 81 294 1175 1125 62

90 625 625 135 295 1175 175 11

91 625 675 137 296 1175 225 14

92 625 725 139 297 1175 275 98

93 625 775 145 298 1175 325 78

94 625 825 147 299 1175 375 14

95 625 875 145 300 1175 425 75

96 625 925 143 301 1175 475 98

97 625 975 141 302 1225 525 66

98 625 1025 139 303 1225 575 61

99 625 1075 39 304 1225 625 45

100 675 175 74 305 1225 675 18

101 675 225 83 306 1225 725 68

102 675 275 53 307 1225 775 14

103 675 325 86 308 1225 825 13

104 675 375 29 309 1225 875 45

105 675 425 56 310 1225 925 65

106 675 475 56 311 1225 975 79

107 675 525 75 312 1225 1025 54

108 675 575 74 313 1225 1075 19

109 675 625 142 314 1225 1125 52

110 675 675 144 315 1225 175 86

111 675 725 145 316 1225 225 96

112 675 775 147 317 1225 275 90

113 675 825 145 318 1225 325 71

114 675 875 143 319 1225 375 56

115 675 925 141 320 1225 425 48

116 675 975 139 321 1225 475 19

117 675 1025 45 322 1275 275 68

118 675 1075 57 323 1275 525 63

119 725 225 35 324 1275 575 11

120 725 275 45 325 1275 625 79

121 725 325 46 326 1275 675 66

122 725 375 47 327 1275 725 48

123 725 425 23 328 1275 775 34

124 725 475 12 329 1275 825 55

125 725 525 69 330 1275 875 22
(continued)
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Table 1.12 (continued)

Block
num

Block X Block Y Wind
speed

Block
num

Block X Block Y Wind
speed

126 725 575 24 331 1275 925 44

127 725 625 142 332 1275 975 54

128 725 675 145 333 1275 1025 18

129 725 725 148 334 1275 325 73

130 725 775 150 335 1275 375 56

131 725 825 147 336 1275 425 64

132 725 875 143 337 1275 475 57

133 725 925 115 338 1275 175 44

134 725 975 145 339 1275 225 67

135 725 1025 64 340 1325 175 94

136 725 1075 34 341 1325 225 36

137 775 275 20 342 1325 275 54

138 775 325 42 343 1325 325 60

139 775 375 53 344 1325 375 63

140 775 425 57 345 1325 425 83

141 775 475 81 346 1325 475 56

142 775 525 90 347 1325 875 55

143 775 575 69 348 1325 925 86

144 775 625 147 349 1325 975 76

145 775 675 149 350 1325 525 102

146 775 725 147 351 1325 575 75

147 775 775 144 352 1325 625 48

148 775 825 140 353 1325 675 80

149 775 875 110 354 1325 725 74

150 775 925 146 355 1325 775 60

151 775 975 150 356 1325 825 43

152 775 1025 51 357 1375 475 76

153 775 1075 19 358 1375 425 80

154 825 325 97 359 1375 175 68

155 825 375 68 360 1375 225 24

156 825 425 59 361 1375 275 50

157 825 475 66 362 1375 325 28

158 825 525 53 363 1375 375 33

159 825 575 11 364 1375 875 74

160 825 625 145 365 1375 925 56

161 825 675 147 366 1375 975 88

162 825 725 149 367 1375 525 84

163 825 775 147 368 1375 575 52
(continued)
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Table 1.12 (continued)

Block
num

Block X Block Y Wind
speed

Block
num

Block X Block Y Wind
speed

164 825 825 144 369 1375 625 93

165 825 875 150 370 1375 675 45

166 825 925 130 371 1375 725 45

167 825 975 150 372 1375 775 45

168 825 1025 50 373 1375 825 20

169 825 1075 56 374 1425 475 53

170 875 325 52 375 1425 425 23

171 875 375 63 376 1425 575 86

172 875 425 99 377 1425 625 27

173 875 475 35 378 1425 675 78

174 875 525 56 379 1425 725 88

175 875 575 90 380 1425 775 82

176 875 625 78 381 1425 825 53

177 875 675 144 382 1425 875 40

178 875 725 146 383 1425 925 34

179 875 775 148 384 1425 975 18

180 875 825 146 385 1425 175 34

181 875 875 142 386 1425 225 19

182 875 925 140 387 1425 275 38

183 875 975 121 388 1425 325 66

184 875 1025 66 389 1425 375 69

185 875 1075 45 390 1425 525 54

186 875 1125 54 391 1475 475 14

187 875 1175 55 392 1475 175 68

188 925 475 57 393 1475 225 57

189 925 525 19 394 1475 275 19

190 925 575 69 395 1475 325 55

191 925 625 58 396 1475 375 11

192 925 675 75 397 1475 425 66

193 925 725 67 398 1525 425 56

194 925 775 148 399 1525 175 38

195 925 825 145 400 1525 225 50

196 925 875 148 401 1525 275 48

197 925 925 148 402 1525 325 84

198 925 975 142 403 1525 375 23

199 925 1025 149 404 1575 175 65

200 925 1075 39 405 1575 275 22

201 925 1125 41 406 1575 225 63
(continued)
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Table 1.13 Candidate feeder’s route data [24]

Feeder number Feeder from Feeder to Feeder number Feeder from Feeder to

1 1 19 37 11 28

2 29 30 38 32 3

3 28 13 39 12 26

4 1 2 40 12 18

5 1 7 41 12 13

6 2 3 42 13 29

7 2 7 43 13 27

8 2 20 44 13 26

9 9 10 45 13 14

10 10 25 46 14 27

11 2 32 47 14 21

12 1 8 48 1 23

13 9 16 49 14 26

14 3 7 50 32 30

15 3 10 51 27 31

16 4 10 52 25 28

17 4 18 53 15 26

18 4 9 54 15 22

19 24 32 55 16 5

20 1 6 56 18 22

21 5 9 57 16 17

22 5 8 58 16 10

23 5 17 59 17 8

24 3 11 60 7 10

25 6 2 61 19 23

26 6 19 62 20 24

27 6 20 63 12 25

28 22 21 64 21 26

29 31 30 65 17 7

30 8 23 66 24 2

31 30 11 67 10 18
(continued)

Table 1.12 (continued)

Block
num

Block X Block Y Wind
speed

Block
num

Block X Block Y Wind
speed

202 925 1175 54 407 1575 325 38

203 925 325 63 408 1575 425 53

204 925 375 43 409 1575 375 38

205 925 425 73
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Chapter 2
Power Systems Connectivity
and Resiliency

Horia Andrei, Marian Gaiceanu, Marilena Stanculescu,
Iulian Nicusor Arama and Paul Cristian Andrei

Abstract This chapter presents the role of power system connectivity and
resiliency under the conditions of vulnerability to natural disasters and deliberate
attacks. The importance of introducing the Internet of Things (IoT) concept in
developing smart grids will be shown, as well as the methods of increasing the
power system resiliency. Case studies from the Romanian power system will be
included. At the same time, the authors underline the necessity of introducing
standards and developing the protection systems of Big Data in order to design the
future smart power system.
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2.1 Chapter Overview

The challenge of writing this chapter has come knowing very well the vulnerability
of the Power System (PoSy) to natural disasters and deliberate attacks. Having
analyzed the current state of the power system, the authors are going to highlight
the main methods of developing a system which is robust to deliberate or invol-
untary perturbations, open in the matter of incorporating renewable energy sources,
integrated and efficient for the whole two-way energy chain. Having in mind to
modernize the PoSy, in Sects. 2.2 and 2.3 of the chapter, two properties will be
defined: connectivity and resiliency, essential for the development of a safe system.

The connectivity types, the opportunities of developing the connectivity in the
chain of the grid connected or autonomous PoSy (production, transport, and dis-
tribution) will be studied, aiming to increase their efficiency and performances. The
Internet of Things (IoT) concept will be highlighted, as well as its role in the
development of smart PoSy. The main factors regarding the PoSy design using IoT
are: cost, accessibility and easy use, interoperability and vision. The IoT devel-
opment must be made in high security conditions, on the basis of Big Data prin-
ciples, analytic analysis and foresight. At the same time, the necessity of developing
some standards/regulations concerning these data has appeared, as well as the
development of their protection systems.

The resiliency includes the capacity of strengthening the system against high
impact events, with low frequency (natural-tornadoes, earthquakes, fires and severe
geomagnetic perturbations etc. or human-physical, coordinated cyber-attacks) and
the fast recovery of the system properties. Different methods of increasing the PoSy
resiliency for each component (generation, transport, distribution and consumers)
will be described. Case studies regarding the Romanian PoSy will be presented. The
future Supervisory Control And Data Acquisition (SCADA) system and the future
distributed control systems can have an additional diagnosing infrastructure for
checking the system’s normal operation and the data coherence to detect its
manipulation. One will show the necessary actions for increasing the PoSy’s cyber
security. The last Section has drawn the conclusion. The chapter ends with adequate
references.

2.2 Comparative Power Systems: Actual
and Potential Route

The sustainable development of a society is strictly dependent of the power sector
and represents a strategic target of each country to consolidate a safe and solid
future. The state of the art level of knowledge precisely reveals us that the resources
and riches of the Earth are running out, the environment pollution level becomes
alarmingly high, so it’s the time for human intelligence to capitalize on new energy
resources, new ways to transmit it as well as a much more efficient energy use.
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In the same time worldwide researchers focus on a thorough recycling of all used
products in order to keep the environment as clean as it can and to ensure a rational
life level without reducing the quality of goods and products which humans
developed over time [1, 2].

Of all types of energy sources, electrical energy is the most spread. In the
traditional architecture of electroenergetical systems, based on generation, transport,
distribution and consumption, important reconfigurations take place, shown in
Fig. 2.1. The generation of electrical energy is now achieved also through photo-
voltaic, wind, biomass and geothermal plants [3, 4]. There are numerous researches
in finding new solutions for transforming carbon in electrical energy, advanced
researches for building electrical plants based on fusion and some practical solu-
tions for replacing methane gas burning in industry with electro thermal tech-
nologies. Since the first solutions used at the middle of the 20th century in the large
impoundment hydroelectric plants which ensured the most important balance
sources, at any given time, between generation and consumption, new energy
storage systems have developed and are in a continuous performance improvement.
Battery banks, super capacitors, high power UPS systems or systems which convert
electrical energy into water potential energy and vice versa, all of them are suc-
cessfully used in electroenergetical systems to ensure a reliable and quality supply
of the users. The expansion of the storage systems in the electroenergetical system
but also for the electrical vehicles supply still needs some important steps to make,
especially in what concerns the energy density increase and the number of
charge-discharge cycles.

Classical sources

Renewable sources

Storage 
systems

Distribution
Residential 
consumers

Smart grid, 
IoT

Transport and electrical 
vehicles, IoT

Industrial 
consumers

Transport 
lines

Fig. 2.1 New configuration of the PoSy
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PoSys of the future and urban congestions will benefit from numerous smart-
grids to ensure the best way of primary energy local resources using, with the
decrease of the necessary fossil fuel for producing electrical energy. Also, the other
part of the smart-grid concept will lead to a substantial change of the way in which
humans will report to the environment [5]. Important investments will be necessary
for the reconfiguration of classical PoSys to the structure of smart grids where each
user has the possibility to use energy in a rational way, without compromising the
comfort level obtained in over 150 years of using electrical energy.

Some other important reconfigurations will aim on the diversification of the
consumer types, especially regarding household appliance, electric vehicles and
developing of IoT [6]. The connection of all these new equipment to the PoSy will
create, on one hand, serious trouble in keeping the electrical energy quality and, on
the other hand, new risks of system malfunction, which can be easier hacked
through the Internet.

In the field of the electrical energy distribution, automatic control systems have
been designed to increase the technical efficiency, with the main objective of
increasing the speed in making the necessary decisions for the efficient develop-
ment of the energy distribution process [7, 8].

The fundamental issues of the energy distribution are the safety of power con-
sumers and energy quality assurance [9]. At the fundamental level, in order to
maintain the appropriate operation of the power distribution system, the classical
control systems use databases, while modern systems use information bases [10].
This difference allows the transition from old automatic control systems to new
ones by introducing intelligence. Data flows are used to perform certain tasks, while
information flows are used to ensure intelligent behavior and restart of the PoSy.

At the level of management and organization there is the Supervisory Control
and Data Acquisition (SCADA) system, which communicates directly with Remote
Terminal Units (RTU) through Operational Control Points (OCP), with the role of
monitoring and controlling the distribution network. The SCADA system is sub-
ordinated to the Energy Management System (EMS). The power distribution
company manages the EMS system. The company has its own automated control
system, Enterprise Management Information System, which communicates with the
EMS, without a subordination relationship (Fig. 2.2). By introducing automatic
control systems, the evolution of energy distribution systems, in which decision
making and action were undertaken by the human operator to the current ones, has
been achieved. A modern energy distribution system makes switching from auto-
matic control systems to intelligent systems, an evolution reflected in increasing
decision-response speeds and action to disturbances in these distribution systems.

The above mentioned issue is also a requirement of the European Union, as
defined by the Energy Directives issued. One of the achievements is the Digital
Fault Recorders (DFR) system for faults analysis in the power distribution network.
It is about diagnosing defects by protecting and locating these defects.
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According to [10], the occurrence of the fault is signaled by:

– The operation of a protection, which has the effect of isolating the fault by the
specific circuit breakers,

– The work of a protection has the effect of launching a command on the primary
commutation device without triggering the device since that switch was trig-
gered by the protection that worked,

– The start of a protection—has the effect of perceiving the fault, but does not
move to the stage of work because the circuit-breaker is already triggered.

In order to eliminate the damage, the power distribution company identifies and
locates the defect in the distribution network as soon as possible. An example of a
smart DFR based fault identification and localization system is also PEDA-
Protection Engineering Diagnostic Agents [11]. It uses a rule engine for the Java
platform JESS-Java Expert System Shell [12] that interrogates more intelligent
agents. These agents identify the incidents and events, receive and record the faults,
interpret the recorded faults as a result of the analysis of the operation, the work and

Fig. 2.2 Architecture of the traditional control system [10]
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the beginning of the protections work, respectively confirm or invalidate the
operation, work and start of the protections and diagnose the fault in order to
eliminate the damage.

Clearing the damage involves replenishing the electricity consumers that have
interrupted by the occurrence of the fault by the operational personnel. Based on the
fast diagnosis using the PEDA multi-agent system, operators need to look at how to
assure a safety supply, in a very short time, to make a timely decision.

At the level of the distribution network, it is necessary to coordinate the oper-
ators from each sub-network, so that their decisions are not contradictory and
compromise the action of liquidation of the failures.

At each subnet of the power distribution network, the following issues are
analyzed:

(i) The paths of access the voltage sources. This involves identifying power lines
and primary commutation devices to be operated, as well as resetting the
protections. The latter resets according to the new power movement;

(ii) The technically and economically optimal access path (the path with minimal
losses).

As a consequence, search algorithms are required for:

– Identifying access paths to voltage,
– Circulation of powers to identify overloads and losses,
– Voltage drops to check the limits of the admissible voltages,
– Short circuit for resetting protection,
– Static and dynamic stability, safety supply and validation of proposed solutions.

The classic power distribution system is driving electricity from the transport
system to consumers. The power distribution passes from the passive grid, which
has a radial configuration, to the active grid with a looped configuration. The active
network takes power from the distributed generation system (photovoltaic, wind,
hydraulic, etc.) and directs it to the consumers. Thus, it is important to manage the
distribution of electricity both from the distributed generation system and from the
transmission system. The distribution operator has to make decisions about voltage
regulation rather than frequency. Frequency regulation is regulated by imple-
menting sequential frequency sequential triggers, but not at lower than nominal
values, such as in passive distribution grids, but at values higher than the nominal
one, so that frequency control remains under the decision-maker’s power.

Voltage regulation is in the decision-making authority of the electricity distri-
bution operator, a problem that is complicated by the emergence of distributed
generation active grids and which needs to be addressed with new solutions. The
way to solve the issue of bandwidth management is achieved through artificial
intelligence.

Passive power distribution grids (distributed generation) such as smart grid and
virtual electrical networks can be mentioned [10, 13]. Nowadays, for the purpose of
liquidation of failures, applications are used that contain the optimization of an
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objective function, which includes the balance between the generated and the
consumed power.

The electricity distribution network has to face new challenges in liquidation of
failures:

1. The realities of the maneuvers which, in view of the liquidation of the failures,
aim firstly at the access to the voltage and then the satisfaction of the consumed
power, prevailing, therefore, minimizing the costs of the access to the voltage
and not maximizing the available power,

2. Restrictions have become more complicated by introducing the distributed
generating networks via virtual generators, thus overcoming the restrictions
imposed by traditional standards on the power quality, bandwidth compliance
and continuity of consumer supply

3. Regardless of the circumstances, the frequency control is in the decision-making
authority of the system operator, so that the operative management of the
electricity distribution network must proceed in the course of liquidation of the
failures so as not to disturb the activity of the system operator.

The challenges of the power distribution network in terms of liquidation of
failures must be met by new requirements for the use of artificial intelligence,
requirements that are likely to stimulate the evolution of artificial intelligence itself
in terms of decision-making.

In the Fig. 2.2 the architecture of the current control systems is shown. The
principle of the traditional control system architecture is the pronounced hierarchy,
the main data flow being bottom-up, i.e. the data being acquired is communicated
from the bottom up, the secondary stream being of the top-down type, i.e. from the
top to the bottom, the sense in which it is transmitted remote controls from the
Operational Command Point to the high voltage (HV) substation 110 kV/MV
primary switching devices. The bandwidth of the HV 110 kV/MV is limited.

The so-called Energy Management System is not modularized and uses the data
from the relational database in the Supervisory Control and Data Acquisition
(SCADA) structure. Interconnection with the Enterprise Management Information
System is done through a special interface.

The SCADA is the only component that acquires the data in real time and
contains the configuration information in its relational database. Intelligent
Electronic Devices (IED) are in most cases autonomous protections with different
data modeling, functions and protocols, each manufacturer having its own
specification.

Just because the frequency band is narrow and each manufacturer practices its
own models, its functions and firm protocols, it has become a question of stan-
dardizing protocols and modeling data. The architecture of an IT system must
ensure data acquisition in real-time, complex data processing and self-diagnosis,
requirements more or less met with traditional hierarchical control systems.

Instead, autonomous control systems provide services that allow broad and
non-hierarchical access to information, real-time data sharing between different
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cell-level components, and active reallocation of functions to other components in
the event of unavailability.

By increasing the local data processing quantity allows the stand-alone control
system to significantly reduce information traffic between hierarchical levels, while
allowing for increased information traffic between components on the same hier-
archical level. All this leads to specific requirements for the implementation of the
autonomous control system architecture.

Communication Technology

From the architecture implementation point of view, the distributed computing
system [14] is the key strategy of the physical structure of an autonomous control
system. The autonomous control system has an “open” logic architecture and runs
logical modules that use distributed data stored, the applications being organized
according to the logical and operating aspects of the technological process, which is
possible due to free access to data and to storage of data in independent locations.
The latest communications architecture uses the Open Systems Interconnection
(OSI) standard framework [15].

Traditional communication architecture uses only 3 or 4 layers of communica-
tion and was designed to ensure secure communication over a narrow frequency
band between SCADA from the Operational Point of Command and Remote
Terminal Units (RTUs) of HV 110 kV/M.T. Data traffic occurs between anony-
mous points defined by RTUs. Obviously, switching from the traditional control
system operating on 3-layer communications to the new autonomous control system
implies the adoption of the OSI communications standard, the architecture of a
computer system being conditioned by the architecture of communication. In
Fig. 2.3 the topology of modern communication architecture is depicted.

The bus from a HV substation 110 kV/M.T. has been replaced with the Local
Area Network (LAN), to which IEDs, GWs and the human-machine interface are
directly connected, the Command Operational Point communication and HV sub-
station 110 kV/M.T. in the vicinity of a Wide Area Network (WAN), within the
Operational Point of Control, implementing another LAN. WAN is a distributed
network of point-to-point interconnections through copper wires, fiber optics, radio
or satellite links. How WAN is not always fully available for control systems,
which is why traditional backup channels are often used as well.

To meet the bandwidth and security requirements of the real-time control sys-
tem, the WANs of the electricity distribution companies are separated from the
public WAN. This is why the Enterprise Management Information System, which,
as any public system needs to be connected to the Internet but for obvious reasons
to the WAN of the power distribution company, is more or less certifiable by
interposing a server especially between the WAN of the electricity distribution
company and the Enterprise Management Information System.

Communication needs to ensure data flow in real time but also efficiently. The
layer of the data link is achieved through an ATM—Asynchronous Transfer Mode
service. Its operation is asynchronous and multiplexed [16], but can also be used in
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synchronous communications for fixed length information cells. The cell header
contains the information that specifies the connection to retrieve the intrinsic data of
the cell. This channel that provides the connection between the source and the
access link to the information source is called the virtual channel [10].

The information cell is different from the cell in a HV substation 110 kV/M.T.,
referring to a particular packet of information. The nature of each packet of data,
whether real-time or not, is determined by special protocol markers. These markers
define the quality of the ATM service (Quality of Service (QoS)) [16]. The ATM
communication system speed is 2.4 Gb, and synchronous transmission manage-
ment (for real-time data) or asynchronous transmission is done through QoS
markers. Local communication of a HV substation 110 kV/M.T. connected via
routers or switches to WAN can be done through an Ethernet protocol of a LAN.

This protocol can transfer data at a 1 Gb speed. If a broadband bandwidth is
provided then real time data traffic can be ensured. The cell data cell of HV
substation 110 kV/M.T. provides transmission of short data packets, data from
primary commutation devices, transducers, electronic protection devices—IED,
AAR protections, RAT.

Fig. 2.3 Autonomous control system with modern communication architecture [10]
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With the emergence of the smart interfaces of the new primary commutation
devices, transducers, counters, and protections, the data bus with LAN is replaced.
This means implementing the architecture of the auto-control systems in the first
two layers. Network Layer (3) and Data Transmission Layer (4) WAN—ATM and
LAN—Ethernet are available through Transmission Control Protocol—Internet
Protocol (TCP/IP) with the standard Internet technology. TCP/IP connections can
only be applied at the ATM top, and the universal Ethernet protocol can be applied
at the level of the system.

In order to change real-time data, QoS will be defined at the top of the system. In
addition, voice telephony over the Internet can be allowed. By marking the virtual
channels within the QoS marker communications system, they can carry out con-
crete tasks leading to an autonomous control system.

In Fig. 2.4, an architectural structure of the communication of an autonomous
control system is presented.

If in classic control systems the SCADA system occupies a central place, in the
new architecture there are applications that directly access the process without
having to use SCADA. In this way, the data are freely accessible through the
autonomous components. Layers 5 and 6 allow system applications to access data
via simple commands: e-mail, File Transfer Protocol (FTP) and the Hyper Text
Transport Protocol (HTTP) of the Internet. These two layers are not used by TCP/
IP. The seventh layer provides services for specific communications tasks, such as
the Manufacturing Message Specification (MMS) [17]. This protocol is a conducive
environment for real-time network running programs for a wide range of distributed
applications. There are two standard protocols that can be used by MMS. One of
these is IEC 61870 Part 6 Telecontrol equipments and systems [18], known as
Telecontrol Application Service Element 2 (TASE 2) or Inter-Control Center
Protocol (ICCP). MMS uses two standard protocols: IEC 61870 Part 6 Telecontrol
equipments and systems [18] and IEC 61850 Communication networks and sys-
tems in substations [19], that is, the standard that has now become mandatory for
HV substation 110 kV/M.T.

For the exchange of data between Operational Point of Command, the standard
IEC 61870 Part 6 protocol or the ICCP or TASE 2 was designed [18]. It is used
by MMS. The face of SCADA and IEDs data, TASE 2 also provides the
exchange of information messages in the form of unstructured American Standard
Code for Information Interchange (ASCII) text or short binary files and structured
data items such as power exchange planning, energy balance transfers, and
periodic reports on electricity generation of generators. The second standard
protocol of MMS, IEC 61850 Communication networks and systems in substa-
tions [19], has now become mandatory for MV substation 110 kV/M.T. control.
This standard defines interfaces for communications services, so-called Abstract
Communication Service Interfaces (ACSI), that provide mapping of communi-
cation services on the MMS protocol.
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Fig. 2.4 Architectural structure of the communication of an autonomous control system [10]
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2.3 The Connectivity of the Power System: Types, IoT

2.3.1 Introduction

An electrical energy distribution system usually contains an electrical network,
composed of a multitude of branches and nodes, in which the overhead power lines
and the electrical energy transport and distribution cable, as well as power trans-
formers and autotransformers, characteristically, represent the branches. Even a
medium electrical power company, which supplies a mix population, urban and
rural, of a few million inhabitants, functions as a network, containing hundreds of
nodes and thousands of branches. Through a few nodes the power is injected in the
network, and through the great majority of the others it is consumed. Between the
nodes, the powers flow through the network mesh, i.e. through the transport and
distribution lines. Thus, a given set of powers can be obtained from a generator
group, in an infinite number of configurations.

From the electrical systems point of view, the connectivity term describes all the
equipment linked between them, found on a large spread area and integrating data
fluxes and functions regarding the decisions and actions which must be taken along
the energy chain—from electrical plants (generators) to the final consumer.
Through connectivity, the electrical power supply system can much better integrate
advanced digital functions aiming to offer to the network two important attributes,
which are flexibility and endurance.

The structure of a system is described when one does studies on complex sys-
tems like the PoSy, because it reflects the most important relationships between
individual elements and groups to which they belong. These relationships are
almost invariable when perturbations in the respective systems take place and
guarantee a normal behavior of the system. The system integrity and its intrinsic
behavior are determined by its structure, i.e. the configuration and the interaction
between the elements and subsystems. These relationships and interactions show
fairly well-defined estimates and it’s important to know the method of computing
this estimate.

The connectivity of an electrical system structure offers the possibility to
determine the subsystems which present tight relationships and weak relationships
between their elements. The connectivity is determined by the numerical quantity of
the distance between the system generators and expresses the extension of the
interaction between these in permanent and steady conditions and the one corre-
sponding to transient regimes. From this point of view one can identify three
connectivity relationship types: on the same level, on an inferior level and on
superior level.

In this chapter one describes issues regarding the connectivity of electrical
systems, challenges and opportunities derived from the PoSy connectivity, but also
the directions given by this important concept.
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2.3.2 Connectivity of Electrical Systems

Through connectivity, the electrical network can integrate advanced digital func-
tions aiming to transform the given network into a more flexible and enduring one.
The transition from a one way power flow network to a two way flow involves
major changes in the hierarchical history of the network. According to Grid Wise
Architecture Council [20], future electrical networks must cope with transactive
energy, defined as an energy which admits “techniques for managing generation,
consumption or energy transfer in an electrical system or network by using eco-
nomic or market constructions, also taking into account the constraints related to the
network reliability”. Transactive energy is essentially a two-way flow product. The
“transactive” term involves decisions or transactions based on value. Thus, trans-
active energy can include price implementations for the involved equipments,
auction markets, transactive control etc. [21].

Electric Power Research Institute (EPRI) suggests architecture for an integrated
network which needs a safe connection between the distributed energy resources
and the system operators with the purpose of ensuring an efficient, safe and eco-
nomic usage of the central and distributed resources [22].

The connectivity has value when the data (information) are employed by the user or
by applications to improve operational efficiency, reliability and endurance of the sys-
tem. Connectivity leads to the occurrence of innovative applications and the awareness
that they can be used in all aspects derived from the energy supply and demand.

Investments in aging infrastructure, changes appeared between the supply and
demand chain, the increase in renewable energy portfolios, the gain in power
efficiency as well as technological innovations, all these aspects imply an increased
connectivity (Fig. 2.5).

Fig. 2.5 Increased connectivity contributing factors
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The concept of connectivity also offers a series of challenges, which we
mention:

– the great volume of data involved
– proprietary legacy systems
– the need of an increased system security
– inconsistent lifecycle and timescales
– rapid technological changes
– the effective integration of the technologies in the PoSy requires communication

support for intelligent equipment, sensors, advanced measuring equipment and
even for those technologies dedicated to the user.

Fortunately, all these challenges represent opportunities at the energetic chain
level. For example, an investment in the telecommunication system as support for
equipment connectivity can represent a strategically investment because it can be
used by more systems and applications, its value rising significantly.

According to Metcalfe’s law, the value of a communication network is pro-
portional to the square of the number of users n2 (n is the number of users)
connected to that system. Metcalfe’s law describes many of the network effects of
modern communication technologies (Internet, social networks, www etc.). One
can mathematically compute the number of unique connections in a network with
n nodes as being n(n–1)/2, which is proportional to asymptotic n2. Together with
technological development, nowadays one considers that the value of a network is
n � log(n) [23].

2.3.3 Types of Connectivity

From the connectivity point of view, one can consider two major types: vertical
connectivity and horizontal connectivity. Vertical connectivity along the measuring
chain is applied to sensors, control systems and active equipment. Horizontal
connectivity refers to communication between network equipment to allow con-
sumption and energy storage in an intelligent mode (as it appears in the definition of
transactive energy). Horizontal connectivity combines information from previous
data such as end-to-end information resulting from the chain between the utility
company and the last equipment.

Connectivity can also be seen in terms of the Open System Interconnection
(OSI) model [24], as described in Fig. 2.6.
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2.3.4 Electric Networks and the Internet of Things
(IoT) Concept

Internet of Everything (Internet of Things), for short IoT, is the phrase which
defines the concept of connecting to the Internet all the objects which incorporate
electronic circuits with the purpose of their remote monitoring or control. IoT is a
term invented in 1999 by the British Kevin Ashton, and is used more and more in
the domain of electronic devices. IoT or the Internet of Objects defines a network of
objects which have electronic circuits which allow the communication through the
existing infrastructure (the Internet) wireless or wired, with the purpose of remote

7.Application

6.Presentation

5.Session

4.Transport

3. Network

2. Data Link

1. Physical

Network process to application

Data representation, encryption and 
decryption

Interhost communication, managing 
session between applications

Reliable delivery of segments 
between points on a network

Addressing, routing and delivery of 
datagrams 

Reliable direct point-to-point 
connection

Direct point-to-point connection

HTTP, FTP, SMTP

JPEG, GIF, MPEG

AppleTalk, WinSock

TCP, UDP, SPX

IP, ICMP, IPX
 router

Ethernet, ATM 
switch, bridge

Ethernet, Token, Ring
Hub repeater

Function ProtocolLayer

Fig. 2.6 OSI model: layers, function and protocol

2 Power Systems Connectivity and Resiliency 59



monitoring and control [25]. The objects (things) can be meteorological sensors,
pollution level measuring sensors, medical equipment, smart vehicles, household
appliances, Smartphone, surveillance cameras and in general, every object which
has communication capabilities [26].

According to “Cisco Visual Networking Index: Forecast and Methodology,
2016–2021”, it is estimated that, by 2018, over 21 billion devices will be connected
to the Internet [27] (Fig. 2.7). Among these devices, we can mention: sensors,
energetic resources and energy consuming devices, as well as other devices which
are components of the electrical energy distribution system.

In this context, the connectivity becomes a key concept, especially when the
transition from the classic, traditional system is made, namely the one-way system
towards intelligent networks described by active data fluxes and two-way systems.
The interest of the consumer for connected products and services is in a continuous
growth, due to the impetus of the IoT domain.

According to Cisco, IoT [28] connects objects to the Internet, making data
available and offering great possibilities. IoT is a concept which assumes the use of
Internet to connect different equipment between them, devices, services and auto-
matic systems, thus forming a network of objects [29].

As mentioned above, Cisco estimates over 21 billion devices connected by the
end of 2018. If during the last 5 years the traffic increased by a factor of 5, the
estimation for the next five years is supposed to have an increase by a factor of 3
[30, 31].

For an overview of the equipment connectivity, we present in a graphical manner
(Figs. 2.8, 2.9, 2.10, 2.11, 2.12, 2.13 and 2.14), the data provided by Cisco [32].
Therefore, Figs. 2.8 and 2.10 depict the global IP traffic 2016–2021 by Type,
respectively by Segment. Figures 2.9, 2.11 and 2.13 show the Compound Annual
Growth Rate (CAGR) 2016–2021, the CAGR by Segment, respectively the CAGR
by Geography. Figures 2.12 and 2.14 present Global IP traffic 2016–202 by
Geography, respectively the total IP traffic between 2016–2021.

The following definitions are used, according to CISCO:

• Consumer: includes fixed traffic generated by: universities, internet-cafe,
household population.

• Business: includes fixed IP WAN or traffic generated by business and
governments

Fig. 2.7 Cisco estimated
increase of devices connected
to the Internet
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• Mobile: includes mobile traffic (handsets, notebook cards, and mobile broad-
band gateways)

• Internet: the whole IP traffic which crosses the Internet
• Managed IP: includes corporate IP WAN traffic and IP TV and VoD transport.

The electrical energy consumer’s interest for connected products and services is
in a continuous growth, as resulting from the Accenture report [33], which esti-
mates an increase of the number of such consumers from 7 to 57% between 2014
and 2019. This increase is justified by the consumer’s interest in a lower electricity

Fig. 2.8 Global IP traffic 2016–2021 by Type

Fig. 2.9 Compound annual
growth rate (CAGR)
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Fig. 2.10 Global IP traffic 2016–2021 by segment

Fig. 2.11 CAGR by segment

Fig. 2.12 Global IP traffic 2016–202 by geography
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Fig. 2.13 CAGR by geography

Fig. 2.14 Total IP traffic between 2016–2021
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bill, for a higher comfort offered by using such connected systems and the
advantage of remote using the named systems. Thus, the clients are led in their
choices by the four C: Control, Comfort, Convenience and Cost (Fig. 2.15).

2.3.5 Conclusion

The center of the PoSy connectivity concept is the convergence between IT
(Information Technology) and OT (Operation Technology).

Until recently, IT functions were not considered to be part of the functioning of a
PoSy. Although different as rhythm and approach, the efforts of aligning IT and OT
seem to fall into one or more of the following discussions:

– utilities are considered when one puts the problem of the IT and OT
convergence

– utilities are subject to a partial reorganization
– utilities are subject to a complete reorganization.

Whatever the approach is, the PoSy benefits from the results in the ICT
(Information and Communication Technology) domain through aligning the orga-
nizational structures and technologies [34, 35].

In what concerns the directions of the electric networks connectivity, these are
given by:

1. A greater diversity and large scale using of connected end-use intelligent
equipment (e.g. plug-in electric vehicles).

2. The enhanced usage of sensors and communication, which will lead to the
increase of computing capacity.

3. new opportunities for increasing reliability
4. the rapid growth of distributed energy sources, especially the photovoltaic plants
5. the need of having PoSy operators to monitor the data and results in real time in

order to ensure a better coordination between the supply and distribution sys-
tems and the consumer.

2.4 The Resiliency of the Power System

In the context of the energy system, resilience includes the ability to strengthen the
system against high-impact, low-frequency events (natural-tornadoes, earthquakes,
fires and severe geomagnetic disruptions, or human-physical, cyber attacks, coor-
dinates attacks) and quick recovery of system properties [33].
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Improving the strength of the PoSy is based on three elements

– Prevention of damage,
– Recovery of the system
– Survival.

Damage prevention involves designing standards, construction, and mainte-
nance, inspection, operating practices, cyber and physical security [34] to reinforce
the PoSy to limit damage.

System recovery requires damage assessment, fault management with the goal of
restoring the service as quickly as possible.

Survival involves providing basic services, communications, emergency ser-
vices, new business models to help consumers, communities and institutions con-
tinue a certain level of normal operation without having full access to their normal
energy sources.

In the technical literature, reactive, proactive and predictive approaches are used
to increase resilience [35–37]. Within this framework, system recovery is reactive
to a high impact event, but learning from previous system recoveries and incor-
porating lessons learned can lead to proactive approaches. Damage prevention and
survival are proactive.

By anticipating the potential impact of events, measures can be taken to mini-
mize it. The increase in system resistance refers to each component of the system:
generation, transmission, distribution and consumers [38].

The widespread connection of distributed energy resources, intelligent appli-
ances and more complex energy markets increases the importance of cyber security
and increases privacy concerns [39].

Key points to consider are:

• Industry must adopt best practices in cyber security and develop a culture of risk
management; Rules on cyber security are important, but these regulations
remain behind evolving threats;

• Information about cyber threats must be transmitted quickly, subject to
confidentiality

• Digital security strategy involves the assignment of a dedicated team and
equipment to detect and respond to abnormal cybernetic activity, reduce cyber
attacker’s time and deploy stratified cyber warning;

• The need to understand and enhance the resilience of the system to avoid
prolonged interruptions and recover the damage caused by cyber attacks

• Advanced cyber security technologies will be used to respond to cyber incidents
in milliseconds.

The future SCADA system and future distributed control systems may have a
secondary diagnostic infrastructure to verify the normal system functionality, to
verify coherence data for detecting data manipulation [40–46].

The National Institute of Standards and Technologies in the US has set targets
for IT security [34, 47]:
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– identification: managing the cyber security risk by organizational systems;
– protection: the process of implementing the appropriate means of defense;
– detection: identify the occurrence of a cyber security event and allow responses

in a timely manner;
– answer: the set of activities required to be taken to detect a cyber-event;
– reaching: restoring critical infrastructure capabilities or services that have been

affected by an IT event.

The European energy scene has changed considerably, with current problems
including dependence on imports, the vulnerability of European economies to rising
oil and gas prices, the possibility of disruption in gas supplies, insufficient
investment in energy infrastructure and difficulties in completing market liberal-
ization, the magnitude of terrorist attacks and meteorological phenomena becoming
more and more difficult to control.

In both Europe and the rest of the world, the need to ensure the continuity of
energy flows has increased as a basis for preserving/promoting security and national
or regional economic interests.

The current instability of energy markets has increasingly focused international
economic and political community’s attention on existing resources in the Caspian
Sea and Central Asia as a viable alternative to the main current sources.

The current environment is characterized by the high level of dependence of the
Central and Eastern European countries on the Russian energy resources and the
efforts of these state entities to identify viable alternatives and the denunciation of
bilateral agreements at regional or European level [48].

It could be noted the actions of the Russian Federation to maintain the status of
the main supplier of hydrocarbons for the European states [49].

In this context, the development of oil and gas transport projects for a number of
diverse and diversified markets is favored, which could be inclusive of the begin-
ning of the Russian Federation’s integration in energy operations developed in the
Central and Eastern European region on exclusively commercial criteria (Fig. 2.16).

Sustainable and secure energy supply can be ensured mainly through competi-
tive energy markets and by developing energy policy solutions at European level to
the extent that consensus is reached on these issues.

National and international security is heavily dependent on critical infrastruc-
tures, which are increasingly vulnerable to the increasingly sophisticated means of
attacking those [50–52].

Two axioms are accepted in the analysis of this field:

• practically, the full protection of a critical infrastructure is not possible;
• there is no a unique way to solve this problem.

While natural disasters grow in magnitude and frequency, and the terrorist
phenomenon is in ascending way, critical infrastructures need increased protection
against threats and dangers. This has led to a particular concern for governments at
global level to ensure a state of security for the population and state authority. In
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this respect, the first step was to assess vulnerabilities and the impact on society in
the event of infrastructure and service failures.

In general, the European countries have established as critical objectives:
telecommunications, water sources, distribution networks, energy sources, food
production and distribution, transport systems, health institutions, financial and
banking services, defense institutions (military), and public order institutions
(gendarmerie, police).

In this respect, a critical infrastructure is a good material or complex objective
that is vital to the overall functioning and, as a rule, interconnected with other
infrastructures of the economy and society. The protection of a critical infrastruc-
ture is made up of all the measures set out to prevent and reduce the risks of
blocking or destroying it, which in turn would affect other economic processes that
would cause victims or have a major impact on good governance and the morale of
the population.

National and international security is highly dependent on critical infrastructure
in society. But they are increasingly vulnerable to the increasingly sophisticated
means of attacking them.

Infrastructures are or become critical, primarily because of their vulnerability to
those threats that directly affect them or are directed against their systems, actions
and processes, on the following coordinates:

• internal component—defined on the increase (direct or imposed) of infrastruc-
ture vulnerabilities with an important role in the functioning and security of the
system;

Fig. 2.16 Projects and routes of energy independence in the Black Sea Basin [47]
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• the external component—which is defined on external infrastructures with an
important role in the stability and functionality of the process and the systems, in
which they are integrated, associated or related;

• the interface component—defined on the set of nearby infrastructures that do not
directly belong to the system, but provides it with the relationships it needs for
stability, functionality and security.

Threats to critical infrastructure are conditioned, favored and facilitated by:

• lack of flexibility—given by the fixed character and the relatively exact location
of the infra-structures, including the critical ones;

• flexibility, fluidity of threats and threats, as well as the very wide spectrum of
their manifestation;

• the predictable and surprising nature of threats to critical infrastructure.

There are always direct, intrusive, well-known or random relationships between
critical infrastructure and the dangers and threats to them, which makes it extremely
difficult to achieve protection policies, strategies and practices, with the following
approaches being promoted:

• Considering only the security of connections, the powers of physical protection
being dissipated between various state or private bodies;

• Ensure uninterrupted operation of the critical components (components) of
critical infrastructures;

• Establish a mandatory minimum system of protection of certain vital compo-
nents, including state bodies.

In addition, energy systems face a number of threats and the emergence of
unconventional sources of electricity production (wind, photovoltaic, biomass,
etc.).

The transport and distribution of the electricity is currently facing great chal-
lenges (Fig. 2.17) [51]. The reason for this is the passage from the passive distri-
bution network to the active network as a result of the generation of distributed
generation. The situation is all the more complicated by the fact that wind power
parks and micro-hydropower plants are the largest share of the installed power in
the distributed generation, characterized by the eminently random nature of
weather-generating generation. The challenge of the electricity distributor is to
manage the active power distribution network, including the discharged distributed
electricity. Existing management needs to respond to both medium and long-term
challenges at the level of network planning as well as in the short term in the
operational dispatching activity.

Similar concerns exist in many countries and are generally promoted by
renowned electricity companies [51]. In the context of the emergence of distributed
generation in the form of wind and solar parks, the activity of Scotish Power Ltd.
[52] can be mentioned, the studies of this company illustrating, on the one hand, the
need for the prior implementation of an effective way of liquidation of the failures
as a sine qua non condition for switching from the network passive to the active

68 H. Andrei et al.



network and on the other hand the management of the distributed generation with
the help of the 3rd generation SCADA systems, which are expressly upgraded to
control frequency and bandwidth. Remarkable are the achievements of General
Electric in the management of faults liquidation, in this regard the SCADA & DMS
system called Power Fusion [53] can be mentioned. This system assists the dis-
patcher during the liquidation of the failures by validating the proposed maneuvers
for the liquidation of the failures, the way of human-machine intercommunication
being as effective as it is “friendly” [54].

These are efficient but traditional working tools. In order to evolve, the imple-
mentation of “artificial intelligence” is needed. In this regard, the Hiroshima
Institute of Technology and the University of Hiroshima on the use of “artificial
intelligence” in the Hokkaido University of Sapporo’s disaster recovery on the use
of “artificial intelligence” for maintaining voltage into admissible limits are
important [55–57]. The problem to solve in the electricity distribution is the
management of the active power distribution network [58].

Summarizing only the issue of operational management, it can be shown that on
the one hand the sine qua non condition of the effective destruction of damage has
to be ensured with the help of “artificial intelligence” and on the other hand the
efficient management of the active and reactive powers generated and consumed in
the electricity distribution network so that, by balancing the above mentioned
power efficiently, the power quality is ensured, on the one hand by guaranteeing the
frequency constancy and on the other by voltage maintaining in the bandwidth.

It turned to “artificial intelligence” in order to increase the efficiency of damage
cessation and the management of active and reactive power balances. The valences of

Fig. 2.17 The national energy system of Romania [51]
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“artificial intelligence” consist in prompt finding of solutions by a “intelligent agent”,
that is, the “object” that simulates human behavior in certain situations, in this case the
dispatch of the active distribution network of electricity. No matter how well the
precepts of “artificial intelligence” would apply, the results would be disappointing in
the case of an “agent” whose behavior is more or less “aberrant”, a phrase used by
psychologists to define an abnormal behavior of a person. Therefore, a more accurate
physical modeling of this behavior is required, so that by applying then the techniques
specific to “artificial intelligence”, it is best to animate the “smart agent” that plays the
role of the dispatcher. Regarding the management of distributed generation, we are
talking about balancing the active and reactive power balances, shaping the “intelligent
agent” to describe an automatic behavior. Unlike the loss of damage, in which case the
focus is on the description of the “agent” object, the management of distributed gen-
eration emphasizes the use of the “artificial intelligence” valences to increase the
efficiency of behavior such as a traditional automatic regulator.

The liquidation of failures in electricity distribution networks is now faced with
new challenges, challenges that have already been perceived by actors. At the
theoretical level, however, they are still “descriptive”, not yet systematized and
theorized. This is the “stimulating demand” of this approach to artificial intelli-
gence, providing the necessary foundation by promoting ways of simplifying and
intensifying wishes, empowering intentions, and “fanaticizing” the faith, thus
finding a particular approach to defining the objective function, the method opti-
mization and code writing so as to reduce the need for resources for the multi-agent
system and to ensure the promptness for liquidation of failures [58].

The question of analyzing, designing, developing the software component and
implementing it remains open in this context.

Resolving the issue of the active distribution of electricity as a result of the
generation of the distributed generation and threats discussed above requires the
solution of the self-orientation of the graphs, i.e. the definition and hierarchy of the
source nodes as well as the node discrimination in general by the nodes commu-
nicating to all their real status.

It is noted the necessity of introducing the smart decision-making function of the
decision to shift the operative management from the competence of an operative
step to the competence of another, trying to realize the distributed intelligence
through distributed intelligence functions (Fig. 2.18):

• Self-orientation of the graph by modeling the electricity distribution network—
the solution of the mechanisms such as send-by-receive,

• The transfer of the operational management competence, the decision being
made by comparing the costs of the liquidation of the failures at each voltage
level or the sub-network at the same voltage range, competing with the
decision-making authority regarding the liquidation of the failure-another class
of intelligent agents than the nodes of the distribution network of electricity,

• Clearance procedures by seeking access to the source, which is intelligently
accomplished by responding quickly to requests,minimizing the need for resources
using the “restrict single” research method aggregating all the restrictions.
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Essential are, on the one hand, the “stimulating demand” manifested by the
challenges of public distribution of electricity on artificial intelligence and, on the
other hand, the valences of artificial intelligence to meet the imperatives of public
distribution of electricity in terms of timely decision making, with minimal con-
sumption resources, regarding the liquidation of the failures—an essential aspect of
the electricity distribution requirements, requirements imposed by the Energy
Directive issued by the European Union [59].

2.5 Case Studies—SCADA System in Romania,
Smart Grid Power System

In this Section the integrate SCADA system with remote reclosers controllers is
described. The Distribution Management System (DMS) [60] is a computer-based
system that provides support for the operative management of electrical distribution
networks using SCADA (the process by which real-time information from

Fig. 2.18 The functional scheme of an autonomous system for the transport and distribution of
electricity [10]
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geographically located locations to a control center for real-time processing, anal-
ysis and remote control purposes), user graphical interface and various application
programs [61, 62].

The SCADA/DMS system has two fundamental features:

• The possibility of adding, replacing, redistributing the equipment without
causing important operating disturbances (open system architecture) and com-
pletely saving the entire system software (portability);

• Facilities for modifying and integrating new system functions, as a result of the
evolution of the process (development) and the changing of the requirements in
time (evolution).

SCADA integration allows service and maintenance staff at the station to track
maneuvers or on-site inspections, increasing the efficiency of SCADA/DMS and
Periodic Inspection and Testing of Electrical Installations of tele-signaling,
tele-control and telemetry.

Basic SCADA features are: data acquisition and exchange, sequential event
logging, data processing, instant data recording, historical information system,
remote control, marking, user interface, alarm processing and management,
on-screen display, SCADA/DMS system status supervision as well as basic DMS
functions: network topology processing (permanently builds and updates the
electrical network model using real-time information from electrical stations,
short-circuit analysis, implementation of a program for performing current calcu-
lations short-circuit), tracing the quality of the consumer feed, simulator for the
training of the operators [10].

The use of single wire synoptic schemes in the application for reclosers’ remote
control.

The interaction between the SCADA system and the operational staff is achieved
through graphical interfaces that feature various remote-controlled equipment or
different MV network areas [63].

Initially, the main interface was made that includes links to the following
synopsis:

• synoptic of the list of remote-controlled separators and synoptic of the list of
remote-controlled reclosers;

• synoptic for each substation integrated into the SCADA system;
• synoptic according to the PA/PT list integrated into the SCADA system.

The synoptic corresponding to the list of remote control reclosers (Fig. 2.19)
contains an enumeration of the name, position of the switch, the state of the dif-
ferent types of protections for each recloser. Within this synoptic it is possible to
visualize the remote reclosers list organized on MV networks (Fig. 2.20).

Starting from the MV network organization model presented in the case of the
synoptic of the remote recloser list (Fig. 2.20), single bar synoptic schemes were
made as necessary for:
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Fig. 2.19 The synoptic for the list of remote-controlled reclosers [64]

Fig. 2.20 Synoptic for the remote recloser list on network area [64]
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• Diversity and multitude of remote-controlled re-switches; though synoptic
• Corresponding to reclosers is well organized (on network areas), as the number

of reclosers has increased greatly in recent years, it has difficulty in operating
(especially during failures);

• The large number of remote-controlled separators;
• The substations number to be upgraded, automated and integrated into the

SCADA system will increase in the coming years due to the development of
wind farms;

• Efficient monitoring of the medium voltage aerial network, as the same synoptic
schemes present information on remote reclosers and separators, transformer
electrical stations integrated in the SCADA system, respectively, signaling (in
graphic form) transmitted by the smart fault indicators;

• Operative dispatcher personnel are more familiar with the synoptic schemes
presented in this form, and for this reason operation is much more efficient and
easier;

• Synoptic diagrams allow a fast assessment of the failure status by the dispatcher
and by analyzing the signals (messages) received, to make the correct decision
regarding the detection/isolation of the defective area;

• Network reconnection of the users and directing operational staff of the operation
center to the defective area for faulty disposal/repair and return to the normal schedule.

The main functions of the SCADA-DMS system are:

• Complete supervision of the distribution network, as position of equipment,
alarms and measured values;

• Remote control of the equipment installed in the transformation stations;
• Retrieve information from existing RTUs;
• The latest graphical user interface based on windows with support for zoom,

layout and decongestion functions, with contextual help functions, designed to
dramatically improve the efficiency of system use by operators;

• Complete alarms management function, which limits the number of alarms
presented to the operator depending on the defined operating areas and filters
defined by the user;

• Completely keep lists of events and system actions in system-defined or
user-level archiving tables. Archived data can be accessed in graphical or tabular
format, can be included in user-defined reports or accessed either online or
offline via queries that meet the SQL standard;

• Execution of parameterizable and user-defined automation functions;
• Ensure system access control based on user passwords and limit control capa-

bilities based on different access levels;
• GPS synchronization of the entire system.

In the SCADA system there are different events and they are processed
according to their type and depending on the configuration. They can be printed on
paper or can be recorded in digital format and can initiate associated processing
functions. The main types of events are:
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• Changes in values (digital or analog);
• User actions. All actions of the user, such as knowing the alarms that lead to

data changes in the system, are considered events;
• System internal activities. The main internal activities of the system are also

considered events.

The event list has multiple filtering criteria, including date, priority, station, cell,
event type, and so on. The SCADA system is provided with a performance alarm
system designed to optimize operator response time when abnormal situations are
encountered. The ability to filter alarms allows the removal of alarms that are
unrelated to the main causes that triggered the alarm state, and also allows the user
to select relevant alarms at each moment. Only the alarms corresponding to the area
of responsibility defined for the active user are displayed on the workstations, thus
drastically reducing the number of alarms displayed.

The alarm processing system is a component of the SCADA base system and is
asynchronous to the SCADA data acquisition system. It also can not have adverse
effects on the control system. Normally, all events in the distribution network
receive the time stamp on the acquisition equipment. This time stamp is also used as
the time stamp for the alarm. If this is not true, such as alarms generated by server
operation, the current system time will be used as the best approximation of the
event time stamp. Thus, in the event of avalanche events, there may be a delay in
creating alarms in the alarms list for a certain status change, but this will not have a
negative impact on the basic telemetry and command process.

Similarly, any event recording activity is asynchronous to the data acquisition
process and alarm processor. These relatively slow processes use buffers during
intense activity periods or when the printer can not work.

Types of alarms:

• Digital signal events;
• Analogue signal above or below defined alarm limits;
• System or communication errors;
• Deferred alarms.

The commands from the system to the remote control can be of the analogue
type (voltage or current) or of the digital type (relay outputs). A command is
executed with user-defined command-line interface interfaces so that the user can
view the state of the equipment before and after the command is executed. Security
measures are implemented both on hardware and software to avoid the execution of
incorrect commands. Special operating privileges are required for operators to
execute orders. In addition to simple commands, command sequences can also be
defined.

The following command mechanisms are supported:

• External control mechanisms for two or more states with or without feedback
(selection-check back);

• External state mechanisms with or without feedback (selection-check back);
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• Command for analog or digital signals;
• Prepare parameters for automation functions;
• Inhibition;
• Check the final order status;
• Supervising the execution time of the order;
• Internal commands to entities in the database.

The above described system was implemented at ELECTRICA SA—Galati,
Electric Distribution Branch and it is functional (Fig. 2.21) [64].

2.6 Conclusion

Connectivity and resiliency as essential properties of a safe power system are
presented. The opportunities of connectivity developing will be studied aiming to
increase the efficiency. Also the interdependence between IoT and smart power
systems is highlighted in order to show the necessity of define some standards/
regulations concerning the development of new data protection systems. Different
natural or human power systems against high-impact are described. In this context
the increasing of power systems resiliency is extremely necessary by using modern
data acquisition system as SCADA.

Fig. 2.21 List of digital signals and their current status, corresponding to the R79 recloser [64]
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Chapter 3
Power System Flexibility and Resiliency

Ersan Kabalci

Abstract The flexibility of the power system can be described with its ability on
providing dynamic and adaptable structure against the various circumstances. It
requires balancing the power supply and demand in terms of intervals such as
minute or hourly. The flexibility of power system, which is a critical driver, is the
fast and assorted deployment of distributed sources such as hydro, wind, solar etc.
The early challenges of the flexibility researches are focused on rapid deployment
of distributed generation while the followings are related to pricing, standards,
policies, and microgrid (MG) integration to power system that includes customer
adoption. The environmental policies, subsidies and similar factors may constrain
the power system management in terms of generation. Therefore, the power system
characteristic changes to distributed generation searches instead of conventional
generation. It may also shift consumers to energy generators by using their micro
sources as solar plants, hybrid electric vehicles and smart appliances. The alteration
to more flexible power system involves novel technologies and methods to sustain
the security of the network. On the other hand, the resiliency of a power system
requires the ability to increase the security of power system against extreme con-
ditions. The main interest on resiliency is caused by significant weather conditions
such as hurricanes, earthquakes and floods. Such weather events are defined as high
impact and low frequency events. Moreover, increased communication and moni-
toring infrastructures have raised the cyber security concerns in the aspects of
resiliency. Therefore, the resiliency of power systems requires to be handled in
terms of physical and cyber damages. The resiliency is researched in three main
topics as damage prevention, system recovery, and survivability of power system.
These topics are studied in generation, transmission, distribution and consumer
sections with its all drivers.

E. Kabalci (&)
Department of Electrical and Electronics Engineering, Faculty of Engineering and
Architecture, Nevsehir Haci Bektas Veli University, Nevsehir, Turkey
e-mail: kabalci@nevsehir.edu.tr

© Springer Nature Switzerland AG 2019
N. Mahdavi Tabatabaei et al. (eds.), Power Systems Resilience, Power Systems,
https://doi.org/10.1007/978-3-319-94442-5_3

81

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-94442-5_3&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-94442-5_3&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-94442-5_3&amp;domain=pdf


Keywords Flexibility � Demand side management � Distributed generation
Information and communication technologies � Microgrid � Cyber-physical system
Resiliency

3.1 Introduction

When the recent trends and tendencies examined in the context of power systems, it
is expressed that current power networks require to be converted to more flexible,
resilient and connected network due to several issues such as increments on con-
ventional sources, alternative source integration, load type increment, and dis-
tributed generation issues [1–5]. Although the power system is a vital infrastructure,
curtailments or blackouts have been experienced at any time up to now. The
blackouts can affect just residential and regional customers or industrial plants that
costs to high financial losses. Flexibility, as a widely accepted and widespread
definition, is the ability of any power system for adapting to changing conditions
while sustaining to provide energy for consumers in a secure, reliable, and
affordable way [1, 6].

The expected effect of flexibility on a power system is to extend its sources to
manage load changes. The net load means load changes that are required to respond
but not deployed by the generation service due to inadequacy. Therefore, the power
system including variable generations with long starting times and low ramp rates
will not facilitate to increase flexibility of power system. In case of this situation is
handled in terms of system integration of an islanded plant to utility grid, the
successful integration should be planned at the installation stage of power plant.
The distributed generation (DG) or variable generation (VG) concepts define a
generation infrastructure where the sources are wind power, solar power, tidal
power or similar that is dependent to environmental conditions. The integration of
such sources the utility grid targets flexibility and generation capability of power
system with load. Therefore, flexibility of any power system is depended to gen-
eration planning, source characteristic analysis, and operation certainty.

Some extraordinary power system deficiencies have been reported including
high level penetrations of wind turbines and the Electric Reliability Council of
Texas (ERCOT) event [6]. In the event which is occurred in 2008, the load ramp
extended by ramping up to 3800 MW day-ahead load forecast of ERCOT that has
been forecasted as to be around 3550 MW. The evening load ramp began 25 min
earlier than expected that has caused to imbalance between generation and load.
Therefore, system frequency first declined to 59.94 Hz and then to 59.91 Hz and
59.85 Hz in a few minutes. ERCOT started an emergency electric curtailment plan
to prevent complete blackout and recovered the system in three hours with cur-
tailments [7]. Three major factors of this event were large ramp-down of wind
generation, the unpredicted loss of conventional generation, and unexpected load
ramp-up in the evening. This was a certain lesson exhibiting the importance of long
term planning and flexibility. The high penetration of renewable energy sources
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(RESs) forces operators to reconfigure flexibility and reliability of entire power
system. In addition to this, rapidly responding generators with high ramp up/down
features is required to improve the flexibility of system. Flexibility becomes more
critical not only for generation but also for transmission, distribution, and con-
sumption levels. Therefore, it is important to increase system flexibility to prevent
unexpected curtailment and blackouts.

Another crucial aspect to install a robust power system is resiliency that is
defined as the ability of rapid recovery against rarely occurred but high impact
events. Most apparent events are extreme natural events such as earthquakes,
hurricanes, tsunamis, floods and so on. The most important cause of outages in
United States is extreme weather damages. In 2011, Hurricane Irene resulted to a
blackout in Washington DC affecting more than 6.5 million people. The most recent
ones were Hurricane Harvey in Texas and Hurricane Irma in Florida resulted in
more than 6 million people to lose power at each state. The cost of outages that are
caused by weather is around $25-70 billion to United States. In addition to US, the
weather-related outages are seen all over the World. For instance; curtailments
experienced in China due to an ice storm in 2008; a storm passing from North
Europe from Ireland to Russia caused several outages in several countries including
Denmark, Norway, and Sweden in 2005; strong storms and lightning strikes trig-
gered an outage caused more than 1.5 million people to lose power in Australia in
2016 [8].

On the other hand, cyber-physical system (CPS) improvements also cause some
resiliency problems. The power system has become much more vulnerable to
cyber-attacks with the increased use of information and communication technolo-
gies (ICT) in automation, monitoring, measurement, and control operations. The
most prominent cyber-attack types include denial-of-source attacks, manipulating
device attacks providing wrong data to system, surveillance attacks that inherit the
system information on vulnerabilities and operational features, eavesdropping
attacks to violate confidentiality, unauthorized intrusions, malicious code and
snippets such as virus, worm or Trojan [3]. The cyber-attack can be potentially
hibernated, widespread, and processed at the planned date by attacker. Despite
physical attacks, impacts and damages of any cyber-attack on operational and ICT
system cannot be easily detected at a glance. It may take long time to detect and
recover damages of cyber-attack since it requires diagnosing and remedying a large
infrastructure. Another prominent challenging task on resiliency is related to
security assessment that is the ability of coping with CPS disturbances. The short
circuits triggering blackouts in a power system are followed by response of pro-
tection equipments. Disconnecting the critical devices and components of the
system during blackouts enhances the damaging effect of contingency, and thus the
stability is lost. Therefore, security and stability assessment should be repeated at
short intervals in order to improve the system security [3, 9, 10]. The resiliency
requirements have been presented in the following chapters in detail.

The connectivity means the communication and remote monitoring devices of a
power system. These devices provide measurement data to determine policies and
management approaches regarding to behaviors of generators and consumers.
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Connectivity improves smart infrastructure in the context of grid that are essential
to enhance flexibility and resiliency of power system. The increased connectivity
requirements and improved applications resulted smart grid (SG) term, which
defines the next generation grid with the capabilities of intelligent management,
bi-directional or briefly two-way communication, two-way power transmission,
connection of wired or wireless sensor networks (WSNs), interconnection of mobile
devices at industrial and residential plants. The connectivity is located at any level
of SG infrastructure including generation, transmission, distribution, and con-
sumption. Connectivity of grid is being promoted by numerous approaches as
enhanced use of mobile devices, widespread deployment of intelligent systems,
increased use of ICT, data transfer on cloud networks, and WSNs, enhanced growth
of DG with renewable energy sources (RESs). The integration of ICT and power
system increases the CPS security, homogenous architecture, energy monitoring,
and Internet of Things (IoT) support to enhance connectivity. The IoT connects
devices, machines, systems, and operators as being a widespread and most recent
concept. It facilitates the connectivity of all components and beneficiaries. IoT
facilitates numerous SG applications interfacing connections such as machine-to-
machine (M2M), vehicle-to-grid (V2G), grid-to-vehicle (G2V), WSN infrastruc-
ture, smart meters (SMs), gateways, and databases [5, 11].

The three important attributes of any power system are illustrated in Fig. 3.1
with the factors that are handled by flexibility, resiliency, and connectivity issues.
Flexibility is required to manage increasing fuel prices, various consumer habits,
power market share and incentives, DG tendencies, and regulations, policies, and
arrangements. The resiliency copes with rarely occurring but highly dangerous
factors that include natural or weather events, earthquakes, floods, hurricanes and

Fig. 3.1 Attributes of power system and handled factors
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CPS attacks. The connectivity facilitates mobile devices, advanced WSNs, grid
modernization and two-way information and power transmission that enhance
flexibility, resiliency, and stability of power system [1, 12].

This chapter deals with the feasibility and resiliency of power networks. The
basic principles of power system are presented in the context of flexibility and
resiliency. The third and fourth sections address flexibility as a vital driver for DG
deployment that is enhanced with high integration of RESs such as wind, solar and
tidal power. Moreover, this integration caused a number of unpredictability on fuel
prices including fossil based and natural gas. These factors and requirements to
cope with them are presented in third section while fourth section introduces
improving applications for flexibility of power system. The DG integration,
increased use of electric vehicles (EVs), SG applications and microgrid (MG)
arrangements transformed consumers to active users generating and consuming
energy. The resiliency requirements and driving factors are described in fifth sec-
tion and improving and developing applications are presented in sixth section that is
followed by conclusions.

3.2 Improvements on Power System Flexibility
and Resiliency

The architecture and components of a power system can be found in any textbook
with generation, transmission, distribution and consumption levels. The conven-
tional power generation system is composed of cogeneration systems such as
combined heat and power (CHP) plants, hydroelectric plants, gas turbines, nuclear
plants, and recent RES plants. The generated power is provided across transmission
and distribution system including lines, substations, equipments such as trans-
formers, circuit breakers, switches, and a number of monitoring and control
infrastructures. The consumption level or consumer side includes industrial and
residential loads at first glance. However, the improved and widespread grid
requires ICT system at any level of future power system due to enhanced generation
and consumption scenarios. Moreover, control and management of transmission
and distribution systems are also included in these scenarios.

Although regulations, technical improvements, and market share aspects sur-
round the next generation power system, it is driven by a number of enhancements.
The regulatory approaches are more robust among others, but the technical
improvements are also rather important. The prominent technical and regulatory
enhancements for power systems can be listed as follows; cost reductions due to use
of RESs, developments in ICT and data management technologies, growing con-
cerns on energy security, reliability, and resiliency, gradually changing consumer
profile, environmental concerns, changing revenue and investment predictions [12–
15].
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The cost reduction of RESs enhances rapid installation and operation of DG
plants that increases the capacity of power systems. The cooperation of conven-
tional sources and RESs requires accordance with bulk generation. Furthermore, the
decreased cost of RESs facilitates residential users and small consumers to install
their MG plants that increase the resiliency of entire system. In a Barclays report in
2014, it is noted that cost of a U.S. residential photovoltaic (PV) system is
decreased from 12 to 6 $/Wdc between early 2000s and 2012 [12]. Since the design
and installation of generation, transmission and distribution infrastructures in a
power system, it is crucial to perform a detailed planning activity by predicting and
considering the flexibility and expansion of RES systems at the beginning. While
the power system is being advanced by incorporating RESs, system operators
should recognize and improve the flexibility in generation, transmission, and de-
mand side management (DSM) processes. If the required precautions are not taken
at installation stage, the curtailments are experienced during operation [13].

The developments in ICT and data management technologies present ubiquitous
data for monitoring applications. A large DG system may be seen as a complex
power network. However, an appropriate data acquisition infrastructure could
facilitate to meet the resiliency requirements. The recent applications promoted
cooperation of ICT and power systems with SG and IoT integration. These gradual
improvements enhance remote monitoring, metering, and control systems to be
wiser owing to resiliency and connectivity advances. On the other hand, CPS
comprised by integration of ICT and power system requires robust cyber security,
privacy protection, data integrity, and authentication precautions. The security,
reliability and resiliency are interdependent growing concepts in terms of power
systems. The fuel prices and decreasing reserves raise energy security concerns.
The financial capacity of RESs depends to geographical structure of countries.
However, it is apparent that the use of RESs empowers power system security [12].

The decrements of installation costs and widespread incentives increase instal-
lation and integration to the utility grid of DG sources at consumer sites as well as
energy suppliers. It is reported that the installed global photovoltaic (PV) plant
capacity has been increased up to 128 GW in 2013 that is around 4 GW in 2003.
The installed plants and improved technologies in terms of generator and electric
systems are also advancing the wind power. The improvements on power system
flexibility are driven by transforming consumers to active users that generate energy
with their own MG including several sources such as PV panels, small wind tur-
bines, EVs, and electric storage systems (ESSs). Moreover, energy management or
home management systems included in the context of SG applications facilitate to
control energy consumption, which improves flexibility of consumers and power
system. The SG and IoT enhancements increase number of such active users. The
net-zero or low energy building concepts are some of the most recent concepts
defining active users integrating RESs, EVs, energy management systems, and
smart appliances to utility grid. These improvements enable energy suppliers to
obtain better DSM and demand response (DR) control. The aforementioned
improvements are performed in two areas that one is local flexibility, which regards
to active users at distribution and consumption levels. The second is system
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flexibility that corresponds with connectivity, ICT systems, remote control, and
additional management services for DGs at generation, transmission, and distri-
bution levels [12, 13, 15].

Planning is the first and one of the most important aspects to increase power
system flexibility and resiliency. The planning phase of a power system requires
some technical data such as sufficient flexibility performance, capacity and resource
adequacy, and reliability-investment match to improve reliability [16]. The flexi-
bility metrics are required to define indices and to assess the flexibility of power
system. These metrics are briefly introduced in this section but are presented and
discussed in detail in the following section. Main reasons to improve assessment
metrics are related to deregulations seen in electricity market, increased energy
trade between countries that are based on different potentials, and environmental
concerns [6, 17]. The environmental concerns drive some important targets to
reduce carbon emission that is significantly increased by energy generation systems.
Therefore, several suggestions have been reported all over the world, and especially
by the developed countries and unions including European Union (EU) and US.
These reports forces energy suppliers and system operators to improve energy
efficiency, promote the EV usage and electric transportation systems, generation
with near-zero carbon emission, and integrating RESs to electricity generation.

The planning studies are extended to 2050 agenda to improve power system
reliability that is driven by flexibility and resiliency. Thus, the energy plants in
operation and planned plants should have the ability to interact future power
sources and load types to ensure the suggestions of 2050 roadmap. Environmental
regulations concern conventional energy plants as well as renewable plants and use
of RESs. The water intake during aridity, sufficient water level for environment and
wild life should be taken into consideration for a hydroelectric plant while carbon
emission is crucial for CHP and thermoelectric power plants. Wind and solar power
plants are more effective on achieving system flexibility comparing other RESs.
The effect of a wind energy system on steeper ramps, deeper turn-downs, and
shorter peaks in system operation is illustrated in Fig. 3.2 [14]. The ramps indicate
increment or decrement requirements of generation to respond the demand changes.
Once demand is increasing and wind power generation is decreasing, the ramp
elevates to steeper-ramps. The turn-down sections refer to low level operation of
generators in the power system. Despite the steeper ramps, if high generation
capacity obtained from wind plants during low demand times, the plants are limited
to remain available for increased demand times. The shorter peaks occur at the
times that generation exceeds demand at higher levels. The enhancements of power
systems incorporating with RESs let the system operators and regulators to rec-
ognize flexibility and to take precautions to ensure flexibility at each level as
generation, transmission, demand side management (DSM), and system operations.

The generation flexibility enables generator plants to efficiently ramp up and
down on demand and provide low output levels when deep turn-down is required.
The transmission system is required to provide sufficient capacity for energy
sources and to share power between power systems. Moreover, transmission net-
work should enable smart ICT infrastructures for optimization. Accordingly,
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flexible DSM systems requires ICT and SG infrastructure to enhance DR, ESS, and
DG incorporation.

The insufficient flexibility control in a power system forces operator to decrease
the generated power of RESs such as PV or wind system. It is reported that
curtailments less than 3% can be accepted as cost effective source of flexibility,
higher curtailment shares may cause to degradation of installed power and agree-
ment conditions for providers [13]. The flexibility concept requires defining
capacity of wind and solar generation systems integrated to a power system. This
research enables system operators to detect how much flexible and effective power
system they have and how they manage RES integration to this system. The
flexibility of a system is determined by the own features of system where DG
sources and ESSs integrated power system will be more flexible according to power
systems that are based on one and dominant source such as hydro or CHP plants.

It was discussed earlier that resiliency is mostly disrupted by rarely occurring but
high impact events. The weather-related blackouts have affected power system
significantly in the past decade. Severe weather-related deficiencies are reported
with their economic impacts in [18]. The initiatives, electricity service providers,
and governments become more aware on resiliency concept due to power and
capital losses. The precautions taken against weather-related blackouts include MG,
DG, energy storage, community-wide energy storage, hybrid systems of wind, PV,
fuel cell, and diesel sources. The improvements of such systems prevent blackouts
during severe natural disasters and enable the power system to sustain on providing
electricity to consumers [19–22]. The PV systems deployed in an ESS or MG with
different generator plants contributes to the resiliency of entire system during

Fig. 3.2 RES effect on DSM of a power system

88 E. Kabalci



blackouts. The ESSs based on batteries are one of the most commonly utilized
storage system in small and DG systems. Regardless of storage-type based on
batteries or fuel cells and hybrid systems, a number of governments incentive
storage systems in the context of resiliency. PV systems can also be cooperated
with gas or diesel generators to generate electricity during extreme weather con-
ditions to prevent blackouts and to sustain the power system. One of the applica-
tions of PV is islanded operation mode that PV system provides energy to utility
grid during regular situations and is get disconnected from grid to feed local loads
during blackout of power system [18]. The defensive islanding system introduced
in [20] manages power system by classifying operation modes into stable and
self-adequate systems to prevent effect of critical loads on other loads. This effect is
known as cascading effect that causes large blackouts and may occur more frequent
at extreme weather conditions.

The resiliency of any power system is enhanced in two kind of analysis approach
that is short period and long period aspects. In the short period analysis, the sig-
nificant parameters of power system are investigated in the intervals before, during,
and after the event that provide resistance, redundancy, and restoration features of
power system, respectively. The inherited data is required to prepare an operational
approach and make proper decision regarding to available source and load situa-
tions. On the other hand, the long period investigation requires adaptation capability
of the system to new events where previous events and obtained data are mean-
ingful while improving strategy on power system. Therefore, resiliency improve-
ment of a power system requires several measurement and assessment procedures.
The strengthening of a system is associated with some novel precautions such as
improving underground distribution system, enhancing towers and transmission
lines with stronger materials, and relocating transmission line to pass from routes
that are more reliable [21].

MG is a system composed of generation, transmission, ICT, and ESSs and could
be designed to operate in grid-tied or island mode. It can be planned regarding to
user-centric requirements and can include several different generation sources. MG
is seen as affordable and practical solution on improvement on power system
resiliency. An MG provides enhancement on reliability, cost efficiency, environ-
mental contributions such as decreasing the carbon emission, decrement on vul-
nerability and so on. Due to rapid response of MG to natural disasters, there have
been governmental regulations in US on incentives promoting MG usage. Almost
all of critical plants such as military bases, hospitals, water and gas facilities have
installed their own MG systems operating either grid-tied or island mode.
Incorporating DG sources to MG systems improves resiliency of local and com-
munity wide power systems. Thus, MG enables power exchange between distri-
bution and transmission systems that facilitates to supply electricity to community
usage during blackouts caused by extreme weather events [18, 21]. Nevertheless,
MG provides limited capacity due to several international standards such as IEEE
1547-2003. This limitation can be tracked by splitting loads to small groups that are
less than 10 MVA and connecting to a number of MGs. Thus, smart DG system can
be implemented to manage multi-MG infrastructures where each MG can be
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controlled independently. Several improvements on MG management systems
include control algorithms controlling generation and storage capacity, computa-
tional methods for management, resource management, decentralized control, and
outage management system [21].

The resiliency researches are listed into four aspects as emergency planning,
physical behavior analysis, blackout prediction, and resource allocation. The
emergency planning includes increasing the power system resiliency against
upcoming weather events. Several estimation and optimization algorithms have
been proposed in the literature. The physical situation of power systems and
responding features during hurricanes, storms and similar events are analyzed in the
context of behavior analysis. The studies investigate solutions for minimizing
damages contingent on events. The blackout prediction is an important method to
analyze data of past hurricanes and ice storms that caused severe damages on power
system resiliency. The improved tools are used to simulate possible natural disasters
and to predict their probable impact on power system. The resource allocation
researches seek solution to recovery and restoration scenarios for transmission and
distribution lines. The strategic operation plans are improved by using computa-
tional methods such as mixed-integer model, decision-making models, and decision
support tools in this context [23].

3.3 Requirements and Factors for Power System
Flexibility

It is expected that a general agreement on power system flexibility to be obtained
between industry and researchers. The consensus exhibit that current reserve
requires to provide enough flexibility while handling the uncertainty caused by high
integration of RESs into power system. The conventional power sources limit the
flexibility researches on power system and studies are focused on capacity and load
assumptions. However, the flexibility should be analyzed in more dynamic aspects
that are based on source measurements, net load detection, and generation-
transmission cycles and so on. Hence, it is required to go beyond the traditional
approaches to reveal the higher flexibility characteristics.

The driving factor of flexibility are listed as DG, environmental regulations,
uncertainty of fuel prices, and load demands in [1]. There a number of solutions are
proposed in the context of applicable cycling of conventional sources, DG, and
RES, ESSs, transmission and distribution, power system planning and customer
behaviors. The solutions can be achieved by applying accepted flexibility mea-
surement methodologies. This can facilitate to improve policies, to detect required
improvements, and increased confidence to power system [1, 24].

Any power system provides a characteristic flexibility level regarding to its
designed structure. The uncertain structure of RES and DGs may worsen flexibility
due to curtailments. If the detailed planning is not handled for power system, it will
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not be possible to achieve sufficient flexibility. The unbalanced demand and supply
causes to frequency variations while power balance cannot be assured. The mea-
surement of system flexibility is get started by determining source types and
capacity the sources along power system. Therefore, a short-term analysis can be
performed to visualize major generator types in the power system. However, the
flexibility measurement is a time-dependent process and requires long-term analysis
and monitoring to detect generation structures, load characteristics, and time-variant
changes of RES and other sources. Large integration of RES and DG sources to
power system increases variability of system that forces to provide much more
flexible power system. The flexibility resources are defined as own sources obtained
by generation flexibility or external sources such as demand and storage aspects.
Therefore, flexibility measurement should consider several parameters as physical
and inherent structure, forecasting parameters, financial issues, and integrated
energy sources. Some flexibility measurement tools have been proposed in the
literature with names of Grid Integration of Variable Renewables (GIVARIII)
project and Flexibility Assessment Tool (FAST2) which are widely used among
others [4–6, 13].

The estimation analysis is one of the long-term methods that evaluate flexibility
of power system and allows assessments to determine the system flexibility. The
flexibility estimation enables to decision making on economic and technical issues
such as investments, extension planning, capacity management, and demand
management. The flowchart of flexibility estimation and planning cycle is illus-
trated in Fig. 3.3 where orange boxes depict flexibility planning options while blue
boxes show additional options that can be considered to increase the system flex-
ibility [13, 16]. The most recent flexibility metrics are based on multi-level

Fig. 3.3 Flexibility estimation and planning flowchart
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approach that is also shown in Fig. 3.3 with four levels. The first level deals with
VG analysis and flexibility requirements while the second level is focused on
resource flexibility calculations.

These both levels are assumed as metering metrics while third and fourth levels
are known as detailed metrics that include system flexibility and transmission and
fuel compelled flexibility, respectively. The presented four metrics are utilized to
determine periods of insufficient flexibility, state of healthy power system, unex-
pected ramping, and insufficient ramping sources. When the complexity of power
system is taken into consideration, these methods can be more appropriate to
analyze system where the flexibility is important. The flexibility improvements can
be achieved with higher integration of RESs in the systems where low levels of
RESs are used in power system. Moreover, environmental concerns and limited use
of water can encourage the use of complex and high-level flexibility metrics that
there have been some studies review such methods [17, 25].

The flexibility measurements are researched in terms of generation flexibility,
transmission flexibility, demand side flexibility and storage systems flexibility that
each are introduced in the following subsections.

3.3.1 Generation and Capacity Planning

The conventional energy sources are being utilized to provide the required flexi-
bility of power system. The flexibility characteristics of a power plant can be listed
as its ramp rate and minimum operating times for start, stop, ramp-up and
ramp-down. The hydroelectric plants and gas-based generators are assumed to be
more flexible comparing to CHP and thermal plants due to rapid starting oppor-
tunities. On the other hand, the conventional plants can be improved to provide
demanded flexibility. In Ontario, Canada example [26], coal plants were improved
to provide faster ramp responses and achieved reliable operation at its minimum
capacities down to 10%. However, the minimum operating capacity of a regular
coal plant ranges around 40–70%. In Denmark, the CHP plants are retrofitted to
supply flexibility during low price electricity periods. Thus, they were also used to
generate heat and supply their heat storage by this way. The nuclear power plants
provide increased regulation by their ramp capabilities in France. The flexibility of
any conventional power plant may be improved, but it would cause several
degradations for current CHP and hydroelectric plants [26].

The high penetration of RESs to the existing conventional grid structure will
cause conventional energy sources to lack on providing reliable power and demand
management. The conventional and VG challenge is addressed in EU research
programs in terms of flexibility [27].

The adequacy metrics of generation such as loss of load expectation, the
expected energy not served (EENS) and well-being analysis has been used up to
now [6]. These methods provide some acceptance on capacity management to
detect insufficient capacity or adequate capacity for generation. These methods
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provide some acceptance on capacity management to detect insufficient capacity or
adequate capacity levels for generation. The methods include computational
methods, Monte Carlo simulations, unit commitment (UC) formulation, linear
programming (LP) formulation [6, [28–30]. Thus, long-term planning methods
incorporate with conventional and RESs integration to manage generation flexi-
bility. The implemented metrics accomplish generation adequacy to make decision
on planned capacity is sufficient or not to meet short-term requirements. The wind
and solar plants provide fast response capacity to power system. The ramp-up and
ramp-down periods can be managed regarding to their generation at lower capac-
ities or excessive capacities. Once the flexibility requirements and source avail-
ability detected, then the estimation between them can be performed. The high-level
metrics are helpful to carry out this estimation.

3.3.2 Flexibility Requirements on Transmission
and Distribution Grids

Despite of the conventional transmission grid structure, the SG enables
bi-directional flow of electricity and information. The SG infrastructure includes
transmission and distribution systems in addition to generation. The integration of
ICT to power system requires standards and interoperability. The contributions of
ICT are listed as remote metering in the context of advanced metering infrastructure
(AMI) and control in distribution system, and automation, substation control, and
management in transmission system. The widespread use of EVs is a novel factor
for distribution system flexibility where it can provide a storage system during
discharge and load during charge cycles. Therefore, V2G and G2V concepts are
taken into account for flexibility researches.

Two main issues that are voltage level and congestion address the transmission
system. Automatic tap transformers and capacitors are used to provide voltage level
regulation. The congestion issue is coped with improving transmission cables to
higher power rates since almost 70% of capacity can be securely used. The
transmission system operators (TSOs) and distribution system operators (DSOs)
improve their compensation schemes on cost-based and time-based methods that
are associated with their financial plans. The DSO and TSO prefer grid fortification
rather than improving DSM strategies. However, microgrid improvements and
increased use of EVs force DSOs for increased investments on active DSM sys-
tems. The distributed and improved flexibility investments are identified as
proactive DSO operations [31, 32]. Regardless of energy source type that is used in
a power system, the conventional operation requires more proper management and
activation to provide the required flexibility.
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3.3.3 Storage Systems for Flexibility

The natural structure of storage systems provides a flexible infrastructure with its
fast response, modular and portable structure. The power and energy supply
obtained by any storage system can be extended from hours to several months
owing to ESS type. The conventional batteries and flow batteries provide energy up
to a few days under loaded operation while the power of such systems can be
increased to several kWs. On the other hand, fuel cells and hydrogen gas tanks are
other energy storage systems that have discharge duration lasting to a month.
Pumped hydro storage and compressed air energy storage (CAES) systems provide
extreme discharge time and power rates among other ESSs that also increase their
contribution to power system flexibility. There are particular researches are being
conducted to improve efficiency and power characteristic of batteries, CAES, and
fuel cell technologies [26].

The ESS can be used to manage demand and generation ramps to smooth, to
provide a buffer between generation and consumption, to sustain power systems
during blackouts, and to respond the peak demands. Furthermore, storage systems
enable power system to include increased number of DG and RESs together by
increasing system flexibility. The emerged storage systems have earned enormous
interest in recent years where a 1.3 GW capacity is planned to be installed in
California until 2020. Coordinated and cooperative installations in industrial and
community areas mostly tackle the technical and financial barriers against storage.
Most of ESSs are unsubstantiated in terms of reliability, security, and efficiency that
are being researched extensively. Power system planners and invertors provide
special supports to improve reliability and efficiency of ESSs. The Energy Storage
Integration Council (ESIC) research program that is formed by Electric Power
Research Institute (EPRI) aims to provide ESS with higher efficiency by mitigating
grid integration drawbacks, insufficient industrial performance, inadequate test
operations, and increasing system integration success [1].

The storage is particularly handled by EU for developing an electricity system
with lower carbon emissions. It is also addressed to eliminate low system stability
due to curtailments of RESs in generation and transmission systems. The
researchers are also focused on thermal storage owing to its high potential on
efficient integration at DSM and reliability topics.

The innovative storage technologies are also being researched and applied in
several trial projects. Gas based back-up systems and gas storage systems are also
addressed in this context. In addition to storage technologies, the ICT integration of
ESSs is also being studied to monitor state of health (SoH) and state of charge
(SoC) of storage system [27].
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3.4 Requirements and Factors for Power System
Resiliency

The literature surveys show that the reliability studies on extreme weather condi-
tions and disasters are very limited. Arab et al. addresses literature studies into four
categories in [23] that are emergency planning, physical behavior, outage predic-
tion, and resource allocation. Improving the power system resiliency against natural
events is a vital duty in the context of power system enhancement. As discussed
earlier, the hurricanes, floods, and tsunamis cause extreme power outages and
operational costs. Moreover, the slow recovery processes leave people and indus-
trial plants powerless for long hours. The enhancements as overhead cable modi-
fication, underground cabling, renewing the distribution poles and so on are
researched in the context of transmission and distribution grid improvements. The
distribution lines moved to underground improve system resiliency by eliminating
wind-induced faults, lightning, and short circuits. On the other hand, rising the
substations, integration of MGs, and reviewing locations of plants and modifying
processes can minimize effects of floods [19].

The emergency planning is required to sustain resiliency of a power system
where several models for transmission and distribution lines are implemented for
regular and emergency operation conditions [23, 33]. Therefore, the risk estimation
methods should be used for planning infrastructure resiliency against extreme
weather conditions. In [34], different power systems are analyzed to implement a
resilient infrastructure for a given physical and electrical environments. The three
power system technologies are analyzed in terms of conventional power system,
conventional bulk generation with local ESSs, and MG system with local DG
sources. The computational analysis methods are spread to four phases as prelim-
inary, during the critical event, immediate aftereffects, and long-term aftereffects to
generate the results. The damage assessment and restoration approaches are selected
from one of the most widely accepted methods that are improving a decision
algorithm to define which restoration method will be executed after damage,
determining the coverage of damage and restoring the system or a hybrid approach
that executes damage determination and restoring the system. The studies and
researches show that the first approach provides determination that is much more
successful and restoration results among others.

The partial or complete restoration of a power system is a very complex and hard
process. There are many factors should be taken into accounts such as operating
state of system, restoration duration and success of the restoration process. In
addition to decision-making, it also requires analysis and feedback of operation. It
is defined as a multi-objective, multi-stage, and multi-variable optimization process
with non-linearity and uncertainty in [35]. The restoration process which require to
force the power system to return its normal operation conditions in a secure and
reliable way by minimizing the losses, restoration time, and unexpected effects on
community. Thus, the computational methods are required to be used for rapid
analysis, assessment, and action to restore the power system in a short while. The
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genetic algorithms, fuzzy logic and artificial intelligence methods, and heuristic
algorithms can be used in system restoration. The aforementioned computational
methods are widely researched in the related literature where decision support
systems increase the response of operational system [35].

The physical behavior assessment includes the resilience of power system for
distribution infrastructure and its reaction with the physical environment. Although
the infrastructure does not provide a particular effect on blackout time, interaction
of physical environment and infrastructure provide an effect on blackout duration.
The damage minimization researches show that the arrangement of transmission
and distribution system in cities and community environments affects the resiliency.

The blackout estimation is a crucial tool to ensure efficient response to natural
disasters where several estimations are performed on restoration time after hurri-
canes or earthquakes. The estimations are done considering large datasets of pre-
vious disasters and their effects on power system. The estimation parameters also
include number of substations, transformers, wind speed and similar physical data
that are used to generate a decision data by using computational methods. The
system restoration is also related with resource allocation. It is a crucial phase to
improve recovery planning and system restoration after any natural disaster strikes
the power system. Therefore, the restoration strategy is based on regarding actual
structure of power system, determining the system connectivity and power flow
graphs, allocating resources, and scheduling restoration periods. In this point of
view, three restoration models have been proposed as tactical model, short-term
restoration model, and long-term strategic model [23, 36–39].

The tactical model is based on determining restoration stations and transmission
locations in a power system, and then defining the difference of distribution nodes
in normal operation and extreme weather conditions. Afterwards, the assumptions
are performed to perform an analytical approach by considering each restore unit is
identical and each node presents a transmission location. The short-term restoration
model is performed by using the implemented tactical model as a sub-model in
power system network. At this step, the restoration units are determined by locating
and dispatching a fixed number of nodes. When a severe weather condition is
forecasted, the tactical model is operated and the restoration units are dispatched.
The short-term strategic model assumptions include the outputs of tactical model
and particular restore data owing to severe weather condition estimations. The
short-term model provides restore data for one day or fewer periods. The long-term
model assumptions are based on short-term strategic model parameters since it
provides data for long-term strategy. Moreover, the total cost for additional restore
units are also assumed in the context of long-term strategic model since it cannot
exceed the defined budget [36].

One of the most essential topics is planning in power system restoration.
Although it is not capable to solve all restoration problems, it provides a wide
infrastructure for improving restoration strategies and determining possible solu-
tions to restoration problems. In addition to restoration solutions, the restoration
planning provides stability improvement in weak power systems under normal
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operating conditions. Several advanced planning tools are implemented to improve
the efficiency and response time of restoration planning.

The complete restoration of a power system is performed in a multiple step
operation. The first step is get started by using a blackstart generator that does not
require an external electricity source. After cranking up a number of blackstart
generators, the entire power system is gradually restored to its normal operating
conditions. The following step of blackstart is energizing the transmission lines,
transformers, substations, and balancing loads. Once the transmission lines started
supplying the non-blackstart generators that require electricity to generate energy,
generators start supplying the remainder of power system in the following steps.
Thus, the restoration process continues and generators, transmission lines, substa-
tions, and loads are systematically restored [37, 38].

Emerging technologies provide extensive impact on restoration process owing to
integration of RESs and MGs to the utility and improvement of SG. Some novel
challenges such as MG, voltage source converter-based systems, and wide area
measurement systems (WAMS) increase the restoration response of power system
[35]. The integration and improvement of a MG system improves self-healing
capacity of power system and enables the distribution systems to restore faster than
regular operations. The islanded operation mode of any MG provides isolation from
power system during a blackout. The control operations can be arranged for a MG
system performing blackstart and following islanding operations that are inherited
and implemented regarding to computational methods. There are stochastic meth-
ods are analyzed to solve DG and MG operation in restoration conditions [35]. The
large integration of wind plant to power system has been accelerated by the
implemented control methods and developments in wind systems. However,
enough researches on restoration capacity of wind plants cannot be found in the
literature. The wind turbines can be used as blackstart generators during restoration
due to their starting duration is shorter than non-blackstart generators. Moreover,
the hybrid blackstart can be performed by integrating CHP, gas turbines, and static
compensators to wind plants. The static compensators that are comprised by voltage
source converters (VSCs) provide better efficiency comparing to line commutated
converters. Therefore, VSCs can be a robust blackstart source with high capacity
and reliability.

The improvement of SG allows increasing resiliency of power system with
support of measurement systems. WAMS is used to achieve reliable and syn-
chronized measurement data to power system operators. In addition, the phasor
synchronization, observation and monitoring of islanded MGs can be performed by
using remote measurement systems to improve restoration success. The WAMS
provide phasor measurements of widespread-islanded plants and provides a list for
energizing priority during restoration phases. The phasor measurement unit
(PMU) presents control and monitoring measurements to perform power system
restoration.

The CPS attacks are based on system vulnerabilities against intrusions. There
have been several attacks causing blackouts in different regions. First blackout
caused by cyber-attacks is reported in Ukraine in 2015 where almost half of whole
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residential users are left powerless by hackers [35]. Since the power restoration
depends on ICT system, CPS security is crucial in power system resiliency.
Therefore, the cyber security, communication architecture, energy consumption
monitoring and communication infrastructures such as SG and IoT are related to
power system connectivity that facilitates to meet flexibility and resiliency in the
communication base. Integration of many devices into power system operations
require a well-planned and secure infrastructure. The IoT is a novel communication
medium that is similar to SG but differs in terms of M2M communication. Due to
its internet access and cloud services, IoT enables any system operator and planner
to acquire required data over databases in a rapid and secure way. The cyber
security is one of the most crucial issues in IoT communication as well as in SG.
The power system applications that are planned to operate in IoT infrastructure will
inherit security solutions regarding to user devices and communication network
suppliers [5].

3.5 Conclusion

This chapter presents fundamental and increasing interests on power system flex-
ibility and resiliency in terms of requirements. The technological improvements,
policies and social requirements increase the flexibility concerns of a power system.
The flexibility of a power system defines its adaptation ability to dynamic and
varying conditions such as generation sources, DR of consumers, and DSM. The
essential solutions provided by a flexible power system include rapid integration of
DG sources, preventing the cost fluctuations in terms of generation and con-
sumption, eliminating the uncertainty, and adopting to novel technologies. The
increment on variable generation, environmental regulations, power market
requirements, load type variations and social needs shape the flexibility require-
ments of a power system. Besides the flexibility, a power system should meet
resiliency and connectivity requirements that are associated with similar driving
factors of flexibility.

The resiliency of a power system is defined as its ability to cope with extreme
weather conditions or natural disasters, and rapidly restoring after blackouts. The
resiliency requires hardening and strengthening power system against hurricanes,
earthquakes, floods, tsunamis and so on. The CPS outages should also be dealt with
resiliency of power system as well. Although a large number of researches have
been conducted to increase flexibility and resiliency of power system, the wide-
spread blackout risks are not handled many of them. The researches on power
system restoration present an increasing interest in the context of planning, strategy
improvement, and ICT applications. Connectivity is another aspect of flexibility and
resiliency where CPS and ICT are integrated by this concept. The advanced
metering, monitoring, and control operations that are required to increase system
flexibility and resiliency are provided by connection abilities of the power system.
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The data acquisition and processing functionality of a power system allows
improving decision strategies against generation issues or outage management
cycles.

The solutions to increase power system flexibility and resiliency have been
presented in the chapter. The requirements to increase power system flexibility have
been presented in the context of generation and capacity planning, transmission grid
requirements, and storage systems. Besides, power system resiliency can be
enhanced by three approaches based on the damage prevention, system recovery,
and survivability that are discussed in the related sections.
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Chapter 4
Resilience Metrics Development
for Power Systems

Hossein Shayeghi and Abdollah Younesi

Abstract The purpose of this chapter is to explain the metrics were used for
quantifying the resiliency of power system. Also, will determine how which metrics
are calculated for which system under what conditions. Distribution and trans-
mission infrastructure that is expanded over a wide geographic area, is always
affected by weather-related disasters which occur continuously. Therefore, a safe
and reliable operation is essential to have a resilient power system, which survives
in hard conditions. The metrics investigated in this chapter are quantitative, which
are defined based on the topology, hardware, and the efficiency of the system,
reliability indices, and also the type and severity of the threat. The accurate
assessment of each of these metrics can help to properly understand the concept of
resilience in power systems. Also, we can obtain an appropriate assessment of the
power network resilience by selecting the proper set of these metrics according to
the type of threat and our goal.

Keywords Power system restoration � Quantitative resilience � Reliability indices
Resiliency metrics

Nomenclatures

B Brittleness
CB Betweenness centrality
Cdn Cost of lost demand d at bus n
Cei Load curtailment in event ei
Cn Clustering factor
d(ni, nj) Equivalent distance between nodes ni and nj
D(t) Percentage of the infrastructures damage
DG Diameter of the considered complex grid (graph G)
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ei ith extreme event
en The number of joint couples between all neighbours of node n
f Brittleness distribution
fc Critical section of a complex network
K Total number of lines that are on the outage
kn Total number of neighbours of node n
L Laplacian matrix
lG Length of the graph G
M The number of graph nodes
n An event which caused violation in voltage level
N The number of loads in a particular area of distribution system under

consideration
n0 The number of costumers which experienced an outage
Nq All the similar PNs for the qth FN
Pd Conditional probability
Pei The probability of power grid experiencing event ei
q Total number of FNs
rl Resiliency of a single load
s The number of graph sections
S(t) Percentage of supplied power
Se Set of all disasters in which caused the system loads to exceed the

generation capacity
T Time period
tdown Down time
tdown,i A portion of period T, that the load i cannot receive power
Ts Capacity of local energy storage systems
tup Up time
tup,i A portion of period T, that the load i can receive power (tup,i = T – tdown,i)
V Graph connector weights
vr(t) Recovery speed
wi Weight of the ith factor that affects the grid recovery process
h Outage index
hmax The time that all costumers experienced an outage
/ Resistance
r Measure of the severity of the extreme event
k Failure rate
l Repair rate
K2 Algebraic connectivity of the power distribution network
� Amount of intensity of a natural disaster
gi Value of the ith factor that affects the grid recovery process
PT
d Total active power of the power system in normal operating condition

Pt ej
dn;i

Active power at load point n after the restoration plan i regarding
disturbance e at time t

Ptd ej
dn

Active power demand of bus n at the end of disturbance e
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Wk
i;n;d;t

Flexibility of the demand d at the load point n for the ith plan of
restoration at time t

Wl
i;n;d;t Outage cost restoration of demand d at bus n for ith reconfiguration plan

at time t
Wr

i;n;d;t Restoration capacity of load d at bus n for ith reconfiguration plan at
time t

4.1 Introduction

It is necessary to track resiliency metrics to be able to determine that, in the
operation of the power system under low-probability high-impact events, which
goals have been achieved and which one not been achieved. Resiliency metrics are
used at different levels for different intentions. Some of the purposes are relevant to
the national or regional macro policies and some others to a local or tools aspect. As
an example, what is the effect of the resiliency on the economic damages caused by
natural disasters at the national or regional level? For a power plant operator, it can
be essential to know how many and what types of spare parts are available.
Considering each purpose of the system needs a unique set of metrics. Because one
set of metrics does not support all the goals of the system. Then this chapter first
reviews the existing metrics for measuring resiliency of electrical systems, then a
strategy will be developed that can be used to determine the appropriate set of
resiliency metrics according to the goals pursued from the system. In the event that
national or regional macro intentions are considered, greater focus will be on
strategic aspects of the metrics set. In this case, matters like budget, availability of
equipment, number of generators and operators, speed and accuracy of response
teams, schedules, existing technologies such as smart grids, etc. will be considered.
But if local aims are taken into account, the operational aspects of the electrical
system are used to define the resiliency. In this case, matters like timely detection of
the outages, fast recovery after disasters, convenient repairs, system efficiency,
reliability indices, system hardening, improving social welfare, etc. are considered.

The necessity of quantifying resilience metrics is an important challenge, which
mostly depends on how to define the resiliency.

Resiliency may sometime be considered as the time for recovery of power
system after a disaster. In a complete definition, in addition to the time required for
recovery, the capability of the system to withstand malicious events, system
adaptability, and desirable extensibility can be considered as principal resiliency
characteristics. Resiliency can be calculated mathematically as the area under
system’s performance curve.

Resilience metrics must have some basic features. These features are essential
for the development of a comprehensive metric. In other words, a general metric
must [1]:
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• Be useful. A comprehensive metric must be helpful for decision making
incorporate system planning, real-time actions, and policy determinations.

• Provide a comparable structure. Calculation of this metric for different systems
should provide comparable information.

• It must be usable in operational and planning contexts. Operational contexts
such as pre-configuration the system before a disaster and planning contexts
such as implanting of electric conductors.

• Be comprehensive and extensible. The appropriate index should be extensible
over time and must be calculated with the advancement of technology and
equipment in complex computational methods.

• Be quantitative. The appropriate metric should be quantitatively quantifiable.
• Consider uncertainties. It is very important that the resilience metric should

reflect the system’s uncertainties.
• Consider the recovery/restoration time of the system after a disaster. An

appropriate metric of resiliency should somehow take into account the duration
of outages.

4.2 Resiliency Metrics, Different Definitions

The resilience metric may have terms of a threat or a set of threats. In fact, this
criterion answers the question of “resilient to what?”. Usually, resiliency is con-
sidered against natural disasters such as earthquakes, storms, floods, etc., but these
studies can be generalized to sudden human-caused events such as accident and
war. It can be observed that the natural disasters tend to follow cycles. The time
interval between the onset of an event up to the occurrence of another can be
classified into four phases [2]:

• Phase 1 (During the event): The length of this phase (Dt1) can be a few minutes
to a few days. In this situation, the main purpose is to reduce the damages and
loss of services.

• Phase 2 (Immediate aftermath): This stage takes a few days to several weeks.
The main goal of this period is to start recovery and repair actions. This phase
lasts Dt2 and ends when these activities are almost completed.

• Phase 3 (Intermediate aftermath): This phase usually lasts from a few weeks to
several months and sometimes interference with phase three. In this phase, the
main objective is to investigate the disaster’s effect on a specific part of
the power system by calculating the system efficiency indices and assessing the
extent of the damage.

• Phase 4 (Long-term aftermath): This stage may take a few months to several
years. In this phase, the main goal is to prepare for the occurrence of the next
disaster using the results obtained in phase three. These preparations include
corrective actions, modification of the operational strategies, and the strength-
ening of infrastructure. this phase ends with the onset of the next event.
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Figure 4.1 shows the different phases of the time horizon immediate following a
disaster occurrence until the next disaster.

Although the resilience measures are used to evaluate the consequence of a
disaster, it must also be used to assess the ability of power grid in cover its
objectives. This means that the performance of the system affects the resiliency
measures directly. For example, the area under S(t) in Fig. 4.1, which is a measure
of the loads supplied by the power grid during and after the disaster, is a
performance-based metric for resiliency [2]. Equation (4.1) describes this metric
mathematically.

R1 ¼
Z
t

SðtÞdt ð4:1Þ

Another measure based on the quality of the power network service described by
(4.2), which is the number of events that, as a result of their occurrence, the network
voltage falls outside of the standard range.

R2 ¼
X

n ð4:2Þ

where n is an event which caused the voltage level of the power grid to violate the
standard ranges.

According to U.S. Presidential Policy Directive 21 [3] (PPD-21), the resiliency
is defined as: “the ability to prepare for and adapt to changing conditions and
withstand and recover rapidly from disruptions.” In this definition, resilience
includes “the ability to withstand and recover from deliberate attacks, accidents, or
naturally occurring threats or incidents.” Therefore, based on the four main char-
acteristics stated in the definition of the resilience, i.e. withstanding capability,
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Fig. 4.1 Representation of different phases of the extreme event [2]

4 Resilience Metrics Development for Power Systems 105



recovery speed, planning capacity, and adaption capability [4], a quantitative metric
for the resiliency of a single load in a period of time (T = tup+ tdown) can be
mathematically modeled by (4.3).

rl ¼ tup
ðtup þ tdownÞ ð4:3Þ

In (4.3), downtime (tdown), which is related to the hardware aspects of the power
system and human-related processes, shows the system’s recovery speed. The
ability of the power grid to withstand the disaster is related directly to its hardware
and equipment characteristics, which tup shows this index. It should be noted that
several references have proposed similar relationships to measure resiliency in other
systems, such as communication sites [5], supply networks [6], and urban infras-
tructure systems [7]. According to [2], it is possible to define the resiliency of the
power generation resources for N loads as:

RL ¼
PN

i¼1 tup;iPN
i¼1 ðtup;i þ tdown;iÞ

ð4:4Þ

Equations (4.3) and (4.4) are similar to the equation of availability in reliability
theory, but an infinite number of repair and failure sequences are used for calcu-
lating of the availability measurement where the measures of the resiliency of (4.3)
and (4.4) can be based on a single sequence in duration T.

Suppose that n0 number of the total customers (N) in a given region under study
at the time interval T experienced an outage. In this case, the outage index is
calculated by (4.5) [2].

h ¼ n0
N

ð4:5Þ

This is the equivalent to the SAIFI in IEEE Standard 1366 that is widely used to
assess the outages of the power systems.

In Ref. [2], the recovery speed (vr) for the N number of customers is defined as
(4.6).

vrðtÞ ¼ dh
dtr

; tr ¼ t � t h¼hmaxj ð4:6Þ

For one customer N = 1 and thus n0 is 1 or 0. Assume the customer has
experienced an outage (n0 = 1). In this case, since all the customers experienced the
outage, dtr can be taken equal to Tdown, as a result:

vr;iðtÞ ¼ 1
tdown

ð4:7Þ
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In a similar manner disruption speed for a group of customers and a single one
can be calculated as (4.8) and (4.9) [2], respectively.

vdðtÞ ¼ dh
dt

; for t\t h¼hmaxj ð4:8Þ

vd;iðtÞ ¼ 1
tup

ð4:9Þ

It is clear that the (4.7) and (4.9) are analogous to the concepts of repair rate (µ)
and failure rate (k) in reliability theory, respectively.

The power network’s ability to withstand a destructive event can be measured by
a metric called resistance, which is defined for a single customer by using
(4.10) [2].

uI ¼
t1;u
Dt1

r ð4:10Þ

where t1,u is Dt1 in Fig. 4.1, which the customer still receives power before the
outage. r can be specified as a function which represents the severity of the
destruction of the extreme event and can be defined for different types of hazards
such storm, flood, earthquakes, etc. [7]. It has to be noted that r > 0. In order to
better understand the time intervals, Fig. 4.2 shows the details of the time periods of
the first two phases of a disaster (phases 1 and 2 shown in Fig. 4.1).
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Also, the resistance of u for N loads is defined by (4.11) [2].

u ¼
PN

i¼1 t1;u;i
hmaxNDt1

r ð4:11Þ

In this state, in addition to the importance of the time which loads can receive
power under the disaster conditions (t1,u in Fig. 4.2), the maximum amount of lost
power of the customers experienced the outage is also very essential.

Brittleness is the amount of damage which the power system receives from a
disruptive event and is calculated for N loads using (4.12).

B ¼ hmax

D
� 100 ð4:12Þ

where D is highly related to the characteristics of the infrastructures.
The dependency of one infrastructure to the other ones is defined as [8] “a

linkage or connection between two infrastructures, through which the state of one
infrastructure influences or is correlated to the state of the other”. In accordance
with Refs. [2, 8], it is possible to quantitatively measure the dependence of the loads
to the power grid by resilience-oriented adjusting the amount of energy storage
resources. The level of dependency of a load from the power grid may be calculated
based on rl of (4.3) as [2, 8]:

RL ¼ 1� ð1� rlÞe�lTs ð4:13Þ

According to (4.7), µ is equal to the inverse of tdown.
Reference [2] represents the intrinsic relation between dependence with the

concept of resilience and how energy storages may or may not lead to a loss of
power for customers during an outage as follows:

1
l
dRL

dTs
¼ ð1� rlÞe�lTs ð4:14Þ

Hence,

RL ¼ 1� 1
l
dRL

dTs
ð4:15Þ

As a result,

1
l
dRL

dTs
¼ �RL þ 1 ð4:16Þ

where tdown= 1/µ, shows how much restrictions there is locally for a shift in local
resilience by attaching new energy storage systems near the load or it is indicating
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in order to obtain the same local system resiliency, how much more or less energy
storage devices have to be available.

Reference [9] defined a multiple-component resiliency metric for power distri-
bution system based on the network topology as:

<s ¼
Xg
j¼1

Vjk
0ði; jÞ ð4:17Þ

where η is the number of metric components. V is equal to:

V ¼ ½Afc BD CCB DlG ECn FK2 �T ð4:18Þ

In (4.18) A, B, C,… , F are the obtained weights to indicate the importance of its

corresponding measure. k(i,j) is an element of ~<s
~< T
s and given by:

k0ði; jÞ ¼ kði; jÞ �mingi¼1ðkði; jÞÞ
maxgi¼1ðkði; jÞÞ �mingi¼1ðkði; jÞÞ

ð4:19Þ

~<s
~< T
s ¼

fc
D
CB

lG
Cn

K2

fc D CB lG Cn K2

1 a b c d e

1=a 1 f g h i

1=b 1=f 1 j k l

1=c 1=g 1=j 1 m n

1=d 1=h 1=k 1=m 1 o

1=e 1=i 1=l 1=n 1=o 1

0
BBBBBBBB@

1
CCCCCCCCA

ð4:20Þ

where a, b, c, … , o are weight coefficients in the interval (0, 1] [4].

~<s ¼ ½ fc DG lG CB Cn K2 � ð4:21Þ

Assume the power distribution system demonstrated by a graph H = (M, S,
V) comprising of M nodes, a set of section (edges) S with each element connected
from node x to node y with a corresponding weight V.

In (4.21) DG (the optimal (shortest) path between the farthest nodes) calculated
as:

DG ¼ 2E
jNjðjNj � 1Þ ð4:22Þ

lG represents the length of the graph and obtained by (4.23).
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lG ¼
P

i6¼j dðni; njÞ
NðN � 1Þ ð4:23Þ

CB is the betweenness centrality of the graph and calculated as:

CBðiÞ ¼
X

ni 6¼n 6¼nl

nk ! nl; ni
nk ! nl

ð4:24Þ

where nk ! nl; ni is 1 if the optimal path between the node nk to nl passes through
ni and 0 if nk to nl does not pass through ni. The phrase nk ! nl is to show the
optimal (shortest) path between the nodes nk and nl [9].

Cn in (4.21) shows the clustering factor of the power distribution system and
calculated by (4.25) [9].

Cn ¼ 2en
knðkn � 1Þ ð4:25Þ

Algebraic connectivity of the power distribution network is indicated as K2 and
is calculated by (4.26).

K2 ¼ eig L2ði;jÞ ð4:26Þ

where Laplacian Matrix is obtained as [9]:

Lði;jÞ ¼
degðniÞ if i ¼ j
�1 if i 6¼ j and ni is adjacent to nj
0 otherwise

8<
: ð4:27Þ

There are more metrics which can be used for defining resiliency of a power
system and (4.21) is only one combination.

In Ref. [10] six metrics that can measure the operational resiliency of microgrids
have been identified based on graph theory and Choquet integral. This definition is
based on three main assumptions:

• The number of paths between supply and load nodes affects the resiliency.
• Increasing the ratio of power supply resources to system loads improves (in-

creases) the system resiliency.
• The increase in the number of switches in the system will increase the system

resiliency, while the increase in the number of switching actions required to
connect critical loads to the power supply will reduce the system resiliency.

For the six resiliency metrics defined in Ref. [10] it is assumed the power
distribution system is equivalent to a graph that has n nodes and their nodes are
connected to one another by e branches. In this equalization, the buses and lines of
the power distribution system are demonstrated with nodes and branches,
respectively.
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Branch Number Impact (BNI) This measure is equal to the ratio of the total
number of joined branches for each RIWL in a PN to the number of all CLs [10].

BNIq ¼
PNq

k¼1
Nodes in RIWL for kth PN
Number of CLs in kth PN

Nq
ð4:28Þ

Overlapping Branches (OB) This metric is equal to the total number of joint
branches in each PCWL in a PN [10].

OBq ¼
PNq

k¼1 common branches in kth PN
Nq

ð4:29Þ

Switching Actions (SA) This measure represents the total number of switching
operations (change in the state of switches, i.e. closed to open and vice versa)
needed to connect all the CLs to sources through different FNs [10].

The Number of Resources (NoR) It is equal to the ratio of the total number of
possible resources utilized to supply all CLs to the number of all CLs in each
PN [10].

NoRq ¼
PNq

k¼1
Resurces supplying all CLs in kth PN

Number of CLs in kth PN

Nq
ð4:30Þ

Route Abundance (RA) This is the ratio of the total number of routes that is
possible for all CLs joining to all resources to the total number of CLs in each
FN [10].

RAq ¼ Routes joning all CLs to all resources in qth FN
Number of CLs in qth FN

ð4:31Þ

The Probability of Accessibility and Penalty Factor (PoA & PF) This metric is
based on two factors: the probability of availability of the source, and the losses in
distribution or penalty factor PoA & PF for a FN is calculated by (4.32) [10].

PoA & PFq ¼
PNq

k¼1 PoA� PF for kth PN
Nq

ð4:32Þ
Figure 4.3 shows the framework that is used in Ref. [10] for quantifying resiliency

in a power distribution system using graph theory and Choquet integral computation.
Reference [11] is introduced four metrics as (4.33) to measure the resiliency of

power grid under extreme events.

= ¼ fK; LOLP;EDNS;Gg ð4:33Þ
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In (4.33) K demonstrates the expected number of lines are on outage due to the
inordinate event and is calculated as:

K ¼
Z 1

0
kf ðkÞdk ð4:34Þ

f ¼ Pdðkj� Þ ð4:35Þ

where, Pd refers to the conditional probability of outage of k lines in ϒ [11].
LOLP and EDNS which are known reliability indices [12] are modified in Ref.

[11] and defined as survivability following extreme events.

LOLP ¼
X
ei2 Se

Pei ð4:36Þ

EDNS ¼
X
ei2 Se

PeiCei ð4:37Þ

where Cei is obtained using optimal power flow (OPF) [11].
Parameter G in (4.33) measures the complexity of grid restoration. It must be

mentioned, the power system restoration process after an extreme event, depending
on the kind and amount of intensity of the disaster and the extent of damage to the
critical infrastructures of the system, may take several hours to several days. The
grid recovery index is expressed as (4.38) [11].

G ¼
X5
i¼1

wigi

where
X5
i¼1

wi ¼ 1

ð4:38Þ

BNI

OB

SA

NoR

RA

PoA &PF

Choquet Integrals 
Computation

weight Interaction
index

Measure

Fig. 4.3 Flowchart of
quantifying resiliency in
power distribution system
[10]
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where, wi and ηi are described in Fig. 4.4.
In accordance with Refs. [13, 14], the resilience level of the power system under

a natural disaster can be plotted as in Fig. 4.5 in five-time intervals. The first stage,
which covers the time interval [to tes], shows the system’s resilience level before the
horrible event. The devastating event starts at time tes and continues until the time
tee. During this period, the level of resilience of the system gradually decreases from
the initial value Ro to its minimum value, i.e. Rp (the gradient depends on the
structure and capabilities of the power network). The preparation is then followed to
start the recovery process at the fastest possible time interval, i.e. [tee trs]. With the
onset of restoration process at time trs, the level of resilience of the power system
gradually returns to its original state (the desired value before the disaster, Ro). The
time after tre is the state of resilience after the completion system recovery process.

Reference [14] has considered a set of network performance indices as a
benchmark for measuring the resilience level of the power system against extreme
events and called it as UKEP.

In this definition, U represents the number of lines that are tripped per hours
(during the extreme event occurrence) and calculated by (4.39):

U ¼ Rp � Ro

tee � tes
ð4:39Þ

w1Severity of the extreme event (η1)

w2Severity of power infrastructure damage (η2)

w3Severity of transportation infrastructure damage (η3)

w4Severity of cyber infrastructure damage (η4)

w5Unavailability level of human and material resources (η5)

G

Fig. 4.4 Grid recovery index factors [11]
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Fig. 4.5 The resilience level of the power system under a natural disaster
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The parameter K refers to the amount of power system resilience level reduction
due to the occurrence of a malicious event (number of lines tripped) and is equal to:

K ¼ Rp � Ro ð4:40Þ

The time duration that it takes to start the restoration/recovery process after the
occurrence of an extreme event represented by E and is equal to:

E ¼ trs � tee ð4:41Þ

After the start of the recovery/restoration process, the number of lines that are
retrieved per hour is shown using P and is equal to:

P ¼ Ro � RP

tre � trs
ð4:42Þ

In addition to the UKEP metric, for calculating the lines that were in service
from the beginning of the disaster to the end of the recovery/restoration process (the
lines that have not experienced the outage), a criterion called the Area is defined
and, in accordance with Fig. 4.5, is equal to [14]:

Area ¼
Ztre

tes

RðtÞdt ¼ K� ðtee � tesÞ
2

þðRp � ðtrs � tesÞÞþ K� ðtrs � treÞ
2

ð4:43Þ

Similarly, by plotting the variations of resilience level of the critical infras-
tructures under a natural disaster, we can also calculate the UKEP and Area metrics
for them [14].

Reference [15] has improved the power system resiliency based on the grid
reconfiguration. In this regard, three metrics have been suggested for quantitative
evaluation of power system resiliency.

W ¼ ½Wk
i;n;d;t;W

l
i;n;d;t;W

@
i;n;d;t� ð4:44Þ

In (4.44) when the ith plan of the network reconfiguration is considered at time t,
Wk

i;n;d;t calculated as:

Wk
i;n;d;t ¼

P
i2I

P
n2N Ptje

dn;i

PT
d

ð4:45Þ

The term Wl
i;n;d;t in (4.44) is equal to:

Wl
i;n;d;t ¼

X
i2I

X
n2N

CdnðPtje
dn;iþ 1�Ptje

dn;iÞ ð4:46Þ
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The last parameter of W in (4.44) is W@
i;n;d;t which is calculated as:

W@
i;n;d;t ¼

X
i2I

X
n2N

Ptje
dn;i

� Ptd je
dn

PT
d � Ptd je

dn

� 100 ð4:47Þ

4.3 Conclusion

In this chapter, quantitative metrics that were proposed in the literature to assess the
resilience of power systems were explained. Researchers have proposed different
metrics for the resiliency of power grid in various viewpoints such customer per-
spective and power distribution level. Physical structure and network topology,
severity and type of the threat, system performance under malicious event,
restoration/recovery time after the disaster, network reliability indices, number of
critical infrastructures such as transformers, storage resources, distributed energy
resources etc., are effective in the assessment of the power network resiliency. In a
general viewpoint, resilience metrics may be classified in three categories such
simulation-based methods (whose are based on the performance of the system),
analytical methods (whose are based on the probability and reliability indices), and
statistical analysis of historic outage data. It should be noted that the power system
planner can use one or a several numbers of the metrics for an accurate measure-
ment of the resilience of the power system for a specific event with a known
severity considering the purpose of system planning.
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of Resilience Systems



Chapter 5
Resilience Thorough Microgrids

Shahram Mojtahedzadeh, Sajad Najafi Ravadanegh,
Mahmoudreza Haghifam and Naser Mahdavi Tabatabaei

Abstract Currently the number of Microgrids (MGs) is continuously increased in
distribution network. In this view, the future advanced distribution network can be
regarded as clusters of MGs. Hence the MGs is the building blocks of smart
distribution networks. There are many technical, economic and social reason for
MGs implementation. One of the main advantages of MGs is the ability to
encounter with abnormal conditions in the network such as occurrence of natural
disasters with island operation capability. Based on the above discussion, the
problem of optimal planning of distribution network based-on MGs is an interesting
topic. In this chapter the optimal MG-based smart distribution grid planning
problem is formulated and tested on a planning area. While the natural disasters are
low probability and high impact phenomena, there are not enough historical data to
extract an accurate component failure model. In this chapter the initial geographical
area of MGs is supposed as input data in a large scale Greenfield study area and
based on the resiliency constraints and index, the optimal configuration of total
distribution network including MGs is determined. The distribution network con-
figuration is planned such that all MGs meet the predefined requirement based on
definition and supply the predefined critical loads within each MGs. In this work the
optimal size and site of network elements and its configuration is determined by a
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multi-objective optimization algorithm. The effect of the natural disasters on resi-
lient MG-based distribution network planning, the geographical data for disasters is
modelled to give a geographical map that joins the spatial risk index with distri-
bution network component location. The main goal of this work is to propose a
framework for optimal MG-based resilient distribution networks.

Keywords Critical load � Greenfield � Microgrid � Natural disasters
Optimal configuration � Resilience � Resiliency constraint � Resiliency index
Spatial risk index

Nomenclatures

Bdi Binary decision variable for DGs
ðcosuaveÞic Power factor of cth cluster connected to ith DG
ðcosuÞick Power factor of kth load of cth cluster supplied by ith DG
CDept: Depreciation value
CDGi;fuel Fuel price for DG unit
CLevelized
DGi Levelized cost of energy

CVar:
DGi;O&M O&M fixed cost

CVar:
DERi;O&M O&M variable cost

CCap
DGi

Capital cost for DG
Ci Current temperature
CCap
LVF;ic

LV feeder capital cost from ith DG to cth Cluster

CCap
LVF;kic

LV feeder cost for kth load of cth cluster connected to ith DG

Ctax Tax rate
Cv Voltage temperature
Cocolonycost

Colonies cost coefficient
Drate Discount rate
Distmax Max distance or max feeder length (m)
Distck Distance between kth load and cth cluster (m)
Distic Distance between ith DG and cth Cluster (m)
F Cost function
fDGi;cap: Capacity factor
fELC Energy loss cost factor (USD/kWh)
f Caprec: Capital recovery factor
FDGMG Cost of DG in MG
FLVFMG Cost of LV feeder in MG
HDGi;rate Heat rate
iLOSS;ck Loss index for feeder from cth cluster to kth load point
iLOSS;ic Loss index for feeder from ith DG to cth cluster
IðsiÞ PV current
Ims Max current
Isc Short circuit current
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k Weibull PDF shape factor
l Distance
lt Life time
LDGi Connected load to DG (kW)
LFave Average annual load factor
MDmax Max elec. distance (m.kW)
N PV number
Nc Number of countries
NDG Number of DG units
Ni Number of clusters
NI Number of imperialists
NL Total number of loads
NLi Number of load blocks supplied by ith DG
ND Number of decades
P Turbine output power
Pr Rated power turbine
Pk Block demand (kW)
PDGi Rated capacity of DG (kW)
PFc Customer power factor
PFD DG power factor
R Line resistance (X)
Rrev Revolution rate
S Demand
s Scale factor
si Solar irradiance
save Average radiation
T Time period (years)
T 0 Ambient air temperature
Tn Nominal operating cell temperature
Tcell Cell temperature
V LV line voltage (kV)
VðsiÞ PV voltage
Vmax Maximum permitted voltage drop value
Vms Max voltage
Voc Open circuit voltage
x x coordinate of certain load or source point
X Line reactance (X)
y y coordinate of certain load or source point
µ MG’s number
c Mean of demand
r Variance of demand
m Wind speed
η Efficiency
a Alpha PDF shape parameter
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b Beta PDF shape parameter
q Specific resistance
k Failure rate

5.1 Introduction

Previous blackouts have highlighted the weakness of the interconnected power
system, which is complicated, fragile and vulnerable to natural disaster and other
attacks. The ability of the distribution system to efficiently withstand
low-probability, high-impact events; while enabling a quick recovery and restora-
tion to the normal state is interpreted as resiliency. In [1], Distribution System
Resiliency is discussed as a process of modernizing the grid that needs considerable
time, effort and innovation. It outlines a distribution resiliency roadmap, identifying
critical pieces of such an effort. As distribution networks are still vulnerable to
extreme weather events, it is necessary to design new restoration techniques to
reduce the outage time to improve the network resiliency. Traditional restoration
techniques aim to restore as much load as possible in areas where service is lost.

By transforming the power system, electricity can be delivered where and when
needed with high reliability [2]. Distribution system restoration, which aims to
restore loads after a fault by altering the topological structure of the distribution
network, has been extensively studied in the literature using various methodologies,
including expert systems [3, 4], fuzzy logic [5, 6], multi-agent systems [7, 8],
heuristic search [9], and optimization [10]. In [11], spanning tree search algorithm
is used for reliability analysis of smart distribution systems with Distribution
System Restoration technique and remote control capability. Switching sequence is
decided by a set of rules. In [12], an optimization method is proposed to restore
loads after a fault by changing the topological structure of the distribution network
while meeting electrical and operational constraints.

Other benefits of the smart grid include enhanced cyber-security, integration of
renewable energy resources, demand response and the integration of electric
vehicles onto the grid for achieving grid resilience is increasing system flexibility
and robustness [13]. As protecting the power distribution grids from catastrophic
natural events is quite complicated and uneconomical, quick restoration ability after
disasters is considered as the suitable solution. However, during extreme events, the
main substations may fail and the distribution network cannot be supplied, and this
may cause widespread outages. In these cases, traditional restoration methods
cannot recover power supply in a short time. The integration of distributed gen-
erations and micro-grids provides new ways to supply critical loads and enable
faster recovery of system. According to the IEEE Standard 1547.4, splitting a
distribution system into multiple MGs can improve the operation and reliability of
the distribution network. The self-sufficiency of the micro-grids is critical when the
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main network is down due to a widespread outage. This ability can provide a faster
system recovery [14]. Microgrids could be formed in natural disasters by using
available emergency generators through expanding their supply coverage beyond
their designed service areas; or renewable energy resources such as wind/PV supply
units that are gaining popularity to the environmental concerns [15, 16]. This
ability, known as islanding, is arguably the most important characteristic of a
microgrid. Since natural disasters cannot be avoided, it is important to enhance the
capacity of systems to resist and recover from these events [17]. The use of
microgrids can increase the power system’s defences against natural disasters. By
having active components such as distributed generation and energy storage at the
distribution level, microgrids provide more flexibility, shorten the distance between
generation and load and reduce the susceptibility of the conventional centralized
grid and control architecture [18]. Microgrids manage distributed generation units,
energy storage and other resources to increase the availability of generation, thereby
improving resiliency. During a blackout, local generation within microgrids can be
used to start a local restoration procedure [19]. Recently research on distribution
network restoration with the presence of micro-grids is increased. In [20] the
self-healing ability of a distribution network by dividing the system into multiple
micro-grids is investigated [14], simulated the system black start for micro-grids to
ensure the power quality, stability and robustness during the restoration. In [12], a
restoration method based on micro-grids is used. The approach in [12] aims to
restore max number of loads and min number of switching operations.

5.2 Formulation on Smart Resilient Distribution Network
Planning Based on MGs

Distribution network planning is a difficult problem to solve, because we must
satisfy so many constraints. In recent years, because of increasing penetration of
distributed generations that change network topology and structure, engineers are
faced with problems related to that change the facts we believed in before. More
than this, network optimization costs are so high. Then for an optimal planning,
these important factors must be considered in the planning process. Due to the
description above, clustering existing grid to multiple micro-grids is a new solution
for planning problem which can postpone the network upgrade to benefit technical
and economic advantages. In this chapter, we present a framework to plan a dis-
tribution system based on micro-grids, form micro-grids, and determine the optimal
service area, distributed energy resources combination, DG location, sizing,
MV/LV substation’s size and its location in each microgrid. Designed cost function
is (Ft):
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Ft ¼
XNMG

l¼1

ðFDGMGðlÞ þ LVFMGðlÞ Þ ð5:1Þ

This function consists of two parts, one is related to energy sources costs (fixed and
variable) and other is related to low voltage feeders cost. The first term represents
the cost of both dispatchable units (such as CHP, FCH and MT) and
non-dispatchable units (such as wind and PV) within each MGs. The second term is
the cost of LV network feeders that connect the LV loads to energy resources in
each MGs. Decision variables are energy resources’ size, location and type, and
MV/LV transformers size and location and micro-grid’s service area.

5.3 Planning Model Details

To start required data (geographical, technical, and load forecasting data, irradiation
and wind speed data) must be collected. After this step, the Greenfield area must be
divided into load blocks that their load gravity center is considered to be at their
centroid and they may have different demands. Then, candidate places for dis-
tributed generators must be specified. By preparing decision variables, some can-
didate places may be specified to install DGs, and then some of the load points will
be assigned to each source by K-Means clustering method. Proposed algorithm
steps are:

5.3.1 Load Assignment

For load allocation, voltage magnitude constraints are considered. Product of a load
point demand and its distance to a DG is calculated by:

MD ¼ Max Load� Distance ð5:2Þ

Dist = distance between a load block and a DG;
If constraints below are satisfied, then the corresponding candidate location will

be kept:

Pk � Distik\MDmax

Pk ¼ VkIk if Vk � 1 pu ) Pk / Ik

Rik ¼ q lik
A ) Rik ¼ klik ) Rik / Distik

 !
:

Distik\Distmax

ð5:3Þ

where
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Distik ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxi � xkÞ2 þðyi � ykÞ2

q
ð5:4Þ

MDmax ¼ Vmax � 103V2 cosu
R cosuþX sinu

� �
ð5:5Þ

Equations (5.3) and (5.5) determine the voltage inequality constraint and max-
imum rated voltage drop. To determine the real distance GIS data can be used or the
method presented in [21] can be used to calculate the real distance between DGi and
loadk. Then by sorting distance between each load block and DGs, loads points will
be assigned to the nearest DG considering following constraints:

XNLi

k¼1

Pk\LFaveDGi :PmaxDGi ð5:6Þ

i belongs to set of selected DG sites and LFave is:

LFave ¼ total annual energy
annual peak load� 8760

ð5:7Þ

To ensure that all load points are supplied, constraint below must be satisfied:

XNDG

i¼1

NLi ¼ NL ð5:8Þ

Also, to avoid having not supplied load points a penalty is defined.

5.3.2 K-Means Method

K-Means clustering method is used to grouping load points into “N” groups.
Clustering is done by minimizing Euclidean distances between load points and the
corresponding centroid. By using K-Means, NLi blocks which are connected to a
DG (ith DG), will be clustered to Ni groups related to ith DG and Ni is:

Ni ¼ ceil

PNLi
j¼1 Pjffiffiffi

3
p

VImax cosuDGi

ð5:9Þ
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5.3.3 Cost of Feeders

The following equation is used to calculate LV feeder’s costs considering its
variable and capital costs (costs of feeder from DG to cluster centroid (between ith
DG and cth cluster) and from cluster centroid to load point (between cth cluster and
kth load block):

FLVFMGðlÞ ¼
XNDG

i¼1

XNi

c¼1

ðCCap
LVF;icDistic þ

RiciLOSS;icfELC
3� 103V2ðcosuaveÞ2ic

 !
� 8760T

þ
XNL;j;i

k¼1

ðCCap
LVF;kicDistck þ

RjkiLOSS;ckfELC
3� 103V2ðcosuÞ2ick

 !
� 8760TÞÞ � CE � Bdi

ð5:10Þ

iLOSS;ic ¼
XNL;c;i

k¼1

Pk

 !2

:Distic ð5:11Þ

iLOSS;ck ¼ P2
k :Distck ð5:12Þ

ðcosuaveÞic ¼
PNL;c;i

k¼1 PkPNL;c;i

k¼1
Pk

ðcosuaveÞick
ð5:13Þ

In cost modeling, all costs are in USD and currency exchange factor (CE) is
used. As mentioned before, to calculate distance between cth cluster and kth load
block GIS data or method presented in [21] is used.

5.3.4 Cost of DGs

To determine capacity of each DG, the sum of the demands assigned to them is
needed:

LDGi ¼
XNL;i

k¼1

Pk

LFave
ð5:14Þ

Fixed and variable costs for different types of DGs are considered in related cost
function and covers capital, fuel, operations, performance and maintenance costs
(USD/kWh), CLevelized

DGi [22]:

FDGMGðlÞ ¼
XNDG

i¼1

ððCLevelized
DGi :PDGi:CEÞ:T :8760Þ:Bdi ð5:15Þ
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CLevelized
DGi ¼CCap

DGif
Cap
rec: � 1� CtaxCDep:

� �
8760fDGi;cap: � 1� Ctaxð Þ

þ CFixed
DGi;O&M

8760fDGi;cap:
þ CVar:

DGi;O&M

103
þ CDGi;fuelHDGi;rate

106
ð5:16Þ

f Caprec: ¼ Drate: 1þDrateð Þ
1þDrateð Þlt�1

ð5:17Þ

5.3.5 Partitioning and Forming of Low-Voltage Network
into Autonomous Microgrids

After all steps before, it’s time to cluster and form the distribution network to
community of MGs. It is assumed that all micro-grids will have a main dispatchable
DG to supply critical loads reliably. Main DG types are CHP or Fuel Cell. After
energy resource placement and load allocation, according to main units, according
to the distance between main units and other types of DGs, microgrids are formed
by a dispatchable and some non-dispatchable units. The service area of each low
voltage MG will be determined by these set of sources and their loads according to
predefined criteria. Then load gravity center coordinates of each MG are determined
to place the microgrid PCC bus (MV/LV transformer).

5.3.6 Uncertainty Modeling

Renewable energy resources have intermittent nature which can affect microgrid’s
performance. The best way to deal with this problem is to adapt the system to some
operating scenarios and make it less sensitive to the variations. To speed up cal-
culation a proper scenario reduction method must be applied to decrease the number
of generated scenarios due to uncertainties. In this chapter, uncertain parameters are
wind turbines and PV panels outputs and also demand. To represent errors in load
forecasting methods, wind speed and irradiation predictions, an appropriate prob-
ability density function is used for each input variable:

• Normal PDF (probability density function) for load modeling

f ðsÞ ¼ 1ffiffiffiffiffiffiffiffi
2pr

p e
ðs�cÞ2
2r2 ð5:18Þ
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The load in each point is modeled with a normal PDF with c (mean of demand)
and r (variance of demand) is equal to small percentage of the base load.

• Weibull PDF for wind speed, which depends on wind speed and is presented by

f ðtÞ ¼ k
s

t
s

� �
e�

t
sð Þk ; 0� t�1 ð5:19Þ

and the transformation of wind speed to wind turbine output power is given by:

P ¼
0 if t� tin or t� tout
t�tin

trated�tin
Pr if tin � t� trated

P else

8<
: ð5:20Þ

• Beta PDF for solar irradiation modeling is given in (5.21)

f ðsÞ ¼
CðaþbÞ

CðaÞþCðbÞ s
a�1
i ð1� siÞb�1 if 0� si � 1; 0� a; b

0 else

	
ð5:21Þ

The output power of PV panel is calculated by (5.22)

PðsiÞ ¼ N:g:VðsiÞ:IðsiÞ ð5:22Þ

g ¼ VrmsIrms
VocIsc

ð5:23Þ

Finally, the PV voltage (depends on radiation) is

VðsiÞ ¼ Voc � CvTcell ð5:24Þ

PV current can be obtained from

IðsiÞ ¼ save½Isc þCiðTcell � 25Þ� ð5:25Þ

Tcell ¼ T 0 þ si;ave
Tn � 20
0:8

� �
ð5:26Þ

Then ±10% deviation is considered for error in predicted peak values. After
generating scenarios, the number of them is reduced by the simultaneous backward
reduction method [23].
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5.3.7 Resiliency Modeling

As was detailed in [24, 25], power grids in a certain area may be subject to extreme
events that could affect them by damaging infrastructure components or facilities.
Also they may be affected by less severe events such as economic crisis and capital
investment reduction that could lead to aging infrastructure components. The focus in
this chapter is on extreme events like natural disasters. Extreme events can be con-
sidered as hazards for the operation of power systems, which can be defined based on
[26] as “a potentially damaging physical event, phenomenon and/or human activity,
which may cause operations or service disruptions.” Extreme events not only affect
grids’ operations when they are active, but also in their aftermath.

As Fig. 5.1 represents, the period of time from one extreme event and the next
one can be divided into four phases. These phases briefly are [24]:

– During the event: This phase lasts few minutes or longer like few days. This
phase lasts from the time the first signs of the event are being noticed to the time
the first repairs are made, Dt1.

– Immediate aftermath: This phase may last from a few hours to a few weeks. This
phase lasts from the time that the restoration and repair activities initiate to when
they are mostly completed, Dt2.

– Intermediate aftermath: This phase lasts from a few weeks to several months.
The focus during this phase is to studying the effect of the event on the power
grid by performance metrics evolution and documenting damage.

– Long-term aftermath: This phase usually last from a few months to several
years. The focus in this phase is to preparing system for the future event by
planning and modifying the existing infrastructure and operating processes
according to third phase output.

Fig. 5.1 Phases of an extreme event and resiliency curve
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In this research, definition used for resilience is “the ability to prepare for and
adapt to changing conditions and withstand and recover rapidly from disruptions”
[27]. That is, resilience is an attribute with four components:

– Withstanding capability; i.e., the ability to operate during an extreme event.
– Recovery speed; the time needed to recover with respect to a disruption.
– Preparation/planning capacity; the ability to implement measures to decrease the

effect of future events on networks’ performance.
– Adaptation capability; the ability to operate and manage network to react to

conditions that could affect its performance.

Based on this definition for resilience, the used metric for resilience in this
framework, RI, is defined as [5–26]:

RI ¼ TUp
TUp þ TDown

ð5:27Þ

This equation presents a measure of resiliency through the dependence on the up
(TUp) and down times (TDown). The service recovery time is represented by TDown,
which is mostly influenced by human driven activities and hardware related aspects.
TUp depends on the withstanding capability of a network to during an event. Its
value is related network design and hardware characteristics. The sum of up and
down time is the total evaluating time T.

Then an index is designed for MGs which calculate MG’s feeders’ length to total
feeder length of network. This parameter is:

RMG ¼ MGLine

TotalLine
ð5:28Þ

Then its average value is obtained for all MGs and then is applied to problem.

RMGAv ¼
PNMG

mg¼1 RMG

NMG
ð5:29Þ

In addition, for resilience improvement network hardening costs are considered
in cost function.

5.4 Component Fragility Modelling

Fragility modelling is a key concept in planning of distribution networks against
natural disasters. In this case to decide the hardening degree of the network com-
ponents with respect to the severity of the disaster it is important to use the fragility
curve for each component to show that a network component is damaged in
encountering to a specific natural event. There is different fragility curve for dif-
ferent event that should be used for the current event. In this chapter the fragility
curve for distribution network poles and feeder against hurricane wind speed is
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applied to model the degree of fragility with respect to hurricane in a specific are of
the planning zone. The fragility curve for distribution network poles and feeder are
given by (5.30) and (5.31), respectively [26, 27]. In the above equations the
parameter k define the component failure frequency with respect to hurricane and m
wind is speed.

kPoleðmÞ ¼ 1� 10�4 e0:421m ð5:30Þ

kLineðmÞ ¼ 8� 10�12 m5:173 ð5:31Þ

Figures 5.2 and 5.3 are a graphical representation of Eqs. (5.30) and (5.31).
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5.5 Joint Geospatial Map Construction for Natural
Disasters

Geospatial map for the hurricane wind speed pattern in the study zone is another
important concept that joints the geographic map of the natural disasters to the
fragility curve. The goal of this concept is to model a relation between the severities
of the natural disaster to the fragility curve of the network component. In this
chapter a geographical map is illustrated the show the planning zone with different
hurricane speed.

5.6 Simulation and Results for Optimal Resilient Planning
of Smart Distribution Network Based on MG

In this chapter, the autonomous multiple microgrid forming is studied but without
loss of generality, it can be applied for autonomous and non-autonomous cases.
MGs’ borders are determined using some predefined geographical, economic and
electrical constraints, considering uncertainty sources in the network. The proposed
method is applied to a certain Greenfield (the area considered in [23]). After
preparing data, we divide the proposed area into small load blocks (50 � 50 m).
The total forecasted load is 3778.72 kW with 0.9 power factor and candidate
locations for each type of DGs are specified [23]. Four types of DG units are used,
Wind Turbine (WT), Photovoltaic Cell (PV), Fuel Cell (FC) and Combined Heat
and Power (CHP). To increase the reliability of critical customers, candidate
locations for dispatchable DGs are selected to be near these loads and due to this
criterion, all microgrids at least have one dispatchable DG. In Fig. 5.4, considered
area with its blocks and their load density is presented. It is assumed that system is a
smart grid, all needed infrastructures are ready, and customers are engaging demand
response or load control programs. The ICA algorithm is used to solve the opti-
mization problem. Parameters used in proposed method are described in Table 5.1.
The parameters related to the levelized cost of energy are prepared from [27]. To
test the proposed method, planning considering uncertainties and resiliency con-
straints is evaluated.

5.6.1 Planning Considering Resiliency Constraints

In this test all constraints in previous cases and also the resiliency and hardening
criteria are considered. In Fig. 5.5, the area which may has destructive storms is
presented. Then according to geographical structure, large elliptic in Fig. 5.6,
determine the critical area and red elliptic determine the area which needs under
grounded feeders. In other parts, reinforced poles will be used (for hardening the
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Fig. 5.4 Considered green field area with load density

Table 5.1 Proposed
framework’s parameters

Parameters

1 Planning time period 8 years

2 Network nominal voltage 0.4 kV

3 fELC 800 IRR/kWh

4 CTAX 0.392

5 Drate 0.07

6 CE 30,000

7 Nc 30

8 AC 1.1

9 NI 3

10 Rrev 0.2

11 Cocolonycost
0.02

12 lt 30 years

13 ND 150

14 PFc 0.9

15 PFD 0.8

16 Feeder conductor impedance 0.2116e−3+j0.08e−3 X/m

17 Line length 400 m

18 Max allowed current 200 A

19 Failure rate 2 failure/year/km

20 Average repair time 5 h
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network). Notice that all of the costs related to hardening is added to objective
function to be optimized. Then results are given by Fig. 5.7 and Table 5.2 (number
of micro-grids and their specifications). The data related to unavailability time and
resiliency index is represented by Table 5.3. We can see that in the second planning
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Fig. 5.5 Critical area
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Fig. 5.6 Area which needs under grounded feeders
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Fig. 5.7 Clustering of low voltage grid into microgrids (resiliency constraints)

Table 5.2 Clustering of LV network into multiple MGs considering resiliency constraints

MG DGs DG number DG type Capacity (kW) PCC Trans. (kVA)

1 Non-Disp. – – – 100

Disp. 10 FC 75

2 Non-Disp. – – – 250

Disp. 11 FC 175

3 Non-Disp. 4
27

WT
WT

125
175

200

Disp. 13 CHP 150

4 Non-Disp. 28 PV 350 315

Disp. 14 FC 200

5 Non-Disp. 2 PV 300 250

Disp. 16 FC 175

6 Non-Disp. – – – 315

Disp. 17 CHP 200

7 Non-Disp. 8 WT 150 100

Disp. 21 CHP 50

8 Non-Disp. – – – 630

Disp. 24 FC 500

9 Non-Disp. 12 PV 175 250

Disp. 25 CHP 200
(continued)
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case, average down time for network is lower than previous case because of con-
sidered algorithm and hardening criteria. Using undergrounded feeder make the
down time zero.

5.7 Conclusion

In this chapter the problem of optimal planning of distribution network based-on
MGs in a green field area is investigated. The optimal MG-based smart distribution
grid planning problem is formulated using a cost based and resilient-oriented
method. The boundaries of low-voltage distribution MGs are determined consid-
ering network adequacy and security constraints. Besides the optimal size and
location of network components is determined using a multi-objective optimization
algorithm. Failure rate of main components in distribution network such as distri-
bution poles and conductors are modelled as a function of hurricane wind speed.
A new metric is defined to show the degree of planned network resiliency with
respect to conventional planning. The network configuration is designed and
compare with normal planning case. Finally, the effect of resilient planning of

Table 5.2 (continued)

MG DGs DG number DG type Capacity (kW) PCC Trans. (kVA)

10 Non-Disp. 22 WT 325 630

Disp. 26 CHP 400

11 Non-Disp. – – – 315

Disp. 29 CHP 225

12 Non-Disp. 5
32

WT
WT

175
150

200

Disp. 30 FC 150

13 Non-Disp. – – – 315

Disp. 31 CHP 225

14 Non-Disp. – – – 315

Disp. 34 FC 250

Table 5.3 Unavailability time and resiliency index

MG 1 2 3 4 5 6 7 8 9 10 11 12 13 14

RMG

(�10−4)
450 923 2121 3437 4837 5152 5960 6611 7565 8834 9476 11,104 11,500 12,130

TD
(�10−1)

4.65 0 0 0 14.1 0 0 6.74 9.87 13.13 6.65 16.84 0 6.52

TD
average

0.5607
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distribution network on the number of MGs is evaluated. It is shown that with
resilient planning the number of MG is increased in a given network.
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Chapter 6
Optimal Scheduling
of Networked-Microgrids to Resiliency
Enhancement Under Uncertainty

Pouya Salyani, Sajad Najafi Ravadanegh
and Naser Mahdavi Tabatabaei

Abstract By increasing the penetration of distributed energy resources (DERs) and
developing the microgrids (MGs) due to its implication for the existing circum-
stance of power system, Networked-Microgrid (NMG) approach is becoming an
important issue in smart distribution grids. On the other hand, low probability but
extreme events like natural disasters or the fuel interruption can threaten the grid
security. For this end resiliency problem is discussed in this paper for the MMG
structure of distribution network. The main objective of this chapter is to globally
reach the minimum cost operation of microgrids in normal condition while meeting
the adequacy in resiliency operation mode. The dispatchable unit status, energy
storage and adjustable loads scheduling and the energy trade status between
microgrids in each hour are evaluated with stochastic modeling of load and
renewable power generations. It is of important because these microgrids have
energy exchange between each other under control of energy management system
(EMS) in addition of energy drawing from main grid. This can prepare an option to
count on DER capacity of other microgrids in resiliency mode of system operation
when the main grid is disconnected.

Keywords Distribution network � Grid security � Networked-microgrids
Resiliency enhancement � Resiliency operation � Uncertainty
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X d;i Set of dispatchable units in microgrid i
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X sl;i Set of shiftable loads in microgrid i
X cl;i Set of curtalable loads in microgrid i
X nd;i Set of nondispatchable units in microgrid i
µ Mean value of load PL

r Standard deviation of load PL

v Wind speed
Pr;WT Wind turbine nominal power
vcut�in Wind turbine cut in speed
vcut�off Wind turbine cut off speed
Ppv PV output power
PSTC PV power at standard condition
GING Solar irradiation
GSTC Solar irradiation at standard condition
Tc PV standard temperature
Tr PV real temperature
xi;j;t Binary decision variable that defines if the dispatchable unit j in

microgrid i operates in hour t or not
Pd
i;j;t Generated active power of dispatchable unit j in microgrid i and

in hour t (MW)
Pnd
i;q;t Generated power of nondispatchable unit q in microgrid i and in

hour t (MW)
Pg
i;t Active power transacted from main grid to microgrid i in hour

t (MW)
fi;t Binary decision variable that defines whether microgrid i buys

energy from other microgrids or not
PTr
i0i;t Active power transferred from microgrid i0 to microgrid i in hour

t (MW)
ni;t Binary decision variable that defines whether microgrid i sells its

surplus energy to other microgrids or not
PTr
ii0;t Active power transferred from microgrid i to microgrid i0 in hour

t (MW)
si;t Binary decision variable that defines whether if the battery

storage microgrid i is in charge state or not
vi;t Binary decision variable that defines whether if the battery

storage microgrid i is in discharge state or not
Pst
i;t Active power of battery storage in microgrid i and in hour

t (MW)
zi;c;t Binary decision variable that is 1 if the curtailable load c is shed

in microgrid i and in hour t
Dcl

i;c;t Consumption of curtailable load c in microgrid i and in hour
t (MW)

xi;s;t Binary decision variable that is 1 if the shiftable load s is shed in
microgrid i and in hour t
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Dsl
i;s;t Consumption of shiftable load s in microgrid i and in hour

t (MW)
Ci;t Available capacity of battery storage in microgrid i and in hour

t (MWh)
ai;s,bi;s Optimum start and end time of shiftable load s consumption in

microgrid i (hr)
FPi;j;t Fuel price of dispatchable unit j in microgrid i and in hour t ($/

MWh)
FPi;j;t Market price in hour t ($/MWh)
f shs Defined penalty in order of shifting the load s within specified

time horizon ($/hr)
f crc Defined penalty in order of curtailing the load c within specified

time horizon ($/hr)
Di;t Certain demand in microgrid i and in hour t
Pdmin

i;j ;Pdmax
i;j Power limitation of dispatchable unit j in microgrid i (MW)

RUd
i;j;RD

d
i;j Ramp up and ramp down rates for dispatchable unit j in

microgrid i
Pgmax

i Maximum permissible power to be transferred in microgrid
i (MW)

OTi;j;DTi;j Up and down time of dispatchable unit j in microgrid i

Pch;min
i ;Pch;max

i
Minimum and maximum charge state power of storage in
microgrid i (MW)

Pdch;min
i ;Pdch;max

i
Minimum and maximum discharge state power of storage in
microgrid i (MW)

Cmin
i ;Cmax

i Minimum and maximum capacity of storage in microgrid
i (MWh)

MCTi;MDTi Minimum charging and discharging time of storage of microgrid
i (hr)

Esh
i;s;E

cr
i;c Total consumption energy of adjustable loads in microgrid

i (MWh)
si;s; di;s Defined start and end times of shiftable load s consumption in

microgrid i (hr)
Dsh;min

i;s ;Dsh;max
i;s

Demand limitation of shiftable load s in microgrid i (MW)

Dcr;min
i;c ;Dcr;max

i;c
Demand limitation of curtailable load c in microgrid i (MW)

6.1 Introduction

Networked-microgrids are cutting-edged technologies which have great capabilities
to improve the resiliency of existing power distribution networks. This brand new
technologies play a vital role in making highly reliable and secure situations for
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local loads especially during natural disasters and emergency conditions and pre-
vent consumers from facing with unnecessary interruptions and load shedding. In
other words, the important purpose of this chapter is to providing optimal
scheduling for microgrids (MGs) in different operational modes which ensures
better conditions for resilient microgrids. On the other hand, the sharp fluctuations
and uncertainties in load demands and renewable power generations enforce
researchers to handle the power system operation problems in microgrids envi-
ronment with stochastic methods. Therefore, in the chapter, a scenario-based
heuristic algorithm is introduced to provide more effective solution to the proposed
problem. The suggested optimization problem is divided into normal and emer-
gency conditions. In normal situation, all MGs operate in a regular condition and
dispatch of power between MGs and utility grid is done in order to satisfy the
requirements of local loads. In this condition, MGs have a great coordination with
together through flowing power and data in safe environment. In emergency con-
dition, there can be some natural or man-made disasters in the network and prevent
an efficient delivering of electricity through distribution lines. Although, MGs may
encounter with critical situation in providing power for their own loads, a new
proposed energy management system (EMS) for the presented NMGs structure can
ensure a trustworthy and effective condition for both MGs owners and consumers.
One of the significant differences in the structures of normal and emergency con-
ditions has to do with the connection of MGs to the utility grid. While, all MGs
have access to the utility grid in whole time of normal situation, in other condition,
due to some fault events, MGs cannot benefit from main distribution grid, but due
to the perfect advantages of the presented EMS, the disconnection affects the
optimal operation of MGs in low level which plays a key role in enhancing the
resiliency of power systems. At last, in order to have a proper focus on the cor-
rectness of results.

Going toward, power system is facing the penetration of distributed energy
resources (DERs) in its all sectors. The integration of these DERs can result in
formation of microgrids which leads to more decentralization of power grid. To
facilitate and regulate the incorporation of DERs in distribution network, microgrid
concept is a best choice. Microgrids have the capability of improving the voltage
profile, loss reduction, reliability enhancement and service procurement with a
cheaper price relative to the grid price [1–6]. More over reduction in the air pol-
lution by central power plants and firing of fossil fuels [7], flattening the load profile
by applying the demand response mechanism [8], making the network more resi-
lient [9] and reducing the transportation cost can be accounted as the benefits of
microgrids.

One level higher than microgrid concept is the idea of several microgrids known
as networked-microgrid [10–12]. A main problem for a single microgrid is that in
isolated mode and when it is disconnected from the main grid, just load shedding
has to be carried out to resolve the shortage power of local sources if there is. Of
course when the penetration of DERs is high, there is not any significant problem
for the microgrid itself. To overcome this issue, microgrids can be linked together
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to have energy exchange with each other [13, 14] or in other word construct a
networked-microgrid.

In this context, [15] gives the approach of braking the distribution network down
into number of interconnected microgrids in order to have a better control on its
operation under significant penetration of DERs. In [16], it is aimed to design a
networked-microgrid including electricity market and distribution system design.
A multiobjective approach is employed to maximize the utility of microgrids,
power grid and independent system operator simultaneously. In [17], the total cost
of power grid compromising multiple areas of wind power generation is minimized.
Optimal operation of networked-microgrids concerning the probability density
function of DERs such as wind turbines (WTs) and photovoltaic cells (PVs) is
discussed in [18]. This economic dispatch problem involves cost generation cost of
each microgrid plus the cost of buying and selling energy to the main grid.

Authors in [19] have proposed a control strategy to have a proper operation for
NMG in which main grid operator is considered as the higher decision maker. In
[20], the problem of congestion in distribution network is studied by managing the
microgrids of NMG equipped with electric vehicle (EV) and using smart charging
strategy for EV. Networked-microgrid operation in its unsymmetrical condition is
discussed in [21]. Because asymmetric line impedance between Distributed
Generators (DGs) impacts the power sharing between them. In [12] networked-
microgrid control system (MMCS) is introduced to make a connection between
microgrid concept and smart grid concept and to have a management on areas
containing ICTs. Cooperation between distribution company (DisCo) and micro-
grids is modeled by [22] in which applying a bi-level optimization in this paper, the
profit maximization of DisCo and cost minimization of each microgrid is fulfilled
but there is not any energy exchange between microgrids.

Transaction of energy among microgrids in a networked-microgrid is investi-
gated in [23], so that by defining the price offered by each DG and the energy price
offered by main grid in every time slot, the overall operation cost of
networked-microgrid is optimally determined in a probabilistic manner.

Energy trading between islanded microgrids is allowed in [24] to economically
service the loads within the networked-microgrid. This cost of each microgrid
contains the inner operation cost of DERs and cost of transferring energy from a
known microgrid to another one. Cost of energy transferring between each
microgrid in this paper is determined using Lagrange relaxation method. Therefor
optimal buying and selling prices of microgrids are obtained based on their inner
generation and system topology.

In [25], with the purpose of optimal operation of networked-microgrid, the
problem is solved in two layer. The first layer relates to the local optimization of
each microgrid cost. Global optimization is discussed in second layer where the
amount of energy transacted between each microgrid are determined based on their
buying and selling price. This procedure is followed in [26] where the energy
surplus/shortage is obtained for each microgrid and then internal trading between
microgrids is assessed. In [27], first the optimal power flow is used to get the
surplus/shortage of each microgrid by satisfying the network constraints.
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With respect to these results, market layer model is used in energy transaction in
which naive auction mechanism is applied to determine the amount of sold or
bought energy of each microgrid in the 24-h horizon and to maximize the utility of
microgrids. The control and management of mentioned power mismatch in
networked-microgrid is performed by multi-agent system (MAS) [28, 29]. In [30],
energy exchange among autonomous microgrids is addressed and prospect theory
as a game theory is implemented to study the energy trading behavior of
microgrids.

In case of resiliency state, the network encounter with a high extent events and it
is disconnected from the main grid. Therefor if the scaffolding of network is based
on a smart grid, it is capable of self-healing and supplying its interrupted loads. In
other word, microgrids are able to operate in islanding mode. Resilience operation
of microgrids is discussed in [31, 32]. Also in [33], author has involved the
adjustable loads in the microgrid resiliency assessment and the total operation cost
of microgrid is minimized through the Benders decomposition and by reducing the
power mismatch in the resilience mode of operation.

The main contributions of the work can be categorized as follow:

• A grid of microgrids or networked-microgrids structure is taken into account for
studying MG optimal daily scheduling to resolve the prevalent drawbacks of
conventional structures of microgrids.

• The proposed EMS can optimally operate in different MG operation. The
microgrids not only can fulfil the optimal operation for local resources through
sharing their information with central controller but also provide reliable and
economic conditions for MGs to address their own economic and environmental
conditions efficiently.

• Two different problem formulations and scheduling horizons are defined for
normal and resiliency modes. In the case of any natural disaster event, the
microgrid is switched to the emergency operation to maximise the service re-
liability to local loads.

As mentioned before the networked-microgrid structure for smart distribution
grid can enhance both of reliability in normal operation mode and resiliency in case
of natural disaster mode comparing with a conventional distribution grid or a single
entity smart microgrid. What is investigated in this paper is the study of resiliency
for networked-microgrid which are connected to each other and there is energy
transaction among them. Furthermore, they can be supplied from the main grid in
the normal operation of networked-microgrid. Section 6.2 explains the uncertainty
modeling and Sect. 6.3 defines problem and associated objective function.
Section 6.4 gives the results obtained from simulation and finally in last section the
conclusion is presented.
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6.2 Probabilistic Model of the Input Data

In this section for network input data such as load, wind speed and solar irradiation
a probabilistic model is provided.

6.2.1 Probabilistic Model of Load

The increasing in penetration of renewable and intermittent energy sources for elec-
trical energy increases the uncertainty in the operation of distribution networks. In
deterministic calculations of a system’s operational state the set of input parameters
are determined. The probabilistic analysis in power systems is a very powerful tool
operation and planning studies. In probabilistic calculations based on real numbers
input parameters and state variables are described by probability distribution function
(PDF) and these data can be described by cumulative distribution function (CDF).
Obtained results fromprobabilistic analysis also are presented in PDF andCDF forms.
In this work, PDF is used for input data such as load andMGs small scale units’ output
power. Moreover, the results such as bought and sold powers by microgrids, cost of
energy transactions are described in form of PDF or CDF. Time and climate are two
factors for deterministic component of the demand variation whereas stochastic
component is an independent random variation. The behavioral patterns of different
energy consumers lead to a variable demand in each bus. These variations can be
calculated by statistical analysis. Consequently, demand varies continually with a
high degree of uncertainty. The load can be described by a PDF. Several random
variables have been used tomodel the demand, e.g. uniform,Weibull, beta and normal
PDF. In this work, load demand is modelled as a normal distribution with mean value
µ and standard deviation r.

f ðPLÞ ¼ 1

r
ffiffiffiffiffiffi
2p

p expð� ðPL � lÞ2
2r2

Þ ð6:1Þ

A random variable with a Gaussian distribution is said to be normally distributed
and is called a normal deviate. The generation of renewable energy resources
depend on the availability of the primary energy resource such as wind speed, solar
irradiation. In this section the probabilistic model of load and renewable energy
resources is discussed.

6.2.2 Probabilistic Model of Wind Power

The generated power of wind turbine depends on the wind speed. Wind speed
changes every time of year, that shows the importance of a probability model.
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Based on published report the Weibull distribution is suitable to model the prob-
ability density distribution of wind speed for long-term planning purposes.
Weibull PDF is as follows:

fvðvÞ ¼
q
a � ðvqÞq�1 � expððvaÞ � qÞ v� 0

0 otherwise

�
ð6:2Þ

If the wind speed is generated by (6.2), the real power generated by wind turbine
(WT) can be given by (6.3).

PWTðvÞ ¼
Pr;WT � ðv2�v2cut�in

v2r�v2cut�in
Þ vcut�in � v� vr

Pr;WT vr � v� vcut�out

0 otherwise

8><
>: ð6:3Þ

6.2.3 Probabilistic Model of Solar Power

For power generation in photovoltaic system the solar radiation and air temperature
are two important parameters. Like the wind speed, these parameters are variable in
any time of year. In this chapter, irradiance and air temperature are modeled by
normal distribution function. The standard condition for PV is in GING= 1000 W/
m2, Tr= 25 °C cell temperature and the actual operating condition may differ from
the base case. The output power of the PV module can be evaluated by:

Ppv ¼ PSTC � GING

GSTC
� ð1þ kðTc � TrÞÞ ð6:4Þ

6.3 Resilience Modeling of Networked-Microgrids

Suppose a networked-microgrid community compose of cooperative microgrids
such as Fig. 6.1. These microgrids have coordinated operation and are controlled by
central EMS. They have externally energy trade with main grid and internally with
each other. However, for either of main grid and microgrids their own 24-h energy
price is determined to sell the produced power. Furthermore the management of
energy inside the microgrid is assumed to be done locally by lEMS. The lEMS
effectively controls and makes the balance between supply and demand in the
microgrid by adjusting output power of DERs and consumed power of loads.
A microgrid studied in this paper can involve dispatchable units like microturbines
(MTs) or CHP, renewable resources and adjustable loads.

With respect to abovementioned assumptions and explanations about the
attended networked-microgrid, the decision maker aims to optimize the overall cost
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of operation in normal condition of the system. But on the other hand, it is aimed to
take into account the resiliency of networked-microgrid in the operation cost in that
the intended networked-microgrid is subject to high duration interruptions. This can
be achieved by optimally scheduling of microgrids and determine the state of
switches between each microgrid, so that normal operation cost should be mini-
mized whereas networked-microgrid meets the power balance in resiliency state.
The cost function for 24-h normal operation condition of a networked-microgrid is
represented below which is addressed in [31] and the related constraints are given in
(6.5–6.27).

Coper ¼
XNh

t¼1

X
i2Xmg

X
d 2X d;i

xi;j;t:P
d
i;j;t:FPi;j;t þ

XNh

t¼1

X
i2Xmg

Pg
i;t:MPt

þ
XNh

t¼1

X
i2Xmg

fi;t:
X

i0 2Xmg

ci0i;t:P
Tr
i0i;t:MPi0;t þ

X
i2Xmg

X
s2X sl;i

f shs :Dhshi;s

þ
X
i2Xmg

X
c2X cl;i

f crc :
XNh

t¼1

zi;c;t

ð6:5Þ

Fig. 6.1 Networked-microgrid schema
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Subject to

X
j2X d;i

xi;t:P
d
i;j;t þ

X
q2X nd;i

Pnd
i;q;t þPg

i;t þ fi;t:
X

i0 2Xmg

ci0i;t:P
Tr
i0i;t þ si;t � vi;t

� �
:Pst

i;t

¼ Di;t þ
X

s2X sl;i

xi;s:t:D
sl
i;s;t þ

X
c2X cl;i

zi;c:t:D
cl
i;c;t þ ni;t:

X
i0 2Xmg

cii0;t:P
Tr
ii0;t

ð6:6Þ

xi;j;t:Pd
min
i;j �Pd

i;j;t � xi;j;t:Pd
max
i;j ð6:7Þ

xi;j;t:P
d
i;j;t � xi;j;t�1:P

d
i;j;t�1 �RUd

i;j ð6:8Þ

xi;j;t�1:P
d
i;j;t�1 � xi;j;t:P

d
i;j;t �RDd

i;j ð6:9Þ

xi;j;t � xi;j;t�1 �
X/i;j

k¼1

xi;j;tþ k; /i;j ¼ OTi;j � 1 ð6:10Þ

xi;j;t�1 � xi;j;t �
Xui;j

k¼1

1� xi;j;tþ k
� �

; ui;j ¼ DTi;j � 1 ð6:11Þ

�Pgmax
i �Pg

i;t �Pgmax
i ð6:12Þ

Pst
i;t � si;t:P

ch;max
i þ vi;t:P

dch;max
i ð6:13Þ

Pst
i;t � si;t:P

ch;min
i þ vi;t:P

dch;min
i ð6:14Þ

Ci;t ¼ Ci;t�1 þ si;t � vi;t
� �

:Pst
i;t ð6:15Þ

Cmin
i �Ci;t �Cmax

i ð6:16Þ

si;t � vi;t � 1
Bi

XBi

k¼1

si;tþ k; Bi ¼ MCTi � 1 ð6:17Þ

vi;t � si;t � 1
Gi

XGi

k¼1

vi;tþ k; Gi ¼ MDTi � 1 ð6:18Þ

Dsh;min
i;s �Dsh

i;s;t �Dsh;max
i;s ð6:19Þ

XNh

t¼1

Dsh
i;s;t ¼ Esh

i;s ð6:20Þ
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Dcr;min
i;c �Dcr

i;c;t �Dcr;max
i;c ð6:21Þ

XNh

t¼1

Dcr
i;c;t ¼ Ecr

i;c ð6:22Þ

fi;t:ci0i;t þ ni0;t:cii0;t � 1 ð6:23Þ

ni;t:ci0i;t þ fi0;t:cii0;t � 1 ð6:24Þ

cii0;t:P
Tr
ii0;t þ ci0i;t:P

Tr
i0i;t ¼ 0 ð6:25Þ

fi;t þ ni;t � 1 ð6:26Þ

�cii0;t:Ptr
max
i0i �PTr

ii0;t � cii0;t:Ptr
max
i0i ð6:27Þ

As it is seen the cost function in (6.1) includes five terms. The first term is
operation cost of dispatchable units in each microgrid depending on the fuel price
and hourly dispatched power. Cost of power purchased from main grid is included
in second term. A microgrid can sell its power in the same price MPt to the
upstream network. The third term is about the cost of power bought from other
microgrids. If it is decided to buy the power in hour t, the decision variable fi;t is 1.
Binary decision variable ci0i;t defines the that the power is transferred from
microgrid i0 to microgrid i. The forth term denotes the inconvenience cost which
depends on the shifted time interval of energy consumption for shiftable loads. This
shifted time for each adjustable load is represented by Dhsli;s that is calculated as
follows.

Dhsli;s ¼ ai;s � si;s þ di;s � bi;s ð6:28Þ

Regarding to the sensitivity of each shiftable load, a penalty factor f shi;s is defined
to exhibit the flexibility of these customers to operating outside their specified time
interval. Higher values of f shi;s indicate that to shift the operating interval for one
hour, higher cost is imposed to the microgrid respect to other loads. The last term
relates to the curtailable loads. Apart from shiftable loads, a penalty factor is
considered for these loads based on their sensitivity. Sum of hours in a day that the
load is curtailed determines the cost that must be paid to the customers.

The power balance for microgrid i must be satisfied through Eq. (6.6) in each
hour. In addition of produced and consumed power within the microgrid and also
the power purchased from main grid, the imported or exported power is considered
in this equation too. If this microgrid is in sell state, ni;t is 1, otherwise it is 0. Power
limitation for dispatchable units is considered in (6.7). Inequalities (6.8) and (6.9)
ensure the ramp up and ramp down rate for these units. Minimum up time and down
time limitation for these units is given in (6.10) and (6.11).
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Due to some reasons like thermal limit of feeders, the power delivered from main
grid to microgrids is restricted to Pgmax

i in (6.12). Energy storage has limitation in
charged or discharged power (6.13) and (6.14) and its stored energy or released
energy cannot exceed the maximum capacity (6.15) and (6.16). Minimum time for
energy storage to be charged or discharged is represented by (6.17) and (6.18).

Both the shiftable and curtailable loads are counted as adjustable loads.
Restriction in demand of adjustable loads and the amount of their consumed energy
over the 24 h is shown in (6.19–6.22). In other word it is assumed that these
customers have a specific amount of consumption over a day. According to
inequalities (6.23–6.26), a microgrid is not able to simultaneously sell and buy the
energy and can just be in one of these states. Also (6.27) indicates that the amount
of power transferred from microgrid i0 is same as the power received by microgrid i.

Now the main problem is that how to schedule the MMG in a way that by going
into resiliency mode, the power mismatch reaches to zero. Resiliency analysis for
MMG mostly depends on the time of incident in which the main grid supply
disconnects and MMG must rely on its renewable generation. When the MMG goes
to resiliency mode of operation, all the loads must be supplied and a zero power
mismatch should be attained in each hour. This is represented in (6.29) and the
constraints associated with resiliency mode are shown in (6.30–6.35).

X
j2Xd

xri;t:P
d;r
i;j;t þ

X
q2Xnd

Pnd;r
i;q;t þ fri;t:

X
i0 2Xmg

cri0i;t:P
Tr;r
i0i;t þ sri;t � vri;t

� �
:Pst;r

i;t

¼ Di;t þ
X
a2Xsl

xr
i;a:t:D

sl;r
i;a;t þ

X
c2Xcl

zri;c:t:D
cl;r
i;c;t þ nri;t:

X
i0 2Xmg

cri0i;t:P
Tr;r
ii0;t

ð6:29Þ

xri;t ¼ xi;t; 8t ¼ h; hþ rdð Þ ð6:30Þ

sri;t ¼ si;t; 8t ¼ h; hþ rdð Þ ð6:31Þ

vri;t ¼ vi;t; 8t ¼ h; hþ rdð Þ ð6:32Þ

fri;t ¼ fi;t; 8t ¼ h; hþ rdð Þ ð6:33Þ

nri;t ¼ ni;t; 8t ¼ h; hþ rdð Þ ð6:34Þ

crii0;t ¼ cri0i;t ¼ cii0;t; 8t ¼ h; hþ rdð Þ ð6:35Þ

To include the resiliency state in the main objective function, we can model the
Eqs. (6.29–6.35) as the other constraints for Coper. In other word, not only the
technical constraints in normal operation mode of the MMG such as power balance
or limitations for energy storage must be fulfilled, but the MMG must be resilient to
have the ability of servicing the loads and recovering after disruptive events.

More over by occurrence of a disruptive events like disconnection in main grid,
it is not possible for some equipment to change their state due to their technical
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limitations. Dispatchable units cannot change their mode of operation to be on or
off (6.30) and energy storage must maintain its charging or discharging state (6.31)
and (6.32). Also the MMG must be optimally scheduled, so that microgrids be able
to support each other and fill the gap of supply shortage during the grid discon-
nection. By occurrence of such an unexpected event, it is assumed that microgrids
are not permissible to change their buy-sell state (6.33–6.35).

To put it more simply, if it is determined for microgrid i to buy energy from
microgrid i0 in hour t, then among the resiliency mode, microgrid i cannot change
its decision to buy energy from other microgrids. However the amount of power
bought from microgrid i0 can be variable in either normal condition or resilient
condition. It depends on required energy of ith microgrid and surplus power of
microgrid i.

6.4 Numerical Results

A networked-microgrid test constructed of three microgrid is employed in order to
validate the proposed approach which its required data are represented below. The
problem is solved by GAMS and the solver BARON. The required data for dis-
patchable units belong to each microgrid are given in Table 6.1. Table 6.2 gives the
data about shiftable loads in each microgrid. There are totally 4 shiftable loads in
microgrid 1, 3 shiftable loads in microgrid 2 and just 1 existing in the third
microgrid.

About curtailable loads, it must be noted that for all microgrids, it is assumed
that for each microgrid there is just one curtailable load with hourly demand limited
between 1.7 and 2 MW and overall required energy of 42 MW. Figure 6.1 depicts
the profile of certain demand of each microgrid over the 24-h of day and the
expected produced power by non-dispatchable units in each microgrid is given in
Fig. 6.2a–c.

Table 6.1 Required data for dispatchable units in microgrids

MG Unit Operation cost
($/MWh)

Produced power
limitation (MW)

Min up/down
time (h)

Ramp up/down
rate (MW/h)

1 1 27.7 1–5 3 2.5

1 2 39.1 1–5 3 2.5

2 1 27.7 1–5 3 2.5

2 2 27.7 1–5 3 2.5

2 3 27.7 1–5 3 2.5

2 4 27.7 1–5 3 2.5

2 5 39.1 0.8–3 1 3

2 6 39.1 0.8–3 1 3

3 1 39.1 0.8–3 1 3
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Figure 6.3 represents the market energy price and Table 6.3 shows the energy
selling price for each microgrid over the 24-h of the day. These prices are supposed
to be determined in the day-ahead market. Maximum permissible power transaction
between main grid and microgrids is 10 MW. About energy storage and for
microgrids 1 and 2, its maximum capacity is considered to be 12 MWh with
maximum power limited to 0.4–2 MW. But for microgrid 3 these quantities are 18
MWh and 0.4–3 MW, respectively. However, both the minimum charge and dis-
charge time are assumed to be 5 h for all the energy storage systems (Fig. 6.4).

Furthermore, in the case of resiliency mode of operation, the distribution net-
work disconnects from the main grid in hour 13 and goes into resilience mode
through a period of about 8 h by construction of an island. Figure 6.4 shows the
power profile of energy storage systems in microgrid 1 based on their charging and
discharging state. It can be observed that for every three systems, up to about hour
10 or 12, they have been charged and after that they have gone into discharge state.

This is because of that minimum charging and discharging time for these units is
5 h and maximum power that can be provided or absorbed is 5 MW. Hence they
are charged till the start time of resiliency and then based on the load amount of
microgrid in the resiliency mode, it is discharged. In other word, if the energy
storage be fully charged before the hour 13, its available power to be delivered is
10 MW, while the resiliency period is 7 h and this 10 MW cannot response to the
total period. Therefor it is necessary to manage this energy and discharge it in the
specific hours that microgrid incurs higher demand. Of course, by pay attention to
the certain demand, it can be seen that in the period of about 14–16, the demand has
an increase in microgrids and its impact is considered in results.

The profile of produced energy for dispatchable units for MG 2 and in the
normal operation mode is demonstrated in Fig. 6.5. The microgrids are encountered
to a light load in the initial hours of the day and because of that most of the
associated units are in off state. Instead the microgrids are supplied by the existing
WT units. It must be mentioned that dispatchable units directly affect the total
operation cost and as the units are in off state, it is economical for ISO.

Table 6.2 Shiftable loads required data

MG Min demand
(MW)

Max demand
(MW)

Required energy
(MWh)

Start
time (h)

End
time (h)

Min up
time (h)

1 0 0.8 4 11 15 1

1 0.07 1 5 15 19 1

1 0.02 1.2 3.6 16 18 1

1 0.02 0.8 4.8 14 19 1

2 0.01 0.6 3 13 18 1

2 0.09 1.1 4 11 17 1

2 0.08 1 3 14 20 1

3 0.06 0.4 2.7 12 18 1
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For the periods that microgrids are confronted with heavy load, the dispatchable
units operate in full capacity. These units should be optimally scheduled so that in
the resilience mode of network the power mismatch could be minimized. Due to

(a)

(b)

(c1)

(c2)

Fig. 6.2 Expected power
profile for WT and PV
operated in each microgrid
(a–c2)
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limitation in dispatch states of these units (minimum on and down time) and also
their ramp limitation which impacts on the generated power in the next hours, they
are scheduled till hour 13 by taking into account the resiliency period.

As it is apparent in these plots (Fig. 6.5), close to the resiliency start time the
units in each microgrid are in on state and operate close to their specified maximum

Fig. 6.3 Market price over
24-h

Fig. 6.4 Energy profile of
battery storage for each
microgrid

Table 6.3 Energy selling price for each microgrid

MG Time horizon (1–12) h

1 14 10.4 12.7 15 17.9 21.5 22.12 23.9 30.59 32.78 33.08 60.6

2 14.7 10.2 12 14.8 17.5 21.1 24.32 27.9 29.19 31.98 34.08 58.13

3 13 10 12.2 14.5 17.8 20.9 30 40.9 50.19 51.78 55.08 70.13

MG Time horizon (13–24) h

1 70.2 62.17 80.36 80.69 55 50.14 98 89.1 61 60 56.6 49

2 69.9 61.7 75.66 82.69 55.13 51.14 100.6 85.5 65.5 58.3 55 48

3 63.9 70.27 78.36 85.4 56 52.1 105 90.3 55.5 50 53.2 39
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Fig. 6.5 Energy profile of
dispatchable units in MG2
(a–f)
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capacity. Its reason is that when the network shifts to the resiliency mode, it is
assumed that system operator is not able to change the state of dispatchable units
and their state must maintain constant through this period. In addition, by going into
resilience mode, they cannot have a sudden increase in their produced power and so
near the hour 12–13, they have an almost full capacity operation.

Table 6.4 represents the resilient operation of dispatchable units within the
microgrids. This table points out that in resilience mode of the MMG, all the dis-
patchable units have dispatched and operated in their full capacity. The main reason is
that in resilience mode, the MMG has been disconnected from the main grid which
would be able to supply the microgrids in case of power shortage condition.

Fig. 6.6 Demand profile of shiftable loads in MG1

Table 6.4 Operation of
dispatchable units in
resilience mode of the MMG

MG Unit Resiliency period (13–20)

1 1 5 5 5 5 5 5 5 5

1 2 5 5 5 5 5 5 5 5

1 3 3 3 3 3 3 3 3 3

1 4 3 3 3 3 3 3 3 3

2 1 5 5 5 5 5 5 5 5

2 2 5 5 5 5 5 5 5 5

2 3 5 5 5 5 5 5 5 5

2 4 5 5 5 5 5 5 5 5

2 5 3 3 3 3 3 3 3 3

2 6 3 3 3 3 3 3 3 3

3 1 3 3 3 3 3 3 3 3
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The optimal start and end time of each shiftable load is obtained that is shown in
Table 6.5. It can be seen that major of these customers have faced a shift in their
start time of consumption, especially in microgrid 1.

To elaborate the reason, in resilience mode of MMG all the existing dispatchable
units have been dispatched and have increased their production to the maximum
level, albeit its high incurred operation cost. Energy storage devices that were fully
charged up to the resilience start time, are not capable of supplying the whole
demand and the energy provided by WT or PV is insufficient. Furthermore, the
transacted energy is highly dependent on the other microgrids scheduling. Therefor
there is not any way except to shift and curtail the adjustable loads.

Demand profile of shiftable loads within their specified consumption period are
depicted in Fig. 6.6 for microgrid 1. Out of this time period these loads have not
any consumption and because of that just demand within this period is provided. In
some hours the loads are curtailed or they have a low demand to fulfil power
balance in the resilience mode of microgrids. Also Table 6.6 shows the up and
down states of shiftable loads over the 24-h of the day. Figure 6.7 represents the
consumption profile of curtailable loads over the 24-h of the day for MG 3.
Considering this figure, in hours 13, 14, 15, 16 and 17 these loads have interrupted
which imposed a total penalty of 600 $ to the DisCo.

Energy transaction among microgrid 1 and the main grid is represented in
Fig. 6.8. There is not any energy transfer from microgrids to the upstream main grid
(energy selling to main grid), but in some specific hours, main grid has sold its
power to the microgrids. In some hours, this energy exchange is becoming zero. In
these hours, it has been beneficial for microgrid to be supplied by its existing units
or compensate its shortage power by buying from other microgrids if it is available.

Table 6.5 Start and end time
of shiftable loads

MG Optimal start time Optimal end time

SL1 SL2 SL3 SL3 SL1 SL2 SL3 SL4

1 8 15 16 8 15 24 18 19

2 12 10 14 – 18 17 21 –

3 11 – – – 18 – – –

Fig. 6.7 Demand profile of
curtailable loads in microgrid
3
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Table 6.7 gives the buy-sell state of microgrids through the 24 h. These states
are determined based on the shortage and surplus power of each microgrid and
their price of selling energy too. Table 6.8 shows the amount of energy trans-
action between these microgrids in the resilience mode of MMG respectively.
Considering abovementioned results, total operation cost of MMG in its normal
mode is 32,847 $.

Table 6.6 Up/Down state of shiftable loads over the specified period in microgrids

MG SL Time horizon (8–24 h)

1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0

1 2 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1

1 3 0 0 0 0 0 0 0 1 1 1 0 0 0 0 0 0 0

1 4 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0

2 1 0 0 0 0 1 1 1 1 1 1 1 0 0 0 0 0 0

2 2 0 0 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0

2 3 0 0 0 0 0 0 1 1 1 1 1 1 1 1 0 0 0

3 1 0 0 0 1 1 1 1 1 1 1 1 0 0 0 0 0 0

Fig. 6.8 Profile of energy
transaction among main grid
and microgrids

Table 6.7 Buy-sell states of microgrids

MG Time horizon (1–12 h)

1 1 1 1 1 0 0 1 1 1 0 1 1 1

2 1 0 1 1 1 1 1 1 1 0 1 1 0

3 0 0 0 0 0 0 0 0 0 1 0 0 0

MG Time horizon (13–24 h)

1 1 0 0 0 0 1 0 0 1 0 0 1 1

2 0 0 0 0 0 1 0 0 0 0 0 1 0

3 0 1 1 1 1 1 1 1 1 1 1 1 0
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6.5 Conclusion

What was investigated in this work is the resiliency assessment of distribution net-
works with networked-microgrids. The problem of how to schedule these microgrids
to reach the minimum 24-h operation cost while difficulties associated with resiliency
condition of networked-microgrids be overcame. The main difficulty for the system
operator is the power mismatch occurrence for microgrids. On the other hand, system
operator has an extra alternative relative to a single microgrid network that is the
energy exchange facility which can play a key role in the power shortage problem of
microgrids and also in the resilience operation mode of network.

As it was observed, optimal dispatch of units, charge and discharge state of
energy storage systems and consumption profile of adjustable loads could be
obtained in order the minimum operation cost be attained in addition of fulfilling the
power balance in each microgrids through the resiliency mode of network.
However overall operation cost of MMG could be reduced by providing energy
transaction among microgrids in some hours and this transaction helped to increase
the self-healing feature of microgrids when the MMG runs into a high extent event
and shifts to resiliency mode of operation.
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Chapter 7
Resilient Optimal Power Flow
with Evolutionary Computation
Methods: Short Survey

Basar Baydar, Haluk Gozde, M. Cengiz Taplamacioglu
and A. Osman Kucuk

Abstract Economic issues of power systems are formulated as optimization
problems to enhance reliable operation and safe security of the real-time and
hierarchical systems including complex control structures. The optimization prob-
lems have been formulated as combination of objective functions and constraints
which Optimal Power Flow (OPF) must be increased to combine security con-
straints. The OPF problem is basically a network analysis challenge and the main
objective of this challenge is to plan and to predict the undesirable situations that
may arise by adding various assumptions to the account. This challenge can be
solved using well-known numerical approaches, however these include derivatives
and the solution of them is relatively difficult. However, the Evolutionary
Computation (EC) based optimization algorithms provide more easy solutions for
the OPF. In this chapter, the algorithms that contain the heuristic methods used on
EC based algorithms and their applications on OPF are described.
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7.1 Introduction

It is utmost importance that the electrical infrastructure, which is responsible for
providing electricity to the most important services of electricity and modern
society, which has an important place in the functioning and development of
today’s world, is to be reliable and at the same time to operate safely. In recent
years, the need for electric energy has increased day by day in parallel with tech-
nological developments, but the fact that the raw energy sources can not be actuated
in the same way has made it necessary to benefit from the energy resources in the
best way. In order to ensure that the power plants are dispersed in different regions
and that optimum operation of the energy systems is ensured, interconnection
networks of different power systems are formed. Nowadays, electricity energy
exchanges between some countries have caused interconnected networks of these
countries to connect with each other. Thus, the problems that arise during the
planning and operation of networks, which are increasing in their qualities and sizes
in the face of electrical engineers, have become increasingly complex and the use of
computers has become compulsory in order to solve the emerging problems.

An electrical power system should not only be safe and reliable, but at the same
time economically optimum and efficient. In other words, it does not reduce elec-
tricity generation costs and transmission losses the most. In general, several eco-
nomic, operational or environmental objectives and constraints are met. There are
two important concepts for an electric power system to operate satisfactorily and
safely: these are reliability and safety concepts. The concept of reliability refers to
the possibility that the power system continues to be successful and satisfactory in
the long run [1]. The concept of safety is the ability to tolerate unexpected con-
ditions without interruption of the risk level and supply of the power system.
Security can also be defined as the ability of the supply to be protected in the most
general sense [1].

Reliable operation of the electrical system is a real-time system that includes a
hierarchical and complex control structure, with reliable accountability for the
balance between electricity generation and consumption. While economic issues are
included in the top layer of this system, power flow transfer is also formulated as
optimization problems that should be optimal. This optimization problem can be
formulated as different objective functions, constraint functions, or a combination
thereof. The conventional objective function is minimization of production cost.

It is within the scope of the system security analysis work safely. It examines
possible scenarios and includes corrective and preventive actions to alleviate them.
If a system is said to be running in “N − 1” safety conditions under current
operating conditions, the system can withstand a single chance without losing its
ability to obtain full load and without violating any limits [1]. Safety and optimality
are normally competing requirements. So it would not be appropriate to treat them
separately [2]. Instead, the Optimal Power Flow (OPF) must be increased to
combine security constraints.

164 B. Baydar et al.



In this section, the power system and its components will be described briefly.
Then the Power Flow will be defined, and why the power flow is needed and power
flow equations will be given together with defining the aim and purpose. OPF will
be defined by making a transition from OPF to constraints and objective functions
applied to power flow equations. In applying OPF, it will be explained both clas-
sical and intuitive methods, classical methods will be briefly described and heuristic
methods will be emphasized. The algorithms that contain the heuristic methods
used on OPF will be described and explained together with the examples in the
literature. At the same time, the structure of the algorithms will be examined by
mentioning the algorithms that are never used on OPF.

7.2 Electrical Power System

An electrical power system is a grid that consists of generation, distribution and
transmission system. It completely uses the form of energy (like as diesel and coal
etc.) and converts it into the electrical energy. The electrical power system consists
of devices connected to the system such as a synchronous generator, motors,
transformers, circuit breakers, conductors, relays etc. [3].

Power plants, transformers, transmission lines, sub-stations, distribution lines
and transformers are the six major components of the power system. A power plant
generates the power which is increased through the step-up transformer for
transmission.

The transmission line conducts the power to the various sub-stations. Through
sub-station, the power is conducted to the distribution transformer that step-down
the power to the appropriate value which is suitable for the consumers. Finally, the
appropriate level of electric energy could be presented to the consumers. All of
these processes require a resilient and comprehensive planning, and a secure and
reliable operation.

7.2.1 Purposes of Electrical Power System Planning

A power system needs an appropriate planning in order to evaluate and meet the
future growing needs of the system in advance. The following issues should be
considered in this plan [4];

• The cost of production, equipment, fuel and workforce need to be at minimum.
• The quality of the source needs to be proper.
• The growth in the system should be able to done without reducing the source’s

quality.
• The safety of the employee and system integration need to be ensured.
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This purpose could be achieved with,

• Proper current and voltage ratios,
• Proper standards for illustration and design,
• Space between circuits, insulation and grounding compatibility, safety fuses,

etc.

7.3 Power (Load) Flow

The growth and complexity of the electrical energy systems have led to the
necessity of detailed studies in the planning stages. Inefficient planning and oper-
ation of a network leads to cost loss. With the development of the modern industry,
renewed efforts are being made to generate electricity. The use of renewable
resources such as wind and solar energy is also on the agenda. The acceleration and
development of the electric industry is increasing parallel to the development of
mathematics and the computer industry. The main way to solve any problem in a
mixed system is to work on an analog or mathematical model. The main infor-
mation obtained in load flow analysis studies is the amplitude, phase angle and
active and reactive forces flowing in each line, as well as the optimal operation of
existing power systems as well as the planning of future developments in systems.
Previously power system analyzes and therefore load flow analyzes were carried
out with AC. This process was quite annoying and time consuming. As a result of
the rapid improvements in computers, previously used analysis methods had to
leave their place to computer analysis methods. The speed, reliability and high
accuracy of today’s computers have led them to quickly become the most used tool
in the analysis of power systems, especially load flow analysis. Numerical methods
of analysis have come to the forefront as computers have begun to be used in the
analysis of power systems [5].

7.3.1 Why the Power (Load) Flow Studies Are Needed?

First, the power flow problem emerged when different network configurations had
to be planned for the expected loads for the future. Also, this problem then became
an operational requirement for engineers and businesses to instantly follow the
values of voltage and currents in the network.
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7.3.2 Power (Load) Flow Problem Definition

The following definition of the load flow challenge is the most general definition,
since it covers the simplest and most common cases in practice. The problem of
load flow is to find the voltages and power flow in the electrical grid.

It has been accepted that the buses in the network are divided into two groups,
the cargoes and the production lines to which the cargoes and the plants are con-
nected. The active power (P) and reactive power (Q) in load buses, how the active
power requirement of the network is distributed between the power plants and the
voltage amplitudes of the plant are known. Therefore, these values are used as
the data of the problem. What remains is how the complex tension in each bus is
distributed to the reactor’s reactive productions and to the lines drawn. These are
the unknowns of the problem.

It is not necessary to know the other specifications of the plant and loads in the
load flow study. These are represented as currents in the buses. In this way, the
problem of the load flow is reduced to dissolve the circuit, which is known and
unknown from the bus and lines of the network, having the node currents
and voltages. The conditions that must be solved are the active and reactive powers
and the voltage magnitudes of some buses. After the solution is obtained, these
conditions determine whether the phase differences between voltage and lines,
transformers, synchronous generators, voltage levels and voltages at each point of
the system have been met. The load flow itself is the first step in other short circuit
and stability operations than the benefits it provides.

7.3.3 Power Flow Analysis Data and Slack Bus

YBUS and ZBUS matrices can be used in load flow analysis. Since ZBUS matrix is
more suitable for short circuit analysis, YBUS matrix is used in load flow analysis.
By moving from the single line diagram of the system and taking into account the
series impedances and shunt admittances of the transmission lines, the YBUS matrix
can be obtained.

For each analysis, the working conditions must always be defined and the active
power entering the grid in all other buses except one bus should be identified. The
power drawn by the load is the negative power input to the system. The other input
powers are the positive and negative powers coming from the generators and the
system. Furthermore, the amplitude of reactive power or voltage flowing into the
system must be defined in each of these buses.

It can be obtained solutions of the load flow problem via personal computers.
A precise solution can be obtained within the calculation precision limits. At this
point it is necessary to make an assumption to the above definition of the load flow.
Even though it can be predicted very closely in practice, it is impossible to know
fully the active production of all the plants in the network. That’s why the line
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losses are unknown. Therefore, it is necessary to make one of the active bus powers
unknown and to achieve this at the end of the solution. For this a generation bus is
chosen and this bus is called the slack bus.

It is not compulsory to choose the release bus from the transmission lines. The
active power variable and value of the oscillating bus equals the difference between
the active generation of the other plants and the sum of the active loads and the
active losses. It is useful to give a number to the oscillation bus when the buses in
the network are numbered and to take the voltage there as a phase reference of the
other voltages, although it is not obligatory for the solution.

The choice of the swing bus greatly affects the convergence in some cases. As a
general rule, the oscillating bus is selected from the electrical center of the craft or
from the buses to which it is connected by several lines. These solutions are
completely empirical.

7.3.4 Definition of Power Flow Problem

Power flow problem requires knowledge of four variables in every k bus in the
system, where,

Pk Real power (W)
Qk Reactive power (VAr)
Vk Voltage magnitude (pu)
hk Phase angle (radians)

Solving the power flow problem, it is enough to know two of variables. Load
flow application is to solve the other two variables. It should be defined three
different buses based on fixed system frequency and stable voltage acceptance
(Table 7.1).

Voltage Controlled Bus (Generator or PV Bus) Total Pk real power is specified.
The voltage magnitude Vk is conserved at a certain value by the provision of
reactive power. This type of bus usually corresponds to a generator or from static
parallel capacitors; the synchronous compensators are a constant voltage source
with a reactive power supply (auxiliary power stations).

Non-voltage Controlled Bus (Load or PQ Bus) In this bus, the total Pk + jQk

power is indicated. In physical power systems this corresponds to a center of

Table 7.1 Bus type variables
[5]

Bus type Known variables Unknown variables

Generator (PV) |Vi|, Pi Qi, di
Load (PQ) Pi, Qi |Vi|, di
Slack (Reference) |Vi|, di Pi, Qi
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gravity, such as a city or an industrial center. It is assumed here that small changes
in the buckle voltage do not affect the Pk and Qk forces.

Slack (Reference) Bus Since the system losses are not known, the advantage of
load current calculation arises. The total power given for this reason is not men-
tioned in every bus. In general, one of the suitable voltage control buses is selected
as the free bus. Free break voltage is taken as reference.

It is derived from nonlinear loop power equations for two unknown variables at
each node of the load flow system. The iteration method is applied to this group of
linear equations.

System data such as bus power ratings, network connections, admittance and
impedance are read. Initial voltages are assigned to all buses for basic load flow.
When P, V are set to 1, and P, Q are set to 1 + j0.

The iteration is terminated when the bus voltage and angles provide determined
power and production. This requirement is acceptable for all buses when the power
dispute is smaller than a tolerance value and the voltage increases are smaller than a
defined error value. When this result is achieved, the power requirements are cal-
culated for all the buses. Then line power flows, losses and system totals are
calculated.

7.3.5 Methods of Power Flow Solution

Methods used in power flow solution in electric power networks are divided into
two;

• Direct Methods
• Iterative Methods.

7.3.5.1 Direct Methods

In order to find the voltages of the busbar in the power systems with current
information, it is necessary to take the inverse of the [Y] admittance matrix in
Eq. (7.1):

V½ � ¼ Y½ ��1� I½ � ¼ Z½ � � I½ � ð7:1Þ

7.3.5.2 Iterative Methods

Among the many iterative solution methods, well-known Gauss-Seidel and
Newton-Raphson methods are usually used in Power Flow applications.
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7.4 Optimal Power (Load) Flow

OPF is described as the sharing of production to the generators in the system and
the optimal power exchange between the buses, without exceeding the physical
limits of the equipment used in the power systems and operating limits. It is the
minimization of the energy production cost of the energy system by providing the
objective equality and inequality constraints of the OPF problem. These constraints
can include;

• Active output powers of generator buses (except slack bus),
• Voltage amplitude values of generator buses,
• Transformer tap changing level values,
• Shunt capacity values.

Particularly, OPF is the one of the four main elements of power system analysis
as depicted in Fig. 7.1.

7.4.1 Original Optimal Power Flow

OPF was firstly introduced by Carpentier in 1962 [6]. Generally, the OPF is a
nonlinear and non-convex problem including an optimal flow which must be
optimized (maximized or minimized), a set of equality and inequality constraints
which must be satisfied, and a problem solving method [7, 8].

In other words, OPF optimizes a given optimal flow controlling power flow
within an electrical system without violating power flow constraints or operational
limits [9, 10]. In fact, it determines the optimal operation state for the system.
Unlike the conventional power flow, OPF works with an under-constrained network
[11]. Also, it can provide a useful support to the operator to overcome many
difficulties in the planning, operation and control of power networks [12].

A variety of extended OPF versions has been reported in the related literature so
far. Some of them are as follows:

Power system analysis

Power
(load) flow

Contingency
analysis

Optimal
power flow

Short circuit
analysis

Fig. 7.1 Main elements of power flow analysis
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7.4.1.1 Static OPF

This type of OPF method optimizes optimal flow under various constraints at a
certain time of interest. In other words, it can only handle one load level at a specific
time [13]. It can be named classic OPF method.

7.4.1.2 Dynamic OPF

This type of OPF method is a prolonged version of the static OPF and determines
the optimal operating point over a time horizon. That is, it covers multiple time
periods [14, 15]. The time periods can be days, weeks, months or years. The static
OPF is run for each period taking into account the changes in these periods.

7.4.1.3 Transient Stability-Constrained OPF

This type of OPF method considers static and dynamic constraints of the power
network during the optimization process simultaneously [16]. Under this condition,
the system can withstand severe contingencies [17]. The static OPF method is run
in these conditions.

7.4.1.4 Security-Constrained OPF

This is another extended version of the OPF that involves constraints arising from
the operation of the system under a set of postulated contingencies as similar to the
transient stability-constrained OPF.

7.4.1.5 Deterministic OPF

This widely used type of OPF method does not consider stochastic factors.
The static OPF method can be named deterministic OPF.

7.4.1.6 Stochastic OPF

This type of OPF method considers uncertainties in power system parameters
[18–20]. That is, it regards the uncertainty as a section of the constraints and
objective models. Hence, the optimization process as well as the final OPF results
can be affected uncertain factors [21]. For example, the solar and wind uncertainties
are applied to the power system analysis with the stochastic OPF method. These
uncertainties can be taken into account by using probability distribution functions
such as Weibull, Rayleight or the other probability distribution functions.
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7.4.1.7 Probabilistic OPF

It estimates the possibility distribution functions of dependent variables based on
the possibility distributions of loads and another uncertain factors through using
Monte-Carlo Simulation [22], Cumulant method [23], Point-Estimate Method
(PEM) [24], customized Gaussian mixture model [25], and etc. In this type of OPF
method, the uncertain factors do not affect the final results of the analysis [21].

7.4.1.8 AC OPF

This is associated with the AC power networks and is based on the natural power
flow characteristics of the power system [26]. Consequently, the results obtained by
this type of OPF method are more accurate for AC power systems [27, 28].

7.4.1.9 DC OPF

This type of OPF method does not consider the reactive power and transmission
losses [26]. It can be used to DC analysis of the power system. Also it can be
applied to the HVDC systems.

7.4.1.10 Mixed AC/DC OPF

It is associated with OPF analysis in both AC and DC grids [29, 30].

7.4.2 Purpose of Optimal Power Flow

Before creating an OPF system, the data needed to perform OPF should be con-
sidered. The first goal of a comprehensive OPF is to meet the load demand for a
power system while protecting the safety of the system, least costly. The second
objective of the OPF is to determine the marginal cost data. Some general objec-
tives of OPF can be defined as follows.

Active Power Goals;

• Economic Distribution (minimum cost and loss, MW generation and trans-
mission losses)

• Environmental Distribution (CO2 emission)
• Maximum Power Transfer.
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Reactive Power Goals;

• Minimize MVAR losses.

7.4.3 Optimal Power Flow Problem

OPF problem is expressed as a limited and non-linear optimization problem and is
formulated as below;

• f(x, u) = 0 (objective function)
• g(x, u) = 0 (equality constraints)
• h(x, u) � 0 (inequality constraints)

where,

• f(x, u) is the desired function to find the minimum value.
• g(x, u) represents power flow equations.
• h(x, u) represents security limit values.

and x and u denote the state and control variables, respectively.
State variables in the energy system are an active output power of slack bus, the

voltage amplitude values of load buses, and the reactive output powers of the
generator buses as depicted in Eq. (7.2).

x ¼ Pswing; VL; Qg
� � ð7:2Þ

Control variables in energy systems are the active output powers of the generator
buses except for the swing bus, the voltage amplitude values of the generator buses,
the transformer tap changing values and the shunt capacity values as represented in
Eq. (7.3).

u ¼ Pg; Vg; T ; Qc
� � ð7:3Þ

To deliver optimal actual power, the aim function f is the whole cost of pro-
duction like results in Eq. (7.4):

Fcos t ¼
XNg

i¼1

ai þ bi:Pgi þ ci:P
2
gi

� �
ð7:4Þ

where,

Ng total number of generators in the system
Pgi active power of generators in the system
ai, bi, ci generator fuel cost coefficients.
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In the equations below, active and reactive power at k bus taken from the system
are given in Eqs. (7.5) and (7.6).

Pk ¼ 0 ¼ Vk

XN

m¼1

Vm: gkm: cosðdk � dmÞþ bkm: sinðdk � dmÞ½ �½ � � PGK þPLK ð7:5Þ

Qk ¼ 0 ¼ Vk

XN

m¼1

Vm: gkm: sinðdk � dmÞ � bkm: cosðdk � dmÞ½ �½ � � QGK þQLK

ð7:6Þ

The required generator active power, generator reactive power, busbar voltage
amplitude, transformer step value and shunt capacity limit values are shown in the
following equations:

• The active power generated by the generator must be between the specified min
and max production capacity values.

Pmin
Gk �PGk �Pmax

Gk ð7:7Þ

• The reactive power transmitted by the generator to the system must be between
the specified min and max production capacity values.

Pmin
Gk �PGk �Pmax

Gk ð7:8Þ

• The value of the voltage at the k bus must be between the min and max voltage
values specified for that bus.

Vmin
k �Vk �Vmax

k ð7:9Þ

• The phase angle of the k bus must be between the min and max values specified
for each bus.

/min
k �/k �/max

k ð7:10Þ

• The power carried in the transmission line must not exceed the max power
carrying capacity of the transmission line.

Skm � Smax
km ð7:11Þ

• Transformer step rates should be between the min and max values specified for
each transformer.

174 B. Baydar et al.



Tmin
k � Tk � Tmax

k ð7:12Þ

• The shunt capacitors to be energized must be within the specified limits.

Qmin
Ck �QCk �Qmax

Ck ð7:13Þ

7.4.4 Solution Methods of Optimal Power Flow Problem

The solution methods of OPF problem are generally divided into two as the tra-
ditional methods and the artificial intelligence based methods as represented in
Fig. 7.2.

7.4.4.1 Traditional Methods

Traditional methods are called deterministic optimization methods and generally
involve the methods depicted in Fig. 7.3. These methods are based on mathematical
programming. While excellent progress has been made in classical methods, the
following disadvantages can be presented [31];

Disadvantages:

• Required linearization
• Required differentiability
• May get stuck at local optima
• Poor convergence
• Weak in handling qualitative constraints
• If number of variables are large, become too slowly
• In a single simulation run, can find only a single optimized solution.

Fig. 7.2 Classification of
OPF solution methods [64]
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7.4.4.2 Artificial Intelligence (AI) Based Methods

Artificial Intelligence (AI) which is excited the human being since ancient Egypt
can be defined in general as the intelligence which the machines have. Although,
the philosophers have explored the thought structure of human intelligence
throughout history, the first applicable scientific studies about AI has started by
Alan Mathison Turing at USA in 1943 because of the crypto analysis requirements
in World War 2. On the other hand, it could only be named as artificial intelligence
term at first at Dartmouth College in USA in 1956 [32].

At first glance, it can be considered that the intelligence can only belong to the
humans and animals because the intelligence is needed some advanced tools such
as eyes for sensing, nerve system for transmitting the sensed knowledge, brain for
evaluation and interpretation of these knowledge and mouth or arms for presenting
the results and these could only be belonged to the humans and animals. But,
modeling these tools as software and hardware has offered an opportunity to realize
artificial intelligence to the scientists. These have called intelligent agents.

The intelligent agents which are perceived their environment and are improved
their behavior that maximizes its success chance are the basic block of AI as
depicted in Fig. 7.4. The intelligent agent can sense its environment by using the
vision and language processing tools like as seeing and hearing by eyes and ears of
human being. It can process and interpret the sensed knowledge by using machine
learning tools. After that, it can develop its appropriate behavior by its expert
systems for succeed. Finally, it can transform this behavior to the work by using its
speaking or robotic tools. From this point of view, the AI can be defined as the
imitation of the human’s or animal’s intellectual behavior.

Recently, the AI is historically divided into three groups in general: (1) tradi-
tional statistical methods, (2) traditional symbolic AI, and (3) computational
intelligence as represented in Fig. 7.5 [33, 34]. The first group includes well-known
algebraic statistical methods such as regression analysis. They have deterministic
approaches only depended upon the given inputs. Traditional symbolic AI has
classic logic structures such as basic logic gates and combinational or sequential
logic circuits.

Fig. 7.3 Traditional solution
methods
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The last group of AI approaches is called computational intelligence (CI) and
involves some heuristic methods apart from the other two approaches. Particularly,
the artificial neural networks can reach to the results by generalizing among the little
information about the problem [35]. Fuzzy logic uses linguistic expression to account
for the intermediate values as different from the classic logic [36]. Evolutionary
computation (EC)which is the area of CI using idea of biological evolution is also one
of the heuristicmethods of AI. The underlying behind this method is natural selection:
given a population of individuals the environmental pressure causes natural selection
(survival of the fittest) and this causes a rise in the fitness of the population [37]. This
clearly means “optimization” in mathematics.

Fig. 7.4 The intelligent agent of AI [65]

Fig. 7.5 Three approaches of AI
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The EC methods are which is based on 1950s generally used in order to optimize
computational problems and separated in two such as evolutionary algorithms and
swarm intelligence according to their search principle [38]. The concept of evo-
lutionary algorithms has introduced in terms of developing genetic algorithm
optimization method by Holland and his students in 1960s [39]. This method
basically mimics the mechanisms of evolution and natural genetics. First versions
of the method transform the computational problems into the binary coded math-
ematical models and produce the results by applying the genetic operators such as
selection, crossover and mutation onto the binary coded candidates to minimize a
fitness function as depicted in Fig. 7.6. In later versions of the method such as real
coded genetic algorithm, differential evolution, differential search algorithm etc.,
these operators can be applied to the real numbers [40].

The swarm intelligent based methods have basically inspired by food search
behavior of the bird flocks, fish schools or ant colonies. In these type optimization
algorithms, these decentralized, collective and self-organized behaviors are mod-
eled mathematically and then, their results are updated iteratively by minimizing a
fitness function produced according to the nature of the problem. The intelligent
agents (birds, fishes, ants, bacteria etc.) interact locally with one another and with
their environment. This interaction finds out complex global behavior and swarm
intelligence to realize the target purpose [41]. After its introduction by Beni and
Wang in 1989 in the context of cellular robotic systems [42], a lot of different
algorithms such as ant colony optimization algorithm, particle swarm optimization
algorithm, artificial bee colony algorithm, cuckoo search algorithm etc. have been
improved by the researchers inspired by different behaviors of different animals or
living organisms so far.

The actual factor in the emergence of these optimization algorithms is that the
classical optimization techniques have limited in practical applications which
includes non-continuous and non-differentiable natural functions. The swarm
intelligence techniques which have completely algebraic update functions and also,
short and easy program code can cope with these challenges successfully.

Fig. 7.6 Genetic operators [40]
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Additionally, their small memory needs and pure algebraic contents allow easy
implementation in simple microprocessors depend on a process. The swarm intel-
ligence based optimization algorithms have been used in different scientific disci-
plines and applications so far, and one of them is OPF problem [43]. The
advantages and disadvantages of these methods are:

Advantages:

• No possibilities for problem area
• Completely applicable
• Low development and application costs
• Easy to incorporate other optimization methods
• Solutions are interpretable
• It is to provide so many alternative answers.

Disadvantages:

• Not guarantee for optimal solution within finite time
• Poor theoretical principle
• Need parameter regulation
• Often computationally expensive or/and slow.

7.4.5 Comparison of Evolutionary Computation Based
Algorithms and Classical Optimization Methods

• Adaptation to mathematical formulation changes in classical optimization
methods is rather difficult, but in the EC based algorithm the parameters can be
easily modified and adapted.

• While there is a need to understand mathematical expressions in classical
optimization methods, there is no need to understand such expressions in EC
based algorithms.

• In terms of probing solution search, EC based algorithms are easier to solve than
many alternative points, while starting from a single point to search for classical
methods.

• As a further advantage, no assumptions need to be made in EC based algorithms
while classical methods use a number of additional data such as derivatives of
the objective function.

7.5 OPF and Evolutionary Computation Methods

In this section, the some used and still unused EC based optimization methods for
OPF are briefly investigated from literature.
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7.5.1 Most Used Evolutionary Computation Based
Optimization Algorithms for OPF Problem

Most used EC based optimization algorithms determined from the literature for
OPF problem can be listed as follows (Table 7.2).

7.5.2 Literature Overview for Most Used Evolutionary
Computation Based Algorithms

The most commonly used EC algorithms in the literature can be summarized in
Table 7.3.

Table 7.2 Most used EC
based optimization algorithms
[66]

Particle swarm optimization algorithm

Artificial bee colony algorithm

Ant colony optimization

Electromagnetism-like algorithm

Cuckoo search optimization algorithm

Flower pollination optimization algorithm

Harmony search optimization algorithm

Bat optimization algorithm

Firefly optimization algorithm

Spider optimization algorithm

Collective animal behavior algorithm

Colonel selection optimization algorithm

Cultural optimization algorithm

Genetic expressing programming

Genetic optimization algorithm

Genetic programming

Evolutionary programming

Evolutionary strategy

Differential evolution optimization algorithm

Differential search optimization algorithm

Grammatical evolution optimization algorithm

Learning classifier optimization algorithm

Gene expression programming

Non dominated-sorting genetic algorithm

Strength-Pareto evolution algorithm

Simulated annealing

Tabu search algorithm
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Table 7.3 The brief literature study of most used EC based optimization algorithms

References Publication name Publication
date

Used algorithms Compared
algorithms

[67] Improved genetic
algorithms for optimal
power flow under both
normal and contingent
operations states

1997 Improved genetic
algorithms

Gradient
based
conventional
method

[68] Optimal power flow using
particle swarm
optimization

2001 Particle swarm
optimization
algorithms

Evolutionary
programming
Genetic
algorithms

[69] Optimal power flow using
Tabu search algorithm

2001 Tabu search
algorithms

Evolutionary
programming
Nonlinear
programming

[70] Optimal power flow of the
Algerian electrical
network using an ant
colony optimization
method

2005 Ant colony
optimization
algorithms

Genetic
algorithms

[71] Modified differential
evolution algorithm for
optimal power flow with
non-smooth cost functions

2007 Improved differential
evolution

Genetic
algorithms
Evolutionary
programming
Particle
swarm
optimization
Simulated
annealing
Tabu search,
differential
evolution

[72] Optimal power flow using
differential evolution
algorithm

2008 Differential evolution
algorithm

–

[73] An improved particle
swarm optimization
algorithm for optimal
power flow

2009 Improved particle
swarm optimization
algorithm

Particle
swarm
optimization
Genetic
algorithms

[74] Optimal power flow by a
fuzzy based hybrid
particle swarm
optimization approach

2009 Fuzzy based hybrid
particle swarm
optimization

Particle
swarm
optimization
(Local
random
search)
Particle
swarm
optimization
Evolution
programming

(continued)
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Table 7.3 (continued)

References Publication name Publication
date

Used algorithms Compared
algorithms

[75] Particle swarm
optimization applied to
optimal power flow
solution

2009 Particle swarm
optimization
algorithms

Matpower

[76] A solution to the optimal
power flow using artificial
bee colony algorithm

2010 Artificial bee colony
algorithm

Particle
swarm
optimization
Genetic
algorithms

[77] Application of
biogeography-based
optimization to solve
different optimal power
flow problems

2011 Biogeography-based
optimization
algorithm

Particle
swarm
optimization
Genetic
algorithms
Evolutionary
programming
Differential
evolution
Gradient
method

[78] Application of particle
swarm optimization to
optimal power systems

2011 Particle swarm
optimization
algorithm (using loss
minimization)

Interior point
algorithm

[79] Optimal power flow using
gravitational search
algorithm

2011 Gravitational search
algorithms

Other
methods in
literature

[80] A solution to
multi-objective optimal
power flow using hybrid
cultural-based bees
algorithm

2012 Cultural-based bees
algorithm

Artificial bee
colony
algorithm
Particle
swarm
optimization
Genetic
algorithms

[81] Optimal power flow with
emission controlled using
firefly algorithm

2013 Firefly algorithms Genetic
algorithms
Particle
swarm
optimization
algorithms

[82] Temperature dependent
optimal power flow using
GBest-guided artificial
bee colony algorithm

2014 GBest-guided
artificial bee colony
algorithm

Gravitational
search
algorithms

(continued)
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7.5.3 Some Unused EC Based Algorithms
for Optimal Power Flow

• Population Based Incremental Learning Algorithms (PBIL)

A Population Based Incremental Learning (PBIL) algorithm proposed firstly
Baluja in 1994 [44]. It is a method that combines the mechanisms of a general
genetic algorithm with simple competitive learning. In dynamic environments, for
improving adaptability, a PBIL-specific combinatorial memory scheme has been
explored, which stores the best solutions and relevant environmental information in
memory [45].

• Tabu Search Continuous Optimization (TSC)

Tabu Search Continuous Optimization algorithm (TSC) is a meta-heuristic
originally developed by Glover in 1989 [46, 47]. In this algorithm in general, at a
local minimum the cue performs to accept some non-cue points from that point to
allow the search to search for new areas of the area.

• Firework Algorithm

In the sky at night, inspired by fireworks explosions, the fireworks algorithm
(FWA) was proposed in 2010 to Verlag Berlin Heidelberg, in swarm intelligence
algorithms, through the investigation of the fact that fireworks explosion is like to
the way a singular researches for optimal solution [48].

Table 7.3 (continued)

References Publication name Publication
date

Used algorithms Compared
algorithms

[83] Optimal power flow using
glowworm swarm
optimization

2015 Glowworm swarm
optimization
Particle swarm
optimization

Glowworm
swarm
optimization
Particle
swarm
optimization

[84] Optimal power flow using
moth swarm algorithm

2016 Moth swarm
algorithms

Modified
particle
swarm
optimization
Modified
differential
evolution
Moth flame
optimization
Flower
pollination
algorithm
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• Raindrop Optimization

The Raindrop Optimization Algorithm was created by the treatment of rain
droplets and proposed by Shah-Hosseini in 2009. When the rain falls to the ground,
it normally flows downwards from the normal due to gravity; the landscape selects
the optimum path to the lowest point [49].

• Bayesian Optimization Algorithms

The Bayesian Optimization Algorithm (BOA) was proposed by Pelikan,
Goldberg, and Cantu-Paz. They had associated the opinion of using probabilistic
models for guiding optimization and the methods to learn and sample Bayesian
networks. BOA builds a Bayesian network for the set of promising solutions for
learning an adequate decomposition of the problem. By sampling the built network,
new candidate solutions are generated [50].

• The Wind Driven Optimization Algorithm

The Wind Based Optimization (WDO) technique is an iterative and it is also
heuristic global optimization algorithm with application potentials for search area
constraints for multi-domain and multi-mode problems and also, was created and
maintained by Zikri Bayraktar in 2010 [51].

• Normalized Normal Constraint Algorithm

The Normalized Constraint (NC) technique generates a set of equally spaced
solutions on a Pareto frontier for multi-objective optimization challenge and also
proposed first, by A. Mesac, A. Ismail-Yahya and C. A. Matsson in 2003 [52].

• Binary Bat Algorithm

Bat algorithm (BA), mimicking the behavior of echo detection bat to perform
global optimization which is one recently proposed heuristic algorithms and was
proposed by Yang [52].

• Hill Climbing Optimization Algorithm

It is one of the search algorithms used in computer science. It gets the name from
the hills in the graph where the search is made. Simply looking at the lowest point
in a graph, the movement in the graph is actually similar to the climbing of the hill
and was searched by Davis, in 1991 [53].

• Perception Learning Algorithm

The Perception Learning Algorithm was essentially built up by Fr. Rosenblatt in
1950s and is used to predict the outcome of new future data using observed data.
The algorithm first takes any vector in space and looks at whether it provides
complete separation for all data. If it does, it scrolls the vector and repeats it until it
is available for all the data. If it is not available with any vector it will continue
forever [54].
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• Self-organizing Map Algorithm

Kohonen, named for the first time is developed by Finnish scientists map the
Kohonen (Kohonen map). The name given to these networks operate in two dif-
ferent ways, like all other artificial neural networks [55].

• Adaptive Random Search Optimization Algorithm

Adaptive random search algorithm, known as the Global Optimization and
Stochastic Optimization is a set of general approaches. Adaptive random search
optimization technique has been revised by Kregting and White and assert an
approach named Adaptive Random Search Optimization Algortihm [56]. It does
not require the derivative financial instruments in the search field to navigate
directly to a search method [57].

• Stochastic Hill Climbing Optimization Algorithm

The Stochastic Hill Climbing algorithm is a Stochastic Optimization algorithm
and is a Local Optimization algorithm (contrasted to Global Optimization). Because
it does not require derivatives of the search field, it is a direct search technique.
Stochastic Hill Climbing is an extension of deterministic hill climbing algorithms
such as Simple Hill Climbing (first-best neighbor), Steepest-Ascent Hill Climbing
(best neighbor), and a parent of approaches such as Parallel Hill Climbing and
Random-Restart Hill Climbing [57].

• Iterated Local Search Optimization Algorithm

Iterative Local Search (ILS) is a search algorithm that produces a series of
solutions generated by an embedded heuristic and also was presented in 2007, by
Ruiz and Stutzle [58].

• Guided Local Search Optimization Algorithm

Guided Local Search (GLS) is a meta-heuristic method proposed to solve
combinatorial optimization problems. It is a high level strategy, applies an efficient
penalty-based approach to interact with the local improvement procedure [59].

• Extremal Optimization Algorithm

A new heuristic approach that combines the modularity and community fitness
and uses extremal optimization algorithm (EO) as an underlying method has been
proposed Bak and Sneppen [60].

• Cross-Entropy Optimization Algorithm

Cross-Entropy Optimization Method is used to find a way out difficult estimation
and optimization problems used. The Kullback-Leibler (or cross entropy) is a
versatile intuitive tool based on the most downsizing of works and this method was
given in de Boer et al. in 2005 [61].
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• Negative Selection Optimization Algorithm

Negative Selection Algorithm (NSA) in Artificial Immune Systems (AIS) is the
main method. It was inspired by self and non-self-discrimination process observed
in the Mammalian Immune System (MIS) and was proposed by Forrest in 1994
[62].

• Continuous Scatter Search Optimization Algorithm

Continuous Scatter Search Memory is a population-based approach based on
spatial combination ideas that will be empowered to exploit designs and was first
introduced in Glover in 1977 [49].

• Variable Neighborhood Search Optimization Algorithm

It was discovered in 1997 by Mladenovi’c and Hansen. The main idea of this
meta-intuitive is the systematic change of neighbors when search regions are used
[63].

Other optimization algorithms can be listed as below;

• Swine Flow Optimization Algorithm
• Lloyd’s Algorithm
• Huffman Algorithm
• Global Neighborhood Algorithm
• Scatter Search Optimization Algorithm
• Alternating Conditional Expectation Algorithm
• Immune Network Optimization Algorithm
• Dendritic Cell Optimization Algorithm
• Non-dominated Sorting Genetic Optimization Algorithm
• Univariate Marginal Distribution Optimization Algorithm
• Greedy Randomized Adaptive Search Optimization Algorithm
• Generative Algorithms
• Active-set Algorithm
• Charged System Search Optimization Algorithm.
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Part III
Planning, Attacks and Recovery in

Resilience Systems



Chapter 8
Multi-stage Resilient Distribution
System Expansion Planning Considering
Non-utility Gas-Fired Distributed
Generation

Mehrdad Setayesh Nazar and Alireza Heidari

Abstract This chapter presents an approach for Resilient Distribution System
Expansion Planning (RDSEP) considering gas-fired Non-utility DGs (NUDGs) and
Demand Side Providers (DRPs). The RDSEP method explores the NUDGs and
DRPs impacts on the planning paradigm. The RDSEP problem is decomposed into
multi sub-problems that optimize investment, operational and reliability costs.
The RDSEP is a complicated problem, and the resilience criteria may encounter
different planning schemes that can also be included in the problem modeling. The
resilience of a distribution system is the capacity to tolerate the external shocks that
may be imposed on the network, and the distribution system must be able to deliver
electricity continuously to its consumers. The distribution system may have
NUDGs and DRPs that interchange electricity with Distribution System Operator
(DSO) and they can dynamically change the distribution system resources.
The NUDG and DRP contribution scenarios can significantly change the state space
of RDSEP, and they can be utilized for different preventive/corrective measures
against internal and external shocks. The RDSEP model is a non-linear program-
ming problem, and a heuristic optimization method is utilized. A nine-bus test
system and an urban electric system are used to assess the introduced method.
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Nomenclatures

CUDG UDG costs
CDRP DRP candidates costs
CSW Switching device costs
CRPS Reactive power resource candidates costs
CNUDG NUDG contribution costs
CSub New substation costs
CFeed New feeder costs
COP UDG UDG operation costs
COP NUDG NUDG operation costs
COP DRP DRP operation costs
E Energy purchased from upward utility
MCP Marginal clearing price of the wholesale market
NESE Number of extreme external shock
NESP Number of expected external shock
NESR Number of routine external shock
NIS Number of internal shocks
NSC UDG Number of UDG capacity candidates
NSC NUDG Number of NUDG contribution scenarios
Nyear Number of planning years
Np Number of periods
Nzone Number of distribution system zones
W Weighting factor
uInv Decision variable for investment
wSub Decision variable for new substation installation
wFeed Decision variable for feeder installation
wDRP Decision variable for DRP contribution
wSW Decision variable for switching device installation
wRPS Decision variable for RPS installation
wUDG Decision variable for UDG installation
wNUDG Decision variable for NUDG contribution
/UDG Decision variable of UDG commitment
/DRP Decision variable of DRP commitment
/NUDG Decision variable of NUDG commitment

8.1 Introduction

The resilience of a distribution system is the capacity to tolerate the shocks that are
external to the electric system, continue to deliver electricity to its customers, can
recover from major shocks and resume to its new steady state conditions [1]. The
shock sources are external and internal to the system [2]. The external shocks can
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cease to function the distribution system facilities due to natural events, and the
internal shocks are the electric system contingencies [3]. Figure 8.1 depicts the
distribution system configuration and its DSO can utilize utility, NUDG facilities and
DRPs to mitigate the impacts of external shocks and/or system’s contingencies [4].

The RDSEP problem consists of optimizing of the parameters of installation of
system devices, depend on load growth conditions, reliability and resiliency criteria,
demand response programs and NUDG contribution scenarios [5].

This book chapter is about the RDSEP algorithm that considers the NUDGs/
DRPs contribution uncertainties and external shocks scenarios. Further, it considers
an optimal reconfiguration procedure to mitigate the impacts of different external
shocks on the system performance.

8.2 Problem Modelling and Formulation

The resilient expansion planning criteria can be summarized as:

(1) Minimizing the system costs;
(2) Maximizing the system reliability considering contingencies;
(3) Undertaking resilient planning and operational measures against external

shocks.

These described objectives are highly conflicting based on the fact that the high
reliability and resiliency levels of the system require a higher investment. The
second planning criteria are maximized through minimization of interruption cost
[5]. The resilient operational measures can be considered in the operational

Fig. 8.1 Schematic diagram of an electric distribution network
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preventive/corrective paradigms against external shocks [6]. Thus, the RDSEP may
be defined as a problem that the total costs of system are minimized [7]. The
resiliency of system is optimized through island formation and system resource
coordination in the contingent conditions [8].

As shown in Fig. 8.2, a NUDG can be classified as dispatchable and
non-dispatchable DG [9]. The DSO can utilize dispatchable NUDGs/DRPs to
mitigate the impacts of internal and external shocks.

The RDSEP problem is subject to the three sources of uncertainty: DRPs and
NUDGs contribution scenarios, system electric internal and external shocks [10].
Thus, the uncertainty can be modeled as a scenario-driven model. Hence, the DSO
must make optimal decisions throughout planning horizon with incomplete infor-
mation, and it must determine the optimal values of problem decision variables that
consist of the location, the capacity, and the time of installation its system devices
[11]. The DSO uses an estimated data of dispatchable NUDGs/DRPs location and
contribution scenarios to determine optimal operational paradigms for maximizing
its system reliability; meanwhile, it utilizes preventive/corrective actions and
coordinate system resources when the external shocks are imposed on the system
[12]. The RDSEP takes into account the optimal coordination of control variables
such as utility DGs, dispatchable NUDGs/DRPs, and capacitors and lines.

Based on the described planning criteria, the RDSEP decision variables can be
summarized as:

Fig. 8.2 The schematic diagram of NUDGs and loads contributions
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(1) Location, capacity, and type of utility-owned facilities and Utility-owned DGs
(UDGs),

(2) The volume of energy purchased from NUDGs and DRPs,
(3) The location and capacity of shunt capacitors,
(4) The location of switching devices.

The system costs can be categorized as:

(1) Investment costs of utility-owned resources,
(2) Operation costs of system resources,
(3) Energy purchased from upward utility, NUDGs, and DRPs,
(4) Investment and operation costs of switching devices.

The reliability of the system can be considered as objective functions and
constraints. The Energy Not Supplied Cost (ENSC) can be considered as an
objective function in RDSEP [13]. The RDSEP is logical in light of demands and
system optimal resilient planning and operation. The decision variables are critical
due to the utility and NUDGs/DRPs interactions based on the systems constraints.
In this chapter, the DSO and NUDGs/DRPs decision state spaces and different
parameters uncertainties is adequately modeled to capture the real nature of the
problem.

8.2.1 First Stage Problem Formulation

The resiliency evaluation of distribution system can be decomposed into the fol-
lowing steps: (1) the external system shocks are estimated and to be planned for;
(2) the intensity and size for each shock is estimated; (3) the recovery plans are
prepared, and (4) the performance of RDSEP for each recovery plan is evaluated [14].

The described framework of resilience planning can be done at three levels of
magnitude for external shocks that are categorized as extreme, expected and rou-
tine. The maximum considered changes of anticipated shock are categorized as an
extreme external shock. The expected and routine shock levels are designed and
below the expected design levels of shocks, respectively.

Then, the DSO determines the number of system’s internal shocks (contingen-
cies), and it estimates the number of contribution scenarios of DRP and NUDG for
each shock scenario [15]. Further, the DSO must estimate the volume of energy that
will be transacted between its system and the NUDGs and DRPs. The first stage
minimizes the present worth of whole investment, operational costs and ENSC for
the bi-annually periods of the planning years. The objective function of the first
stage problem can be written as (8.1):
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minC1 ¼
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The investment term of (8.1) will be described in the second stage problem, and
the ENSC term will be described in the fifth stage problem. The DC load flow
constraints and investment scenario selection constraints are considered as first
stage optimization constraints. However, the first stage has a slave problem that
optimizes the bi-annually cost allocation of the first stage.

8.2.2 Second Stage Problem Formulation

For each shocks scenario and NUDGs and DRPs contribution scenarios, the opti-
mally distributed generation and network expansion planning problem optimizes
cost allocation for different investment alternatives and bi-annual periods. The
objective function of second stage problem is as (8.2):
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The objective function is decomposed into the following groups: (1) network
substation, feeder, shunt capacitor, utility DG operation and investment and
switching devices (5 sentences of objective function); (2) the costs of purchased
energy from DRPs and NUDGs and upward network, (3) ENSC costs of internal
and external shocks.

The second stage problem deals with optimal cost allocation of different
investment alternatives. The constraints can be summarized as device loading and
DC load flow constraints.

8.2.3 Third Stage Problem Formulation

At the third stage, the DSO estimates the network’s electric loads and power
exchanges with upward network and NUDGs and DRPs for a quarter of year
periods. The third stage problem finds the optimal energy purchasing, operation and
investment costs for each quarter of the planning years. The third stage objective
function can be presented as (8.3):

min Cb
3 ¼

XNyear

i¼1

XNzone

j¼1

½W3:ð
X

k2Nsub

X

l2Ntrans
CSubijkl:wSub ijkl

þ
X

k2Fr

X

l2feed
CFeed ijkl:wFeed ijkl

þ
X

k2DRP
CDRP ijk:wDRP ijk þ

X

k2SW
CSW ijk:wSW ijk

þ
X

k2RPS
CRPS ijk:wRPS ijk þ

X

m2UDG

XNsc UDG

n¼1

CUDG ijmn:wUDG ijmn

þ
X

m2NUDG

XNsc NUDG

n¼1

CNUDG ijmn:w NUDG ijmnÞ

þWPurchased Energyk :MCPijk:Eijk

þWNESEk :
XNESE

l¼1

ENSCijkl þWNESPk :
XNESP

l¼1

ENSCijkl

þWNESRk :
XNESR

l¼1

ENSCijkl þ WNISk :
XNIS

l¼1

ENSCijkl�

b 2 Second stage problem state space ð8:3Þ

It considers network substation optimal capacity determination and allocation,
feeder installations, switching and RPS installations, UDG allocation and capacity
selection and NUDG and DRP contribution scenarios selection. The third stage
objective function is subjected to AC power flow constraints under normal and
contingent conditions.
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8.2.4 Fourth Stage Problem Formulation

The fourth stage objective function can be stated as (8.4):

minCc
4 ¼

XNyear

i¼1

XNzone

j¼1

XNp

k¼1

½W5:ð
X

m2UDG

XNsc UDG

n¼1

CUDG ijkmn:/ UDG ijkmn

þ
X

m2NUDG

XNsc NUDG

n¼1

CNUDG ijkmn:/ NUDG ijkmn

þ
X

m2DRP

XNsc DRP

n¼1

CDRP ijkmn:/ DRP ijkmnÞ

þWPurchased Energyk :MCPijk:Eijk

þWNESEk :
XNESE

l¼1

ENSCijkl þWNESPk :
XNESP

l¼1

ENSCijkl

þWNESRk :
XNESR

l¼1

ENSCijkl þWNISk :
XNIS

l¼1

ENSCijkl�

c 2 Third stage problem state space

ð8:4Þ

The DSO uses the scenario-driven information to describe NUDGs and DRPs
contribution scenarios. By selection of the best NUDGs and DRPs contribution
scenarios, the DSO optimizes the decision variables of (8.4). If the NUDGs and
DRPs contribution scenarios are fixed and the DSO contracts with them, the
restoration problem is investigated that is considered in the fifth stage problem
formulation.

8.2.5 Fifth Stage Problem Formulation

The fifth stage problem objective function is introduced as (8.5):
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minCe
5 ¼ WNESEk :

XNESE

l¼1

ENSCijkl

þWNESPk :
XNESP

l¼1

ENSCijkl þ WNESRk :
XNESR

l¼1

ENSCijkl

þWNISk :
XNIS

l¼1

ENSCijkl þ
X

m2UDG
DCOP UDG ijkm

þ
X

m2NUDG
DCOP NUDG ijkm þ

X

m2DRP
DCOP DRP ijkm

e 2 Fourth stage problem state space ð8:5Þ

The Weighted Average System Reliability Index (WASRI) as stopping criteria is
defined as (8.6):

WASRI ¼ w0
1:SAIDI þw0

2:SAIFIþw0
3:MAIFIE ð8:6Þ

8.3 Solution Algorithm

The described RDSEP problem has a large state space that involves thousands of
variables in the expansion-planning horizon. The uncertainties of the problem
highly increase the state space of the RDSEP problem. Further, the sub-problems
are nonlinear and non-convex. Thus, the trade-off between accuracy and compu-
tational burden is made to derive the best solution algorithm without oversimpli-
fying the expansion planning process. Hence, the authors try to find the reasonable
trade-off between solution quality and acceptable calculation time.

For optimization procedure, an Adaptive Genetic Algorithm (AGA) is used.
Figure 8.3 depicts the flowchart of the optimization algorithm. At first, the first
stage problem is optimized for wholesale market price scenarios. Then, the second
stage problem is solved. At the third stage, the algorithm optimizes device allo-
cation parameters. At the fourth stage, the optimality of contribution scenarios of
NUDGs and DRPs is investigated. At the fifth stage, the algorithm optimizes the
system restoration procedures.

8.4 Numerical Results

Two test systems were used to assess the proposed RDSEP algorithm. The first was
9-bus test system and the second was an urban electric distribution network. The
time horizon was chosen five years into the future.
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Fig. 8.3 The flowchart of the proposed multi-stage optimization algorithm
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A. The 9-Bus Test System

Tables 8.1, 8.2, and 8.3 show the system parameters, feeder data, and transformer
data, respectively. Figure 8.4 shows load forecasting results for the different year of
planning year’s horizon. MU stands for monetary unit.

Table 8.1 The 9-bus test system parameters

Parameter Value

Nominal voltage 20 kV

Maximum voltage drop (DV) 3%

Electricity price (MCP) 45 MU/MWh

DG operational cost 30 MU/MWh

Power factor 0.9

Load factor 0.8

Feeder outage rate 0.02 year−1

Feeder repair time 2 h

Table 8.2 The 9-bus test system feeder data

Type Capacity (MVA) Impedance (X/km) Installation costs (MU/km) Symbol

1 2.5 1.235 15,000

2 5 0.8265 32,000

3 10 0.4126 41,000

4 15 0.2912 55,000

5 20 0.2192 62,000

Table 8.3 The 9-bus test system transformer data

Type Capacity (MVA) Installation costs (MU/km) Symbol

1 2.5 60,000

2 5 100,000

3 10 210,000

4 15 315,000
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For the 9-bus test system, three scenarios were considered:

Scenario 1 Optimal RDSEP without UDG and NUDG contributions was
performed.

Scenario 2 Optimal RDSEP with UDG contributions was performed.
Scenario 3 Optimal RDSEP with UDG and NUDG contributions was performed.

Double line outages and single line outage were considered as external and
internal shocks, respectively. Figures 8.5, 8.6, and 8.7 show the optimal RDSEP
results for the 1st, 2nd, and 3rd scenario and the 5th year of planning year’s
horizon, respectively.

Figure 8.8 depicts the bus voltage of 9-bus test system for the 5th year of
planning year’s horizon and different scenarios. Figure 8.9 shows the final costs of
RDSEP for different scenarios. As shown in Fig. 8.9, the total system’s costs were
highly reduced by utilizing the NUDG and DRP contribution alternatives in con-
tingent conditions.

B. Urban Test System

The urban electric distribution network has about 7000 customers in the 5th year of
the planning horizon. The internal shocks (or system contingencies) were catego-
rized, and the external system shocks and their intensity were estimated. Then, the
performance of RDSEP for each recovery plan was evaluated. Three levels of
magnitude for external shocks were considered that were categorized into extreme,
expected and routine external shocks. Table 8.4 shows the external shocks cate-
gories and their characteristics.

The DSO estimated the NUDG and DRP locations, contribution scenarios, and
their annual electricity transactions with the DSO. Two scenarios of NUDG/DRP
contribution scenarios were estimated. Table 8.5 shows the estimated energy
consumption of system for two different NUDGs/DRPs contribution scenarios. The
estimated costs of energy transactions between NUDGs, DRPs and the DSO are
shown in Table 8.6.

The third stage problem determined the optimum allocation of network sub-
stations and feeder routing. Table 8.7 shows the final transformer capacity selection
results that were determined in the third stage.

Figure 8.10 depicts final monthly expected energy not supplied cost results for
different scenarios. Table 8.8 depicts the final optimized RDSEP costs. The
investment and replacement costs of the first NUDGs/DRPs contribution scenario,
takes on a value 1510 billion MUs, which is decomposed in 0.1980, 28, 612, 723,
146 billion MUs for different planning years. In addition, the RDSEP estimates that
the investment and replacement costs of the second wholesale market price scenario
will be about 1510.257 billion MUs, which is decomposed in 117, 0.121, 0.136,
624, 769 billion MUs for different planning years.

The fifth stage problem investigates the optimal restoration, and it switches the
capacitors and switches. The optimized system topologies of the first scenario
are shown in Fig. 8.11a–c for the first, third and fifth year of planning years,
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Fig. 8.5 The optimal RDSEP
result for the 1st scenario and
the 5th year of planning
year’s horizon
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Fig. 8.6 The optimal RDSEP
result for the 2nd scenario and
the 5th year of planning
year’s horizon

8 Multi-stage Resilient Distribution System Expansion Planning … 207



Fig. 8.7 The optimal RDSEP
result for the 3rd scenario and
the 5th year of planning
year’s horizon
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respectively. The optimized system topologies of the second scenario are shown in
Fig. 8.12a–c for the first, third and fifth year of planning year’s horizon, respec-
tively. The NUDGs are shown in red, and the optimal tie switch allocations are
illustrated. When the external and internal shocks are imposed on the system, the
switches and capacitors are switched to restore the system. The WASRI indices and
their components are shown in Fig. 8.13a, b for the first and second scenarios of the
NUDGs/DRPs contribution, respectively. As Fig. 8.13a shows, the WASRI index
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Table 8.4 The external shocks categories and their characteristics

External shock
category

Zone 1 Zone 2 Zone 3 Zone 4 Zone 5

Extreme Type 1 Triple line
outage

Triple line
outage

Triple line
outage

Triple line outage Triple line outage

Type 2 Triple DG
outage

Triple DG
outage

Triple DG
outage

Triple DG outage Triple DG outage

Type 3 Combination of
Type 1 and 2

Combination of
Type 1 and 2

Combination of
Type 1 and 2

Combination of
Type 1 and 2

Combination of
Type 1 and 2

Expected Type 1 Double line
outage

Double line
outage

Double line
outage

Double line
outage

Double line outage

Type 2 Double DG
outage

Double DG
outage

Double DG
outage

Double DG
outage

Double DG outage

Type 3 Single line and
double DG
outage

Single line and
double DG
outage

Single line and
double DG
outage

Double line and
DG outage

Double line and
DG outage

Type 4 Combination of
Type 1 and 2

Combination of
Type 1 and 2

Combination of
Type 1 and 2

Combination of
Type 1 and 2

Combination of
Type 1 and 2

Routine Type 1 Single line and
DG outage

Single line and
DG outage

Single line and
DG outage

Single line and
DG outage

Single line and
DG outage

Type 2 Double line
outage

Double line
outage

Double line
outage

Double line
outage

Double line outage

Table 8.5 The estimated energy consumption of the system

Year First year Second
year

Third year Fourth year Fifth year

Estimated first scenario
energy consumption
(kWh)

8.85E + 07 9.29E + 07 9.75E + 07 1.02E + 08 1.08E + 08

Estimated second
scenario energy
consumption (kWh)

8.43E + 07 8.94E + 07 9.39E + 07 9.85E + 07 1.04E + 08

Table 8.6 Total costs of NUDGs/DRPs contribution

Scenario Type First year
cost
(Million
MUs)

Second year
cost (Million
MUs)

Third year
cost
(Million
MUs)

Fourth year
cost (Million
MUs)

Fifth year
cost
(Million
MUs)

1 NUDGs 2.99E + 05 3.47E + 05 4.12E + 05 5.07E + 05 6.28E + 05

DRPs 6.04E + 05 7.01E + 05 8.27E + 05 9.63E + 05 1.13E + 06

2 NUDGs 2.40E + 05 2.79E + 05 3.31E + 05 4.07E + 05 5.05E + 05

DRPs 4.85E + 05 5.63E + 05 6.64E + 05 7.73E + 05 9.04E + 05
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Table 8.7 Final transformer allocation results

First scenario of
NUDGs/DRPs
contribution

Second scenario of
NUDGs/DRPs
contribution

#Bus Zone Load in
base year
(kVA)

Load in
fifth year
(kVA)

First
year
capacity
(kVA)

Fifth
year
capacity
(kVA)

First
year
capacity
(kVA)

Fifth
year
capacity
(kVA)

1 1 142.0504 165.2246 200 200 200 200

2 1 363.7141 411.0843 500 500 400 500

3 1 148.1401 175.6729 200 250 200 200

4 1 294.6799 331.1711 400 400 315 400

5 1 228.2031 264.2409 315 315 250 315

6 1 365.9655 413.0195 500 500 400 500

7 1 351.0099 402.7583 500 500 400 500

8 1 0 54.20679 25 100 25 100

9 1 0 44.3418 25 100 25 50

10 1 62.353 73.77879 100 100 100 100

11 1 256.3221 300.1912 315 400 315 315

12 1 94.52984 108.4372 200 200 100 200

13 2 327.0744 372.2027 400 500 400 400

14 2 252.9137 287.8661 315 400 315 315

15 2 370.7 435.5547 500 630 400 500

16 2 181.6283 204.0692 250 250 200 250

17 2 403.2697 471.495 500 630 500 500

18 2 0 176.4243 25 250 25 200

19 2 0 66.55204 25 100 25 100

20 2 0 35.4577 25 50 25 50

21 2 938.9845 1077.656 1250 1600 1000 1250

22 2 678.9604 773.2172 800 1000 800 1000

23 2 791.8355 936.542 1000 1250 1000 1000

24 2 68.36737 80.50399 100 100 100 100

25 3 332.6869 383.6478 400 500 400 500

26 3 44.44499 50.07625 100 100 50 100

27 3 0 220.387 25 315 25 250

28 3 0 52.7559 25 100 25 100

29 3 0 50.88049 25 100 25 100

30 3 0 73.58828 25 100 25 100

31 3 426.1217 486.9386 630 630 500 630

32 3 35.96624 42.16398 50 50 50 50

33 3 311.1869 360.067 400 500 400 400

34 3 31.022 36.50194 50 50 50 50

35 3 248.8218 282.3736 315 400 315 315
(continued)
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Table 8.7 (continued)

First scenario of
NUDGs/DRPs
contribution

Second scenario of
NUDGs/DRPs
contribution

#Bus Zone Load in
base year
(kVA)

Load in
fifth year
(kVA)

First
year
capacity
(kVA)

Fifth
year
capacity
(kVA)

First
year
capacity
(kVA)

Fifth
year
capacity
(kVA)

36 4 82.92556 96.92174 100 200 100 200

37 4 189.8291 213.3273 250 315 200 250

38 4 0 82.9816 25 100 25 100

39 4 0 83.5413 25 100 25 100

40 4 593.0075 704.2321 800 1000 630 800

41 4 364.4825 410.6323 500 500 400 500

42 4 986.6974 1169.166 1250 1600 1250 1250

43 4 1055.936 1221.424 1250 1600 1250 1600

44 4 443.1934 515.9738 630 630 500 630

45 4 243.346 278.1039 315 400 315 315

46 5 153.1459 172.3919 200 250 200 200

47 5 167.9018 198.2665 200 250 200 250

48 5 0 155.2084 25 200 25 200

49 5 0 163.614 25 200 25 200

50 5 0 77.1618 25 100 25 100

51 5 0 88.4071 25 200 25 100

52 5 0 72.7228 25 100 25 100

53 5 0 288.4993 25 400 25 315

54 5 777.8657 883.9553 1000 1250 1000 1000

55 5 538.6144 618.7204 800 800 630 800

56 5 471.2034 551.3081 630 800 500 630

57 5 569.8395 640.8661 800 800 630 800

58 5 726.8883 853.0839 1000 1250 800 1000

59 5 0 174.737 25 250 25 200

60 5 0 98.35 25 200 25 200

61 4 0 410.6323 0 500 0 500

62 4 0 1169.166 0 1600 0 1250

63 4 0 1221.424 0 1600 0 1600

64 3 0 36.50194 0 50 0 50

65 3 0 282.3736 0 400 0 315
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takes on a value 6.82 at bus 50 for the first scenario. However, the maximum
WASRI indices for the second scenario is 6.53 at bus 6.

8.5 Conclusion

A resilient distribution system expansion planning procedure was reviewed in the
present chapter. The introduced method used a model to investigate the NUDGs/
DRPs impacts on RDSEP. The RDSEP formulation found the optimum usage of
NUDGS/DRPS contribution scenarios and it considered the impact of resilient
criteria on the RDSEP. This algorithm decomposed the RDSEP problem into five
sub-problems. Based on the iterative fifth-stage optimization procedure, the model
of RDSEP was a MINLP problem, and a scenario-driven method with AGA was
used. The algorithm was assessed for a nine-bus test system and an urban system
with quite acceptable results.

Fig. 8.10 Final expected energy not supplied cost results
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Fig. 8.13 a The WASRI index of the first scenario for the 5th of planning year’s horizon, b the
WASRI index of the second scenario for the fifth year
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Chapter 9
Malicious and Deliberate Attacks
and Power System Resiliency

Fernando Georgel Birleanu, Petre Anghelescu and Nicu Bizon

Abstract Modern embedded systems control sensitive data and information
depending where these systems are installed to accomplish required tasks. Due to
this aspect, cyber criminals or hackers are motivated and determined to rob intel-
lectual property of these systems through more and more sophisticated attacks.
A huge problem in defending against these massive and various types of attacks is
that in the last years attacks increased their complexity while the knowledge of an
attacker decreased significantly because of the tools and devices they can find in the
online world and free market. The most important challenges to defend against an
attack are represented by these factors: speed of the attack, complexity of the attack
and the simplicity of the tools that attackers used. A very often question that most of
designers and developers of embedded systems ask is: Why cyber criminals commit
attacks and what motivates them? Is it money? Is it celebrity? The answer starts
with simple entertainment and extends to material benefits and finding, very often,
valuable sensitive information that can cause serious damages to a system and its
dependencies or even terrorism acts. Best case scenario is when the attacker is
exactly the owner/the developer of the system or when he is demanding various
attacks in order to figure out how defense mechanisms resist when facing attacks,
how these can be improved and what are the challenges in building new ones.
Therefore, this chapter is focused on two main ideas considering modern embedded
systems based on Field Programmable Gate Array (FPGA) technology such as
communication networks or cryptographic systems. The first idea refers to mali-
cious and deliberate attacks performed against embedded systems starting with
risks, threats and vulnerabilities that motivated hackers find and exploit and the
second idea is about power system resilience and how attacked systems respond
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and decide what to do next. This chapter is organized in six parts as follows. The
first part of this chapter is an introduction about attacks on embedded systems and a
background that provides all the necessary information of how attackers and attacks
evolved in the last years. The second part is focused on who performs these attacks
and how systems are attacked. The third part refers to the main attacks on
embedded systems and how these are classified depending on different criteria such
as interlinking features, integration level or programmability level. The fourth part
of this chapter is about power system resilience and how actual systems react or
how they should react in case of malicious attacks. The fifth part refers, with
examples, to the vulnerabilities existing in modern equipment that surrounds us and
how these are or can be attacked such as mobile and communication systems and
social apps that we use every day. The last part concludes the chapter and draws
some goals for future research directions. The main purposes of this chapter are: to
review and categorize all types of attacks against embedded systems based on
FPGA, to show how attacks evolved from their beginnings until present, to bring to
light who are the attackers as well as what motivates these hackers and to picture
how “resiliency” feature should operate or operates during life-cycle of embedded
systems when someone wants to perform an attack or succeeds one. Another
important goal that this chapter aims for is to find and show others vulnerabilities
existing in modern systems, especially communications, that most of us can not live
without them.

Keywords Hacker � Attack � Deliberate � Malicious � Threat � Risk
Vulnerability � Power � System � Resiliency � Interlink � Communication
Complexity � Reliability � Embedded

9.1 Introduction

Today’s modern systems that empower this world to behave in proper conditions,
starting with simple communications systems and finishing with complex and
innovative systems such as Smart Grid or Internet of Things systems, have vul-
nerabilities, thus, they are exposed to risks, sometimes to major ones than can cause
serious damages.

The first two main goals for developers are to build efficient defense mechanisms
that can counter attacks and to decide how the systems will respond, react and
recover in case of successful attacks. These two targets represent the fundament in
achieving increased resilience of critical systems and critical power infrastructures.
Still, the efficiency and complexity of implemented mechanisms depend on the
technology used to develop certain systems.

Field Programmable Gate Array (FGPA) technology has become one of the first
options in most of modern embedded systems. The solid arguments for this choice
are that these chips are right in the center of flexibility, fast time to market,
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performance, cost efficiency, simple design cycle and real-time guarantees. These
are typical specifications of most of the embedded systems that surround us [1].

Main advantages of FPGA chips are the usage of fast clock rates, reconfigura-
bility, Intellectual Property (IP) protection, parallelism and reliability. Malicious
and deliberate attacks against FPGA-based embedded systems are designed to
modify, interrupt, intercept or destroy the activity of targeted systems [1].

Nowadays, the big problem regarding these attacks is that the complexity level
of attacks is very high and increasing while the knowledge and aptitudes of
attackers are more and more at a low level and decreasing, in the last two decades.
This happens because of the tools that can be found in the open market or on-line
and using them usually comes down to selecting the type of the attack desired to
perform. If in the 90s an attack was involving guessing passwords, breaking
passwords, self-replication or backdoors, today an attack means chip cutting,
chemical attacks, optical attacks or fault injection [1–4].

No matter whether an attacker wishes to break FPGA-based embedded systems
or a computer network, commonly he is following a pattern to attempt an attack.
This starts with the attacker, that can various from simple amateurs to experts or
organizations, who dispose of dedicated tools and then he identifies the vulnera-
bilities that can be found depending on the design, configuration or implementation.
Next is the action or the attack (hardware, software or firmware attack) that has a
certain target with obtaining unauthorized results (reverse engineering, cloning,
corrupt data). All this ends with different objectives from financial gain to stealing
sensitive data or even worse, terrorism acts [1, 5].

In simple words an attack is a deliberate act that exploits a vulnerability, which
represents a weakness in a system regarding its configuration, implementation or
design. Associated with attacks are the threats that represent anything that can cause
a potential danger to a system such as people or objects that can disturb the
functioning, confidentiality, availability or integrity of that system. This can happen
with bad intention, as an incident or as an act of nature [6, 7].

Most common types of threats include human errors, hardware or software
failures, deliberate software attacks, deliberate acts of theft, sabotage, vandalism,
espionage or information extortion, compromises to Intellectual Property and forces
of nature [6, 7].

In 2013 researches by McKinsey (www.mckinsey.com) made a global survey on
cyber risk-management maturity, involving 100 institutions from Europe, North and
South America, Africa and the Middle East. The maturity level, on a scale of 1 to 4
(where 4 is the strongest), was divided is four sectors: nascent (less than 2.00), devel-
oping (between2.00 and3.00),mature (between 3.00 and 3.95) and robust (greater than
395). While 34% of the companies were rated nascent and 61% developing, only 5%
obtained mature and none of them managed to obtain the highest level [8].

So, fighting just with the idea of cyber-attacks is a big concern nowadays with
notable negative inferences in different areas than can slow down today’s modern
embedded systems such as mobile technologies. A critical concern is what happens
right in the middle of an attack and after that when the system should be in the
resilient status.
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In the following we will see who the attackers or the hackers are, the tools they
use and which are the main malicious and deliberate attacks against FPGA-based
embedded systems. Also, we will find out how these systems react after major
attacks and what are the risks and responsibilities in a hyperconnected world.

9.2 Who Are the Attackers and How Systems
Are Attacked?

“Attacker” is a general word to describe those who perform attacks against all kinds
of systems, that embraces several more specific terms such as phreak, cracker,
cyberpunk, cyber-warrior and different others forms using the hacker term. All
these terms appeared gradually along with the increasing development of modern
technologies [9, 10].

The “phreak” refers to the person who breaks secured telecommunication system
despite all the complex security mechanisms that all providers use. It started in the
1970s where phone phreaks were breaking telephone networks by matching the
tones to steal long-distance services using custom made tools.

The “hacker” term, used for the first time back in the 1960s [11] to describe a
programmer, was more often practiced in the 1980s and at the beginning they were
computer researchers at prestigious research companies such as Massachusetts
Institute of Technology. It was when the first home computers appeared and also
the old modems. A hacker is defined as a person with computer programming and
technology skills who likes to dig in the source code of different programs and see
how it works who could increase the capabilities of computer code by removing, at
that time “hacking”, surplus machine code instructions from those programs.

The 1990s brought the cracker because the hacker membership wished to part
the malicious attacks emphasized by the media from heavy hacking research and
development performed by underground groups at that time. A cracker or criminal
hacker, who possesses good technical aptitudes, wants to gain unauthorized access
to a system by cheating or defeating its security mechanisms.

So far, the cyberpunk is the worst and most dangerous category and appeared in
the 2000s. It is defined as a combination between the knowledge and technical
aptitudes of the phreak, the cracker and the hacker.

IBM (International Business Machines) categorized these hackers in three types:
clever outsiders, those with poor equipment that usually exploit vulnerabilities of a
system, knowledgeable insiders, those with experience and sophisticated equipment
and funded organizations that refer to specialist groups capable of designing
extreme complex attacks using state-of-the-art technologies [1, 12].

In 2001, John Chirillo in his book [9], labeled hackers in five categories: the
“communal hacker”, the “technological hacker”, the “political hacker”, the “eco-
nomical hacker” and the “governmental hacker”. While the first category is about
the most common type of hackers, the second category refers to actions of hacking
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strengthen by the absence of technology evolution. The “political hacker” is
associated with those who want to be heard and who points the mass-media. The
“economical hacker” is always looking for money and the “governmental hacker” is
correlated with the common terrorist because of the involvements built on its
actions.

Modern types of hackers refer to “wannabe” or “lamer”, script kiddie, ethical
hacker, Quiet, Paranoid, Skilled Hacker (QPS), cyber-warrior or mercenary,
industrial spy hacker, government agent hacker and military hacker. The “wan-
nabe” is that person who uses some tools or mechanisms from the free internet
without having any idea or curiosity about their functioning. This type of modern
hacker is often called “I would love to be a hacker”. The “boy from the scripts” or
the “script kiddie” is based on UNIX/Linux scripts that are created by others and his
interest relies only on the consequences rather than to figure out how he actually got
those results. The “ethical hacker” possesses very good technical skills and usually
prefers building his own software tools in order to help others, the community or
companies, in discovering bugs, no matter whether in the past he was on the “good”
side or on the “bad” side.

The “QPS” is related to the ethical hacker using as few as possible tools made by
others and at the lowest sense of being caught he will vanish. The “cyber-warrior”
or “mercenary” is that type of hacker that is looking after financial gains and he is
very skilled especially on focused areas, such as Wi-Fi or Web Defacing. Often, he
is associated with extremist groups. The “industrial spy hacker” is about those spies
who infiltrated in companies and managed to steal precious data and information
with the advantage brought by Information and Communication Technologies
(ICT). The “government agent hacker” is an external attacker from governments
that performs highly-sophisticated attacks targeting business markets in different
nations. Actions of the “military hacker” are very often combined with
“state-sponsored attack”. The term of “military hacker” appeared in 2004 and it
wasn’t received very well. But in the last years’ history confirmed this kind of
hacker [10].

In [11], an article about hacking last updated in August 2017, “hacker” is
described as “an individual who uses computer, networking or other skills to
overcome a technical problem” and “who uses his or her abilities to gain unau-
thorized access to systems or networks in order to commit crimes”. Also, the article
separates hackers in three types: white hat hackers, black hat hackers and gray hat
hackers. While white hat hackers are associated with ethical hackers, black hat
hackers perform malicious and deliberate attacks as Distributed Denial-of-Service
(DDoS) or identity theft and violate laws for many reasons, including money or
increased fame. Gray hat hackers are in the middle between white hat hackers and
black hat hackers, who ca offer to fix bugs they found rather than exploiting those
bugs for different illegal advantages.

A report from Fortune (http://fortune.com/section/tech/), in [13], shows that
hackers are regular people between 20s and early 30s who poses technical aptitudes
and who own above average computers. If once they were looking for money, today
their best targets involve confidential information or intellectual property.
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But how much cost these actions performed by today’s hackers? In another
report from Fortune in [14], in the United States the average total cost of data
breach was $5.85 million only in 2014 and this year, in 2017, it is estimated that
this cost will reach $7.35 million. Last year, in 2016, malicious cyber-attacks cost
the world’s economy $450 billion with $4 billion only from one attack—the
WannaCry ransomware—that a few months ago damaged computers in over than
150 countries around the world.

All this type of hackers described until here are on the same side, external
attackers. So, what about insiders?

An insider can be anyone from students and employees to anyone authorized or
authenticated to perform certain actions in a system, who has serious advantages
from external attackers through the information and data inside [15, 16]. Usually
insiders are identified using three characteristics: they have access, they are well
trusted and they possess enough knowledge and capabilities [15]. Sometimes it can
be very hard to say who is an insider in an organization, so, it is necessarily to
understand the differences between doing something on purpose and doing some-
thing that happens unintentionally, between thievishly and clear actions or between
malicious and deliberate attacks and threats versus accidental ones [16].

All these types of hackers, insiders or external attackers, have been debated in
the last decades in a many books and press. Among dozens of famous hackers, a
short list is presented next.

Kevin Mitnick managed to escape from authorities for two and a half years after
he was convicted of a number of criminal computer crimes. Mitnick was arrested in
1995 and served five years sentence in a federal prison after hacking networks of
forty high-profile corporations in United States. After his release in 2000 he
founded a cybersecurity consultancy company and he named his past activities as
“social engineering” and not “hacking” [11, 17, 18].

In the 2000s, “MafiaBoy” alias Michael Calce, a “script kiddie”, was arrested in
Canada after launching a series of DDoS attacks against Dell, Amazon, Fifa.com,
Yahoo! or e-Bay [10, 19]. He was only 14 years old.

In 2000, Jonathan James or the “c0mrade” become the first young person
(16 years old) who was incarcerated for hacking into websites such as National
Aeronautics and Space Administration (NASA) and the United States Department
of Defense. When he was 25 years old, back in 2008, he committed suicide as he
believed he would be convicted of several malicious network attacks against big
companies that he didn’t commit [11, 17].

“Anonymous” debuted in 2003 and it is a group of hackers from around the
globe with no hierarchy. They focus on defacing and defaming websites, on making
public personal information of their and victims and on denial-of-service attacks.
Targets of them include the governments of United States, India and Australia,
some parts of the dark web and also Amazon, Sony and PayPal [11, 17].

Adrian Lamo or “the homeless hacker” was arrested in 2003 and convicted in
2004 for hacking companies such as Microsoft, Yahoo and New York Times to
exploit their security bugs [11, 18].
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To see what the implications are after serious attacks, here are some big com-
panies that were hacked in the last five years [20]. In 2012 LinkedIn said that 6.5
million accounts had been hacked and in 2016 this number raised to 117 million
accounts. In 2013 Target declared that after the breach 10 million customers’
personal and financial information was exposed. In 2015 hackers stole customer
credit card data of dozens of Hilton Hotels’ chains across the country. In 2016
attackers stole $3.2 million from 9000 accounts in Tesco Bank. In 2017 an Eastern
European criminal organization reportedly used phishing methods to steal the credit
card information of millions of customers of the Chipotle.

One the one hand, external hackers attack systems and devices with three
methods: hack attack, shack attack and lab attack [1, 4]. In the first method, the
lowest level method, the attacker can perform only software attacks. The second
method refers to the low budget hardware attacks with free market or online
equipment that can’t perform complex attacks. The third method is the most dan-
gerous and invasive with access to laboratory equipment that can perform very
complex attacks such as transistor-level reverse engineering or attaching micro-
scopic logic probes. One the other hand, insiders’ job is easier because their work
can resume at stealing sensitive data and information with a simple flash drive or
through e-mail.

These hacking techniques must leave no traces about who did the attacks, so,
usually hackers try to cover their tracks through different ways such as using
proxies to hide their IP address or using tunneling techniques [21].

Nowadays we are “covered” in news and events about hackers, their actions, the
latest data and information security breaches and increased complexity attacks. All
this gained a new name, called the “cyber warfare” which was amply debated in
[22]. In this wide world cyber warfare after we have seen what about hackers from
the apparition of the first computers until today it is necessarily to see which are the
main and most common malicious attacks that motivated attackers perform against
FPGA-based embedded systems.

9.3 Malicious and Deliberate Attacks Against
FPGA-Based Embedded Systems—Classification

Although cyber-security through software encryption is becoming more and more
widespread in these days, hardware is still the way of choice for most commercial
and especially military applications. The reasons are the following [23, 24]:

• Encryption/Decryption Speed—usually, cryptographic algorithms contain
complicated operations applied to the messages and in hardware these opera-
tions can be realized in pipeline or in parallel obtaining real-time encryption/
decryption.

• Security Assured through Hardware Devices—the hardware can be encapsu-
lated and, in this way, can obtain physical protection.
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The FPGAs devices give advantages for reducing time to plan the cryptographic
algorithm, energy consumption, reliability, high encryption/decryption speed and
safety.

Although, malicious and deliberate attacks against FPGA-based embedded
systems are various and in increasing complexity because of the easiness in finding
tools and software in the free market and on-line. A new classification of these
attacks, discussed in [25], separates them in three categories depending on the
programmability level, the integration level and on the life cycle phase.

The first criterion, the programmability level, includes software attacks, hard-
ware attacks and firmware attacks. Software attacks are associated with malicious
code or malware and refer to viruses, software Trojans, worms, adware, spyware
and time bombs [26].

Viruses are programs that can infect other software programs by changing them
in order to introduce a copy of themselves into the software programs and usually
there are four phases to describe their lifetime: the dormant phase when the virus is
expecting an event to occur and then it activates, the propagation phase when the
virus creates a copy of itself and inserts it to the specific program, the triggering
phase when the virus starts executing its functions and the execution phase when
the virus behaves as desired and damages software programs. The most common
types of viruses are: file-deleting viruses, file-infecting viruses, stealth viruses, mass
mailers, boot sector viruses, macro viruses, polymorphic viruses and memory
resident viruses [27].

Software Trojans are designed for system file access in order to download,
rename or delete files from the infected device, steal passwords, disable peripherals,
disable virus protection, make registry changes or shut down the system that was
infected.

Worms refer to malicious software that are built to extend through the network
by self-replicating after infecting a computer. Adware is about web bugs or web
beacons that collect information about what users visit via Internet and then offers
specific advertisements. Those sites that use adware motivates this as a way of
improving customers experience, but experts believe is a way of spending more
money and that the real problem is what such web sites do with what was collected.

Spyware describes software that can be installed on personal computers to gather
information such as passwords, names, web sites visited, data about personal apps
or Operating System (OS) and other personal material. Time bombs or logic bombs
is a type of software attack that can be activated in the future due to a specific event
that occurs. After it was activated the computer fails or it is affected by
malfunctions.

Software attacks are also related to the packet switching protocols that consist of
replay attacks, man in the middle attacks and eavesdropping attacks. Aimed to steal
sensitive and personal data and information, a man in the middle attack happens
when someone intercepts a communication between two systems (social media,
e-mail, real-time transactions, etc.). Figure 9.1 reveals a generic life-cycle of mal-
ware attacks debated in [28].
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These eight steps in the picture above show a general life-cycle of
malware-based cyber-attacks:

• Access—this first step represents the heart of any attack through gaining direct
or remote access to critical components of the FPGA-based embedded system;

• Discovery—scanning methods and tools are used in the second step to discover
new vulnerabilities or new victims if the access is limited to perform a bad
intended action;

• Propagation—after the second step is accomplished in the third step of the
life-cycle the malware uses exploits to propagate to new targets or interest
nodes;

• Infection—in this next step the target in infected after the malware gained
access;

• Control—the fifth step refers to modern malware mechanisms that are external
controlled;

• Attack—the sixth step is the actual attack where its success depends on the
amount of access to the compromised resources;

• Trigger—step seven shows the fact that modern attacks are very well coordi-
nated and that attack triggers can be remotely turned or they can be hard-coded;

• Cleanup—the last step means that attackers usually try to cover and hide their
tracks.

Hardware attacks embrace many forms such as reverse engineering, timing
attacks, data and traffic monitoring, hardware Trojan, Denial-of-Service (DoS),
Distributed Denial-of-Service (DDoS), Electromagnetic Analysis (EMA), Simple
Power Analysis (SPA), Differential Power Analysis (DPA) [29]. Targets of hard-
ware attacks are the components of communication infrastructure, industrial and
common use control systems, network appliances and surveillance systems [30].

Reverse engineering is when the components of a system or device are separated
in order to manage how that system or device functions with the goal to duplicate it.

Fig. 9.1 Life-cycle of malware attacks
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Timing attacks through advanced measuring equipment can show vital information
about the execution of cryptographic algorithm operations and also about secret
parameters. Hardware Trojan refers to malicious and deliberate adjustment and
attachment to a hardware circuit such as an Integrated Circuit (IC) with the purpose
to modify its functionality and behavior.

In a Denial-of-Service attack the targeted system or its resources are unavailable
to its users for a limited or indefinite period of time. This is obtained usually by
flooding the system or network with superficial traffic in the attempt to overload it.
In a Distributed Denial-of-Service attack the flooding traffic comes from many
multiple sources which makes very difficult trying to stop this kind of attacks.
According to [31] there are more than 2000 daily DDoS attacks world-wide and
with just $150 one can buy a week DDoS attack on the black market. Also, Cisco
(www.cisco.com) reports that the number of DDoS attacks increased by 172% in
2016 in the entire world and believes that 3.1 million attacks will happen by 2021 (a
grow by 2.5 times). In the first quarter of 2017 Nexusguard (www.nexusguard.com)
observed a 380% increase in the number of DDoS attacks compared with 2016 [14].

Firmware attacks refer to attacks against the OS kernel. FPGA-based embedded
systems store the firmware in flash memories to allow internet updates that can led
to unwanted privilege break. Electromagnetic radiation analysis attack is based on
measuring electromagnetic signals as a fact of currents flow in a device and
physical access to the system is not a key point. After measurements are accom-
plished attacks are similar to power analysis attacks.

Simple power analysis and differential power analysis attacks demand physical
measurements of the current consumption depending on the time. This is made with
probes and everything is based on the relation between the current used by a chip
and specific performed instructions in a particular time. While in a SPA attack the
hacker observes the chart of current consumption over time and tries to correlate
this with cryptographic operations, a DPA attack uses statistical tests to isolate an
interest signal from noise and other additional power signals in order to find the
relation between processed instructions and power traces. SPA and DPA attacks
had been used to break implementation of cryptographic algorithms such as Ron
Rivest, Adi Shamir and Len Adleman, who invented it in 1977 (RSA) or Data
Encryption Standard (DES).

The second criterion, the integration level, includes board level attacks, chip
level attacks and Intellectual Property attacks.

Board level attacks are divided in invasive attacks, semi-invasive attacks and
non-invasive attacks (passive attacks and active attacks). Invasive board level
attacks need physical access to the board and the physical properties of the Printed
Circuit Board (PCB) are permanent modified. Techniques used to reproduce the
PCB layout include chemical and mechanical imaging processing methods, optical
or scanning electron microscopes, probe stations and Focused Ion Beam (FIB).
Semi-invasive board level attacks can be performed only against single or doubled
layered boards using scanning methods and Computer Aided Design (CAD) tools
to reproduce the design. Passive non-invasive board level attacks refer to observing
and monitoring data traffic without any interaction with the board. This kind of

232 F. G. Birleanu et al.



attacks are difficult to detect and for this reason cryptographic methods including
bio-inspired ones are used in order to hide the content of sensitive information [32].
Active non-invasive board level attacks are designed to force the chip to act
abnormally through wrong operations. Usually clock signals and supply voltage are
modified. Active attacks usually modify the messages, modify system files and
masquerading as another entity.

Chip level attacks are related to bitstream reverse engineering, chip cloning, fault
attacks (radiation-induced faults) and remote reconfiguration. Intellectual Property
level attacks are about modifying the source code of the system so that the attackers
can gain full control over it and access this system whenever they want.

The third criterion, the life cycle phase, provides three types of attacks: design
phase attacks, fabrication phase attacks and after-production attacks.

On one hand, fabrication phase and after-production attacks are related to attacks
performed after the device was released in the market and include design cloning,
copies or extracting confidential information. On the other hand, design phase
attacks that contain design cloning, spoofing, fault generation and adding unwanted
components such as a simple kill switch are related to insiders who can obtain
information and data access more easily or who can shut down a system with some
little effort.

There are three types of attacks assimilated to insiders [15]: misuse of access,
defense bypass and access control failure. Misuse of access insider attack refers to
the situations when an insider uses his access privileges to perform illegal actions
and it is very hard to detect and to be aware of. Defense bypass attack offers insiders
some important advantages over external hackers because they are already inside
and they skipped some security measurements.

Access control failure usually happens because of the equipment that sometimes
breaks or malfunctions causing technical issues. In a report in [31] latest common
hacking techniques include cookie theft, bait and switch, eavesdropping, malware,
DoS/DDoS, keylogging, watering hole and Wireless Application Protocol (WAP)
attacks, man-in-the-middle attack and phishing.

Cookies are very dangerous because among information of web sites visited they
can retain personal data such as passwords or financial data and if someone man-
ages to steal them then can very easy decrypt and read those data that are confi-
dential to others.

Common bait and switch hacking technique is about those advertisings or “ir-
resistible” app downloads acquired by hackers that after accessing it redirects the
page in the website to somewhere that runs malicious code and where computers
get infected with malware.

Keylogging is when someone manages to record in a log file what keys are being
pressed on a keyboard. Thus, one can find out passwords or other sensitive personal
information. WAP attacks are about creating a fake wireless Access Point (AP) that
enables hackers to gain access over a computer, device or system and then they can
observe, monitor, intercept and hijack data traffic.

According to [14], in 2016 among all kind of attacks 62% of total global
breaches were organized featuring hacking. From all of these 51% included
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malware and 81% included breaking weak passwords or stealing passwords. Also,
43% of the total breaches involved social attacks and 14% involved privilege
misuse, while only 8% occurred after physical actions against embedded systems.

Against all these variate attacks that stress humanity every day, high-tech sys-
tems must respond and react in a proper way and also must achieve high power
system resiliency.

9.4 Power System Resilience at Complex
Attacks—Models and Case Studies

Power system resilience against complex attacks is a big concern and a precious
feature to achieve that defines all mechanisms, tools and countermeasures taken to
restore after major disrupting events. The term “resilience” means “to leap back”
that translates as the ability to recover [33–35]. The basic idea for any existing
system is to decrease the chances of being attacked, to manage to deal with attacks
that succeed by absorbing then and to recover as fast as possible after increased
complexity attacks.

Resiliency has four properties that are rapidity, redundancy, robustness and
resourcefulness. Efficiency of these properties depends on technical, managerial,
social and economic aspects that all combined should ensure it. A system status has
four stages to pass through when events occur: the pre-disaster stage, the disaster
stage, the restoration stage and the long-term recovery stage [36, 37]. Between the
first two is where the disruptive event happens due to different kind of attacks. For a
good resilient system, the goal is that the restoration time is as short as possible.

For all the attacks presented in the previous section exist different mechanisms to
try to detect and to counter them. Viruses are detected and cleaned through antivirus
software that consists of four generations [27]. The first one can detect only known
viruses and it is based on certain virus signature or virus structure. The second
generation uses integrity checking and does not relies on virus signatures. The third
antivirus software generation manages to see viruses by the malicious actions
performed by them. Last generation of antivirus software refers to scanning
methods and access control facilities.

If a high resilient system is based on the ability to prevent, react and response,
for DoS and DDoS attacks defense methods are categorized in three: preventive
methods, reactive methods and response methods. Preventive methods consist of
multiple mechanisms such as firewall systems or security patches that must elim-
inate or at least try do decrease the possibility of DoS/DDoS attacks.

Reactive methods are used to mitigate the shock of attacks with three main
mechanisms: pattern attack detection, anomaly attack detection and hybrid attack
detection. For pattern attack detection the structure signatures of known existing
attacks are kept in databases and communication are observed, monitored and
compared with the data from databases in order to detect if any known attack
intends to malfunctions a system.
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Anomaly attack detection is based on how an embedded system or a device
should function in normal conditions. Current behaviors are compared with normal
behaviors to see if known or unknown attacks are trying to infect and disrupt the
system. In hybrid attack detection which is used by many intrusion detection tools,
the first two mechanisms are bounded to detect new attacks signature and to update
those databases.

Response methods are related to the reactive methods and use three mechanisms:
agent identification, filtering and reconfiguration. The agent identification mecha-
nism offers identity data about the devices from where attacks are initiated to
minimize the shock of malicious and deliberate DoS/DDoS attacks.

When using filtering mechanism, the attack flow is filtered out absolutely
complete. The reconfiguration mechanism is very useful for response methods
because it can change the network configuration to isolate the devices that perform
these specific attacks.

For achieving resilience against hardware attacks, Fraunhofer (www.fraunhofer.
de) Institute in [38, 39] proposed a solution through counterfeit-proof chips. The
idea is that chips have different physical characteristics (density, length, thickness)
that provide a unique “fingerprint” using Physical Unclonable Function (PUFs)
techniques implemented. With these feature chips as FPGAs or Application
Specific Integrated Circuit (ASICs) and further systems can obtain high physical
security.

Also, for FPGA-based embedded systems a very good method to detect and
protect against attacks is using tampering mechanisms and encryption methods by
developing methods to ensure the availability, integrity and confidentiality of these
systems.

While WAP attacks can be avoided with simple methods such as not using apps
from untrusted sources and also free hotspots, keylogging can be counter with
virtual on-screen keyboard which encrypt or scramble input text as soon as
someone clicks.

A big concern is how we manage to deal with insiders because this is and will
remain a challenge for many years ahead because they have more access and more
capabilities to attack. The two main approaches are to defend against them and to
detect them after they committed illegal activities.

We can assume that a system can be protected and have a comforting level of
resilience against complex attacks if the below security principles detailed in [40,
41] are respected:

• Economy of Mechanism—different complex security mechanisms and methods
can lead to wrong configuration of parts or components of the system;

• Least Privilege—to perform certain actions, a user or software must use a
minimum set of privileges;

• In-Depth Defense—it requires at least two security mechanisms that should deal
with synchronous attacks;

• Isolation—critical parts of the system should be isolated from external access;
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• Minimization of Attack Area—this principle demands a minimum number of
access points into a system while maintaining optimal functionality;

• Separation of Privilege—multiple access steps;
• Psychological Acceptability—security mechanisms and methods can fail;
• Open Design—closed designs are more interesting and attractive than open

designs in terms of potential attacks.

In [34], the proposed risk optimization model for enhanced power grid resilience
against physical attacks aims for more reliable protection of critical components of
the transmission systems at minimum costs and with controlled risks. The model
starts with some assumptions as the limited budgets and protection schemes of the
hackers to tamper with the specific system, the different reliability levels at different
costs for the transmission lines and the fact that risks are computed regarding the
total load curtailment and continues with complex calculations involving power
constants and parameters and decision variables such as the probability of the
attacks success. While experimenting different scenarios with increasing numbers
of buses, generators and transmission lines, the results show that conservative
protection plans, in which higher risk of unsatisfied demand is not accepted, require
protecting a larger number of transmission lines while using also a larger number of
the higher-reliability protection methods, that in the end will raise the total
investment costs.

Another model [28] for a secure and resilient power system against complex
attacks, in this case the smart grid system, shows a list of measures that must be
implemented in order to achieve higher system resilience, as follows:

• Password Policy—requires strong password policy for long and non-repeating
alphanumerical series;

• Providing Data Confidentiality, Integrity and Availability—refers to specific
techniques and protocols that are implemented to prevent different types of
attacks;

• User Management—this measure is similar to the least privilege principle;
• User Education—this is a basic security measure;
• Reduced Remote Access;
• Security Updates—this measure intends to prevent vulnerabilities and to

decrease the probability that a system can be attacked;
• Network Segmentation—the network is divided in subnetworks that have

specific purposes;
• Strict Firewall Rules;
• Anti-Virus;

A recent paper [42] proposed a graphical model (Fig. 9.2) to quantify the se-
curity of cyber-physical systems (systems detailed in [41]) when dealing with
various attacks that can damage or overstress critical devices inside the system. The
model starts with the normal state of a system and continues with different possible
states such as warning or penetrated state as a result of different parameter changes
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(detection interval, detection probability, hacker’s level of knowledge regarding the
targeted system, time interval until disruption).

Insisting on the particular case of cyber-physical systems, in [43] were recom-
mended a list of countermeasures mechanisms (for each of the three layers specific
for cyber-physical systems) so that these systems can achieve a higher resilience
and a higher level of protection.

For the first layer, the perception layer, recommended countermeasures
mechanisms are: access control, data encryption, certification, authentication,

Fig. 9.2 Graphical model for the security and protection of cyber-physical systems against attacks
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trust management, environment monitoring, secure routing protocol, key agree-
ment, sensor data protection and lightweight encryption.

The middle layer, the transmission layer, comes with: attack detection mecha-
nism, robust routing protocol, network access control, hop by hop data encryption
and across heterogenous network authentication and key agreement.

The third layer, the application layer, must ensure the following methods:
intrusion detection, user authentication and authorization, end to end encryption,
trust management and Peer-to-Peer (P2P).

After all, it seems that the two keywords to ensure high power system resilience
and robustness for embedded systems and critical infrastructures are innovation and
diversity. With higher robustness systems can better prevent and predict intrusion
incidents and with higher resilience infrastructures are able to “leap back” or to
“bounce back” from complex attacks [44, 45].

In this case innovation refers to managerial and technological solutions that must
be combined in order to achieve proposed goals for a system and with ensuring
security, protection and power system resilience for FPGA-based embedded sys-
tems or other critical infrastructures that surround us and that are already part of our
daily activities.

Modern infrastructures incline to be more diverse but this should come in line
with greater resilience against cyber-attacks. Diversity brings the introduction of
premeditated discrepancies into systems that include pointed standards, network
connectivity, operating system and so on. We can say that two embedded systems
are diverse if their key characteristics are different and not diverse contrarily.

So, if this is how a resilient system against complex attacks should look like,
why most of the apps that we use every day are so vulnerable?

9.5 Opportunities and Challenges for Smart Grids
and Other Critical Infrastructure—Risks,
Vulnerabilities, Threats, and Case Studies

Nowadays we live in the era of high-speed modern communication systems and
social media platforms such as Facebook, Twitter, Instagram, WhatsApp. All these
modern embedded systems possess vulnerabilities and have risks and threats that
hackers try to exploit.

A top of the biggest and more dangerous social media security threats refers to
the lack of a social media policy, to employees, to social networking sites, to social
engineering and to mobile apps [46, 47]. It is a fact that social media has become
“the gateway for malware” because it is world-wide used and extremely easy to
gain access [48, 49]. Basically, these platforms that some say that you don’t exist if
you don’t possess an account, had become the perfect channel for malware
spreading and infecting making experienced hackers to love companies who use the
facilities of social media [50]. Things that are posted on social media “walls” help
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attackers to find out sensitive details about the company and other critical data that
in the end targets a result consisting in highly sophisticated socially engineered
illegal hacking events.

One of the most complex modern system is Internet of Things that is try to
interconnect a wide variety of devices via Internet and so far, had partially managed
to succeed. IoT risks include code modification, key compromise, password-based
vulnerabilities and man-in-the-middle. Researchers found bugs and gaps in the se-
curity of IoT that are related to information flow control, access control, authenti-
cation, updates and hardware and network layer constraints [51–54]. Also, one of the
biggest IoT problems is about devices connected and their huge amount. In [55] risks
and threats of IoT devices suggest that 70% of devices will use unencrypted network
services and 80% of them will not even use enough complexity for passwords.

In [56] there are presented some security threats specific for IoT sensors that are
being integrated into smart cities systems:

• Data Loss—sensors must be managed and used properly through efficient
policies and procedures. Otherwise data loss appears and the process is
compromised;

• Availability, Integrity and Confidentiality Compromise—only authorized parties
should have access;

• Remote Exploitation—the sensor and server channel should be as secured as
possible to avoid remote exploitation;

• Eavesdropping—transmitted data can be intercepted and manipulated.

Also, another problem is linked with all this data generated in a smart city that it
is stored in the Cloud and the main threats and vulnerabilities are:

• Denial of Service Attacks;
• Malware Injection;
• Malicious Insider Threats;
• Data Locations and Regulation Boundaries;
• Application Vulnerabilities.

The [57] presents a vulnerability assessment overview for a smart street lighting
system (Fig. 9.3) and which are the step by step targets of the attackers (Table 9.1),
where the main security threats are:

• Private IP Disclosure—this allows hackers to find the private address used
internally;

• Clickjacking—through these trick users click on different web links and after
malicious content is activated their computers are controlled by those hackers
who tricked them;

• Cross-Site Request Forgery—this attack makes the victim to perform undesired
actions and requests;

• Session Hijacking—through this exploitation, attackers gain unauthorized
access to sensitive data in the remote server;

• Path Disclosure—this attack makes visible the location of critical data.
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Fig. 9.3 Vulnerability
assessment procedure for a
smart street lighting system
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After all these issues a recent article calls IoT as “The Internet of Hackable
Things” [58] in which it is believed trying to secure a “tsunami” of devices will
represent a “disaster” making each one “remotely hackable”.

Table 9.1 Step by step attacks for smart street lighting systems

Forms of access
gain to the system

Attack steps Objective

Network access Device spoofing Network
compromised

Network access SYN flood attack Network
compromised

Network access Eavesdropping, network fingerprinting, network
protocol vulnerability, protocol specific exploit

Network
compromised

Network access Session hijacking, exploit neighboring node, packet
flood attack, DoS attack

Service
interruption

Network access Session hijacking, routing table overflow attack, DoS
attack

Service
interruption

External device Jamming attack, DoS attack Service
interruption

External device Node replication, exploit neighboring node, packet
flood attack, DoS attack

Service
interruption

External device Node replication, routing table overflow attack, DoS
attack

Service
interruption

External device Outside eavesdropping, eavesdropping attack Info gathering
and privacy

Physical access Slander attack, physical tampering Service
interruption

Physical access Node displacement, physical tampering Service
interruption

Physical access Node destruction, physical tampering Service
interruption

Physical access exploit, routing table overflow attack, DoS attack Service
interruption

Physical access Exploit, exploit neighboring node, packet flood attack,
DoS attack

Service
interruption

Web server access Session hijacking Info gathering
and privacy

Web server access Insider attack Web server
compromised

Web server access Session sniffing, session hijacking Web server
compromised

Web server access XSS attack, session hijacking Web server
compromised

Web server access MITM attack, session hijacking Web server
compromised
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Because there is no perfectly secured system in this world, Smart Grid has its
own vulnerabilities as follows: customer security, physical security, huge number of
intelligent devices, the lifetime of power systems, more stakeholders, the use of
Internet Protocol (IP) and commercial off-the-shelf hardware and software and the
implicit trust traditional power devices [59]. Also, Smart Grid has a lot of issues as
authenticating and authorizing users to substation, consumers to smart meters,
maintenance personnel to smart meters, users to outdoor field equipment and Home
Area Network Devices (HAN) to or from gateways. Other issues include smart
meters’ key management, securing communications, side channel attacks on field
equipment, insecure firmware updates and patch management [60].

Along with some security issues such as data tampering, privacy issue, com-
promising and malicious code, identity spoofing and so on, [61] comes with several
security challenges for IoT-based Smart Grid, that requires to be taken into
consideration:

• Deployment;
• Constrained resources;
• Mobility;
• Scalability;
• Legacy systems;
• Time and latency constraints;
• Bootstrapping;
• Trust management;
• Interoperability;
• Heterogeneity.

In paper [62] the security vulnerabilities for IEC 61850, an international standard
for communication networks, especially suited for smart electrical grids, are:

• Protocol vulnerability (poor access control, missing encryption of sensitive data,
improper authentication);

• Improper security service mapping (inequality of security level, improper pro-
tecting data mapping, improper protecting service mapping);

• Improper protocol mapping (improper service mapping, improper data object
mapping);

• Network design weakness (nonexistent firewall, weak firewall rules, missing
encryption for critical data communication);

• Insecure gateway system (weak password policy, improper user authentication,
poor log management, missing integrity check, lack of event audit, poor system
access control);

• Insecure configuration tool (software vulnerability, insufficient logging,
improper user authentication).

All these risks, vulnerabilities and threats that exist in critical infrastructure
should be managed with efficient and reliable methods so that users could enjoy the
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services of highly secured modern systems. In the end of Malicious and Deliberate
Attacks and Power System Resiliency, the next section concludes this chapter.

9.6 Conclusion

We live in a hyper connected world where information is the key that makes
everything work in normal conditions. All these communication systems such as
telecom or social media that exist today or the future ones that will be invented
someday due to continuous technological advances must accomplish a major fea-
ture which is security insurance of confidential data flow.

Malicious and deliberate attacks against FPGA-based embedded systems come
in many variate forms and their complexity increases with every day that passes due
to the easiness in finding tools and software for executing them by bad intending
hackers or insiders. From simple malware to advanced monitoring techniques of
data traffic between different chips performed by low level hackers to founded
organized groups, attacks always are in the pursuit of different gain and advantages
with the main goal of accessing unauthorized data or to produce serious damages to
a system or to multiple systems.

It is very important how systems respond and action against attacks. Thus,
developers and designers must think and built innovative solutions and defense
mechanisms to prevent and to deal with these attacks through high power system
resiliency. Also, they must practice all kind of intense attacks against their products
to see how them resist, how different solutions can be improved, what are the
possible risk and threats and where are the bugs that indicates vulnerabilities that
hackers can exploit.

While everything points to a worldwide Internet of Things, attackers don’t miss
any occasion to target it and critical devices with extreme sensitive data are
unlocked only when asset owners pay money. Worst case scenario is when devices
are still locked and unavailable even after huge amounts of money are delivered
which can lead to serious damages through stopping important industrial areas on
which the functioning of critical system relies.

Out there in this world ideal secure system does not exist and to make such one
relies in finding an optimum solution with specific compromises that can provide
the exact characteristics and features that the system was designed for. Big com-
panies are working and trying every day to find this optimum solution and to
improve existing defense mechanisms for a better secured world where people can
feel protected and not “watched”.

A good path to follow starts with encouraging developers to build efficient and
securable code and transposing security competences and features we know to use
in other technology domains and continues with reliable device and personal
identity methods.
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Our communications embedded systems must ensure confidentiality and integ-
rity while also ensuring appropriate levels of availability with dynamic patching of
vulnerabilities and upgradable security mechanisms [63].
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Abstract This chapter presents a theoretical analysis of the impact of the extreme
weather events and deliberate attacks on the power systems, which is accompanied
by several examples taken from existing reports. The power systems resiliency for
these cases are presented and the used practices are being assessed. Optimized
models to improve the power system reaction time to these new risks are also
discussed and proposed.
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10.1 Chapter Overview

In the first part of this chapter the authors present the importance and the actuality
of the addressed major topics. The increase with over 40% of the number of
extreme weather events in 2015–2016 over the last 20 years and the doubling of
their frequency, but, at the same time, the unprecedented increase, starting with
September 11, of deliberate (terrorist) attacks, direct or cybernetic, imposed the
necessity of analyzing their impact on the energy infrastructure and on the energetic
security of each country. All these risks must be incorporated in finding some
technical and design solutions for the development of a safe and resilient power
system that should have the ability to anticipate, to absorb, to adapt and to quickly
recover after the occurrence of a disturbing event.

Furthermore, in Sects. 10.2 and 10.3 of this chapter, there are defined two types
of extreme weather events (severe natural conditions, disasters) respectively de-
liberate attacks on power systems. Impact analysis of these events on power system
operation and the system resiliency under these highly disruptive conditions, are
extremely important for achieving a good risk management. This is why examples
of extreme weather taken from international reports and complemented by several
situations that took place in Romania, over the past 10 years, are being studied. The
statistics made in Romania are the basis of the predictive estimations related to the
occurrence frequency of extreme weather events. Also, these statistics offer infor-
mation related to the damages produced to system, the type of defects occurring in
the system and the time necessary for the system to return to its normal operation
state. The interruption period of the power system in extreme weather conditions
can be effectively eliminated by using secondary generator systems.

Such a secondary system which uses fuel cells and renewable energy sources is
proposed and analyzed by the authors in this chapter. The operation, the response
time and the performance of the extended secondary system are described in details.
Concerning the risk of deliberate attacks, Sect. 10.3 describes the potential terrorist
threats ranging from cyber-attacks under their multiple aspects, to direct attacks
through physical destruction. The authors analyze IT attacks which took place
especially in USA and which targeted in a proportion of 40% energy companies,
which could suffer losses of about 1.87 billion dollars by 2018. There are also
mentioned some terrorist events and their impact on the US power system.

The improvement of the power system resiliency by adopting on one hand,
preventive measures and on the other hand re-design of the damaged infrastructure
is studied in the last part of this chapter. Continuous monitoring solutions based on
the intelligent systems designed in an integrated approach are proposed. The
chapter ends with a list of specific bibliographic references.
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10.2 Introduction in New Risks: Power Systems Against
Natural Disaster and Deliberate Attacks

The Power System (PS) is part of the critical infrastructures because of its vul-
nerability to risks which target him directly or are headed against the components
and processes of which it consists. The risks to PS depend and are favored by three
factors:

– the fixed location of all the system’s components, starting with every type of
electrical energy production plant, going on with the routes of the overhead or
underground power lines for transport and distribution and transforming and
distribution stations;

– the multitude and in homogeneity of hazards against PS;
– the various ways of manifestation and the unpredictability of the threats

against PS.

The risks against PS can be grouped according to their occurrence location, their
way of manifestation, and the way they develop malfunctions of the system. Some
of these hazards are part of the system’s natural structure (e.g. old equipment, used
conductors, repeated transient processes, the connection of several types of energy
sources at the same transport network, the simultaneous connection of several
important consumers) and they can be called system or process threats, being an
effect of the PS erosion/development or a product of the dynamic and transient
processes evolution from PS. Then, the influence of climatic and geophysical
factors against PS is extremely important. For example, hurricanes, tsunamis,
earthquakes, geomagnetic storms, long lasting drought which strongly affected the
PS functioning had been more and more often in the last decade all over the world.
Other hazards are caused by human intervention either by error (for example wrong
technical interventions in the PS equipment, wrong manual switching) or deliber-
ately, provoked by direct attacks against PS and its components as well as through
indirect, cybernetic attacks, carried out in the virtual space through informatics
networks to which PS is connected.

Having in mind all the hazards against PS, the authors consider that these can be
grouped as following (Fig. 10.1):

– PS system and process hazards;
– hazards due to climatic and geophysical factors;
– hazards resulting from human activity.

System and process hazards can be predictable and modeled, while climatic and
geophysical factors and human intervention, especially the deliberated one, are
inhomogeneous, hard to predict hazards, which have different manifestation forms.
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The decrease of the risks produced by these hazards against PS and the increase of
the security grade of PS, but also the return of PS to the natural functioning state
after such hazards take place represent one of the great challenges of specialists.

On a long term, in the PS structure one will substantially find Renewable Energy
Sources (RES) which together with their energy storage systems will contribute to
the increase of the energetic security grade. But the variability of the main RES
types—wind, photovoltaic, biomass—raise fitting problems regarding PS, which
must be ensured with conventional flexible capabilities, and of these, the ones based
on natural gas are the most efficient.

The hazards of extreme climatic and geophysical conditions require maintaining
in operation coal-based groups, and as an alternative, especially at European level,
is the integration of PS in the regional energy markets for equalizing the
production-consumption balance and ensuring the supply in extreme conditions.

Deliberate terrorist or informatics human attacks or made by one of the states
who possess satellites which evolve around the earth by means of electromagnetic
waves are extremely dangerous and with potentially catastrophic effects.

The short term energetic security depends on the ability of a state to manage
short term crisis of energy supply, caused by natural disasters, physical or cyber-
netic attacks, or the deliberate action of a state and needs the planning of strategic
stocks, back-up systems and regional cooperation arrangements.

Power system

Hazards due to 
climatic and 

geophysical factors

Hazards due to 
factors outside the 

power system

System and process 
hazards 

Hazards due to 
activities of humans 

working in the 
power system 

Fig. 10.1 The power system (PS) and associated hazards
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10.3 Natural Disaster—New Risk Management, Case
Studies: Banqiao Dam Failure (China), Vidraru Dam
Valve Malfunction and Belci Dam Failure (Romania)

Hydropower is one of the oldest and most widely-used renewable sources of
energy. The way a dam is operated represents a critical factor in the determination
of the probability of catastrophic failure. The lower the water level in a dam, the
greater capacity for control of severe floods, but this approach also lowers its
capacity of generating electricity and providing water for agricultural needs. Also,
the water level cannot be kept at the maximum in order to maximize its efficiency
because its purpose in controlling floods would become obsolete.

The operator must assess the dam excess capacity based on the trade-off
accepted between the benefits of having stored a large quantity of water versus the
value of flood control.

The purpose of a dam for flood control is a balance where the consequences of
small floods are preferable to the damage following a catastrophic failure of the dam
because the water stored behind it will be instantly added to the flood, leading to the
failure of other dams located downstream, by a cumulative effect [1].

The largest hydroelectric power plant is Chinese, the Three Gorges Dam is
located in Yichang, Hubei province, on Yangtze river, as seen in Fig. 10.2. The
construction of the concrete gravity type dam begun in 1994, the dam body
(without the locks) and the project was complete and functional in 2012, as seen in
Fig. 10.3, at a cost of almost 28 billion dollars.

The dam’s electric generating capacity consists of thirty-two main turbines (and
two generators of 50 MW each in order to power the plant itself), with a total of
22,500 MW.

More than 1.2 million people from 13 cities, 140 towns and 1350 villages were
forced to relocate, as the more than 600 km long reservoir filled. The Three Gorges
Reservoir has a total capacity of 39.3 � 108 m3 with a surface of 1084 km2 [2, 3].
The dam is 2309.5 m long and 185 m in crest elevation, the normal water level is

Fig. 10.2 Location of the Three Gorges Dam
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135 m and according to the check-flood calculations (1000 years design flood plus
10%) the maximum reservoir water level should be 180.4 m, the maximum
downstream water level should not exceed 83.1 m at a maximum discharge flow of
102,500 m3/s [4].

A few days after the reservoir filled, fine surface cracks emerged in the structure
of the dam. However, 163,000 concrete units of the Three Gorges dam passed
quality testes and the deformation was within design limits so a group of experts
granted the project with a good quality rating, according to Living on Earth—Three
Gorges Dam [5].

The largest natural disaster caused by the failure of a dam happened in 1975 in
China. In the fifties, they built several dams (including the Banqiao Dam, com-
pleted in 1952) in the Huai river basin of the Henan province, as presented in
Figs. 10.4 and 10.5 to ensure electrical power generation and in order to control and
contain severe floods which regularly affected the country [1].

The Banqiao Dam was originally designed to pass 1742 m3/s through sluice
gates and a spillway. The storage capacity was set at 492,000,000 m3 with
375,000,000 m3 of this capacity reserved for flood storage. The height of the dam
was 116 m.

Due to design flaws and construction errors, cracks appeared in the dam after the
construction completed. Those were repaired with know-how by Soviet engineers
between 1955 and 1956, at that time the dam being considered as unbreakable.

Chen Xing, one of China’s foremost hydrologists of that period, was involved in
the design and he did not agree with the dam’s final construction project; he
considered 12 sluice gates for the dam, but the number was deemed too conser-
vative and the final project included only 5 of them [6].

Banqiao Dam was designed with protection against one in a thousand years
flood, which was estimated to be one from a storm that would drop 53 cm of rain
over 3 days.

In August of 1975, tropical cyclone “Nina” dropped over the region the heaviest
rains ever recorded there: more than a year’s worth of water fell in a day. The
previous record was 800 mm of rain, but typhoon Nina dropped 1060 mm of rain—
a new record for the region.

Fig. 10.3 Site sketch of Three Gorges Dam
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The Banqiao Dam collapsed in the night of August 8, 1975, caused a huge wave,
10 km wide and 3–10 m high to rush downstream at a speed of approximately
50 km/h, adding another 600,000,000 m3 of more water to the floods [7].

Altogether, 62 dams broke by the cumulative effect. The dikes and flood
diversion projects located downstream could not resist in front of the flood wave, as
presented in Fig. 10.5. They broke as well and the flood spread over more than a
million hectares of farm land throughout 29 counties and municipalities, severely
affecting eleven million people throughout the region.

The flooding caused around 26,000 fatalities and another 145,000 died afterward
as a result of epidemics and famine; material damages were also severe, nearly
6,000,000 buildings collapsed. Unofficial estimates of the number of people killed
by the disaster have run as high as 230,000 people, but the conservative regime kept
the disaster outside public attention [8].

Fig. 10.4 Banqiao Dam location
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The flood broke all telecommunication lines, being difficult for the authorities to
know the gravity of the disaster and their response was slow, as they did not expect
the possibility of an “iron dam” (indestructible dam built with soviet know-how) to
collapse under any circumstances.

In order to satisfy the growing energy demand and to reduce the pollution, China
is building massive hydro power plant systems. Even though this kind of energy is
clean and cheap, building such ample projects taking into consideration only the
economic benefits is dangerous. The largest hydroelectric power plant in the world
has proven it’s safe since it has gone operational, but outside the risk of dam
collapse and catastrophic flooding as a result, the controversial project already
caused massive landslides due to erosion in the reservoir, induced by the rising
water.

In Romania on July 6, 1974, there were leaks, water jets and gravel falls on the
slope upstream of a Johnson valve, above the riverbed, at Vidraru Dam site, an
engineering and architectonic masterpiece of Romania’s communist era, as seen in
Fig. 10.6 [9].

Soon, blocks of rock dislocated from the slope began to fall, followed by a
rupture of the gallery upstream of the Johnson valve, the shearing of the gallery, the
expulsion of a portion of the mountainous massif of approximatively 10,000 m3,
expelling the metallic armour to the rupture area, breaking the concrete block of the

Fig. 10.5 Banqiao Dam failure cumulative effect
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Johnson valve, producing an artificial flood of about 600 m3/s, which destroyed the
power supply lines for the manoeuvring of the valves, the passage viaduct located at
the foot of the dam, and several other destructions downstream, including portions
of the road, bridges, dwellings, and several people lost their lives.

The most severe hydro technical accident in Romania’s history occurred in 1991.
The flood following the dam failure wiped out 250 houses and 25 people lost their
lives when Belci Dam, constructed between 1958 and 1962 near Onesti, on Tazlau
river, broke [10].

The causes of the accident were as follows: during the design phase, the dam
was classified as first importance class for which insurance calculations flow of
0.1% and verification calculation flow of 0.01% were well below the values
determined on the basis of 25 years of exploitation and hydrological observations,
respectively 1515 and 2450 m3/s.

Although known, the modification of the maximum flows did not lead to the
increase of the evacuation capacity. Under these circumstances, the overflowing and
then the failure occurred due to the exceptional flood of the night of the accident,
estimated at 2800–3000 m3/s and the impossibility of manoeuvring the
hydro-mechanical equipment caused by the interruption of the power supply.

Fig. 10.6 Vidraru Dam
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10.4 Deliberate Attacks—New Risk Management,
Cases Study

From its beginning, during the various types of natural causes emergencies, the
energy industry has been able to re-establish its essential services very quickly.
Later, during the World Wars the industry faced potential sabotage. The sabotage
threat continued, with a lower level during the Cold War, but the main concerns for
physical security were those related to domestic problems such as vandalism, theft,
etc. The latest international events highlighted the high threat of terrorist attack on
infrastructure, mostly the threats facing the electrical power and distribution system.

The transmission and distribution of electricity is at high risk of being subjected
to an attack which pose minimal risk from the attacker, a matter well-known by
possible attackers or saboteurs. The fact that power transmission lines, power
generating stations or communications facilities are located in remote locations or,
for example, gas pipelines fuelling facilities are in less populated areas, allows a
potential attacker to carry out his operations with minimal detection risk. Selecting
potential attack points and estimating the resulting consequences are the capabilities
of antiterrorist specialists [11].

The electricity system has various components such as: cybernetics, physical
systems etc. and people who support these systems. Every day, threats are
becoming more and more sophisticated and lasting, so the danger is increasing.
Because of their complexity, threats have turn to one of the most effective weapon
of our century. Increased use of IT-type products which grow more diverse and
complex by the day lead to an increase in threatened areas if some entities decide to
search and exploit their vulnerabilities. As utilities switched from electromechanical
to digital equipment and, moreover, to interconnected digital equipment, the risks of
external penetration increased accordingly.

Threats can be divided considering the sources, as:

• Potential external threats from terrorist organizations employing criminal
organizations to attack public utility networks (affecting the control and gen-
eration networks of these utilities);

• Potential internal threats (people inside the firewall of the utility company and
network operators that may jeopardize the functioning of parts of the system),
including employees who can be co-opted without their knowledge of these
threats.

Attacks on an electrical network may be physical or cyber-attack type, caused by
people who do their job neglectful, either through omission or with the intention of
doing harm.

Cyber-attacks are more frequent and possess the following criteria:

– Can appear at any given moment;
– Can come from anywhere;
– This type of risk cannot be eliminated, just attenuated;
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– Its prevention costs significantly, even though it’s difficult to measure the
benefits or to estimate the economic costs of energy disruptions.

As a result, counter cyber-attacks strategies must be a priority for any govern-
ment and for public utility companies [12].

A major modern challenge is to maintain cyber reliability. An attack from a
unsatisfied employee or from an opponent (another company or a state agency) can
produce negative economic and social consequences, as an electrical power outage
may take hours, days or even months until recovery.

Power distribution systems are subject to potential risks that can have a natural
or artificial origin. These risks were analysed by means of two large-scale studies
conducted by North American Electric Reliability Corporation (NERC):

– High-Impact, Low-Frequency Event Risk to the North American Bulk Power
System (2010) [13];

– Severe Impact Resilience: Considerations and Recommendations (2012) [14].

These studies concentrated on:

• risks with the possibility of causing catastrophic effects for the energetic system
but are less likely to appear;

• risks which haven’t occurred yet but are prone to occur in the future. Here we
can add:

– Coordinated cyber-attacks;
– Physical attacks upon the power grid;
– Mixed attacks;
– Power network overload due to electromagnetic impulses created by an

electromagnetic impulse weapon or the detonation of a nuclear weapon;
– Major natural disasters: severe weather (extreme temperatures, floods,

drought-induced fires, electric storms, massive snowfalls, strong winds,
avalanches) or interferences in the magnetic field of the Earth (coronal mass
ejections, geomagnetic storms, severe proton events).

Physical vulnerabilities sources are:

– severe weather phenomena’s consequences (power lines discontinuances caused
by fallen trees or other objects carried by strong winds);

– earthquakes;
– physical attacks (terrorist attacks or sabotage);
– physical power lines theft or electricity theft.

Cyberspace Vulnerabilities
Cyber security represents all the actions and measures taken to protect systems,

networks and data against deliberate attack or accidental compromise, covering all
aspects from the preparation to recovery. Cyber security is an important element of
information technology systems, making possible the safe existence of utilities in
the future.
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A survey conducted on chief executives of public utilities, conducted by Black
& Veatch in 2014 [15], on strategic directions in the energetic sector shows that
cyber security is considered the fourth most important threat after reliability,
environmental regulations and economic regulations.

Utility companies try to avoid the problems caused by cyber breaches, which
carries major damage (high repair costs alongside low reputation) but fail to invest
in a strong cyber infrastructure in order to prevent events which don’t occur con-
stantly, such as the usual risks a power grid is used to face.

This represents a challenge when experiencing a massive power outage, in which
case the probability of occurrence is low, but the cost can be very high.

Cyber-vulnerabilities may have the following locations:

– power plants or any other associated facility for electricity production;
– distribution and supply systems (digital interfaces, SCADA, frequency and

voltage control, etc.);
– digital measuring equipment, user interface;
– pricing, billing and bidding systems.

The 2014 Bipartisan Policy report shows that cyber-threats to the North
American electricity grid are on the rise, making cyber security a priority at national
and international level. At the same time, the Federal Bureau of Investigation notes
that cyber-attacks have become a greater risk than terrorism, being now the primary
security threat in the United States.

Electric lines that lead to users may be a vector for cyber-attacks on military and
industrial targets. Some military organizations worry about power lines or systems
used for electricity distribution may offer ways to gain access to military systems
and to classified information [16].

The threats can be human, the systems themselves or the environment. Threat
agents may attack an infrastructure either deliberately or inadvertently.

Deliberate attacks are caused by threat agents like:

• malicious employees;
• economic espionage agents;
• hackers;
• thieves;
• vandals;
• terrorists.

Neglectful attacks are caused by threat agents like:

• neglectful users;
• inadequate or superficial security controls;
• consequences with unintended effects;
• natural hazards;
• equipment malfunction;
• poorly designed systems.
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The most dangerous type of threat agent is represented by an unsatisfied
employee who knows exactly the vulnerabilities of the system, which are the
security measures that can be bypassed and what actions can be carried out in such
a way as to cause the greatest possible damage.

The most common threat agent is the neglectful user which makes data errors,
wrongly or unsafely connects to networks or equipment or leaves software pro-
grams unprotected by strong passwords, leading to an easy cyber-attack.

Still, the most destructive threat agent is represented by nature (natural hazards).
Case Studies: United States of America
Romania experienced a serious blackout shortly after the devastating earthquake

that affected the country on March 4, 1977. The cascading effect led to a gener-
alized power shortage on May 10, 1977 because of a human error, with important
financial losses but there are no solid data available regarding the magnitude of the
losses.

Until now such an undesirable event hasn’t happened, but as nowadays the
electro-energetic system is interconnected (a fact with many advantages), if there
would occur any significant disturbance in the electro-energetic system, it would
not only manifest itself locally but it would affect the whole country, including
Romania’s energetic export capacities, which would translate into loss of lives and
financial losses of billions.

On August 14, 2003, the power grid from the North America experienced its
most significant blackout, event which caused more than 50 million people to suffer
from this shortage and more than 70 GW of electrical load in USA (states from
USA and regions from Canada being affected).

Power was successfully restored to most customers within hours but it took up to
two days for some areas in the USA and parts of Ontario experienced rotating
blackouts for up to two weeks [17].

The cascade sequence of the power outage is presented in Fig. 10.7.
The common factors responsible for the black-out include [18]:

– poor implementation of vegetation growth management (this further resulted in
the contacts between the conductor and the trees)

– system operators incapacity to visualize the events on the system;
– incapacity and failure of operating the given system within known established

safe limits;
– inadequate operational coordination and communications;
– ineffective operators training to respond and recognize the emergencies in the

system emergencies;
– inappropriate resources of reactive power.

As presented above, the power outage was caused by natural causes and human
oversight. Sabotage, terrorism or criminal activity aimed at part of the grid could
produce a similarly devastating cascade if appropriate safety measures won’t be
implemented.
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The entire grid is impossible to defend against physical threats as many of the
assets are in remote areas, but as with other forms of terrorism and organised crime,
the most effective solution is pro-active intelligence gathering and law enforcement

Fig. 10.7 Power outage cascade sequence
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activity to prevent, disrupt and deter attacks on the electric grid before any hostile
actions can take place.

On April 16, 2013, the so called “Metcalf sniper attack” aimed at a power outage
by physically attacking Pacific Gas and Electric Company’s Metcalf Transmission
Substation from Coyote, California, USA as presented in Fig. 10.8. Following the
course of events, the attackers cut the fibre optic telecommunication cables before
opening gunfire at the 17 electrical transformers inside the station. The sabotage
attempt was a professional job, as authorities couldn’t find fingerprints or any other
clues in order to solve the case [19].

In the attack, no one was injured or lost its life, nobody was arrested and the
reasons behind the sabotage remain unknown. While the attack failed its intended
purpose of generating a power outage as grid officials’ successfully rerouted power

Fig. 10.8 Metcalf sniper attack scene [20]
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generated by other plants to the region, the substation was offline for nearly a month
in order to conduct repairs.

The attackers at Metcalf Transmission Substation couldn’t have been so effective
without inside intelligence, so this cannot be considered a physical attack but a
combined one, where attackers exploited the weak points of the power station with
help from inside or by hacking the power company cyber systems.

While chief executives of public utilities may look at physical and cyber-security
strategies separately, they are most certainly intertwined, as combined cyber and
real world attacks are more and more common [21].

10.5 Improve the Resiliency of Power System,
Case Studies

The concept of resilience has evolved considerably from Holling’s fundamental
definition as “a measure of the ability of a system to continue to function by
addressing changes in status, management and parameter variables” [22].

Critical infrastructure resilience is defined by the National Infrastructure
Advisory Council (NIAC) as being able to reduce the amplitude and/or duration of
disturbing events [23].

NIAC considers that the effectiveness of the resilience of an infrastructure or
organization depends on its ability to anticipate, absorb, adapt to, and/or recover
rapidly following the occurrence of a disturbing event. Critical infrastructure pro-
tection and resilience are complementary concepts and requirements for a com-
prehensive risk management strategy [24, 25].

The key features of critical infrastructure, initially designed by Stephen Flynn
and defined by NIAC in 2010 are [22, 23]:

• Robustness—the ability to maintain critical operations and functions in the event
of a crisis: reflected in physical construction and infrastructure design (build-
ings, bridges, dams, dikes) or in the redundancy and substitution ability of
systems (transport, electricity and communications);

• Responsiveness—the ability to adequately prepare, respond, and manage
activities in the event of a crisis or disruption: involves identifying how the crisis
or disruption develops, planning business continuity, supply chain management,
prioritizing actions to control and reduce damages;

• Rapid Recovery Capacity—the ability to return to and/or reconstitute normal
operations as quickly and efficiently as possible after an interruption. This
includes carefully designed emergency plans, appropriate emergency operations,
and ways to have the necessary resources at the right place;

• Adaptability—the way to absorb new lessons that can be extracted from a
catastrophe. It involves reviewing plans, modifying procedures and introducing
new tools and technologies to improve robustness, responsiveness and rapid
recovery before the next crisis.
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In the 110 kV grid in Galati County, the power injection from the
Thermoelectric power plant Galaţi and the Movileni hydroelectric power plant are
being carried out. On one hand, monitoring and control are the responsibilities of
the National Energetic Dispatcher, on the other hand their power injection is made
at the hierarchical top of the electricity distribution network, being equivalent to
power take-over from the transmission grid from the electrical transformer station
400 kV/110 kV Smirdan and electrical transformer station 220 kV/110 kV Filesti.

From these points of view, the 110 kV grid is a passive one, while the medium
voltage grid, benefiting from the power injections from the wind farms, solar power
plants and diesel generators, is really active. However, the 110 kV grid has a certain
level of complexity both through the very nature of the equipment operating at this
level of voltage and by making the interconnection between the electricity trans-
mission grid and the active power distribution network at medium voltage.

Whether active or not, the medium voltage network must be interconnected to
the transmission network, which requires that the 110 kV network failure is pre-
viously cleared, all the more so as access to voltage of a small number of nodes,
allowing them to quickly energize and/or promptly identify the remaining disabled
nodes (for a short duration without voltage), which does not interfere with the
elimination of the damage in the medium voltage network, and even precipitates
this process by knowing promptly the exact situation in the 110 kV network.

Solving damaged 110 kV network can be done:

• alternating priorities through send-by-receive priorities;
• working on the priority of certain classes of nodes, depending on the tension or

other considerations such as vulnerability, contractual clauses, etc.

In the first situation, the prior definition of source nodes was preserved, but a
kinematic orientation of graphs emerged, altering the priorities with the
send-by-receiver mechanism, changing the composition of the node classes in real
time. In this way, the operator’s intervention for solving the damage is done by
discriminating consumers on contractual, vulnerability, opportunity, etc. reasons
and by a certain flair in solving up the damage.

In the latter case, the definition and ranking of the source nodes, as well as the
discrimination of the other nodes, are made by the nodes themselves, which
communicate to the dispatching agent their available injecting power, their own
vulnerability, the actual availability of the injection power control, frequency reg-
ulation, participation in bandwidth enhancing, security of electricity supply, loss
reduction, vulnerability, etc. which is expressed by promptly updating the infor-
mation base and the self-orientation of the graphs.

For now, the human operator only has the ability to leave the 110 kV grid it’s
default priority in order to solve the failure or, on the contrary, to prioritize solving
the failure in the power distribution network at medium voltage.

As can be seen inFig. 10.9, the 110 kV the operatingmode is similar to themedium
voltage network; after the Cudalbi connection of the circuit breaker in the block
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diagram there were a series of changes on the operator terminal, as shown in
Fig. 10.10, the electrical transformer station 110 kV/20 kVCudalbi being energized.

In the case of the 110 kV Tecuci overhead electrical circuit breaker in the Tecuci
110 kV/6 kV electrical transformer station, due to the operation of some protections,
a new situation is displayed on the operator terminal as presented in Fig. 10.11.

In this scenario, the entire 110 kV network between Tecuci and Marasesti has
gone blackout, consumers in Tecuci and the rural area of northwest Galati County
being deprived of electricity. There are two possibilities, routing the power through
the medium voltage distribution network or re-energizing the 110 kV distribution
network. Routing the power through the medium voltage distribution network is
less cost effective because:

• higher power losses in the medium voltage distribution network in the new
consumer re-fuelling configuration following a 110 kV grid failure;

• he difficulty of bandwidth framing in a medium voltage network that charges
large electricity losses in an abnormal configuration;

• reduced consumer safety security for the same reasons, and also the two above
considerations;

• field intervention teams’ operation and their management in real time;
• the costs of electricity are in this case far outweighed by the counter value of the

damage to consumers.

Fig. 10.9 Remote control of a circuit breaker in the 110 kV grid
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Accordingly, priority is given to resolving the 110 kV failure in order to pass the
responsibility for resolving the operational management failure to the medium
voltage distribution network as quickly as possible.

The urgency of the “transfer of the operative management competence” function
in the context of the existing situation regarding the evolutionary stage of the
electricity distribution and the imperative of this function in the context of transition
from the static orientation to the kinematic and dynamic orientation of the graphs
modelling the electricity distribution network in the future evolution of the elec-
tricity distribution inter-condition each other, a situation which must be taken into
account in the development of the crash management application.

It is necessary for the nodes to intercommunicate so that an image of the damage
is aggregated. The action to be taken recalls the Petri network formula by launching
distributed intelligence functions:

• self-orientation of the graph by modelling the electricity distribution network;
• transferring the competence of operative management;
• procedures to clear the damage by seeking access to the source.

Fig. 10.10 The consequences of connecting a 110 kV switch by remote control
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Self-targeting will be accomplished with send-by-receive mechanisms.
Competence transfer for operational management will be similar to the current
procedure for damage liquidation by elaborating the decision (on the transfer of
competence) by setting the minimum durations of searching for it to sources with
the minimization of the resource requirements using the method “for research”
aggregating all restrictions of the electricity distribution network on each of the
voltage levels [26].
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Chapter 11
Resilience Enhancement
of Cyber-Physical Systems: A Review

Sanda Florentina Mihalache, Emil Pricop and Jaouhar Fattahi

Abstract Cyber-Physical Systems (CPS) represent a complex class of systems that
are implied in electric power generation and delivery, as well as in critical infras-
tructure operations, traffic flow management or healthcare services. CPS consist of a
robust combination of computational and physical components, that implement
modern technologies such as wireless sensor networks (WSN), Internet of Things
and recently Internet of Everything, machine to machine (M2M) communication,
smart devices and even smart everything. Cyber-Physical Systems integrate
heterogeneous equipment with computing power, which represent an attractive
target for various attackers. Successful attacks can lead not only to data breaches,
but also to interruption of CPS functioning, hence reducing their availability. CPS
are affected also by technical failures and accidents. In order to enhance the CPS
resilience, the proposed methods should mitigate the security risks by implementing
powerful and robust security measures, in the same time increasing the fault tol-
erance and redundancy of the system. In this chapter, the authors analyze the state
of the art methods for enhancing resilience of Cyber-Physical Systems. In the first
section of the chapter the authors review the threats and vulnerabilities that can
affect systems functioning. In the second part of the chapter the existing methods
for resilience enhancement (redundancy, fault tolerance, security) are presented
based on an extensive literature study.
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11.1 Introduction

Modern communities are dependent on efficient, safe and secure operation of
critical infrastructures that are key components of building management systems,
energy production and distribution, healthcare and life services, water distribution,
wastewater management, industrial facilities, transportation, military facilities,
banking or public safety and security. The functioning of these infrastructures is
relaying not only on IT infrastructure but also on various sensors, actuators and
communications equipment. Also, there is a close linking between physical system
components and their logical and functional ones.

Apart from the functioning of critical infrastructure, a recently introduced con-
cept, namely Industry 4.0, implies the integration of smart technologies in
automation field, generating the need to design Cyber-Physical Systems (CPS). The
cyber-physical systems need the collaboration between a variety of science fields,
such as systems theory, software and hardware engineering, mechanics, electronics,
process engineering and architectural design. In this chapter, the abbreviation CPS
will cover both singular and plural form of cyber-physical systems. It is necessary
to establish also the main features of CPS and main notations, models and analysis
methods.

Also, the resilience term has different interpretations in each science field, so this
chapter wants to establish the appropriate significance related to CPS. The CPS
heterogeneity makes multiple possible definitions for resilience at every layer. In
the following the abilities of detecting anomalies and properly react to these
anomalies and to recover the system after an attack will be discussed.

The rest of this chapter is organized as follows. Section 11.2 discusses some
important concepts for cyber-physical systems. Section 11.3 describes the
cyber-physical systems threats and vulnerabilities. Section 11.4 presents the state of
the art methods for cyber-physical system resilience enhancement and trends, while
in Sect. 11.5, the main conclusions are drawn.

11.2 Cyber-Physical Systems Overview

The concept of system has emerged and developed over time as a result of
emphasizing common features for a series of processes and phenomena from dif-
ferent domains, which allowed them to be treated in a unitary and systemic way.
The literature comes with different definitions for the system notion, some of them
taking into account its generality, others specific to a field of knowledge. Usually a
system is collection of elements that interacts with each other and its environment,
organized in order to achieve a goal [1]. A system is a connection of elements, each
element constituting at its turn a system (subsystem). Interaction between the ele-
ments of the system may give it new properties, different from those of the com-
ponent subsystems. In the case of physical systems, interaction is achieved through
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mass and energy flows, called stimuli if they come from the environment to the
system or responses as system reactions to stimuli.

Cyber-physical systems (CPS) are according to Ref. [2] “smart systems that
include engineered interacting networks of physical and computational compo-
nents”. These interconnected and integrated systems are usually designed to
improve quality of life and to provide technological advances in critical infras-
tructures from defense and homeland security, health care, emergency response,
traffic flow management, autonomous vehicles, robots, intelligent buildings, smart
manufacturing, and energy supply and use as mentioned in [3].

The cyber-physical systems (CPS) consists in heterogeneous devices connected
via different communication infrastructures. The physical system has interactions
with the environment (including human interactions) via its sensing devices and
responds to them via its actuating elements. In order to profit from computational
capabilities, the physical system migrates into the cyber space within CPS
framework.

In addition to CPS, within Industry 4.0 framework there are developed other
concepts e.g. Industrial Internet, Internet of Things (IoT), machine-to-machine
(M2M), smart cities, and so on that overlap more or less with CPS concept.

The Cyber-Physical Systems Public Working Group [2] was created in
mid-2014 in US to establish a CPS Framework that refers to a common vocabulary,
structure, and analysis methodology for CPS. There are also European research
grants that focus on the development of CPS [4–8].

There are different definitions for CPS, all summarizing the main functional
features of CPS [9]:

• interact with physical process via sensors and actuators;
• save and process the signals from sensors, and then act or react to them,

interacting with both physical and cyber systems;
• use globally available data and services;
• are connected with one another and in global networks via digital communi-

cation facilities (wireless and/or wired, local and/or global);
• have a series of dedicated human–machine interfaces [9].

Due to its architecture, a common property of CPS is heterogeneity, having
different communication infrastructures between its compatible elements [3, 10].
CPS have three main parts: the physical layer, networking layer and cyber layer as
shown in Fig. 11.1.

The physical layer gathers all the devices that control the real process and
provide the control interface to the real process. A typical control network is
composed of Program Logic Controllers (PLC), Remote Terminal Units (RTU),
Distributed Control Systems (DCS) as well as Wireless Sensor and Actuator
Networks (WSANs). The networking layer is used to interconnect the physical
layer with the cyber layer. The cyber layer comprises the servers with specialized
software for modeling the system, used to generate a forecast; this layer means
hardware and software packages used to assist in decision making. The cyber layer
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is the twin of physical layer. Any decision in the physical layer can be evaluated in
cyber layer and a real time forecast on how it might affect the real process is
delivered, a very important feature in critical infrastructures. The cyber layer can
find the optimal decision for the physical layer, usually the best control strategy. In
order to acquire the information, process it and communicate its decision to the
physical layer, the cyber layer needs a lot of physical equipment to deal with
perception and communication, storage data, computational forecast and transfer
the decisions in the real environment. Cyber-physical system means to profit from
smart technologies to realize coordination awareness and control of the physical
world. Cyber world and physical world are now more integrated [11].

According to Ref. [12], a CPS structure was proposed in 2015. The proposal is
known as the 5C architecture. The proposed structure can be used as a guideline in
developing of CPS for industrial applications. This CPS structure consists of two
main components as mentioned in Ref. [13]: (1) the advanced connectivity that
ensures real-time data streamlining between the two layers; and (2) intelligent data
analytics that forms the cyber space.

The 5C structure, presented in Fig. 11.2, includes 5 levels for implementation in
developing a Cyber-Physical System application: Smart Connection, Data-to-info
Conversion, Cyber, Cognition and Configuration levels [12].

Smart Connection. At the first (bottom) level the priority consists in acquiring
accurate and reliable data from the real process (e.g. via sensors) and implementing
an accurate command to real process (e.g. via actuators). The data obtained at this

Fig. 11.1 An example of three-layer CPS architecture
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level can come from sensors, controller or enterprise manufacturing systems. This
involves a various type of data and consequently a specific protocol for data
acquisition and transfer.

Data-to-info Conversion. In conversion level the focus is on transforming the
data into knowledge and insights usually using methods based on artificial intel-
ligence techniques (e.g. data mining techniques). The second level of CPS archi-
tecture enhances the process units with self-awareness [12].

Cyber. The cyber level acts as central information hub as presented in Ref. [13].
Information is being sent to it from every connected process unit to form the
process network. Specific analytics have to be used to extract additional knowledge
about process units’ status among the process. These analytics enhances the process
unit with self-comparison ability (historical knowledge is used to predict the future
behavior of the process unit).

– Cognition. In this level, it is generated knowledge and insights of the system.
Decision Support Systems (DSS) are developed to take the correct and optimal
decisions [14]. The decisions must be prioritized.

– Configuration. The configuration level hosts the resilience control system
(RCS) that apply the corrective and preventive decisions, which has been
computed in cognition level, to the physical system. It works like a supervisory
control system that generates the feedback from cyber to physical system.

5. Configuration

4. Cognition

3. Cyber

2. Conversion

1. Connection

RCS

DSS

Specific
analitics, 

Cyber
hub

Extracting
knowledge and 

insights

Controllers, PLCs, 
RTUs, WSANs, 

enterprise manufacturing 
systems

Fig. 11.2 The 5C functional architecture
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11.3 Cyber-Physical Systems Threats and Vulnerabilities

It is very important that the CPS is designed in a trustworthy manner. Dependability
and security concepts are very important features of CPS. Avizienis et al. [15]
define the threats on dependability and security as failures, errors, and faults, long
before a CPS framework is developed. A dependable and a secure system is a
trustworthy one. The heterogeneity of CPS emphasizes mainly dependability and
security issues for the cyber and physical elements and their interactions.

According to Ref. [15] the dependability comprises five “attributes” as men-
tioned below:

• Availability—“readiness for correct service”;
• Reliability—“continuity of correct service”;
• Safety—“absence of catastrophic consequences on the user(s) and

environment”;
• Integrity—“absence of improper system alterations”;
• Maintainability—“ability to undergo modifications and repairs”.

The most important threats to dependability and security are: faults, errors, and
failures. Their formal definition is presented below:

• Failure—meaning the incorrect service of a device;
• Error—the deviation of a system’s state from correct behavior.
• Fault—the known or presumed cause of an error (internal or external) [15].

The other main requirement for a dependable CPS is security [3, 16, 17]. Taking
into account its nature, CPS security will inherit both physical and cyber
components.

According to Ref. [18] the security aspects of CPS will focus on assuring:

• Confidentiality, meaning prevention of releasing undisclosed information;
• Integrity, meaning prevention of unauthorized alteration of information (data

injection);
• Availability, meaning prevention of unauthorized possessing of information or

resources and limiting the possibility to make critical resources unavailable.

A security breach within a CPS can cause two types of threats: threats on
hardware components availability, or threats on data as indicated in Ref. [19].
Anwar and Ali [17] propose to label trust into internal or external, depending on
CPS not having or having an interaction with the environment.

In the following paragraphs, we will analyze the threats on a three-layered
architecture of CPS.
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11.3.1 Threats in Physical Layer

The physical layer is the source of data from monitored system and the receiver of
the control commands. The control network formed by PLC, DCS, RTUs or
wireless sensors and actuators has a topography that makes some of the unattended
nodes vulnerable to attackers [19–23]. The nodes forming the control network have
limited cyber capabilities (memory and computing resources, communications,
industrial protocols that must be improved for security issues). Security mecha-
nisms used for traditional IT systems are not always efficient [24]. The main
security threats of physical layer are discussed in the following paragraphs.

Two types of attack are identified at physical level:

– threats on device availability;
– threats on device information (control).

In the first category of attacks are: physical capture (physical possession of the
nodes), equipment failure (reduced or lost performance due to external forces,
wearing or harsh environment), and power line failure [25], physical destruction
(physical damage of the nodes) and energy-exhaustion attacks [24]. The second
type includes electromagnetic interference (unwanted electromagnetic signals
interfere with useful signals, with loss of accuracy), data corruption [25], infor-
mation disclosure [26], information tracking, tampering (attacker intercepts and
modifies the data, then sends modified data to the recipient, [27]), sensing infor-
mation leakage [28], different types of Denial of Service DoS attack (channel
blocked through network bandwidth consumption). Introducing a false node to the
network can lead to DoS attack, consuming the energy nodes in the control network
as shown in Ref. [29]. This is also the case of Path Based DoS, when the channel is
flooded with packets leading to energy consumption and network failure.

The physical layer is the base of a CPS, therefore special measures must be taken
to ensure its security. Each node is important as capturing a node creates a breach in
the security of the entire system. The security measures must provide a trustworthy
CPS, where the signals from sensors are the real ones and the commands executed
at this layer are those computed and verified in cyber layer.

In order to increase the CPS security at physical level it must be considered:

• to improve the identification and authentication mechanisms of each node from
control network;

• to get better protection of data by applying biometric technology for operator
authentication [20];

• to grow the penalties for the illegal activities targeting or involving
cyber-physical systems;

• to develop innovative cryptographic technologies that might be applied to
cyber-physical systems.
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11.3.2 Threats in Network Layer

The network layer in cyber-physical system is formed by heterogeneous networks.
The data transmission is wired or wireless and the main threats in this layer appear
in the wireless transmission. The massive structure with a lot of nodes and huge
amount of information can bring traffic congestion and also increases the chances of
a Distributed DoS attack (DDoS). Potential damage to the whole network layer can
be done when attacking the synchronization node between the cyber and physical
layers. The attacks on this layer can lead to data leakage during the data trans-
mission. An attacker can capture a transmitted message via an interference mech-
anism such as radio interface, modify and retransmit it, or exchange information
between networks [24]. If remote access is allowed in a network with huge number
of nodes, the attackers have an increased rate of a successful attack [30]. Usual
attacks on this layer include [24]: response and Sybil (multiple identities for
malicious nodes), traffic analysis, tampering, exhaustion, collision, black hole
(malicious node cheats other nodes to connect with it, and then lose the packet to be
forwarded), flooding, trap doors (exploiting exceptions in security policies), node
sink, direction misleading sinkhole, wormhole, wrong path selection, tunneling and
illegal access.

The main security threats as forms of attacks are presented below:

• Routing. Malicious node modifies the data path to create an infinite routing loop,
or attack by tampering the routing information with the result of resistant net-
work transmission, increased delays or extended source path as described in
Ref. [26, 31].

• DDoS—Distributed Denial of Service attack target server with multiple DoS
attacks at the same time [27]. This can be the result of a flooding attack that
make the networked resource unavailable or not responding.

• Sink Node Attack. Malicious nodes interrupt data transmission by attacking the
sink node.

• Wormhole Attack. Announces false paths through which all the packets are
routed as presented in Ref. [32].

• Jamming. Block the wireless channel between sensor nodes leading to inter-
ruption of communications and subsequently to denial of service or significant
performance drop [31, 33].

• Selective Forwarding. Makes a compromised node to lose key packets, and
forward selected packets [31].

• Sinkhole. This attack generates the best routing path to be used for data trans-
mission to normal nodes, attracting a huge amount of data. This attack creates the
premises to launch other attacks, such as selective forwarding and spoofing [31].

Security measures must be adopted to the network layer of cyber-physical
systems to provide data integrity, confidentiality and consistency. The authentica-
tion of nodes must have improved security mechanisms, because a compromised
node is a breach in security that can facilitate other type of attacks.

276 S. F. Mihalache et al.



11.3.3 Threats in Cyber Layer

At this layer, used to compute control commands and make decision based on
extracted knowledge and insights, there are huge amounts of data (users’ data) that
need to be protected and have privacy. This level comprises a lot of applications
that requires high processing capabilities and high storage facilities. Each appli-
cation needs a specific set of security measures.

The common threats are:

• Leaking confidential data or credentials due to the vulnerabilities in the data
transmission protocols, storage facilities [25].

• Unauthorized access to the network and system data [25].
• Code in the system with no effect (malicious, worms and viruses), with possible

security risks [25, 34, 35].
• Attackers may use the system or damage the system by forging control com-

mands as stated in Refs. [25, 34, 35].

Main security measures for cyber layer include the following:

• implement a clear access control policy of the system based on the least priv-
ilege rule;

• improve the authentication mechanisms and data security by using powerful
encryption algorithms;

• establish a centralized, efficient security management platform.

CPS vulnerability represents the openness to specific attack or damage. There
are a lot of vulnerabilities of the CPS and proper security policies can reduce their
number. The vulnerabilities can appear in CPS management, platform and network.

11.3.4 Vulnerabilities of Management

The CPS must have a safety and security plan. It is possible that such a plan does
not exist or lacks important components. Policy and implementation guideline can
be incomplete, inappropriate, or does not exist. The vulnerabilities appear when
there are no adequate Industrial Control System (ICS) security policies, no safety
training and attack recognition programs, faulty security design, no written safety
procedures, no ICS security review (that must be checked periodically), no Disaster
Recovery Plan (DRP) or Resilience Control System (RCS).
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11.3.5 Vulnerabilities of Platform

In CPS, the vulnerabilities might appear from defects in the platform which can be
misconfigured or poorly maintained, or from platform hardware and software. The
platform configuration vulnerabilities come from delaying or not updating the
operating system or applications with the latest security patches, not saving or
backing up the most important settings and data, no protecting data with a strong
password policy [27]. The platform hardware vulnerabilities derive from the lack of
performing security control, or not physical protecting the critical systems, not
having a redundancy scheme for important resources, not preventing physical
access to critical facilities, having remote access to physical devices from the
process (usually via wireless transmissions). Among platform software vulnera-
bilities there are running unnecessary services, improper authentication and access
control, not maintaining logs for alarms and events. Also, the platform malware
vulnerabilities include not installing malware protection software, not updating the
definitions for malware protection software and not testing for known attacks.

The security plan should have security controls such as updating and patching
the operating system and applications, biometric access control [22] or antivirus
software [27].

11.3.6 Vulnerabilities of Network

These CPS vulnerabilities are related to network platform configuration (not using
data flow control, not configuring the best security network settings, passwords are
not encrypted), network hardware (unsafe physical ports, not having redundancy
architecture to important nodes in the network), network perimeter (not having a
firewall or having an improper configured one, not having defined a security
perimeter), network monitoring and logging (the control network uses industrial
protocols with no security components, lack of firewalls and security logs), network
communication (no authentication of user or device) and network connection (not
enough certification between the client and the server, not enough data protection
between the client and server [27]). The security plan should include enhancing the
industrial data protocols with security components [23], intrusion detection sys-
tems, network traffic encryption, network link limit [27].
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11.4 State of the Art Methods for Cyber-Physical System
Resilience Enhancement and Trends

The heterogeneity of CPS makes them prone to a variety of attacks. The number of
attacks to cyber-physical systems is increasing [2, 36]. Traditional security and
protection mechanisms cannot cope with such complex attacks, making necessary
new approaches for these heterogeneous cyber-physical systems.

According to Ref. [10] the concept of resilience was originally associated with
the fields of ecology and psychology. The main parts of cyber-physical systems
determine two meanings for the resilience term: a movement among entities from
CPS to improve their ability to quickly recover from catastrophic events, such as
natural disasters or terrorist attacks—for the physical part and for the cyber part—
the stability and quality of service in face of threats on the computing and net-
working infrastructure [10, 37].

There is no unanimously accepted definition for resilience. There are researchers
that consider resilience as the availability of the underlying system. Others add both
the ability to handle threats of an unexpected and malicious nature, and the defense
and recovery after cyber-attacks [37, 38]. In literature, there are definitions for CPS
resilience with respect to its service sectors: buildings, energy, consumer and home,
healthcare and life service, industrial, transportation retail, security, public safety,
IT and networks [2]. One definition for resilience includes the ability to accom-
modate faults or events that otherwise might compromise the stability of the system
and the underlying goals [10]. Arghandeh et al. [38] propose a definition for CPS
resilience that takes into account the threats to physical, cyber and cyber-physical
parts. According to them “the resilience of a system presented with an unexpected
set of disturbances is the system’s ability to reduce the magnitude and duration of
the disruption. A resilient system downgrades its functionality and alters its
structure in an agile way”. A resilience framework, presented in Fig. 11.3, is
proposed in comparison with the Pressure and Release (PAR) risk analysis
framework [38].

The specific resilience properties of durability, survivability and self-healing are
time dependent. Resilience assessment adds the temporal dimension to risk
assessment framework.

Resilient control systems (RCS) are a part of CPS, as shown in Fig. 11.2, and
their design must take into account all possible threats. Rieger et al. [39] defined
resilient control system as “one that maintains state awareness and an accepted level
of operational normalcy in response to disturbances, including threats of an
unexpected and malicious nature”. The concepts of state awareness and context
awareness are introduced, both used to resilience enhancement. Taking into account
the difficulty of detecting an attack, monitoring system parameters is the first step in
mitigating the attack. The system parameters can be monitored if they can be
measured or estimated.

State awareness is a resiliency related concept that has many definitions. In CPS,
state awareness is the ability to know or estimate the necessary control system states
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to maintain a stable closed loop operation, and the generation of sufficient
knowledge and insights of operation to make reliable informed decisions [39, 40].

The observability concept from control theory [1] is connected to state aware-
ness concept. The observability is an internal system property (observability is a
measure of how well current internal states of a system can be inferred from
knowledge of its external outputs), and state awareness refers to actual measure-
ment or estimation of the internal system states. Melin et al. [40] consider the state
awareness as the availability of the internal system’s states, either from direct
measurement (sensors) or from inferring available outputs (via estimator).

The effects of an attack can be mitigated if the system is capable of maintaining
state awareness. This means that if the attack provides false sensorial data, the
system is no longer capable of maintaining state awareness, resulting in physical
damage and faulty behaviour. The resilient control system is in the top of functional
pyramid architecture of 5C which means that its decisions are based on sufficient
knowledge and insights of system parameters. Rieger et al. [41] states that in a
resilient control system it is necessary to consider everything that might affect the
system’s normalcy, to be able to maintain state awareness. They propose two cyber
control strategies to maintain state awareness: a closed loop and an open loop. The
performance of resilient control system is measured in closed loop strategy
assessing cyber and physical security, process efficiency and stability, and process
compliancy. It is crucial that the knowledge or insights extracted from the available
data to permit maintaining the normal operation of the system. Consequently, state
awareness can be considered as the availability of the necessary knowledge to
maintain an acceptable level of normal operation of the system. The necessary
knowledge consists in information about internal states of the physical process and
information from cyber level as recommendations to maintain the normal operation
of the system.

Risk
(Disaster, A ack)

Hazard Vulnerability Capacity

Durability Severity Survivability Self-healing

Need real me response

Fig. 11.3 The resilience framework proposed by Arghandeh [38]
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Context awareness is an important property especially in the field of critical
when services must be delivered at the proper time. A cyber-physical system with
context awareness is able to sense the changes in the physical environment and
adapt/react rapidly to deliver the solutions in real time. Basically, it means that a
CPS can get information from its environment and can use it in an intelligent
manner to anticipate needs and situations and react with solutions (intelligent
adapting to environment [42]). Another definition for context awareness is the
ability of systems to link their operation with changes in the environment [43, 44].

The context is “any information that can be used to characterize the situation of
an entity. An entity is a person, place or object that is considered relevant to the
interaction between a user and an application, including the user and applications
themselves” [45]. More definitions for context in cyber-physical systems can be
found in Ref. [46–49].

The notion of context is time dependent and characterizes the current situation of
the highly dynamic and heterogeneous system. The interactions between two entities
of the system creates context, and the lack of interactions between them is also context.
The information from the environment is inferred in context inference block and
proper preventive and corrective decisions aremade to dealwith acquired information.

Context awareness refers to detect, interpret and react to aspects of a user’s envi-
ronment. A system has context awareness if it is able to support real time changes in its
behavior, as a reaction to known and measured changes in its context [45]. Truong
et al. [50] define a context awareness system as that one which is able to extract, infer
and use context knowledge in order to adapt its functionality to the current context.

Context awareness systems usually process and reason uncertain, ambiguous and
missing information [46]. There is a need of designing trustworthy cyber-physical
systems [3] that include more than resilience and robustness in their definition, and
context aware systems are now in trend of their design.

The literature presents a variety of context awareness cyber-physical systems
corresponding to the area of CPS implementation (buildings, energy, consumer and
home, healthcare and life service, industrial, transportation retail, security, public
safety, IT and networks). The proposed solutions may vary, but the information
flow usually has the same path [10] as presented in Fig. 11.4.

There are context awareness CPS that only react after changing conditions from
its normal behaviour that are usually measured with sensors (the context awareness
closed loop). Other context awareness CPS prevent those changes taking into
account some important disturbances (the context awareness open loop). The most
complete context awareness CPS works in a combined manner both feedback and
feedforward and have the structure presented in Fig. 11.4.

The information flow goes in a feedback or feedforward manner and must be
first collected via sensors or estimators (for those variables that cannot be mea-
sured). Next step includes information categorization, data fusion and aggregation,
managing missing data, machine learning algorithms and inference [46]. The pre-
processed collected information is modeled and stored usually using databases and
ontologies. The context model that describes the underlying entities and their
relationships can be static or dynamic [51].
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The context inference step must provide new information based on available
information, as recommendations of the supervisory control system. Computational
intelligence techniques (fuzzy inference system, artificial neural networks, ANFIS,
etc.) are used as context inference techniques in the literature [10, 45]. The
context-aware CPS process the available information to identify changes in context
and provide solutions to adapt its behaviour, in response to changes. The recom-
mendations to adapt its behavior sent to the real process are taken after formulating
and solving of an optimization problem.

There is a need for the resilience enhancement of CPS. Most enhancements are
related to resilience planning or resilience operation (response and restoration). The
artificial intelligence techniques are in trend to solve different problems from
resilience planning or operation.

The resilience enhancement of CPS is dependent on the field in which CPS is
developed. A thorough review study on these types of systems applied in smart
grids is presented in Ref. [52]. Denker et al. [53] argued the necessity of an
“observe-analyze-adapt” methodology for structure adaptation in resilient systems.
This methodology can be implemented processing the existing information in a
what–if analysis.

In Ref. [10] there is presented an enhanced resilient system response based on a
multi-agent based framework. The main advantage of the proposed system is that it
is designed for a general CPS, with multiple interactions. However, the framework
is tested for a relatively small CPS involved in a continuous stirred tank reactor
control. The proposed multi-agent framework had improved responses at execution
time, autonomy, services continuity and superior levels of scalability with inter-
esting possibilities of applying it to a large-scale CPS.
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Fig. 11.4 Information flow in context awareness CPS
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Computational intelligence techniques are also proposed in [54] in order to
improve state awareness of resilient CPS. The proposed architecture is based on
fuzzy-neural data fusion engine and must provide real-time performance monitoring
and analysis of complex critical control systems (detection of anomalies). The
enhancement is an earlier identifying of intrusive behavior than conventional
threshold-based alarm systems.

In [55] it is proposed STPA-SafeSec, a novel analysis methodology for both
safety and security. This methodology can be used to build a reactive CPS with the
most effective mitigation strategies to ensure safety and security of the system. This
methodology is applied in the power grid domain and proves the ability to highlight
the physical effects of security vulnerabilities or system flaws quantifying the
possible losses.

In [56], an enhanced resilient control algorithm for a wireless networked control
system is proposed. The algorithm must ensure operational normalcy in case of
wireless link failure, using a Kalman filter approach to predict and estimate the
correct wireless sensor output.

In [57], an enhanced resilient system is proposed applied to monitoring complex
engineering facilities. The proposed system claims to have the ability to correctly
assess facility health within real time decision period despite cyber-physical
coordinated attacks. The three-layer system is able to dynamically adapt and
reconfigure depending on current conditions. The proposed system testing is made
using small scale CPS. The main disadvantage is the need of knowing the precise
model of the process in order to make the appropriate decision (a difficult task for
complex systems).

Rieger and Villez [58] proposed a generalized design methodology for analyzing
and acting upon anomalies in cyber-physical systems (enhancing state awareness),
with focus on industrial control systems. The computational intelligence techniques
are used to design a method to integrate cyber and physical data, and to appro-
priately react to both benign and malicious actions. The proposed methods have
difficulties in taking the decisions to the lower level in CPS structure in real time
manner for a complex heterogeneous system.

11.5 Conclusions

Resilience enhancement in cyber-physical systems is a real necessity these days due
to the increased number of attacks. The literature study showed a relatively small
number of general solutions for resilience enhancement in CPS. Most of the
solutions are particular to the field of CPS application (buildings, energy, consumer
and home, healthcare and life service, industrial, transportation retail, security,
public safety, IT and networks). The resilience enhancement strategies refer to
planning or operation (response and restoration). Another classification of resilience
enhancement depends on the resilience property (adaptation and recovery).
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Nowadays, the computational intelligence techniques proved to be a useful tool
for the planning and adaptation resilience. These techniques are appropriate to
contribute to decision making process or early detecting anomalies in CPS beha-
viour. Nevertheless, the CPS field faces new threats and challenges mostly due to its
heterogeneity, complexity and lack of legislation.
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Chapter 12
Issues in Securing Critical
Infrastructure Networks for Smart Grid
Based on SCADA, Other Industrial
Control and Communication Systems

Florentina Magda Enescu, Nicu Bizon and Carmen Maria Moraru

Abstract Computer facilities and microprocessor-based technology have been
successfully used in the energy industry. For protection and equipment control, this
technology has been used in SCADA, remote control and monitoring applications.
Particular attention is paid to the cyber security sector for automation and control
systems. Protective application of the equipment and control, SCADA, monitoring
and remote control, uses the technology with microprocessor. Due to the great
importance of the power supply process, there is no question of being left in a state
of vulnerability and neglect. Security is not perfect and will never be. For this
reason, there will always be security breaches and incidents. Also, for this reason,
not only protection mechanisms are in place, but also mechanisms for rapid
detection of incidents and which are able to react effectively to the isolation of
problems and to ensuring security. Processes security for systems will continue to
evolve in the future. By definition, there are no communication systems that are
100% safe. Attacks against critical industrial infrastructures marked an increase not
only in terms of number but also of the level of complexity. The destruction of the
industrial control system (ICS) and critical processes were interrupted. For many
organizations, the security improvement in ICS systems is great. The extreme
sensitivity to ensure the availability and performance of industrial processes has led
to a more conservative and rigorous approach to how security measures are
implemented. Cyber-attacks that could compromise the availability, integrity, and
confidentiality of ICS systems may come from within systems or from outside ICS
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systems. Among the ICS system infection vectors from the perspective of the
SANS Institute (2014) include: external threats (state attacks, hacking etc.), mal-
ware, exploiting tools, phishing, internal attacks, cyber security protocols, and
industrial espionage. This chapter addresses the cyber security issues required for
the protection, automation, control and communications systems of transformation
stations as well as methods that could be used to prevent computer attacks that can
have a significant impact on the availability of the system Electro-energetic effect
with serious consequences on extended area interruptions.

The chapter consists of five parts as follows:

– In the first part the concept of critical infrastructure is approached. It starts from
the definition of the term, the protection of critical infrastructure and, last but not
least, dangers and threats from the virtual space;

– In the second part, the industrial control systems in the power stations are
presented in terms of vulnerabilities, how to implement the security measures,
and so on;

– The third part is intended for monitoring, control and data acquisition
(SCADA). Specifically, the SCADA system is presented at the level of an
electrical station, with all the problems that may arise during its operation;

– The intelligent power grids (Smart Grids) are presented in Part Four. A Smart
Grid includes software and hardware designed to significantly improve the
functionality of the system. Smart Grid faces a number of security situations
related to regulatory systems, Smart Meters, status estimation, and communi-
cations networks.

Keywords Control and communication � Critical infrastructure
Critical processes � Cyber attacks � Electro-Energetic � Industrial control systems
SCADA � Security situations � Smart grids

12.1 Critical Infrastructure of the Smart Grid

As a rule, critical infrastructures are those infrastructures that depend on the sta-
bility, safety and security of systems and processes. Critical infrastructures are those
facilities with an important role in ensuring security in the operation and imple-
mentation processes of economic, social, political, and military information.

Infrastructures are considered critical due to:

– unique conditions in the infrastructure of a system or process;
– the vital importance they have as support material or virtual (network) in the

operation and implementation processes of economic, social, political, infor-
mational, military, etc.;

– important role, that they meet the stability, reliability, security, functionality,
especially in security systems;
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– increased vulnerability to direct threats, as well as the targeting systems to which
they belong;

– the particular sensitivity to changing conditions, especially sudden changes of
situation [1].

12.1.1 Protection of Critical Infrastructure

The protection of a critical infrastructure consists of all the measures set to reduce
the risks of blocking the operation or destroying a critical infrastructure.

Organized cyber-attacks affect:

– national infrastructures;
– economy;
– national security.

Although attacking such a system involves a higher technical complexity, the
organized attackers exploited some vulnerability, demonstrating their destructive
possibilities [1, 2].

12.1.2 Dangers and Threats from Virtual Space

In virtual space are targeted:

– physical equipment and systems, which include:

• computers;
• providers;
• connections;
• network nodes;
• etc.

– other infrastructure hosting such facilities, such as:

• buildings;
• electricity networks;
• cables;
• optical fiber;
• etc.

– data base;
– programs;
– storage and distribution systems;
– material support of databases;
– etc.
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Types of threats against critical infrastructure of cyberspace:

– competition between big companies for IT supremacy resources and markets;
– dangers and asymmetric threats;
– development of subversive and unconventional IT networks;
– increasing activity of hackers;
– cyber-terrorism [1, 3].

12.2 Industrial Control Systems Within Power Stations

12.2.1 Vulnerabilities Identified

ICS systems have achieved improvements. If initially proprietary systems were
interconnected by serial communication technology (RS232), today the connection
is made using geographically distributed systems, proprietary commercial proto-
cols, or classic Internet Protocol (IP) protocol [2].

In the SCADA (Supervisory Control and Data Acquisition) control systems, and
those in industrial critical infrastructure, an unprecedented level of agility, speed of
development and integration of technologies that support such complex networks
has been found [3–6].

12.2.2 Solutions

Lately, there has been recorded an increase not only in the number but also in the
level of complexity of targeted attacks against critical industrial infrastructures.

In this respect, security measures are implemented with greater responsibility as
follows:

– Protecting systems online by introducing Intrusion Prevention System (IPS) or
antivirus (AV) solutions is not used due to the possibility of accidental degra-
dation or system lock. These solutions can affect system performance;

– In the case of automated scans, there may be malfunctions or interruptions of
critical services from industrial controllers that were not designed to handle such
events.But if itworks in thisway, the level of cyber-attack prevention tends to zero.

Scenario
During a technical meeting on “Conducting Cyber Threat Assessments at Nuclear
Facilities”, which was held at the International Atomic Energy Agency in the period
9–12 February 2016 in Vienna, the researcher Mark Fabro, Chief Security Scientist
at Lofty Peach Canada, conducted a technical demonstration to raise awareness and
highlight a number of capabilities by which an attacker can gain access to a critical
infrastructure.
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The demonstration includes the following steps:

1. Compromising video monitoring systems of the building—CCTV
Attackers affect video monitoring systems of the building to get to the access
control system (CA). Their interest is to affect the CCTV system network to
display static images on monitors instead of a real-time video recording of the
building.

2. Compromising the access control system
To search and retrieve information attacker needs physical access to the building
critical infrastructure. In this way the agreement for physical penetration in the
building is obtained. From the access control unit are taken necessary infor-
mation to continue the attack.

3. Identify vulnerabilities and developing exploits
Attackers made models of the system followed using information obtained. By
means of tools and operations fuzzing (vulnerabilities discovery technique), the
target system can be discovered vulnerabilities of the system.
Thus they are identified:

– 0-day vulnerabilities (vulnerability of a software for which there is no
solution yet);

– ways to exploit them.

4. Execution of the attack
The attacker, to attack and sabotage a facility control facility, has developed a
code sequence or set of commands used to exploit a vulnerability to determine
an unwanted behavior of the application. At this point, a remote connection can
be established through which attackers collect additional information and install
custom malware for the control system.
An attacker can perform: intercepts data between the ICS’s Human Machine
Interface (ICS) and control components; manipulates the valves and pumps in a
manner that can cause damage; modifies the operator display and alarms;
modifies the configuration of the control device; finally sabotage the system’s
operation.

5. Mitigation
Defense in depth is a key principle of nuclear safety and overall security of
computer networks. At every step of the attack scenario, there are opportunities
for preventing, detecting and responding quickly against attackers.
As the scenario illustrates, cyber-attacks can also include physical damage and
human damage, therefore computer security should be an integrated part of a
comprehensive nuclear safety program which:

– integrates endpoint security networks and equipment with an analysis system
to detect cyber threats;

– classify application and user traffic, not just based on ports and IPs;
– supports the granular segmentation of the network, including role-based

access;
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– block known signature threats;
– detects and prevents unknown malware attacks;
– stop 0-day attacks at the endpoints of the network;
– provide central management and reporting of critical events;
– secure the use of mobile and virtualization technologies;
– manufactures standard industrial management interfaces through a complex

API.

With such functional capabilities in a complex ICS system, companies may be
able to discourage advanced threats and adapt to the evolution of cyber threats
[7–10].

12.3 Systems for Monitoring, Control and Acquisition
of Data (SCADA)

12.3.1 SCADA—Smart Grid—Intelligent Network

At the conceptual level, the term Smart Grid, translated as Intelligent Network,
referring to the electrical network, represents a symbiosis between the elements of
an electrical network in the classical meaning of the word and the elements of the
information and communication technology that complement the functionality of
that network.

Regardless of the attempt to define the term Smart Grid, we often meet the three
aspects:

• the actual network;
• devices with intelligence, whether distributed or centralized, representing the

numerical computing systems or parts thereof, specific to information technol-
ogy and controlling the network elements according to various algorithms
implemented by numerical programs (firmware or software);

• communication infrastructure that mediates bidirectional information exchange
between component elements (also leading to specific cyber security problems).
In this broad sense of the smart grid concept, its applicability is at every level:
from the production of energy from conventional and renewable distributed to
transport electricity to its distribution and not least in the use of it by the
consumer—whether it’s from industrial or household use.
Among the most common technologies that refer to Smart Grid, we can
remember:

• The power supply level, intelligent meters can be listed, capable to be pro-
grammed to make decisions based on time;

• At the power distribution level, distribution automation systems that are cor-
related with SCADA type-specific technologies at the power station level, based
on RTU equipment or other distributed intelligence IEDs (e.g. numerical pro-
tections or control and protection modules of re-chillers) which command
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primary equipment mounted at stations, transformer stations or power points,
respectively re-chillers or remote-controlled separators, and which performs its
functions by running specialized software applications for distribution
automation functions;

• At the level of transport or even electricity generation, the synchronous phasor
measurement systems and the systems that can be developed from them, which
are usable both for tracking new renewable sources and for monitoring the state
of the energy system at least regional or even for the implementation of pro-
tection and automation at the energy system level;

• At the level of electricity generation, a matter of high relevance is the integration
of the distributed sources of renewable energy—wind or even solar, which can
have a significant impact on the system [11–14].
Specialists have deployed systems that use several technologies listed above,
such as:

– Telematics systems;
– Systems for monitoring the consumption of electricity;
– SCADA systems;
– Integrated command-control-protection systems;
– Measuring Systems (on the transmission network).

12.3.2 SCADA System Structure

SCADA system includes hardware and a software system. SCADA offers real-time
control allowing optimization of the technological system. In the Fig. 12.1, typical
hardware architecture is presented.

Generally, a SCADA server does not connect directly to PLCs connected to the
system. Typically, a Remote Terminal Unit (RTU) is being introduced that collects
and centralizes data from and from PLCs. Most of the monitoring and control
operations are performed by RTUs or PLCs as we can see in the Fig. 12.2 A RTU
device is installed in a remote location and collects data from PLCs. A RTU
therefore functions as a data concentrator.

Fig. 12.1 General SCADA
network system
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The SCADA Server requests data from the RTU, it encodes the data in a format
that is transmittable, and then the RTU transmits the data to the SCADA server.
RTU also receives commands from the SCADA server, commands it sends to the
process.

An RS 485 serial line enables multiple devices to be connected to the same data
bus. The SCADA server has only the RS-232 interface, so you need an RS-232/
RS-484 converter. For increasing the system reliability, a lot of servers can be
placed, ensuring redundancy for SCADA Servers.

Also, to further increase system reliability, redundancy can be achieved for RTU
devices by placing multiple such devices in a master-slave configuration. You can
also place multiple field buses ensuring redundancy at this level as well.

In the case of critical technological processes or processes where maintenance
costs are high, high redundancy must be ensured to eliminate the incidents caused
by equipment failure.

Basically, SCADA software architecture has at least two components: the
SCADA server application and the SCADA client application.

The SCADA Server application is typically multi-tasking, being responsible for
both data acquisition and storage in a database. In this case, the SCADA server
reads data from the RS232 serial port using the MBUS RTU protocol.

Data is stored in multiple tables and the client application uses the database by
SCADA server to make graphical user interfaces, so-called HMI—Human Machine
Interface (Fig. 12.3).

An HMI mimics a technological process, creates event lists, reports, alarm and
warning lists, trending. The hardware part for SCADA systems is robust to with-
stand temperature, vibration, and voltage extremes, but in cryogenic installations
reliability is enhanced by having redundant hardware and communications chan-
nels. A failing part can be quickly identified and its functionality automatically
taken over by backup hardware. A failed part can often be replaced without
interrupting the process. The reliability of such systems can be calculated statisti-
cally and is stated as the mean time to failure, which is a variant of mean time
between failures.

An HMI also displays processed data to a human operator. At the same time, the
human operator can send through the HMI commands to the monitored process.

Fig. 12.2 SCADA diagram
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The SCADA client application also offers various facilities in multiple screens that
can contain synoptic diagrams and texts to display events, reports, alarm lists,
trending [15–17].

SCADA for Remote Industrial Plant
In industrial units, many processes appear simultaneously and each needs to be
monitored, which is in fact a complex task. The main purpose of this project is to
process data in real time and to control the industrial scale on a large scale on an
industrial scale. In real time, a temperature recording system for a remote operation
of the plant is made (Fig. 12.4).

For example, in Fig. 12.5 is shown the monitoring scheme of a zone of a
medium voltage distribution network which supplies a low voltage network are
connected to both users and passive distributed sources.

Intelligent networks not only transfer energy but also a great deal of information.
The implementation of smart grids requires measures adopted at the level of each
operator in the power system to ensure the required objectives [18–21].

At the user’s level:

– efficient energy;
– energy production;
– smart buildings;
– automation of user equipment.

Fig. 12.3 SCADA experimental diagram—HMI
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Fig. 12.4 Temperature control for industrial applications

Fig. 12.5 Monitoring system
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At generation level:

– adaptive production;
– control of environmental pollution.

At network level:

– automation stations;
– automation of distribution.

12.3.3 Issues in Securing Critical Infrastructure Networks

Developing Smart Grids will allow:

– using new technologies to increase the efficiency, security and reliability of all
components of power systems;

– new services, new network users’ options, ensuring the proper conditions
regarding the quality of the electricity;

– developing the communications system to obtain more accurate, faster infor-
mation to allow real-time evaluation of events in the system and the adoption of
mitigation measures.

The development of smart grids leads to more efficient, flexible, reliable, stable
and more interactive energy systems. A basic feature of a firewall is to block
unauthorized traffic from entering the protected network. The firewall prevents the
establishment of a direct connection from the external Internet to the SCADA local
network. The security solution for the Internet is to offer its employees the
opportunity access Internet resources, while preventing unauthorized information
traffic. The most common way of protecting the internal network is to use a firewall
(protective wall) between the Intranet and the Internet (Fig. 12.6). It is possible to
transfer data from SCADA systems to the Internet where a simple requirement is
that of a fair security policy, including the following security levels:

1. the first level of security is a firewall to ensure a secure Internet connection;
2. the transmission of encrypted data through an Internet security tunnel.

Fig. 12.6 Protecting an intranet network from internet connection through a firewall
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Moreover, so-called digital certificates can be used to ensure secure commu-
nication with the desired partner.

3. the third level of security is the security at the application level.

Generally, cryptography (information encoding science) uses the so-called keys
for coding and decoding information (it is obvious that to decode a message it is
necessary to know the key with which it was encoded). Typically, two keys are used
to encode a message, one called a public key (publicly known), and the other private
key (known only by its user or the person who decodes the message) [22, 23].

12.3.4 SCADA Systems at the Power Station Level

12.3.4.1 Generalities

The main operative functions of the management system are as follows:

– the data acquisition, processing and exchange of data;
– Instant data recording;
– transmission by the command center (to be implemented later);
– remote control (from the control room) and local control of switches, separators,

etc.;
– indication of the position of the switching equipment;
– measurement of analogue sizes;
– counting;
– sequential data recording;
– processing and managing alarms;
– adjusting the voltage and controlling the plotter switch;
– remote control and regulation in installations;
– marking;
– archiving of long-term information;
– recording the damage;
– interlocking of primary equipment;
– checking synchronism with the switching sequence of the closing release;
– supervising the state of the information system.

12.3.4.2 Configuration of the Management System

From considerations of reliability and safety the management system will be
divided into a number of levels of responsibility, while maintaining complete
transparency in terms of exploitation.
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The three leadership levels considered are:

• level 1—cell level;
• level 2—station level;
• level 3—network level (management center).

The three levels of management must be operationally independent, so that the
lower level can at any time perform the necessary control functions.

Main parts constituting management system are:

– subsystem centrally located in the control room, with general management
functions and communication functions;

– local subsystems with 110 and 20 kV cell conduction functions for:

level 110 kV;
cell 1: LEA 1 110 kV;
cell 2: LEA 2 110 kV;
cell 3: Trafo 1-110/20 kV;
cell 4: Trafo—110/20 kV;
level 20 kV;
cell 1: LEA (LES) 20 kV;
11 cells ⇨
cell 11: LEA (LES) 20 kV;
cell 12: 110/20 kV Transformer T1;
cell 13: Transformer T2 110/20 kV;
cells 14–15: section coupling;
cell 16: 1—internal service transformer 20/0.4 kV;
cell 17: Domestic Transformer 2–20/0.4 kV;
cell 18: Measure 1 + 20 kV dischargers;
cell 19: Measure 2 + 20 kV dischargers.

– local subsystem located in the control room (current) for voltage levels 110,
20 kV and limited monitoring functions (position switching devices, measures
and some alarms);

– local subsystem located in the 110 kV station’s own service building with
command functions—supervising its own services;

– operator equipment (monitors, keyboards, printers, mouse).
The following parts of the system will be located in the station control body:

– the central management unit;
– acquisition subsystem at all voltage levels;
– operator equipment;
– telecommunication equipment.

The “cell” control equipment will be located in the relay cabinets. If the
equipment at the upper management level is defective, the local control units will be
able to take control of the subordinate process.

For parameterization, testing, data readings, evaluations, etc. it is necessary for
the system to be provided with a communication software interface at the central
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level and at the level of each cell. The amount of information required for super-
vision and operative control at the control rooms of the power stations can be
differentiated according to the station’s voltage level and how to use it (staffed or
not). The volume of information must ensure that the functions assigned to the staff
are achieved in normal, incidental, and return to normal station status.

The main information required for supervision and operational management at
the control rooms of the power stations are:

• Parameters

– active and reactive powers on lines (for the future situation), transformers (on
the primary and secondary);

– voltages on station bars, lines, service bars, etc. and so on;
– Indicator of defect locator (for future situation);
– currents on the 0.4 kV side of their own service transformers on batteries

accumulators (220 V);
– the frequency;
– active and reactive energy on lines (for the future) and transformers.

• Indicators
Status required for station configuration:

– position of switching equipment (circuit breakers, separators);
– transformer switch position;
– RAR, DRRI and other automation positions;
– the position of the key to select the commands.

Alarm, necessary to take preventive measures on the operating mode of the
station, such as overcoming limits.

• Preventive, Plant Status Indication

– fault breaker;
– faulty secondary circuit;
– defect in its own services/c.a.
– earthquake in its own services;
– gas signaling, temperature, overload on transformers;
– firing of fuses;
– defect in the data collection or transmission system.

Incidentally, necessary to take quick remedial action. It is necessary to meet the
protection and automation (RAR, AAR and other automation) and configuration
changes due to these electric drives.

• Commands

– switching the circuit breakers;
– switching transformers and coil switches in both directions;
– switching the automatic circuit breakers;
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– removing/putting into operation of local automation (RAR, DRRI, RAT and
other automation);

– tripping/shutdown of capacitor batteries;
– triggering of the load;
– canceling self-sustained signals.

The final goal is to supervise and remotely manage, safely and reliably, the
specificity of the activity, of geographically dispersed power plants and oper-
ating under specific environmental conditions. Providers of equipment for the
development of information systems for operative management of the energy
installations for the operative management of the power plants must to know
and observe a series of specific technical conditions.

12.3.4.3 System Interfaces

• Interface between Management and Process Equipment

– binary input signals (DI)-digital input
The DI signals are passive type according to IEC 61850. The binary input
signal values will be at 220 Vcc. The 48 Vcc voltage can only be accepted if
it is generated by the DC/DC converters included in the equipment.

– (DO)-digital output
The DO signals are passive type according to IEC 61850. The binary output
contacts will have the following parameters:

– nominal voltage: 220 Vcc;
– rated current: 2 A;
– signal duration: = 10 ms;
– recovery time: = 10 ms;
– transition time (down/high and high/low): = 8 ms;
– analog input signals (AI);
– rated current of the power supply: 1 A, 50 Hz;
– rated voltage of the voltage source 100 V, 50 Hz;

Voltages and frequencies will be indicated with increased accuracy for
the range of 80–120% (broken feature) [18].

• The Interface between the Management Device and the Operator Equipment
It has the role of providing the necessary means for the operator-process
interaction and self-service operation and self-diagnosis of the management
system. Information circulates through by means of parallel or serial digital
transmissions.
The information is viewed by the operator using the following equipment:

– the local control equipment in the cabin of the relay with small diagram for
each circuit: shows the primary circuit topology and indicate its status. Can
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be used for viewing primary equipment status and launching orders. It
consists of elements active and/or passive as multi-position indicators, sig-
naling lamps, switches or switches signaling keys included, buttons/control
keys; it is preferable that this equipment must be included in the cabinet of
the cell drive unit.

It is recommended that transmission speed, path assignment and transmission
parameters be consistent with the appropriate CCITT recommendations.
Electrical characteristics (levels signals, input and output impedances, etc.) must
be in accordance with:

– Appropriate CCITT recommendations and/or national regulations on data
transmission on leased lines and fiber optics;

– IEC 60353 and 60495 for data transmissions on PLC links.

• The Time Synchronization System
A time synchronization system via satellite (GPS) will be provided at the central
control point, the signal being distributed to all computing systems and digital
equipment (protections, etc.) in the station.

• Power Supply Interface
Two permanent power supplies from two independent sources are included in
the control system equipment. Switching from one power supply to another will
be done internally for a short enough time so that the system will not be
disturbed.
All system equipment will be powered in alternating current with the following
parameters:

– rated voltage 220 VAC;
– voltage tolerance −15… +20%;
– earthing: with insulated poles;
– degree of curl tension: 10%;
– power outages: = 50 ms;
– shock voltage (peak value): 5 kV;
– auxiliary voltage: 220 VDC +15%… +20%, with insulated poles (for data

acquisition).

The sources are galvanically isolated from earth.

12.3.4.4 Conditions for Interlocking

The design and operation of the interlocking system will lead to reliability and
safety in operation. The acquisition and processing of data related to the state of the
station equipment must be ensured at all times and uncertain information (inter-
mediate positions, faulty data transfer, etc.) should not allow switching operations.
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The command, tuning and synchronization functions must be based on a perfect
collection and processing of all station information; the information must be correct
and current. Functions such as: action of a load separator, switching without syn-
chronization, intermediate positions of the plotter changer, etc. must be avoided.

Also, defective switching operations must be prevented, both for the protection
of personnel and equipment, and to avoid interruption of power supply consumer
electricity. In the event of an internal failure of the control equipment, these must
block the execution of the switching commands.

The central control unit of the cell will ensure the interlocking between the
equipment of a cell and will prevent the simultaneous actuation of primary
equipment. In the event of a fall of the central system they will work independently
of each other.

The availability of interlocking conditions must be continuously checked by
self-testing facilities. The central control unit will provide interlocking conditions
for the whole station, especially those related to bar systems.

12.3.4.5 System Operation

The system will satisfy the condition that the level closest to the ordered equipment
takes precedence over the upper control levels and the level selected for the
command will be indicated at all other levels. Information must be present at the
level at which an order is initiated.

The following command options will be provided:

– Local—equipment: equipment selection (circuit-breaker, separator, etc.), man-
ual command without interlocking; command at this level is for evidence,
maintenance or repair; the control possibilities at this level are provided by the
actuators of the primary equipment;

– Local—cell: selection at cell level; the command is manual with interlocks (or
without general interlocks when the computer that manages them is defective),
the command at this level is for maintenance/repairs or in situations where the
command cannot be given from the central level; the control possibilities at this
level will be provided by a synoptic schema panel, control keys, command
priority selection and signaling lamps.

– Central—station: selection at central level (station control room) in keyboard; is
the normal mode of operation of the station with all the functions, automations
and the interlocks that the system supports [46].

12.3.4.6 Process Software

The communication between the RTU in the station and the SCADA will be done
by IEC 60870-5-101 protocol and the communication with the central (dispatched)
level will be done with a proprietary protocol.
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12.3.4.7 Amount of Information

A. Equipment Control in the 110 kV Station
A.1 Requirements Imposed on the Primary Apparatus for its Integration into the

Control System at 110 kV Station Level

1. Switches
The high-voltage switch will be equipped with local power-on and disconnect
buttons as well as a control mode selection key. This key will allow the
choosing of one of the “local” or “remote” modes, selecting a mode must
invalidate the command in the other mode.
The high-voltage circuit breaker shall be equipped with potential-free auxiliary
contacts providing at least the following status information:

– double signaling on switch position:

• connected switch;
• disconnected circuit breaker;

– double signaling of circuit breaker mode:

• local command (next to the equipment);
• remote command (from the control room or from the dispatcher);

– double sign on the position of the retractable assembly (if a solution of this
type is adopted):

• open circuit breaker;
• closed circuit breaker;

– simple indications of the state of the circuit breaker actuator.

The high-voltage circuit breaker will use the 220 VAC voltage as the operating
voltage of the switching and disconnection control and its mechanism will use
220/380 VAC as the supply voltage.

2. Separators
Separators will be equipped with potential free auxiliary contacts to provide the
following status information:

– double signaling for the position of the separator:

• closed separator;
• open separator.

3. CLP (classification, labelling and packaging)
Earthing knives will be equipped with potential-free auxiliary contacts to pro-
vide the following status information:

– double signaling on the CLP position:

• closed CLP;
• open CLP.
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4. Measuring transformers
Current and voltage measuring transformers will have to meet the requirements
imposed on measuring equipment according to Romanian and international
standards, especially those related to their interfacing with the settlement mea-
suring instruments.
Transformers measuring current and voltage will have to provide secondary
sizes corresponding to the following functions:

– the measuring function;
– protection function.

With regard to the measurement function, in order to be able to interface with
the usual types of electricity meters, the current and voltage measuring
transformers (together with the related interfaces, if any) will have to provide
the following secondary sizes with the accuracy class 0.5 or better on the
windings:

– nominal secondary currents of 5 A c.a.;
– 100=

ffiffiffi

3
p

V nominal secondary voltages.

5. Transformers 110 kV/MT
Transformers themselves (together with related measuring devices and acces-
sories) will be equipped with potential free auxiliary contacts that will provide
the following status information:

– Preventive signaling:

• gases from the Buchholtz gas relay, 1st stage;
• maximum oil level, from the oil level indicator in the conservatory;
• minimum oil level, from the oil level indicator in the conservatory;
• high-temperature step I, from thermometers;
• temperature stage II, from thermometers;

– Incident signaling:

• supported gas protection, from the Buchholtz gas relay, 2nd stage.
The control device of the load-regulating switch will be equipped with
auxiliary contacts that will provide the following status information.

– Double command:

• climbs the socket;
• lower the socket.

To adjust the voltage on the medium voltage winding, the transformers will
be equipped with RATT automation which will be integrated into the control
system at the station level.
Each of the ventilation groups will be equipped with potential auxiliary
contacts that will provide the following status information:

– simple signaling:
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• engine start confirmation;
• faulty ventilation motor.

Ventilation groups will be able to receive the following commands:
– double command:

• start the ventilation group;
• stop the ventilation group.

6. Technical requirements
The potential free auxiliary contacts listed above must have the following
parameters:

– operating voltage 250 VDC;
– continuous current min. 5 A.

The control elements (coils, electromagnets, etc.) of the actuators mentioned
above must have the following parameters:

– operating voltage 250 VDC;
– continuous current max. 5 A.

A.2 Command-Control Interface of Process at 110 kV Station
The command-control interface of the process at the 110 kV station requires the

purchase of information exchanged with the primary equipment, as well as the
acquisition of the information exchanged with the secondary switching and mea-
suring equipment.

The amount of information required for the protection-command-control system
is further shown on equipment types.

A.3 Volume of Information about the 110 kV/MT Transformer (110 kV
Transformer Cell and Transformer Itself)

The volume of the 110/MT transformer information is detailed in the annexes.
Outside the information volume exchanged with 110 kV primary switchgear
(switches, separators, CLPs), measuring transformers and power transformer with
its accessories (the actual transformer, the load-change switch and the ventilation
groups), Next, the amount of information exchanged with the associated secondary
switching apparatus is shown.

Corresponding to 110 kV cells the additional information volume is:

– simple signaling:

• electromagnetic interlock.
In addition to software interlocking, a numerical input will be provided to
signal the condition of electromagnetic interlocking;

– simple commands:

• voltage measurement selection.
Determines which of the 110 kV voltage transformers is used for calculating
power and energy on the high voltage side of power transformers;
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• incident at the cell level, cumulative incidents on the signaling cell at the
station level;

• preventive signaling at the cell level, cumulative preventative signaling on
the transmitting cell at the station level.

Corresponding to power transformers with their accessories (the actual trans-
former, the switch on the load, the ventilation groups), the additional information
volume is:

– double signaling on how to properly control the transformer:

• local command (from the control cabinet);
• remote command (from console in control room or dispatcher);

– simple transformer signatures proper:

• simple signaling of automatic circuit breakers (representing the sum of the
signals on the primary circuit breakers of the primary equipment);

– simple signaling switch under load:

• on/off, locally. Takes the power supply switch position of the on-load tap
changer for local handling;

• automatic/manual, local. Takes the position of the key to select the automatic
voltage adjustment in the power transformer substation;

– simple ventilation fan signaling:

• automatic/manual, local. Takes the position of the automatic start selection
key of each power transformer ventilation group;

– simple transformer commands itself:

• power transformer protection release;
• transformer level incident, cumulative preventative signaling for transmis-

sion at the station level;
• preventive signaling at the transformer, cumulative of the preventive sig-

naling for transmission at the station level;

– simple switching controls under load:

• on/off, remotely;
• automatic/manual, remote;

– simple ventilation groups orders:

• automatic/manual, remote.

Transformer control device itself or 110 kV/MT power transformer control—
control—control unit (in which all transformer control and control functions are
included in a single unit) will have a communication port for retrieving infor-
mation from the RATT automation device of the load switch.
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B. Amount of Information at Level of Internal AC Services of Station
Breakers and automatic internal Power circuit breaker must be equipped with a

220 VDC powered actuator. All other automatic circuit breakers must provide
auxiliary contacts. The amount of information on internal AC services is presented
in the attached tables.

The following is the amount of information exchanged with the secondary
switching device:

– double signaling for internal service supply circuit breakers and coupling
switch:

• automatic circuit breaker SI connected;
• automatic and disconnected circuit breaker;

– double signaling of how to command internal AC services:

• local command (next to equipment)
• remote command (from the control room);

– simple, analog signals:

• automatic motor circuit breaker triggered drive mechanism;
• triggered automatic breakers SI loops and so on. This signal is a sum of the

signals taken from the auxiliary contacts of the AC circuit breakers;

– measures:

• the currents on the secondary windings of the current measuring transformers
from the supply of internal services;

• stresses on internal AC services;

– double commands for internal power supply circuit breakers and coupling
switch:

• automatic circuit breaker connection SI;
• automatic circuit breaker disconnection SI;

– simple signaling:

• incident at the level of the internal AC services, accumulates the incidents for
signaling at the station level;

• preventive signaling at the level of internal AC services, cumulative pre-
ventive signals for transmission at the station level.
The volume of information can be purchased at the level of the central
numeric equipment that acquires the signals in the control room or at the
level of individual control-command equipment located on the internal AC
cabinet.

C. Volume of Information at Level of Internal DC Services of Station
The automatic DC power supply circuit breakers through the rectifiers and the

automatic coupling circuit breaker must be equipped with a remote actuator.
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The rectifiers must have a switchable power switch, closing and opening, and
provide their status. All other power switches must provide auxiliary contacts.

The amount of information on domestic DC services is detailed in the attached
tables. The following is the amount of information exchanged with the secondary
switching device:

– double signaling for DC power supply circuit breakers through rectifiers,
accumulator battery and coupling switch:

• connected circuit breaker SI;
• disconnected SI switch;

– double signaling on how to control internal DC services:

• local command (next to equipment);
• remote command (from the control room or from the dispatcher);

– simple signaling for the circuit breakers:

• connected switch;

– simple signaling:

• grounding on the bar for each bar;
• triggered circuit breaker from battery terminals;
• triggered automatic circuit breakers SI and c.c. This signal is a sum of the

signals taken from the auxiliary contacts of the automatic circuit breakers on
the DC loops;

• faulty rectifier for each rectifier;

– measures:

• the currents from the DC power supply through the battery. For the mea-
surement of these currents, the provider will provide shunts corresponding to
the maximum current of the battery of the accumulator;

• stresses on internal DC services;
• voltage on the telecommunication battery;
• the voltages of the rectifier outputs;

– double commands for DC power supplies through rectifiers and accumulator
battery, coupling switch and rectifier power supply circuit breakers:

• breaker connection;
• disconnect switch;

– simple signaling:

• incident at the level of internal DC services, accumulates incidents for sig-
naling at the station level;

• preventive signaling at the level of internal DC services, accumulates the
signals for transmission at the station level.
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This volume of information can be purchased at the level of the central
purchasing numerical equipment in the control room or at the level of
individual control-command equipment located on the internal DC cabinet.

D. Volume of General Station Signal Information
The amount of information associated with the secondary switching equipment:

– simple signaling:

• minimum control room temperature, 1st stage;
• minimum control room temperature, 2nd stage;
• maximum control room temperature, 1st stage;
• maximum control room temperature level, 2nd stage;
• functioned DRRI, MT-AAR AAR-JT, etc.;
• frequency indication.

– double signaling on how to control the station:

• local command (from the control room);
• remote command (from dispatcher—will be foreseen in the future).

– simple commands:

• functioned DRRI, ATS, etc.;
• hupa.

Numerous inputs and outputs for interfacing with fire detection and fire
detection and fire detection and fire alarm systems as well as room air
conditioners are provided in this volume of information.

E. Control-Command Control and Equipment
The command-control equipment at the control room level will be built into an

architecture set by the supplier according to the type of equipment.
E.1 Central Numerical System
This central system will ensure:

– the acquisition of numerical and analogue sizes related to the control room:

• local processing of the data acquired for the purpose of performing SCADA
functions;

• communication with hierarchically superior level, zonal dispatcher, two
distinct paths with automatic passage from the base path to the reserve;

• communication with other satellite digital equipment (RTUs, automation,
etc.);

• data storage during the interruption of the power supply of the numerical
system and the fall of telecommunications links;

• running specific programs, in real or off-line (process database management,
SCADA, verification and debugging);

• self-testing and diagnostics, as well as the possibility of system maintenance,
from the console or through a specialized port;
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– to support protocols with a wide use in the field:

• IEC 60870-5-101—for communication with the master station at the control
point;

• IEC 61850—for communication with protection and control equipment—
subordinate control.

E.2 Automation in Station
The automation at the station level will be done as follows:

– DRRI, AAR-MT, RATT, DAS-MT, AAR-JT, etc. will be made with individual
equipment. They must be digital and have communication ports (of the type
with which the control equipment is distributed—control) to integrate in the
control system—station control by bidirectional data transfer.
Through these ports the automation equipment must change with the central
numerical system all of its own state information and analogue sizes purchased
from the process.

E.3 Telecommunications Equipment
The telecommunication links between the control room of the power station and

the dispatcher control point must ensure the transfer of information in the form of
data and voice.

The SCADA cabinet will include at least the following equipment:

– router;
– switches;
– fiber optic media converter (FO).

Support for handling the types of information is:

– data:

• optical fiber;

– voice:

• leased line;
• optical fiber;
• radio.

12.4 Smart Grid

12.4.1 General Presentation

The term “Smart Grid” was attributed to M. Amin that define the concept of the
intelligent grids (Fig. 12.7) [24].
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The features of a Smart Grids are:

– autonomy;
– configuration with a high degree of utility;
– security high.

Such infrastructure is characterized by: interdisciplinarity, the component ele-
ments are managerial and operational independent, it is distributed over extended
surfaces, heterogeneity and high emergence behavior (Fig. 12.8) [24].

Energy efficiency and reliability, optimal management of existing resources and
the integration of renewable sources are part of the goals pursued in the develop-
ment of Smart Grid (Fig. 12.9) [24–26].

Fig. 12.7 Smart Grid System—the starting point

Fig. 12.8 The Smart Grid scheme in the current version
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12.4.2 Smart Grid Security Problems

12.4.2.1 Smart Grid Issues

Because it provides real-time information to the consumer the Smart Grid tech-
nology is called “the internet of energy”. Thus, the Smart Grid does not require the
replacement of the existing grid system, while offering the possibility of further
upgrading it [27–29].

Regardless of the attempt to define the term SMART GRID, we often meet the
three aspects:

– the actual network;
– Intelligent devices either distributed or centralized, representing computer

information systems or parts thereof, specific to information technology and
controlling the network elements according to various algorithms implemented
by numerical programs (firmware or software);

– the communications infrastructure interchanges the two-way information
between component parts.

Among the more common technologies that are related to the notion of Smart
Grid we can remember:

– at the power supply level, intelligent meters or even complex telegraphy systems
can be listed, capable of being programmed to make decisions by hour,
depending on consumption or other criteria, and supporting a bilateral com-
munication path;

– at the power distribution level, distribution automation systems that are corre-
lated with SCADA type-specific technologies at the level of power stations
based on RTU equipment or other distributed intelligence IEDs (e.g. numerical
protections or relay control and protection modules) controlling primary
equipment mounted at the station, transformer station or supply points,

Fig. 12.9 The Smart Grid scheme expected to be achieved
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respectively reclosers or remote-controlled separators, and performing its
functions by running specialized software applications for distribution
automation functions;

– at the level of transport or even electricity production, the synchronous phasor
measurement systems and the systems that can be developed from them which
are usable both for tracking new renewable sources and for monitoring the state
of the energy system at least regional or even implementation of protection and
automation at the energy system level;

– at the level of electricity generation, a matter of high relevance is the integration
of the distributed sources of renewable energy—wind or even solar, which can
have a significant impact on the system.

As the energy markets become more and more liberalized and dynamic, the
number of stakeholders (stakeholder) increases. All interested parties, starting from
governments and corporations and ending with normal users, will help to change
the Smart Grid. These microgrids can increase the efficiency of a regional energy
system when it faces a high demand for energy, thus avoiding the occurrence of
power surges. Microgrid applications can eliminate the need to install additional
voltage lines in areas where demand is high [30–33].

In a classic electrical network, electricity has a fixed price for all users. Classical
energy systems have no control over tasks, except for emergencies where certain
tasks can be “cut” to balance demand and production. Therefore, many network
elements are used for a short period, during peak hours, remaining unused for the
rest of the day.

The Smart Grid system allows users to prioritize their energy consumption
according to daily schedule and needs, taking into account a variable cost of
electricity over a day. Integration of smart devices at the consumer level will allow
for automatic control of electrical appliances, identifying the right moment for their
operation in order to optimize costs. Manufacturers will be able to make far more
accurate estimates of consumption, balancing more efficiently between the use of
thermal power plants and hydropower plants.

The reconfiguration capability is another important feature of the Smart Grid
system. This implies that power streams are automatically adjusted and redirected if
a line becomes inoperative. Automatic reconfiguration is achieved through con-
tinuous monitoring of system status. With this capability, it will be possible to
reduce the frequency and number of power cuts, thus minimizing the economic
losses caused by these events [34–37].

12.4.2.2 Contribution of the Smart Grid Security

In the future, the smart grid will reach any household or industrial consumer.
Because it incorporates IT subsystems, this system is exposed to many security
threats. Given its large size, it is almost impossible to guarantee a high level of
security for each subsystem. The large number of Smart Grid components, as well
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as their diversity and complexity, introduce additional vulnerabilities to those
already existing in a traditional power grid [38–42].

A. Adjustment Systems

Because the SCADA network provides communications in these large-scale
systems, cyber-attacks may occur. In the case of system malfunctions, the
automation equipment operates in perturbations. You cannot use high confiden-
tiality policies by working in real-time control systems because they cause delays.
Intrusion Detection Systems (IDS) provide security for control systems.

With data traffic, the control system has a static configuration. For this reason,
the model is used. Besides this approach, a digital signature is also used. This
signature allows detection of predictable attacks.

Through digital signature, potential security issues can be identified. A model of
the detection system is shown in Fig. 12.10. The disadvantage of a model based on
the IDS system is that for each control system a model must be built, aspect directly

Fig. 12.10 Intrusion detection
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proportional to the complexity of the controller. In addition, a static configuration
for the regulator must be ensured so that the model will be consistent with actual
behavior.

B. Smart Meter’s Security

Smart Meter delivers intelligent power measurement. They are installed at the
consumer’s location and represent a new generation of electric meters. Against the
old ones, they can be data concentrators and can communicate. Smart Meters
provide the Smart Grid with a feedback mechanism through which to build a
realistic estimate of future consumption.

Energy invoice values and erroneous consumption estimates are obtained by
affecting the security of Smart Meters. They can easily get physical access to them
by attackers for data modification. This way you can get money benefits. Security
of Smart Meters can be ensured by implementing an intrusion detection or re-
dundancy system [7, 43, 44] (Fig. 12.11). Integrity of data transmitted by Smart
Meter is ensured by the identity of the two measurements [45, 46].

C. Security of State Estimation

Management uses state estimates to maintain system stability. By modifying the
data transmitted to the status estimator, an attacker may destabilize the energy
system or intervene in the real-time pricing system. The most commonly encoun-
tered computer attack on state estimation is the corrupt data injection attack. The
security of the state estimation is a complicated problem as it is difficult to dif-
ferentiate the corrupted data from the real data [47].

Estimation of status is one of the most important monitoring algorithms in power
systems because it provides a convincing picture of voltage and phase angles. One of
the most effective ways to guarantee a safe state estimate is the strategic placement of

Fig. 12.11 Secure data
provided by Smart Meter by
redundancy
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phasor units and combining the measurements they provide with traditional mea-
surements [48].

D. Security of Communications Network

To effectively control the power system, the intelligent grid is based on the
subsystem’s ability to communicate. The requirements for a communications sys-
tem vary from transmission speed and bandwidth to latencies introduced in control
commands by regulators.

A major challenge is the safety of the communications networks involved in the
smart grid, as it is necessary to integrate a large number of protocols for the
requirements of each subsystem. Introducing old systems into configuring new
smart grids is causing problems due to low security [49].

12.4.3 Attacks Types in Smart Grid

The main types of computer grid attacks in a Smart Grid system are illustrated in
Fig. 12.12 [39, 40].

• Protocol Attacks
IT attacks can affect communication protocols used in the Smart Grid if they are
not securely secured [50].
Examples of protocols used in Smart Grid:

Fig. 12.12 The main types of computer grid attacks in Smart Grid
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– ICCP;
– IEC 61850;
– DNP3.

• Attack Routing
The routing attacks are the computer attacks that affect the communication
network infrastructure. Such attacks can affect the software applications
involved.

• Intrusions
Intrusions are about exploiting vulnerabilities in software and communications
infrastructure. They can start either inside or outside the system when the
operator abuses its system administration privileges.
Example:
Handling data used by human machine interfaces (HMI) by shorting security
systems (firewalls, authentication mechanisms, etc.).

• Malware Attacks
Malware Attacks—refers to software applications that may affect software
infrastructure, communications, or programmable machines. Malware applica-
tions scan the system in search of potential victims, exploit their vulnerabilities,
and then propagate to the other computers in the system. One of the most known
computer attacks on an energy system is the Stuxnet case.

• Denial of Service attacks (DoS)
Denial of Service attacks (DoS) deprives the user of using a service provided by
the system in question. A DoS attack can also involve denial of control.
Uploading the communications network with a great deal of unnecessary data
leads to these attacks (Fig. 12.13).

On the IT resources (SCADA, HMI devices field, communications protocols)
and control systems (Automatic voltage protection, state estimation, detection and
isolation of faults, reactive power compensation) of the Smart Grid is realized
attacks cybernetics such as [49, 50]:

Fig. 12.13 Computer attacks
and their impact
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– attacks on protocol;
– intrusion;
– malware;
– denial of service.

Regarding the security of a critical system, risk is defined as the product of their
threats, vulnerabilities and impact:

Risk½ � ¼ Threat½ � � Vulnerability½ � � Impact½ � ð12:1Þ

The threat is defined by the presence of a potential attack, its motivation and the
resources available. In order to succeed in attacking a critical system, the attacker
will seek to bypass security software as well as redundancy at the physical level.
The impact of these attacks is determined by how far these attacks affect the
stability of the system.

12.5 Smart Grid as Critical Infrastructure—Conclusions
and Trends in the Evolution

Most of the principles of Critical Infrastructure Protection and their applicative
aspects are general and should be considered throughout the lifespan of installa-
tions, systems, processes (from the design phase to the decommissioning and
decommissioning thereof).

Modern power system operations are heavily dependent on information technology
(IT) technology, many of which operate in real time. The introduction of competition
and separation has broughtmanyneworganizations into the energy sector.Much of the
interaction between the participants in the electricity sector is achieved through com-
puter systems. There is a wide variety of mechanisms through which cyber threats—
viruses, worms, etc. can spread and affect the integrity of computer systems.

Security is an evolving process and is not static. Continuous work and education
are needed to help security processes to keep up with the requirements that will be
placed in electrical systems. Security will continue to be a race between the com-
pany’s security policies and hostile entities. Security processes and systems will
continue to evolve in the future. By definition, there are no communication systems
that are 100% safe. There will always be residual risks to be considered and
managed. Thus, in order to maintain security, vigilance and constant monitoring, as
well as adaptation to changes in the global environment, are required.

The main approaches to the security of protection, automation and control
systems against cyber-attacks are:

• defense in depth;
• separation of the network;
• electronic perimeter;
• best security practices.

12 Issues in Securing Critical Infrastructure Networks … 321



Security practices, such as computer running and network management policies,
must be defined in accordance with the guidelines for specific standards and pro-
cedures such as the choice of passwords and their expiry date; using a limited
number of privileged computer accounts and turning off the rest; closing unwanted
communication ports and computers; the implementation of access control mech-
anisms; frequent updating of anti-virus signature databases.

Critical infrastructures remain an area that is very well investigated, monitored,
analyzed, evaluated, predicted and improved. Modern energy technologies have
already existed and are perfectly functional—in a very near future, so, at least
partially, we will have an SMART GRID operational that can be used for the
purpose for which the smart grid will be created: making the energy system safer,
more economical and more reliable.

An important role is played by relevant solution providers and service providers,
as well as professional and academic environments, which must provide the needs
of specialists, inventions, innovations, development and change.
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Chapter 13
Continuity of Electricity Supply
and Specific Indicators

Doru Ursu and Mariana Iorgulescu

Abstract The power quality in supplying the consumers is very important taking
into consideration the plants’ diversity. In fact, the quality of electricity includes
two components:

– the quality of the voltage curve—symmetrical and sinusoidal of this;
– quality of service—uninterrupted or interrupted short/long term.

The Performance Standard imposes the quality of the distributed power in distri-
bution service and establishes performance indicators in the provision of the dis-
tribution service, “the quality of distribution service is measured with respect to the
supply continuity to the end users”. The Performance Standard sets out the per-
formance indicators for:

– continuity of customers electricity supply;
– technical quality of distributed electricity;
– commercial quality of the power distribution service.

The chapter aims to present an analysis of one of the components of the electricity
quality, the continuity in the electricity supply of the consumers, indicating pos-
sibilities for improvement of the electricity. The indicated improvement is related to
the installation of remote-controlled equipment for the rapid isolation of defects in
the medium voltage network, correlated with the identification of the mounting
location, which brings maximum benefits in terms of reducing the continuity
indicators, especially:

– System Average Interruption Frequency Index (SAIFI) represents the number of
customer interruptions divided by the total customers served for one year.
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– System Average Interruption Duration Index (SAIDI) represented by the sum of
customer-sustained outage minutes per year divided by the total customers
served for one year.

Beside the definitions of the continuity indicators, it also presents the formulas based
on which they are calculated as required by the regulations in force, ways of con-
tinuously decreasing them, how to predict the targets of these indicators, both for
planned interruptions and for unplanned interruptions. A case study is presented as a
“self-healing” automation to isolate faults on a medium voltage line through reclosers
and a General Packet Radio Service (GPRS) as a packet oriented mobile data service
on the 2G/3G/4G cellular communication system’s global system for mobile com-
munications (GSM), communication using a protocol specific to data transfer.

The contents of the chapter will be structured as follows:

1. General notions about continuity in power supply, one of the components of the
electric power quality

2. SAIFI and SAIDI continuity indicators, definitions and calculation mode indi-
cated by the regulation

3. How to determine the mounting location for remote control equipment in order
to obtain maximum efficiency in decreasing the continuity indicators

4. Case study on the automation of the medium voltage distribution network.

Keywords Automatic isolation of defects � Continuity in power supply
Performance standard � SAIDI � SAIFI � Way to determine target indicators

13.1 General Notions About the Quality of Electricity

The quality of electric energy, defined as a general concept, is “the manner in which
electric receivers are supplied in a way that allows them to function properly.” In
fact, the term “power quality” is used in a much wider sense, addressing both the
problem of harmonic pollution generated by nonlinear loads and other types of
electromagnetic disturbances in power systems, so it is possible to define the pri-
mary quality indicators [1–3]:

– variations in the supply voltage frequency (occurring when changing the
dynamic balance of the power generated with the power consumed)

– slow variations in the voltage supply amplitude (due to line voltage drops,
transformers, slow load variations)

– voltage drops and short interruptions (sudden drop in voltage amplitude (be-
tween 90 and 5% of the contract voltage) for a duration of between 10 ms and
60 s, respectively the voltage drop for a duration between 1 s and 3 min, due to
network failures and determines the functioning of the protections as well as the
resonant automation systems when defects are passing
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– long voltage interruptions with a duration >3 min (planned and unplanned =
persistent network failures).

– transient overvoltages (due to commutations in networks and lightnings) and
with a duration of maximum 1 s,

but also secondary quality indicators:

– harmonics and interharmonics (non-sinusoidal regimes due to producers, but
especially to consumers)

– flicker—rapid fluctuations of cyclic or random voltage amplitude (produces by
WF (wind farms) and PhVPP (photovoltaic power plants), arc furnaces, electric
welding = sudden variations in load)

– non-symmetries—temporary and permanent (network or consumer defects,
unbalanced loads).

Therefore, the quality of the electricity depends not only on the distributor, but on the
suppliers of other services, but also on all the consumers connected to the same distri-
bution network, some of which can cause disturbing influences in the distribution net-
work’s electrical network, the operation of other consumers connected to the same
network. In such situations, consumers who contribute to altering the quality of the
electricity beyond the permissible values must take measures to accommodate the dis-
turbances produced within the limits provided by the country’s performance standard.

The traceability of electricity quality indicators and the adoption of measures to
keep them within acceptable limits, as an obligation of the electricity distribution
operator, can only be correlated with the observation of disturbances introduced
into the electricity supply network of certain consumers and sometimes even by
PhVPP (photovoltaic plants) that convert continuous voltage into alternating volt-
age through inverters for which the distribution operator imposes limits even from
the commissioning of the power plants [1, 2] (Fig. 13.1).

DELIVERED ENERGY

CONSUMER DISTURBANCE

DISTRIBUTOR
OPERATOR

CONSUMER

COMMON CONNECTION POINT

Fig. 13.1 Relief of the disturbance point in electrical networks
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The quality of the electricity supplied in distribution networks and provided to
consumers is one of the important factors that determine the economic efficiency of
both power grids and consumers.

The components of the electricity quality, taking into account the primary and
secondary indicators, as well as the ability of the electricity distribution service to
meet the consumer’s needs, as stated in the Performance Standards, are the
following:

– The quality of the voltage curve—the amplitude and frequency;
– Continuity in power supply; Commercial quality—the commercial relationship

between the electricity distributor and the consumer through the insured
services.

Out of the three components, in the next chapter are presented aspects related to
the second component, the safety of the power supply, the continuity in the elec-
tricity supply of the consumers. It also defines the continuity indicators, indicating
the predictive mode and some of the possibilities for improvement.

13.2 Continuity in Power Supply, Mode of Calculation
of the Continuity Indicators Indicated
by the Regulator

For the calculation of continuity indicators, long-term interruptions as well as
short-circuit breaks of the power/evacuation path of the power and/or production
sites connected to the electrical networks (regardless of their voltage) must be
recorded during a calendar year.

For each long-term supply and evacuation of electric energy, it is necessary to
record the following data, according to [1]:

• the voltage at which the interruption occurs (the origin of the interruption), for
calculating the indicators for each voltage level;

• the scheduled or unplanned nature of the interruption, for calculating the con-
tinuity indicators by categories of interruptions;

• the date, hour and minute of the interruption;
• the number of reconnection stages, if applicable;
• the number of users supplied at each reconnection stage, as well as the date,

hour and minute of the end of the interruption for them;
• the date, hour and minute of the end of the interruption for all users affected by

the interruption;
• total time (from the moment of voltage dropping to reconnection) in minutes of

the interruption or refueling stage;
• the number of users, for each voltage level, affected by the interruption,

respectively the stage;
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• the number of phases affected by the interruption if it occurs in the low voltage
network;

• the interrupted electric power (last power measured before interruption) at HV.

Thus, based on the stipulated records, on a yearly basis, calculation for a dis-
tribution operator can be made concerning the data related to continuity of supply/
evaluation of energy for the users in their area of activity.

13.2.1 Mode of Calculation of the Continuity Indicators
Indicated According to the Romanian Regulation

a. the number of long interruptions (duration > 3 min);
b. System Average Interruption Frequency Index (SAIFI)—This index for a user is

the average number of interruptions supported by users connected to the grid. It is
calculated by dividing the total number of users who have experienced an inter-
ruption of more than 3 min to the total number of users served, according to [1]:

SAIFI ¼
Pn

i¼1 Ni

Nt
ð13:1Þ

c. System Average Interruption Duration Index (SAIDI)—This index for a user is
the average user interruption time at the operator level (a weighted average). The
second formula applies if users are reconnected gradually, in several steps, not
simultaneously for all users. The indicator is calculated by dividing the cumu-
lative duration of long interruptions in the total number of users served by the
electricity distributor, according to [1]:

SAIDI ¼
Pn

i¼1 NiDi

Nt
or SAIDI ¼

Pn
i¼1

Pki
j¼1 NijDij

Nt
½min=year� ð13:2Þ

d. Energy Not Supplied (ENS)—Undelivered energy, defined as total energy not
supplied to the places of consumption connected to the network of the electric
energy distributor due to interruptions, according to [1]:

ENS ¼
Xn
i¼1

PiDi kWh; MWh or GWh½ � ð13:3Þ

e. Average Interruption Time (AIT)—This represents the average equivalent time
period in which the electricity supply was interrupted at the power distributor
level, according to [1]:
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AIT ¼ 8760� 60� ENS
AD

min=year½ � ð13:4Þ

where, in the formulas above, the notations represent, according to [1]:

n the total number of long interruptions;
ki the number of reconnection stages corresponding to the interruptioni;
Ni the number of users who suffered an interruption of more than 3 min after the

interruption i;
Nij the number of users who suffered an interruption of more than 3 min in phase

j of the interruption i;
Pi electrical power interrupted at interruption i, only at IT;
Di the user interruption time (time) (from the moment of the outage to the

reconnection) to interruption;
Dij the user interruption time (time) (from the moment of the outage to the

reconnection) for stage j of the interruption i;
Nt total number of users served;
AD Annual Demand—annual electricity consumption (without grid losses) at the

distributor’s electricity.

For short interruptions, the following data shall be recorded and calculated
annually to provide information on network reliability and the performance of
automation equipment:

a. Number of short-term interruptions (time < 3 min);
b. Momentary Average Interruption Frequency (MAIFI), as a ratio between the

total number of users interrupted for short-term and the total number of Nt users
served in the analysed system, according to [1]:

MAIFI ¼
PM

m¼1 Nm

Nt
ð13:5Þ

where:

M the total number of short-term interruptions;
Nm the number of users who suffered a short-term interruption (less than 3 min) at

each interruption m;

As specified in the performance standards, the SAIFI, SAIDI, and MAIFI
indicators are typically determined on the basis of automatic recordings of MV and
HV interruptions, and LV is estimated from the calculations [1]. The ENS and AIT
indicators are calculated only for users connected to the HV grid [1].
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13.2.2 Forecast of SAIFI and SAIDI Indicators Targets
for Planned and Unplanned Interruptions

All of the indicators defined according to the performance standards, the SAIFI and
SAIDI indicators are those monitored by the electricity distribution operators with a
view to continuously reduce them, thus aiming at performances in terms of isolation
and elimination of deficiencies in the electrical networks, in particular in the
medium voltage ones that have the greatest impact in the continuity of the elec-
tricity supply to consumers, due to the fact that over 95% of consumers are supplied
from the medium and low voltage. It is also possible to draw conclusions on the
performance of the network and to direct investments in medium and low voltage
networks taking into account these indicators.

Within Distributie Energie Oltenia—CEZ Group in Romania, a way of pre-
dicting the continuity indicators SAIFI, SAIDI for unplanned interruptions has been
established based on the indicators achieved in the previous years, which is based
on an identified exponential function, passing through the points of achievement of
previous years.

Also, a forecasting mode has been established for SAIFI and SAIDI indicators
for planned interruptions on the basis of the maintenance and investment plans of
the forecasting year.

For the calculation of the target values of SAIFI and SAIDI for unplanned
interruptions a non-linear approximation method was used, the approximation of
numerical functions being useful when the function does not have a known ana-
lytical expression, as it is given in tabular form through points as in our case
(knowing the achievements in previous years of SAIFI and SAIDI indicators).

In this sense, there are several methods of solving, but the one recommended to
achieve results close to reality is “Approximation by the least squares method”—in
this case the function of approximation is determined by imposing the condition
that the sum of the squares of the distances between the original function and the
approximation in some points is minimal [4].

13.2.2.1 Least Squares Method

The functional dependence of a random variable y (dependence-effect) on another
variable x (independence-cause) can be empirically studied experimentally by
making a series of measurements on the variable y for different values of the
variable x. The problem that arises in this case is to find the analytical represen-
tation of the desired functional dependence (fitting process), is to choose an
expression (mathematical formula or model) that describes the results of the
experiment through a mathematical model.

The formula (mathematical model—analytical expression) is chosen from a set
of determined formulas (nonlinear approximation models), for example [4]:
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y ¼ ax2 þ bxþ c parableð Þ
y ¼ aþ b ln x logarithmð Þ
y ¼ a e bx exponentiallyð Þ

Therefore, the problem is to determine the parameters a, b, c, as the case may be,
while the formula (analytical expression) is known in advance, as a result of some
theoretical considerations or the graphical presentation of the data.

Let us consider the general case when we have p parameters, and thus we will
note the functional dependence by y = f(x; a1, a2, … , ap) [4]. The parameters a1,
a2, … , ap can not be determined exactly based on known values from previous
historical, y1, y2, … , yn data of the function, the latter containing random errors [4].

13.2.2.2 Question to Get a “Good Enough” Estimate

Therefore, if all the measurements of the variable y values are y1, y2, … , yn, then
the estimates of the parameters a1, a2, … , ap are determined by the condition that
the sum of the squares of the deviations of the measured values yk from the cal-
culated f(xk; a1, a2, … , an), take the minimum value, that is, the minimum
expression:

Sða1; a2; . . .; apÞ ¼
Xn
k¼1

½yk � f ðxk; a1; a2; . . .; apÞ�2 ð13:6Þ

The determination of the values of the parameters a1, a2, … , ap is done by
applying the conditions for obtaining the minimum value in the partial derivatives
of the function S considered in the variables a1, a2, … , ap i.e. the function with
p variables S(a1, a2, … , ap). Obtaining these values means solving the p unknown
system [4]:

@S
a1

¼ 0

@S
a2

¼ 0

. . .

@S
ap

¼ 0

8>>>>>>>>><
>>>>>>>>>:

ð13:7Þ
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13.2.2.3 Calculation of Continuity Indicators Using Exponential
Function f(x) = aebx

In the case of the exponential model we study only two variables x (cause),
y (effect) and we want to find the dependence y = f(x), where f(x) = aebx is a
nonlinear dependence (exponential function) a and b.

If the variables x (cause), y (effect) are known in the measurements or values
obtained for SAIFI/SAIDI by the data (xi= years, yi= values obtained for SAIFI/
SAIDI), i = 1, … , the exponential model f(x) = aebx is determined by the coeffi-
cients a and b having the following expressions, according to [4]:

b ¼
Pn

i¼1 xi
Pn

i¼1 ln yi �
Pn

i¼1 xi ln yiPn
i¼1 xi

� �2�n
Pn

i¼1 x
2
i

; a ¼ ep

p ¼
Pn

i¼1 xi ln yi � b
Pn

i¼1 x
2
iPn

i¼1 xi
or p ¼

Pn
i¼1 ln yi � b

Pn
i¼1 xi

n

ð13:8Þ

Applying the presented calculation method for the use of the exponential function
and taking into account the history of SAIFI/SAIDI continuity index achievements,
we can obtain with good approximation the curves (with blue) of the decreases of
SAIFI and SAIDI indicators for predictions of future years (Figs. 13.2 and 13.3).

Of course, all these predictions are based on the maintenance activity and the
investments made in the electric grid, so it is possible to make corrections in the
forecasts if in the respective year for which the determinations are done additional

Fig. 13.2 The approximate
downward trend of the
indicator SAIFI
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works are carried out or in the network are mounted reclosers or remotely controlled
separators for remote operation and limitation of deficient areas after network
incidents.

13.3 Determination the Mounting Location for Remote
Control Equipment in Order to Obtain Maximum
Efficiency in Decreasing the Continuity Indicators

It is well known that re-closure and load-carrying separators must be fitted to reduce
network continuity indicators, and positioning is very important to determine where
they can bring maximum influence in decreasing SAIFI/SAIDI indicators [5].

The Remote Control Separators (RCS) are switchgears consisting of a load
separator equipped with arc extinguishers, possibly a fault detector, disconnection
automation and command unit, and communication with a Central Point (PC). Due
to the fact that separators can not switch off fault currents, all maneuvers needed to
detect and eliminate the fault can only be performed by remote control reclosers
(RCR) from the overhead power line axis or medium voltage cell breaker from the
source transformer station.

Remote control reclosers are switchgear devices consisting of a circuit breaker
with vacuum-extinguishing chambers, a numeric control-protection control termi-
nal, a measure and a control and communication unit with a central point. Due to
the fact that the reclosers can switch faults currents (12–16 kA), all the maneuvers
needed to detect and eliminate the fault can be performed with them or with the
medium voltage cell breaker in the source transformer station [6].

Fig. 13.3 The approximate
downward trend of the
indicator SAIDI
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Communication between equipment and central dispatcher points is generally
done through GPRS, as a cheaper communication environment, while fiber optics is
a much safer environment, the execution of such a communication path is very
expensive.

In order to determine the optimum location of the telecommunication equipment,
several basic criteria should be considered [5]:

• Determination of the classification of the medium voltage overhead lines where
new sectioning equipment will be installed and for which SAIDI (SAIFI) annual
average should weigh 80%, average calculated for a relevant statistic period
available in the database (minimum the last three years), the remaining 20%
taking into account the number of consumers and the number of complaints
from consumers.

• The so-called “analysis areas” set between the existing equipment are estab-
lished on the lines chosen by the classification for mounting the
remote-controlled equipment. For these areas of analysis, we determine the
number of consumers and the annual average of the SAIDI in part, corre-
sponding to the respective area (part of the annual average SAIDI calculated for
the whole line).

• In order to achieve a balance between medium voltage lines, in terms of the
density of the sectioning equipment, the maximum number of such equipment to
be mounted on a medium-voltage airline will be 7, including the equipment
mounted for taking over from other sources.

• In the event of incidents, in order to ensure the reinstatement of the supply for as
many consumers as possible, the possibility of supplying the line and the
derivations from other sources of supply than the source transformation station
must be insured.

• The areas initially established for the location of remote-controlled equipment
will be subdivided into sub-zones so as to include groups of less than 600–
800 consumers as far as possible (or in the vicinity of this range).

• Preferably, up to three (13.3) remote controlled equipment connected in series to
the line axis, with the exception of very long lines (� 50 km), shall be installed,
taking into account that their protection shall be selective between them and the
source transformer station.

• Major derivations (serving a number of consumers � 15% of line consumers)
must be quickly isolated by introducing remotely controlled separation
equipment.

13.3.1 Analysis Areas and Sharing Example

After selecting the medium voltage overhead lines on which to install new sec-
tioning equipment (reclosers or remote-controlled separators), the next essential
step is to identify the areas. The selection criteria should lead to the creation of
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similar areas for the sectioning equipment to be allocated. For a better represen-
tation of weights in the evaluation formula, the coefficients assigned to the criteria
are adjusted so that their sum is 100% [7].

At this stage, it will be taken into account the topology of the network and the
objective pursued:

– the length of the medium-voltage overhead line
– the maximum number of consumers supplied from that line
– similar sectioning equipment available on the line
– available pillars existing in the delimited areas and GPRS signal level to ensure

good communication
– the basic criteria for determining the optimal mounting locations of the

remote-controlled sectional equipment
– the objective of reducing the SAIFI/SAIDI indicators for the medium voltage

electric power line.

Figure 13.4 exemplifies a part of a distribution grid split into relevant areas
according to all the specified core criteria and taking into account both the network
topology and the SAIFI/SAIDI continuity indicators reduction goal.

where:

n1 − n8 number of relevant areas for sectioning;
DG1 − DG4 derivatives with and without looping possibilities;

Fig. 13.4 Distribution network split in relevant areas for determining the locations of installation
of sectioning equipment
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F the main power source of the overhead power line in the normal
scheme (direct power from the transformer station);

F1 − F4 possibilities of looping through remote reclosers or separators.

13.3.2 Algorithm to Determine the SAIFI/SAIDI Continuity
Indicator Reduction

Line analysis and line ranking with high SAIDI risk:

(1) In order to determine the location of the installation of remote-controlled
separation equipment, the classification of the medium voltage overhead lines is
prepared, using the statistics of the available events, using both the mean
contribution of SAIDI on the respective lines and the set of factors defined for
these determinations.

(2) In order to determine the behavioral nature of interruptions on medium-voltage
overhead lines, the statistics of the last years, both in terms of the number of
events (interruptions) and in terms of the duration of these events (interrup-
tions), should be used.

(3) Below, according to [5] is an example of a fragment of the classification of
medium voltage overhead lines, based on existing statistics, which includes
data from the last 3 years of a distribution operator. According to the maximum
density of separation equipment established on the medium voltage lines, the
last column specifies the maximum number of new equipment proposed to be
installed on each such line, as well as any proposals for exceptions to the
defined criteria.

13.3.2.1 Analysis of a Line Susceptible to the Installation of Sectioning
Equipment—Establishment of Optimal Areas for Installation
of Sectioning Equipment

Through this case study it is done an actual analysis on a real line, with real
calculated indicators, for which using the area analysis and using the defined cri-
teria, it is determined the required number of reclosers and the approximate location
of installation for these reclosers in order to obtain maximum reductions of SAIFI/
SAIDI continuity indicators.

(1) First, it is prepared the simplified single phase diagram of the line taken from a
classification as outlined in Table 13.1. Next, the diagram of this line is anal-
ysed, from a topological point of view (analysis of the normal scheme), and
define the “delimited areas of analysis” either by the existing equipment
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(remote separators, reclosers, manual section separators) or the topological
characteristics of the line (derivatives, loops)—as in Fig. 13.5.

(2) For each analysis area established under the above rule the main features will be
calculated from which the analysis of priorities and the need for new section
equipment will be started. These include the number of consumers (eventually
the power corresponding to the analysis areas), partial SAIDI corresponding to
the respective areas calculated according to the average number of failures
(events) per year and the average duration of the failures (events) on the
respective part of the network for the events in a given area in one year—as in
example from Table 13.2.

In the following, processing steps will be exemplified for a typical case of a line
that has remote reclosers and separators installed, as shown in the legend of
Fig. 13.5, steps for identifying the installation locations for reclosers or remote
controlled separators and their prioritization [5]:

Table 13.1 Top SAIDI for 5 medium voltage power lines, an example from [5]

LEA (Medium voltage electric
air line—20 kV)

SAIDI/
year [min]

Number of
consumers

Existing
equipment

New equipment
(Exceptions)

L1 14.28 8.014 7 0 (4)

L2 11.38 4.550 2 5

L3 10.08 9.476 7 0 (3)

L4 7.04 6.676 7 0 (2)

L5 6.87 5.276 7 0

Fig. 13.5 Electric overhead Line split in 6 relevant areas for determining 4 recloser mounting
locations

338 D. Ursu and M. Iorgulescu



(1) In the defined areas, taking into account the number of consumers and the
existing sectioning equipment, the values for SAIDI/year and the number of
consumers delimited by the area.

(2) In the split scheme, the derivations Der 1–3 on the line and the possibility of
looping of L1 line analyzed from the L2 loop line are identified, thus identifying
the proposed positions for the equipment and determining the benefit brought
about by the reduction of the continuity indicators by mounting the new
equipment.

It can be noticed that for a line, in the areas where SAIDI is identified as the
maximum of the statistical determinations, area 4, according to Table 13.2, also
results in an immediate prioritization of recloser mounting. For the calculations to
reduce the indicators after reclosers installation, determinations that take into
account proposed locations, split areas are subdivided into computational subzones,
such as zone 4 being divided into Z41 and Z42. Of course, the order of priority 2 for
recloser installation may be a future step or one to be made with the priority order 1,
taking into account in this choice of all the other criteria defined for that purpose.

13.3.2.2 Calculation of the Estimated Benefits of Fitting Reclosers
on Top SAIFI/SAIDI Overhead Power Lines

The benefits calculation is one that takes into account the number of reclosers or
remote-controlled separators that will be installed as in the medium voltage net-
work. Because in the future it is also necessary to consider the automation of the
network, the switching equipments should be chosen taking into account this
aspect, choosing to install mainly or only reclosers.

Going on the example of a Distributie Energie Oltenia—CEZ Group in Romania
—who mounted such reclosers on average about 100 reclosers/year for 5 years
(2015–2019), through a project in which there were analyzed about 300 medium
voltage lines for which the installation of reclosers would bring the maximum
benefits to SAIFI/SAIDI indicators for unplanned interruptions, considering that at

Table 13.2 Average SAIDI values per year per areas of an overhead power line

Line L1 Ni Di SAIDI cumulated for 3 years SAIDI/year Prioritization

Z1 5,293,064 3.751286 1.250429 2

Z2 5,146,000 3.647059 1.215686 2

Z3 3,438,353 2.43682 0.812273

Z4 7,239,829 5.130992 1.710331 1

Z5 2,781,919 1.971594 0.657198

Z6 5,200,081 3.685387 1.228462 2

Total 29,099,246 20.62314 6.874379
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2015 level it had already installed in the medium voltage network another 700
remote controlled sectioning equipment, were obtained from the calculations of the
decreasing of the indicators with the annual average determined in the paragraph
“Analysis of a line susceptible to the installation of sectioning equipment.
Establishment of optimal areas for the fitting of sectional equipment”, the down-
ward curves of Figs. 13.6 and 13.7.

13.3.2.3 Proposals Based on the Evolution of Performance Indicators

(1) After the implementation of the sectioning equipment, the operating phase will
follow the performance attributed to the respective equipment and the expected
benefits. Within this operation, at the end of each operational year, the SAIFI/
SAIDI indicators will be assessed and their framing will be checked within the
estimated performance limits. Performance graphs for each line on which reclo-
sers have been installed over several operating yearswill bemade and the trends of
these performances (SAIFI/SAIDI) will be followed. Depending on these trends,
complementary measures for future implementation can be proposed.

SAIFI EvolutionFig. 13.6 The evolution
curve of SAIFI unplanned
interruptions after the
installation of about
500 reclosers in a medium
voltage network

SAIDI EvolutionFig. 13.7 The evolution
curve of SAIDI unplanned
interruptions after the
installation of about
500 reclosers in a medium
voltage network
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(2) The second major operation, to be performed in the operational phase, is to
review the performance targets based on the results obtained in the previous
operational year. Based on the results of unplanned interruptions, the SAIFI/
SAIDI savings on that line will be recalculated and performance estimates
graphs will be recalculated. The overall trend should be to improve the limits,
in the sense of maintaining the majority of future results in the area designated
as the one with highest probability of production/evolution.

(3) Of course that besides these actions related to specific investments in the net-
work, maintenance works can be done in the network, investments to improve
the state of the network (replacement of insulation, poles, replacement of parts
of overhead lines with underground ones) or switch to network automation so
that many of the long-term interruptions (>3 min) turn into short interruptions
(<3 min).

Depending on the evolution of the indicators, taking into account the deviations
from estimation to achieved results, individual measures are taken on the lines with
big deviations regarding the deviations, coming with investment proposals for the
improvement of the state of the network (punctual for those medium voltage dis-
tribution lines), thus maintaining the trend of decreasing the continuity indicators in
the electricity supply of consumers as an ongoing stage, and in the next stage to
implement step by step automation of the medium voltage grid for quick isolation
of defect areas.

13.4 Reducing the Continuity Indicators Using
Automation Methods of the Medium Voltage
Distribution Network

In order to ensure continuity in the electricity supply to consumers, it is possible to
use the automatic resupply of the consumers with isolation of the fault zone without
the intervention of the dispatcher by remote manipulation of the remote control
equipment.

13.4.1 Automatic Restoration

For example, a medium voltage line (20 kV LEA) is being considered as an
example, which is powered by the PA—Power Point or Transformer Station, as
base source, with the possibility of looping with the 20 kV LEA loop no. 1 and
LEA 20 kV Loop no. 2 and which are reserve sources for the takeover of con-
sumers L 20 kV no. 1.

Automation on the overhead line LEA 20 kV no. 1 is a system for automatic
reconfiguration of the distribution network, which manages a number of
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8 reclosers, of which 4 in the axis of the line, 2 on the derivations and 2 in the loop
points with the two LEA 20 kV loop no. 1 and 2, as specified in the supply scheme
of Fig. 13.8 [8].

Automation has as a central element a Restauration controller that has imple-
mented a set of algorithms that can handle multiple field equipment (reclosers, load
separators, or circuit breakers) according to predefined scenarios.

Sequences for isolating and reconfiguring the distribution network in the
event of network failures are created using the controller-specific software and
taking into account the recloser protection functions. From the point of view of

Fig. 13.8 Scheme of positioning of the reclosers included in the automation of the LEA 20 kV
no. 1 [8]

342 D. Ursu and M. Iorgulescu



communication, GPRS or optical fiber is used as the physical environment, and the
data traffic can be done through the IEC protocol.

13.4.1.1 Advantages of Automation

– Limits the number of consumers affected by long-term interruptions (SAIFI)
– Reduces the time to isolate the fault, which leads to a decrease in the consumer

interruption time and implicitly to the SAIDI indicator
– Reduces the time for fault detection by controlling the limited fault area, con-

sidering the density of reclosers installed for the automation of an overhead
medium voltage power line.

13.4.1.2 Self-healing Automation Includes 3 Stages

– In the first stage the protection will initiate triggering and therefore the set of
adjustments and the protection coordination will be designed so that it will
trigger the recloser closer to the defect area. The protection relay will have
available and enabled the specific protection functions as well as the automatic
re-start function which will restore the power supply in the case of passing
faults [8].

– The second stage is the isolation of the defective network area, this being done
automatically after the controlled triggering and will be monitored by the
self-healing controller from the central point [8].

– The third stage is the energy resupply of the unaffected areas, which will be
automatically monitored and controlled by the central self-healing system
controller, after this stage, depending on the restoration of the power supply, the
local dispatcher intervenes for additional commands and defect identification
with the operational personnel of the field [8].

13.4.1.3 Logic of Isolation of the Fault Area and Reconfiguration
of the Network

Figure 13.9 shows the position of the reclosers in the normal operating situation, all
reclosers connected, as well as the supply point switch, and disconnected only the L
20 kV loop reclosers 1 and 2 loop [8]. With P01 and P03 were marked the switches
from the transformation station.

In the event of a permanent fault (short-circuit or grounding) on one of the
network sections in Zone 3 marked with C03 in Fig. 13.10, the fault will be
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detected and removed by the self-protection of the reclosers (after performing RAR
cycles), and via the programmable logic controller that communicates (via GPRS)
with each recloser the fault isolation command will be given and the power supply
from one of the two sources to the healthy network areas will be restored. In the

Fig. 13.9 Normal operation of reclosers, red = closed, green = open [8]

Fig. 13.10 Defect in ZONE 3 and the status after restoration, red = closed, green = open [8]
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case illustrated in Fig. 13.2, the switch in S2 (P03) and the first recloser after PA
(P04) will be disconnected, thus bypassing the fault, then connecting the recloser
P02 to resupply the consumers from the 20 kV loop LEA. With S were noted the
sources.

The simplest case of defect isolation is when the defect occurs on one of the
derivations supplied by the P09 or P010 reclosers, because after the automatic
reclosing cycle, if not successful, the reclosers remain triggered, without the
automation having to restore the supply, these derivations being supplied radially.

For all network defects/triggering events, an automatic network reconfiguration
will be initiated if the system is set to automatic state. Sequences will automatically
run, controlled and monitored by the self-healing controller. Automation will be
fully controllable, both in terms of working arrangements, both by the dispatcher
and by the system administrator.

Any manual command (locally given by the operational staff or remote from the
dispatcher) will have priority and will inhibit the operation of the automation until
the dispatcher reactivates the operation of the automation. All operating conditions
are monitored and events are generated in the SCADA Event Log (Supervisory
Control and Data Acquisition) from dispatchers, thus alerting the dispatcher to
possible problems. After an incident has been remedied, the return to normal
operation must be done only manually through dispatch center [9].

In order to increase the safety of the consumers’ power supply and to improve
the performance indicators, this automation is very suitable, with the mention that it
requires the need for a controller at the central control point [10].

Extending the already existing self-healing automatic system to a line can only
be done for a limited number of other lines, requiring an up-grade system for an
unlimited number of lines.

13.4.2 Automation for Decreasing of Maneuver Time

Given that the desire to achieve an automation is to use only the numerical ter-
minals of the reclosers, without the need for communication between them or with a
central point, below is presented such an automation that uses only the conditions
given in the field, without interfering with other equipment.

Automation consists of a logic that will be implemented in Remote Terminal
Unit (RTU) equipment and can be used for radial or rectangular medium voltage
lines that are fitted with reclosers equipped with numerical protection terminals and
RTU for GPRS communication, fibres optics or radio and integration into the
SCADA system of these segmentation equipment [11, 12]. No additional physical
equipment or equipment is required.

Automation reduces the total time for at the maneveurs done by the dispatcher
for a resupply time t < 1 min from voltage failure.
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13.4.2.1 Primary Conditions for Implementing Such
Quasi-automation

The voltage transformer (VT) for charging the RTU power supply battery and the
radio station (if radio communication is made) must be mounted upstream of the
recloser. This VT also controls the presence of upstream voltage to the source
(transformer station or feed point).

13.4.2.2 Principle of Automation Operation

It is considered a medium-voltage overhead power line that is supplied from a
transformation station, a line that we considered to be supplied radially, but which
can also be looped, the principle of automation being the same, as represented in
Fig. 13.12, similar to the line in Fig. 13.11, but with fewer derivations.

If the Station switch or any Rn reclosers are triggered by protection, all
non-voltage downstream equipment is self-disconnected by automation at a short
time, until the RAR automations cycle. The self-logic logic is implemented in the

Fig. 13.11 Defect in Zone 7 and the status after restoration, red = closed, green = open [8]
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RTU associated to each recloser, here also taking into account the RAR cycle times
and the self-disconnection time.

When the voltage comes back on by connecting the triggered equipment (via
SCADA, manually, or after a successful RAR (+) automatic re-start), all down-
stream equipment is connected by automation. In order for the automation to
function in the sense of the logic described, the re-switching time at the upstream
voltage must be chosen higher than the RAR pause.

If the upstream voltage does not appear, the self-connected reclosers remain in
this state, the dispatcher intervening and doing the power recovery maneuvers
shortly sealing the defective zone between the first two reclosers, the first one
triggering or making the RAR (−), the latter being self-connected, thus reassigning
the task of reconnecting the other auto-connected downstream reclosers and con-
necting a loop recloser to replenish the area from the downstream to the defective
area.

Fig. 13.12 A medium-
voltage overhead power line
radially supplied from a
transformer station
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13.4.2.3 Automation Lock Conditions

For the correct functioning of the automation and without changing the operating
mode of the dispatcher and the operating personnel in operation, the automation
still has to comply with some conditions presented in Table 13.3.

13.4.2.4 Returning from the Locked State in Operation

Returning from lockout depends on the reason of the lock and can only be done in
the situations shown in Table 13.4.

13.4.2.5 Integration into SCADA and Transmission to the Dispatcher
of Automated Signaling

Supervision of operation and automation control can be made from SCADA, in the
SCADA system the signals indicated in Table 13.5 are available.

The automations presented are functional in the distribution networks of a
Distribution Operator from Romania. This is a first step towards automating the
whole network to achieve it in an Advanced Distribution Management System

Table 13.3 Automation lock situations

Ways of locking Detail

Auto locking The automation self-locks after 10 min after the voltage
drops.
The logic of this self-blocking is that each voltage drop is part
of a sequence (eventual event situation) that needs to be
resolved in max. 10 min automatically

The localkey L/D Operational personnel are assumed to be working or
maneuvering equipment

External disconnect
command
(SCADA command, local
command,
protection command
transmitted by staff)

In the three situations, there was a reason for staff to intervene
to cause a protection, a local disconnection, or SCADA, with
the authority returning to these situations only to operational
personnel or dispatchers, with automation blocked

SCADA cancellation
command of automation

SCADA cancellation command of automation
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(ADMS) where, using special algorithms and a communications environment with
reclosers through a particular protocol, it is possible to control the entire network in
regarding the localization of defects, their isolation and the restoration of the
consumers supply.
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