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Preface

Welcome to the proceedings of the Future Network Systems and Security Conference
2018 held in Paris, France!

The network of the future is envisioned as an effective, intelligent, adaptive, active,
and high-performance Internet that can enable applications ranging from smart cities to
tsunami monitoring. The network of the future will be a network of billions or trillions
of entities (devices, machines, things, vehicles) communicating seamlessly with one
another and it is rapidly gaining global attention from academia, industry, and gov-
ernment. The main aim of the FNSS conference series is to provide a forum that brings
together researchers from academia and practitioners from industry, standardization
bodies, and government to meet and exchange ideas on recent research and future
directions for the evolution of the future Internet. The technical discussions are focused
on the technology, communications, systems, and security aspects of relevance to the
network of the future.

We received paper submissions by researchers from around the world including
Australia, New Zealand, Germany, India, Portugal, Italy, Sweden, UK, USA, UAE
among others. After a rigourous review process that involved each paper being
single-blind reviewed by at least three members of the Technical Program Committee,
14 full papers and two short papers were accepted covering a wide range of topics on
systems, architectures, security, and applications of future networks. The diligent work
of the Technical Program Committee members ensured that the accepted papers were
of a very high quality and we thank them for their hard work in ensuring such an
outcome.

July 2018 Robin Doss
Selwyn Piramuthu

Wei Zhou
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Formal Verification of RGR-SEC,
a Secured RGR Routing for UAANETs
Using AVISPA, Scyther and Tamarin

Houssem E. Mohamadi1(B), Nadjia Kara2, and Mohand Lagha1

1 Institute of Aeronautics and Spatial Studies, University of Blida 1, Blida, Algeria
{h.mohamadi,mlagha-aerospatiale}@univ-blida.dz

2 Department of Software Engineering and Information Technologies,
École de Technologie Superieure, Montreal, Canada

nadjia.kara@etsmtl.ca

Abstract. Designing an adaptive routing protocol for Unmanned Aero-
nautical Ad-hoc Networks (UAANETs) is very challenging. UAANET
routing protocols are vulnerable to several attacks and threats. Thus
applying security mechanisms is crucial to ensure the authentication,
data integrity and confidentiality. Moreover, when applying formal ver-
ification methods to analyze protocols, it is necessary to define a model
that formalizes their semantics and security requirements. In this paper,
we focus on a hybrid routing protocol, called the Reactive-Greedy-
Reactive (RGR), which combines the mechanisms of reactive routing
and Greedy Geographic Forwarding (GGF). Our main contribution is
to enhance the reactive mode of RGR protocol by incorporating three
security mechanisms: a node-to-node authentication approach, a keyed-
hash message authentication code and an aggregate designated verifier
signature scheme. The results of our formal analysis are validated via
three automated verification tools (AVISPA, Scyther and Tamarin).

Keywords: UAANETs · RGR · Security mechanisms
Reactive mode · Formal verification · Automated verification tools

1 Introduction

Unmanned Aerial Vehicles (UAVs) or drones are aircrafts that are flown without
a human operator onboard. They are further classified into different categories
according to several parameters, such as level of autonomy, aerodynamic con-
figuration, size, endurance, etc. Regarding their application domain, drones can
either be used in various civil or military applications [1].

In order to decrease mission delay and increase reliability, UAVs must coop-
erate with each other using wireless links [2]. When some UAVs communicate,
they form a temporary self-organizing multi-hop network, composed of several
UAVs and ground control station (GCS), called Unmanned Aeronautical Ad-Hoc
Network (UAANET) [3] as shown in Fig. 1.
c© Springer International Publishing AG, part of Springer Nature 2018
R. Doss et al. (Eds.): FNSS 2018, CCIS 878, pp. 3–16, 2018.
https://doi.org/10.1007/978-3-319-94421-0_1
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Fig. 1. UAANET network architecture.

Compared to other ad-hoc networks like MANETs (Mobile Ad-hoc Network)
and VANETs (Vehicular Ad-hoc network), UAANETs have some specific char-
acteristics, for instance, they are used for real time applications, their node
mobility model is usually predictable, but due to some parameters such as envi-
ronmental conditions, UAVs velocity and formations or mission updates, it can
be dynamically modified [4].

UAANETs are characterized by a weak node density. The low number of
nodes and their fast mobility enable them to cover a large area rapidly in order
to improve the reliability of the network and ensure the scalability [4]. Network
connectivity within UAANETs is generally intermittent due to UAVs movements
or failures. Numerous link breaks in the network tend to cause frequent topology
changes [4].

UAVs and GCS must transmit control and data traffic. Accordingly, an
improved routing protocol is needed in order to find routes between nodes, and to
accomplish UAANET missions [5]. UAANETs routing protocols can be classified
according to their routing strategy into [5]:

• Proactive routing: Anticipates the topology changes and establishes a route
based on prospected routes. Every node maintains fresh network state infor-
mation with all nodes.

• Reactive routing: A route is created only when a source node wants to send
data to a destination node and does not know initially if this node exists in
the network.
Compared to proactive protocols, reactive protocols are much more efficient,
faster and adaptive as they change their routing decision according to the
actual network conditions.

• Geographic routing: The establishment of a route from a source node to
a destination is based on node positions rather than IP addresses.

• Hybrid routing: Combines two routing mechanisms. The RGR is an exam-
ple of hybrid routing, which combines the mechanisms of reactive and geo-
graphical routings.

1.1 Motivation and Structure of Paper

Since UAANETs are prone to attacks performed by unauthorized entities, mainly
due to the cooperativeness between all nodes without a previous security asso-
ciation, and the use of wireless links (e.g. WiFi and cellular networks), which
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are vulnerable to attacks such as eavesdropping, message replay or denial of ser-
vice [5]. Thus, applying some security schemes is needed to satisfy UAANETs
security requirements (authentication, data integrity, confidentiality).

Additionally, formal verification of security protocols has turned out to be a
key issue [6]. Using mathematical techniques, formal verification techniques aim
to detect flaws and evaluate the correctness, validity and reliability of a protocol
model built from given specifications [6].

In this paper, we apply a formal verification technique on a modified RGR
routing protocol. We focus on its reactive mode, which is mainly used in route
discovery and data forwarding phases. Furthermore, to fulfill the security require-
ments of UAANETs such as confidentiality, authentication and data integrity,
we have incorporated three security mechanisms, a node-to-node authentication
approach, a keyed-hash message authentication code (HMAC) and an aggre-
gate designated verifier signature scheme (Ag DVS) based on asymmetric key
encryption. The security properties of our model are validated via three auto-
mated formal verification tools, AVISPA, Scyther and Tamarin-prover.

The rest of this paper is organized as follows. In Sect. 2, we briefly present
the existing research works that address the issues of RGR, the hybrid routing
protocol and the formal analysis of security protocols. We provide an overview of
the RGR protocol in Sect. 3. In Sect. 4, we describe the security properties of our
proposed scheme. In Sect. 5, a presentation of the three automated verification
tools is given, as well as the results of the formal verification of our model.
Finally, in Sect. 6 we conclude the paper.

2 Related Work

The existing tests in literature focus only on improving the execution of RGR
protocol, and do not address the enhancement of security and authentication
issues.

Since RGR can be seen as a mixture of AODV (Ad-hoc On-demand Distance
Vector) with GGF (Greedy Geographic Forwarding) [2,7], several upgrades have
been proposed in order to enhance its performances. We can cite the RGR with
scoped flooding, delayed route request, and mobility prediction [2]. The authors
in [2] have implemented the RGR with scoped flooding and RGR with ran-
dom way-point (RWP) mobility model using OPNET, the results showed that
the protocol overhead, packet delivery ratio (PDR) and packet latency could
significantly be reduced. In [8], a number of enhancements of RGR were simu-
lated using NS2, the results showed that the capability of an intermediate node
to decide how to forward data packets, whether via reactive mode or switch to
GGF, is beneficial to decrease message overhead and improve PDR. The authors
in [7] introduced some improvements and proposed a realistic mobility model for
simulation in contrast to the unrealistic RWP model.

Additionally, some researches in the field of formal verification have been
carried out to analyze certain security proprieties in AODV-based reactive pro-
tocols using automated verification tools, like AVISPA, Scyther, Tamarin-prover,
ProVerif, Athena, NRL analyzer [9].
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In order to analyze the correctness of AODV, a dynamic topological fuzzy
timing high level Petri Nets (DT-FPNs) approach has been applied in [10],
the results showed that this formal approach is efficient for the verification
of routing protocols in MANETs. Bhargavan et al. demonstrated through
PROMELA/SPIN that AODV protocol is not loop-free and proposed an
enhancement to the protocol. The results of their formal analysis using SPIN and
HOL (High Order Method) showed that this improved version is loop-free [11].

The formal analysis of Secure AODV (SAODV) via PROMELA and SPIN
model checker in presence of an external attacker showed a serious security issue,
which is routing loops, because of not protecting the sender address field [12]. In
another study, a simulation-based framework has been developed by Ács et al.
to verify the security requirements of distance vector protocols like SAODV. The
authors evaluated the performance of such protocol vis-à-vis DoS attacks. They
outlined two attacks, the first one aims to deceive the destination by sending a
RREQ without updating its hop count field, and the second involves failing to
deliver the data packets (spoofing attack) or causing energy consumption due to
routing loops [13]. The authors in [14] analyzed and modeled a basic version of
SAODV using a calculus and static analysis technique. They proved that their
technique showed a similar spoofing attack like in [13].

The authors in [3] provided a formal verification of SUAP (Secure Uav Ad-hoc
routing Protocol), a new secure routing protocol for UAANET based on SAODV,
to analyze security properties by applying three cryptography techniques (public
key cryptography, hash chains and geographical leashes) and using the AVISPA
tool. As for our model, we use two more model-checking tools, and apply other
cryptography techniques used mainly in MANETs and they are accommodated
for UAANETs as detailed in Sects. 4 and 5.2.

3 The RGR Routing Protocol (Overview)

Based on the idea of merging two or several mechanisms in order to leverage
their individual schemes, the RGR routing protocol combines the mechanisms
of a reactive routing protocol with a greedy geographic forwarding [2]. HELLO
messages containing a node’s ID and position (altitude, latitude and longitude)
are periodically broadcasted in order to keep track of the existence of each neigh-
bor [2]. The major drawback of RGR is that network congestion may happen
because of the overhead size and the increased number of control packets due to
the frequent topology changes [5].

As in AODV, during the route discovery process when a source node needs
to send data packets to a destination which is missing in its routing table [15]. It
broadcasts route request packets (RREQ) to all its neighbors via flooding. RREQ
packets contain mutable fields (such as hop count) and non-mutable fields (such
as IP addresses). Upon receiving the RREQ packet, the destination node sends
a route reply packet (RREP) to the source by using unicast messages thorough
the precursor nodes (see Fig. 2).
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In case of link breakage, the reactive mode can no longer be used until the
route has been repaired. RGR switches to greedy geographic forwarding (GGF),
in which data packets will be sent to the nearest neighbor toward the destination.
In the same time, a RREQ is launched to establish new route [2,5]. The packet
may be dropped if there is no reactive route nor a geographically closer neighbor
to the destination.

4 RGR-SEC Protocol Scheme

Many solutions have been proposed in literature to secure ad-hoc networks and
ensure their consistency [5,16]. In order to ensure the authentication so that
only authorized entities are allowed to participate in the execution of our mod-
ified protocol model, which is named RGR-SEC, as well as confidentiality and
integrity, we apply the following security mechanisms.

It is assumed initially that all members share some password that will serve
as a weak shared secret and then used to derive a stronger secret [17]. Prior
to the deployment, all parties request time stamped certificates from a trusted
server (T). These certificates, that will bind node identities to their public keys,
have an expiration time and are signed by the secret key of (T) [5]. Every node
is deployed with a public/private key pair and the public key of (T) in order to
be able to decrypt the certificates of other nodes.

To ensure data integrity and data origin authentication, we add a keyed-hash
message authentication code (HMAC) to the transmitted messages. HMAC is
a special one-way hash function, based on the idea of concatenating a message
with a shared secret key known only by the sender and the recipient and hashing
the result with a cryptographic hash function [18].

Fig. 2. The reactive and GGF modes of RGR.

By applying hashing twice, HMAC is considered to be more secure and effi-
cient to provide message authentication and data integrity at the same time [18].
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A HMAC for a message m with a shared secret key K is created as shown
below:

HMAC = h

(
(K ⊕ opad)||h

(
(K ⊕ ipad)||m

))
(1)

Where:

• h denotes a cryptographic hash function.
• ipad and opad are different padding constants.
• || represents the concatenation.

We also include an aggregate designated verifier signature scheme (Ag DVS),
which is based on asymmetric key encryption, and which has been demonstrated
to be efficient for the authentication of routes in reactive protocols [19]. In this
scheme, a pair of keys is generated to sign the RREQ/RREP packets. One key
is used by the signer and the other by the verifier [20]. The signer’s aggregate
signature key σSV is formed by combining the signer’s secret key (SKS) and the
designated verifier’s public key (PKV ).

σSV = h(SKS .PKV ) (2)

Equally, the designated verifier form the same combination of keys and combine it
with the message to check whether the signer’s aggregate signature key prevented
the intruder from tampering with the message contents or not.
Upon receiving a signed route request/reply, nodes in this route can append
their own aggregate signatures and XOR them to the message.

However, this proposed approach for securing the RGR protocol is not appro-
priate for small-sized UAVs that have limited storage and processing capacities
nor for much larger networks (generally, UAV missions need the collaboration of
3 to 4 drones [3,5]), because it will induce more computational overhead com-
pared with the normal AODV. Hence, adding nodes positions (altitude, latitude
and longitude) and applying both symmetrical and asymmetrical cryptography
techniques such as hash functions/chains and private/public key based certifi-
cates and signatures is highly resource and time consuming.

5 Results

Formal verification techniques fall into three categories: model checking, equiv-
alence checking, and theorem proving [6]. The first approach tends to confirm
whether a system satisfies a given desired or undesired property by using a ded-
icated tool, whereas the second one verifies if two system models, at different
abstraction levels, are equivalent, and the latter applies mathematical meth-
ods to prove the correctness of a system [6]. In this paper, the model-checking
method will be considered. Figure 3 illustrates its basics.

In order to formally verify the efficiency of our proposed scheme on the reac-
tive part of RGR, we consider four UAVs, denoted as: a source node (A), a
destination node (D) and two intermediate nodes (B, C). Then we specify the
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Fig. 3. The model-checking method.

security proprieties of our formal model in three files: HLPSL (High-Level Pro-
tocol Specification Language), SPDL (Security Protocol Description Language)
and SPTHY (Security Protocol Theory), which are going to be used by AVISPA,
Scyther and Tamarin respectively.

5.1 AVISPA/Scyther/Tamarin Tools

Many automated verification tools have been developed to analyze security pro-
prieties in routing protocols. These tools use the so-called Dolev-Yao intruder
model, in which the network is supposed to be under the control of an intruder
who can perform any operation, namely it can creates, reads, alters or destroys
messages. However, it is assumed, at least initially, that the intruder does not
know any information that should be kept secret [21]. In this paper we have used
AVISPA, Scyther and Tamarin tools.

AVISPA Tool. AVISPA (Automated Validation of Internet Security Protocols
and Applications) is an automated model checker for the verification of security
protocols. In order to model and analyze a protocol, AVISPA provides its own
role-based High-Level Protocol Specification Language (HLPSL). As depicted in
Fig. 4, the given HLSPL is converted to the intermediate format IF, which is veri-
fied by four different automatic protocol analysis techniques. OFMC (On-the-Fly
Model-Checker), CL-AtSe (Constraint-Logic based Attack Searcher), SATMC
(SAT based Model-checking), and TA4SP (Tree Automata based on Automatic
Approximations for the Analysis of Security Protocols) [22].

Currently, the only AVISPA’s back-end tools that can deal with algebraic
properties like the Exclusive-Or and Diffie-Hellman exponentiation are OFMC
and CL-AtSe [9].

OFMC. The On-the-Fly Model-Checker (OFMC) uses symbolic analysis tech-
niques to represent the state-space in a demand-driven way (On-the-Fly). It can
be employed mutually for the verification of protocols (proving their correctness)
and for efficient falsification (fast detection of attacks) [22].

CL-AtSe. The CL-based Model-Checker (CL-AtSe) can translate any security
protocol specification written in the IF into a set of constraints (on the adver-
sary’s knowledge) [22], which can be effectively analyzed automatically to find
attacks by using redundancy elimination and heuristics techniques [9].
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Fig. 4. AVISPA tool v.1.1 architecture [22].

Scyther Tool. Scyther is a model checking tool for security protocols and their
potential vulnerabilities, which is based on the perfect cryptography assumption
and relays on backward search algorithm on trace patterns [23]. Scyther uses an
unbounded model checking approach, which aims to demonstrate the soundness
of a protocol for all possible behaviors, even in the presence of an adversary [18].
Scyther has its own specification role-based language to describe protocols, roles,
sending/receiving events and provide expressions for encryption and hashing,
which is called Security Protocol Description Language (SPDL) [23].

Tamarin Tool. Tamarin-prover is a model checker tool, written in Haskell pro-
gramming language, which extends Scyther’s backwards search algorithm, and
offers two different modes to construct proofs and verify protocols, namely full
automated and interactive modes. It also supports Diffie-Hellman exponentia-
tion and bilinear pairing. Tamarin takes a security protocol theory file (.spthy)
as an input to describe protocols and security proprieties, which are specified
respectively via multiset rewriting rules and lemmas [24].

5.2 Formal Verification of RGR-SEC Protocol

Our protocol is divided into two phases: A node-to-node authentication phase
that precedes the real execution of the protocol, where two peers authenticate
themselves to each other and agree beforehand on a long-term key from a shared
password. Two nodes having a public/private key pair for encryption/decryption
respectively can derive a strong key from a weak shared secret [17].

The initiator (A) broadcasts a first message signed by the public key of the
responder (B) concatenated with the password P, which contains its IP address
and a time-stamp, along with its certificate. (B) decrypts the message and ran-
domly choose a secret SB to be re-broadcasted to (A). Afterwards, (A) chooses
a secret SA and a random Challenge A encrypted by the shared strong secret
KAB derived from (SA, SB). Equally, (B) sends a Challenge B and Challenge A

to convince (A) that it knows SA. (A) proves to (B) that it also knows SB by
resending the Challenge B .
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1. A → B: {A, NA}(PKB.P), CertA
2. B → A: {B, NA, SB}(PKA.P)
3. A → B: {A, SA, {Challenge A}KAB}(PKB.P)
4. B → A: {Challenge A, Challenge B}KAB

5. A → B: {Challenge B}KAB

In order to prove the security goals of our sub-protocol specification via
Tamarin, we specify three types of goals: secrecy, non-injective agreement and
injective agreement. We also add executability lemmas to verify that the model
can run to completion. Similarly, for Scyther, we use predefined claim events to
specify the security requirements in SPDL specification, namely secrecy, alive-
ness, Niagree (non-injective agreement), Nisynch (non-injective synchronization)
and weak agreement.

It can be observed from Fig. 5 that all security goals are proved by Tamarin.
We can also see that the protocol specifications successfully guarantee all Scyther
claims as in Fig. 6(a). A complete characterization of the sub-protocol roles is
established to determine representatives (trace patterns) for all possible behav-
iors. The results show that no trace pattern indicating a possibility of attacks
has been found as illustrated in Fig. 6(b).

Fig. 5. Tamarin-prover analysis results.

For the second phase, it is assumed initially that each drone is equipped
with GPS so that it can obtain its position and all drones have synchronised
clocks. The source node (A) initiates the route request process by broadcasting
a RREQ packet signed by the shared secret KAB that contains its IP address and
current sequence number, RREQID, destination node’s IP address and sequence
number. It also appends its position and the time of sending the packet in order
to build a geographical leash. And then encrypt them along with the first part
by the aggregate signature σAD. The RREQ also contains hop count field, nodes
certificates field and HMAC.
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Fig. 6. Scyther verification results. (a) Security claims. (b) Characterization.

The notion of hop count update is specified using hash fields, which are
always modified before packet forwarding. Hmax represents the maximum hop
count estimated in the network.

When the intermediate node (B) receives the RREQ, it verifies that the
certificate has not expired and applies hash function to the present hash field,
it XORs its own aggregate signature σBD to the previous signature, adds its
own certificate, and forwards the packet to node (C). The RREQ is uniquely
identified by the pair (source address, RREQID), through which the receiving
nodes identify the RREQ packet through which the receiving nodes identify the
RREQ packet and discard the message if they receive a duplicate packet or
already processed that message [15], as well as preventing replay attacks since
certificates containing timestamps of when they were generated, and a time at
which they expire are sent alongside.

Otherwise, the destination node (D) processes the packet and generates a
RREP packet signed by the shared secret KCD. Similar to RREQ, RREP con-
tains RREPID, a destination sequence number that should be at least equal to
the one contained in RREQ in order for the RREP to be forwarded and an expi-
ration time. (D) includes its position, as well as the source node’s position, the
time of receiving the request and the time of sending the reply. So that the source
node compares these values to its current position and computes the distance
between itself and the destination [25]. This mechanism has been demonstrated
to be efficient against the Wormhole attack [5,25]. Table 1 summarizes the dif-
ferent notations used in the following tuples representing the RREQ and RREP
messages.
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– A → B: {RREQID, A, SEQA, SEQD, D, HOPcnt, Hmax, {RREQID, A,
RREQLeash, D}σAD}KAB, RREQcert, HMAC

– B → C: {RREQID, A, SEQA, SEQD, D, HOPcnt, Hmax, {RREQID, A,
RREQLeash, D}σAD ⊕ σBD}KBC , RREQcert, HMAC

– D → C: {RREPID, D, SEQD, A, Tout, HOPcnt, Hmax, {RREPID, D, RREPLeash,
A}σDA}KCD, RREPcert, HMAC

– B → A: {RREPID, D, SEQD, A, Tout, HOPcnt, Hmax, {RREPID, D, RREPLeash,
A}σDA ⊕ σCA ⊕ σBA}KAB, RREPcert, HMAC

In HLPSL specification, we add a witness statement, in which the sender
declares that it is witness for a specific information of the message and it is used
for a weak authentication property. Additionally, a wrequest statement is sent by
the receiver, which also serves as a weak authentication of a specific information.
Both statements are uniquely identified by their ID in the goal section.

Figure 7 shows that both AVISPA back-ends, OFMC and CL-AtSe could not
find any attack (e.g. man-in-the-middle attacks or replay attacks).

Table 1. Terminology table

Notation Description

A, B, C, D IP addresses of communicating nodes

RREQ/RREPID The unique identifier of RREQ/RREP packets

SEQA, SEQD Sequence numbers of source and destination nodes

HOP cnt The distance traveled by RREQ/RREP packets

Hmax The highest hop count estimated in the network

RREQ/RREPLeash Geographical leashes field

RREQ/RREPcert Certificates field

Tout The duration wherein the RREP packet is valid

Kij The shared secret key

{Message}K Message encryption with the key K

σij The aggregate signature key

HMAC Keyed-hash message authentication code

The summary of the protocol specification showed that the security goals
have been validated, since OFMC and CL-Atse are conceived to find attacks
on specified properties and stop once they violated one, for example when an
adversary replays or blocks a message.
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Fig. 7. AVISPA output. (a) OFMC. (b) CL-AtSe.

6 Conclusion and Future Work

In order to satisfy UAANETs security requirements, an adaptive routing proto-
col is required. Among these protocols, the RGR that combines the mechanisms
of the Greedy Geographic Forwarding and reactive routing is discussed in this
paper. We have performed a formal verification of the reactive mode which is
primarily used in RGR, by incorporating three security mechanisms, namely a
node-to-node authentication approach to establish a secret shared key between
two nodes, a keyed-hash message authentication code and an aggregate desig-
nated verifier signature scheme based on asymmetric key encryption. The formal
verification has been carried out using AVISPA, Scyther and Tamarin tools.

We have run Scyther and Tamarin to check the correctness of the node-to-
node key agreement sub-protocol since both of them cannot support the algebraic
operator XOR used in HMAC and Ag DVS. Moreover, we have run two AVISPA
back-ends (OFMC and CL-AtSe) to formally verify the security proprieties dur-
ing the route discovery.

Finally, we can conclude that our protocol specifications are secure regard-
ing the attacks that these model checker tools are designed to find. We have
carried our formal verification through an example of 4 nodes. However, the
same observations would have been obtained if we added more nodes despite the
model being more complex particularly in calculating the hop count hash field
and the aggregate key for signing.

As a future work, we aim to formally verify the different properties of other
UAANETs routing protocols using other formal verification techniques and tools
as well as comparing their energy consumption in terms of both communication
costs, computation complexity and thereby the processing power needed to exe-
cute them.
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6. Câmara, D., Loureiro, A.A., Filali, F.: Formal verification of routing protocols for
wireless ad hoc networks. In: Misra, S., Woungang, I., Chandra Misra, S. (eds.)
Guide to Wireless Ad Hoc Networks. Computer Communications and Networks.
Springer, London (2009). https://doi.org/10.1007/978-1-84800-328-6 8

7. Sharma, P., Yadav, I.: Improving reactive greedy reactive routing in flying ad hoc
networks. Int. J. Sci. Eng. Technol. Res. 5(7), 2276–2281 (2016)

8. Anisha, S.L.: Enhancing RGR routing in unmanned air vehicles networks. Int. J.
Sci. Eng. Technol. Res. 5(7), 2338–2343 (2016)

9. Lafourcade, P., Puys, M.: Performance evaluations of cryptographic protocols ver-
ification tools dealing with algebraic properties. In: Garcia-Alfaro, J., Kranakis,
E., Bonfante, G. (eds.) FPS 2015. LNCS, vol. 9482, pp. 137–155. Springer, Cham
(2016). https://doi.org/10.1007/978-3-319-30303-1 9

10. Xiong, C., Murata, T., Leigh, J.: An approach for verifying routing protocols in
mobile ad hoc networks using Petri Nets. In: Proceedings of 6th IEEE Circuits
and Systems Symposium on Emerging Technologies: Frontiers of Mobile and Wire-
less Communication, vol. 2, pp. 537–540 (2004). https://doi.org/10.1109/CASSET.
2004.1321944

11. Bhargavan, K., Obradovic, D., Gunter, C.A.: Formal verification of standards for
distance vector routing protocols. J. ACM 49(4), 538–576 (2002). https://doi.org/
10.1145/581771.581775
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Abstract. As a key component of the future Vehicle-to-anything (V2X)
communication technology, Vehicular Ad hoc Network (VANET) has a
great potential of enabling real-time traffic safety and efficiency applica-
tions for people on roads. Therefore, attacking and misusing such net-
work could cause destructive consequences. Wireless communication in
VANET is based on IEEE 802.11p-based DSRC standard. Due to its
inherited distributed contention resolution mechanism, the MAC proto-
col in IEEE 802.11p is more susceptible to jamming attacks. While pre-
venting jamming attacks in VANET is not feasible, due to its unbounded
scalability, detecting such attacks is primordial. First we develop opti-
mization methodology for IEEE 802.11p MAC which defines its stability
region under normal network conditions, this will allow us to determine
detection threshold value to distinguish normal operation and attacks.
Second, we implement the sequential detection of change method along
with the developed methodology and we propose QoS-based Sequential
Detection Algorithm (QoS-SDA). The important performance charac-
teristics of QoS-SDA are accuracy and speed, while jamming attacks are
detected with low probability of false alarms. Finally, we provide com-
prehensive analytical and simulation analyses to prove the validity of the
develop methodology and the efficiency of the proposed algorithm.

Keywords: Security · Jamming · VANET · IEEE 802.11p · MAC
V2X

1 Introduction

Vehicle-to-anything (V2X) is emerging as a promising communication tech-
nology with great potential of supporting a variety of novel applications in
Intelligent Transportation System (ITS) to improve traffic safety and efficiency
for people on roads. As defined by the Third Generation Partnership Project
(3GPP) group, V2X is aiming to enable Vehicle-to-Vehicle (V2V), Vehicle-to-
Infrastructure (V2I) and Vehicle-to-Pedestrian (V2P) communications, which
promises to eliminate 80% of the current road crashes [1]. As a key component
of V2X, supporting V2V and V2I communications, Vehicular Ad hoc Networks
c© Springer International Publishing AG, part of Springer Nature 2018
R. Doss et al. (Eds.): FNSS 2018, CCIS 878, pp. 17–32, 2018.
https://doi.org/10.1007/978-3-319-94421-0_2

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-94421-0_2&domain=pdf


18 F. Salem et al.

(VANETs) play an important role in enabling life-critical safety applications,
such as cooperative collision warning, collision avoidance and road conditions
(e.g., slippery road) [2]. Hence, security is the most required feature for VANET
since attacking and misusing such network could cause destructive consequences.

The communication in VANET is based on the Dedicated Short-Range Com-
munications (DSRC) which is achieved over reserved radio spectrum band allo-
cated in the upper 5 GHz range. The main enabling communication standard in
DSRC is IEEE 802.11p. In the Medium Access Control (MAC) layer of IEEE
802.11p, different Quality of Service (QoS) classes are obtained by prioritizing
the data. Therefore, application messages are categorized into different Access
Classes ACs, with AC0 has the lowest and AC3 the highest priority [3]. IEEE
802.11p MAC layer possess various vulnerabilities to Denial of Service (DoS)
attacks. Such attacks are a vexing problem in all wireless networks, but they
are particularly threatening in VANET. Jamming is one kind of DoS in which
the jammer can fully or partially prevent legitimate nodes from accessing the
network.

1.1 Related Works

In order to detect jamming in conventional wireless networks (i.e., mobile, sen-
sor networks), different detection methods have been proposed in the literature.
They are mainly based on observing packet/network measures, such as packet
delivery ratio (PDR), signal strength (SS) and carrier sensing time (CST) in
normal and abnormal (jamming) network conditions. In [4,5], jamming attacks
are evaluated at the packet level utilizing packet send/delivery ratio, while [6,7]
proposed network level detection methods for arbitrary jamming attacks. How-
ever, packet/network level measures do not directly reflect Qos imposed in time-
critical applications. For instance, a high packet delivery ratio does not necessar-
ily guarantee that the required latency for the delivery of time-critical messages
is satisfied. Hence, these methods are not feasible for VANETs in which time-
critical applications are of a fundamental importance.

Unfortunately, while research on jamming attacks in conventional wireless
networks is active and prolific, we have seen very few efforts specifically tar-
geting vehicular networks. Radio Frequency jamming in VANETs were studied
experimentally in indoor and outdoor in [8]. The authors of [9] proposed a MAC-
based detection method targeting only safety applications. By imposing verifi-
cation check, an algorithm to detect the malicious node in VANET is proposed
in [10]. However, the reported jamming detection methods in VANET focus on
a particular jamming attack. In addition, they investigate only the case of com-
munication between two nodes and no medium access contention is considered.
Obviously, in order to achieve a high detection efficiency, the reference value (i.e.,
detection threshold) that is used in differentiating a jamming attack and normal
network conditions should be accurate. However, this can not be achieved with-
out the consideration of medium access contention mechanism which is generally
ignored in existing studies.
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1.2 Motivations and Contributions

While preventing jamming attacks in VANET is not feasible due to its
unbounded scalability, the detection of such attacks is of paramount impor-
tance. In this work, we propose a jamming detection algorithm that is able to
detect different types of jammers. There are two key observations that drive our
detection method.

1. The QoS requirements imposed by different classes ACs and how they are
intimately interwoven with the contention mechanism of IEEE 802.11p MAC.
This leads to develop an optimization methodology which allows us to decide
on the detection threshold value.

2. Vehicles which are moving in free-flow conditions form clusters. The stability
in the clusters’ links provide support to the QoS requirements in each class
AC, and consequently the threshold value in (1) can be obtained accurately.

Motivated by the two observations, we propose a QoS-based Sequential
Detection Algorithm (QoS-SDA) that can effectively detect jamming attacks,
while false detections occur infrequently. Our main contributions in this work
include

1. We develop an optimization methodology for IEEE 802.11p MAC which ties
QoS requirements of ACs with the contention mechanism design parameters.

2. Utilizing the methodology in (1), we define IEEE 802.11p stability region
from which we determine an accurate detection threshold value.

3. We implement the sequential detection of change method along with the
developed methodology and we propose the QoS-SDA.

4. We provide analytical and simulation analyses to prove the validity of the
methodology and the efficiency of the algorithm.

2 Jamming Attacks in VANET

2.1 Vulnerability of IEEE 802.11p MAC to Jamming Attacks

Due to its inherited distributed contention resolution mechanism, the MAC pro-
tocol in IEEE 802.11p is more susceptible to jamming attacks. IEEE 802.11p
uses the enhanced distributed channel access (EDCA) as MAC method. The
EDCA uses CSMA with collision avoidance (CSMA/CA) while traffic prioriti-
zation is provided by four Access Classes with AC0 has the lowest priority and
AC3 the highest priority [3]. For each newly generated packet, the vehicle senses
the channel before it starts the transmission. If the channel is sensed idle for
a time period greater than or equal to an arbitration interframe space (AIFS),
the packet can be directly transmitted. If the channel is busy or becomes busy
during AIFS, the vehicle must wait until its backoff timer decreases to zero to
be able to transmit again, as shown in Fig. 1. If a malicious attacker deliber-
ately transmits interfering random packets during AIFS, the vehicle will sense
the channel busy and then starts the backoff process. The Backoff Timer (BT)
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Table 1. EDCA contention parameters

AC ACI CWmin CWmax AIFS

Background AC0 15 1023 9

Best effort AC1 15 125 6

Safety AC2 7 15 3

Safety-of-life AC3 3 7 2

is chosen randomly from a discrete uniform distribution and drawn from a Con-
tention Window (CW) in the interval (0, CWmin). Moreover, the MAC protocol
of 802.11p is a stop-and-wait protocol and therefore the sender vehicle awaits an
acknowledgment (ACK) from the receiver. If no ACK is received due to being
deliberately discarded by a malicious attacker, the sender will falsely believe
that there exists congestion and then enter a retransmission state. For every
retransmission attempt, the BT value will be doubled from its initial value until
reaching CWmax and the packet who reached the maximum number of attempts
will be rejected out of the system. Hence, if the attacker launched successive con-
stant jams, the vehicle being jammed would experience an increased rejection
rate due to constantly sensing a busy channel and virtually stop transmissions.
The contention parameters as adapted from [3], is shown in Table 1. While AC3

and AC2 have strict Qos requirements, such requirements are loosened for AC1

and AC0, as we shall discuss further in Sect. 4. Therefore, we only consider three
types of messages in a vehicle; AC3 for Safety-of-life, AC2 for Safety messages,
and we lump both AC1 and AC0 into one class AC1 for Non-safety messages.

Fig. 1. EDCA backoff procedure

2.2 Attacker Model

There are three common types of jammers in wireless networks [11]:

– Constant jammer: transmits random interfering packets to make the channel
always busy. Whenever a legitimate node attempts to access the channel, it
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finds the channel busy then enters to backoff process. If the constant jammer
launches successive attacks it could lead to a completely denial of service.

– Random jammer: operates according to a random sequence of active (ON)
and sleep (OFF) periods. It sleeps regardless of any activity on the network,
and during the jam interval, it acts as a constant or intelligent jammer.

– Intelligent jammer: is a protocol-aware jammer that conforms to legitimate
transmissions, hence it is activated when it senses activity in the channel
which makes it less likely to detect.

3 System Model and Problem Formalization

3.1 Network Architecture

Due to different vehicular traffic scenarios, i.e., regular, dense or sparse, vehi-
cles in VANETs which are moving on the same directed pathway and maintain
V2V connectivity form clusters [12]. We consider clustered network architecture,
the components in the architecture are Cluster Heads (CHs), Cluster Members
(CMs) and a V2I backbone network of CHs and Roadside Units (RSUs). The
neighboring vehicles within the range of a CH become a CM and directly com-
municate with their CH via IEEE 802.11p. The CH then aggregates the data
from its local CMs and send it to the RUS in its range in periodic time intervals.
The RSU is then responsible for disseminating the received data to the other
RUSs in the network. Even though the average speeds of vehicles in different
paths vary, speeds of vehicles in the same directed path have almost identical
mean and variance, moreover as these vehicles move across in the same path, the
change in the neighborhood is small. This eliminates the effect of mobility and
consequently reduces the need for periodic election of CHs which makes the links
among vehicles within the same cluster to be more stable. Thus, links stability
provides us an opportunity to define IEEE 802.11p stability region which will
be further used to define a threshold value on the per cluster input rate.

3.2 Problem Formalization

Consider a cluster C comprised of a CH and a set S of CMs, S = 1, 2, . . . , n.
Then, a number m : m < n of RSUs are displaced in the network. Within the
cluster C each CM generates messages for the three classes ACi, i = 1, 2, 3. Each
class ACi imposes different QoS requirements (e.g., delay and rejection rate)
while presenting traffic rates λi, i = 1, 2, 3 which vary dynamically. These varia-
tions in the rate λi along with contention resolution in 802.11p induce changes
in the rate accessing the CH, i.e., λCi. The main problem can be formulated as
follows:

– Given the rates λi, i = 1, 2, 3 and given the statistical descriptions of the data
traffics, then there exists an upper and a lower bound on λCi such that the
QoS requirements for each access class ACi is satisfied.
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– If the changes in λCi are within the cluster stability region, then the cluster
data rate is maintained; meaning that the QoS of each ACi is satisfied and the
resulted rejection rate is due to normal operation (no jamming). Otherwise,
the rate λCi in no longer maintained and the rejections are highly probable
due to a jamming attack.

– To detect the changes in λCi, a proposed QoS-based Detection Algorithm
will be devised that traces consecutive λCi changes and declares a jamming
attack whenever this change falls outside the predefined bounds interval.

4 Optimization Methodology for IEEE 802.11p
Configuration

4.1 Traffic Classes and Quality of Service Criteria

Obviously, a jamming attack results in an increase in the number of packet colli-
sions observed in the affected cluster and consequently leads to a rejection among
the transmitted packets. An important measure which differentiates between the
rejection under normal operation and the rejection due to jamming is the lower
bound on the fraction of the successfully transmitted traffic Ls. The cluster sta-
bility region is obtained via an optimization methodology which relates the traffic
rate maintainance, in terms of satisfaction of Ls and the other QoS, with the
contention mechanism design parameters. Below, we identify QoS for each class
as taken from [13].

QoS of Safety-of-life Class, AC3: Each generated Safety-of-life message
imposes a strict upper bound Ud of 100 ms on the transmission delay it may
tolerate. The communication range is between 50 and 300 meters. In addition
to have 99.9% probability of successful transmission, i.e., Ls � 0.99.

QoS of Safety Class, AC2: An upper bound, Ud of 1000ms on the delay per
message along with 99.9% probability of successful transmission apply here as
well with a communication range that may extend up to 1000m.

QoS of Non-safety Class, AC1: Non-safety messages do not impose con-
straints on transmission delays, while they have shorter range (up to 90m).
It is desirable, however, that delays be finite with high transmission reliability.

4.2 EDCA Quality of Service Support

The Contention Window CW , in Table 1, is a basic design parameter that is cho-
sen so that the stability region of IEEE 802.11p is maximized while maintaining
the QoS requirements of each traffic class even under congestion conditions. This
leads to the following Lemma for which the proof is in the Appendix.

Lemma 1. Given a lower bound on the successful transmissions Ls and an
upper bound Ud on the transmission delay, the Contention Window size (CW )
should be determined from the following constrained optimization problem: Find
the CW value such that the input rate λ is maximized while the fraction of the



QoS-Based Sequential Detection Algorithm for Jamming Attacks in VANET 23

successfully transmitted traffic S remains greater than or equal to Ls. That is,
the system throughput, which attains the stability region, at this CW value is

λ∗
Ud,Ls(CW ) = sup

(
λ : S ≥ Ls

)
(1)

We applied this optimization method for the three ACs each with its
defined CW value. Table 2 reports the obtained results for Poisson input rate
λ ∈ [0.1, 0.4].

Table 2. Traffic stability region

CWAC Ud Ls λ S

CWAC3 = 3 100 0.99 0.10 0.9961

0.15 0.9910

0.20 0.9777

0.25 0.9062

0.30 0.8151

0.35 0.7417

0.40 0.6411

CWAC2 = 7 1000 0.99 0.10 1.0000

0.15 1.0000

0.20 0.9971

0.25 0.9931

0.30 0.9679

0.35 0.8114

0.40 0.7260

CWAC1 = 15 NA 0.99 0.10 1.0000

0.15 1.0000

0.20 1.0000

0.25 1.0000

0.30 0.9970

0.35 0.9954

0.40 0.7781

From Table 2 we observe that for a fixed CW , the attainable S value for
{λ∗

Ud,Ls} is an increasing function of Ud. An interesting observation is that only
for small rates (0.1, 0.15), 802.11p meets the required reliability when a high
delay constraint is imposed. With less constraint and for small rates in AC2, the
fraction S meets the lower bound Ls. While, for AC1 with no constraint and
for rates (0.1, 0.35), the fraction S almost equals one. Hence, we subsequently
select on the upper and lower bounds on the cluster rate that to be monitored
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Fig. 2. Cluster data rate under normal network conditions; no jamming attack.

as, λu = 0.35 and λl = 0.15. The detection algorithm will monitor λu to λl shifts
and declares a jamming attack whenever the cluster rate shifts below λl

Figure 2 results from simulating the clustered network with the basic EDCA
parameters in Table 1. The figure illustrates the traffic rates λi, i = 1, 2, 3 for the
classes ACs under normal network operation (no jamming). As shown, the rates
are maintained within the stability bounds (λu = 0.35, λl = 0.15). These results
corroborate Lemma 1 and validate the obtained analytical results in Table 2.

5 QoS-Based Sequential Detection Algorithm (QoS-SDA)

In the following we propose a QoS-based Squential Detection Algorithm (QoS-
SDA) which implements the developed optimization m along with the sequential
detection of change method that was first presented in Bansal and Papantoni-
Kazakos [14]. The proposed algorithm operates sequentially on the cluster rate
λCi

utilizing a reflective barrier at 0 and a decision threshold ζ. The algorithmic
operational value Tn is updated only at the beginnings of frames {ni} i�0. After
initialization with T0, the algorithm operates in the following three phases:

1. Observation phase: Given the rate λi, i = 1, 2, 3 of the access classes ACs
with known distribution Pi, let Pi(mn

1 ), where mn
1 = (m1, · · · ,mn) denote its

nth dimensional distribution in frames. Then, the algorithm starts observing
the data arrival sequence as follows; m1 arrivals occur in the first frame, and
so on, with mn data arrivals lie in the nth frame.

2. Updating phase: Allowing adaptations only at the beginnings of frames and
for stationary distribution Pi, the QoS-SDA takes the general form
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Tn(mn
1 ) = max

[
0, Tn−1(mn−1

1 ) + log

(
Pl(mn | mn−1

1 )
Pu(mn | mn−1

1 )

)]
(2)

3. Detection Phase: The algorithm continues updating its operational value until
it stops the first time n when it crosses the decision threshold ζ. Then it is
decided that a shift in the cluster rate is outside the bound interval, i.e.,
λi < λl and a jamming attack has occurred.

5.1 QoS-SDA for Poisson Model

The traffic accessing the CH, while not Poisson it can be closely approximated
by a Poisson process with rate λCi packet/time unit. Since Poisson is stationary
memoryless process, QoS-SDA utilizes no memory in this case, hence the condi-
tional distributions in (2) then collapse. Let L denote the frame length in slot
units and define Nn to be the number of data arrivals within the nth frame from
the beginning of time. Then, QoS-SDA updates its operational value as follows

T (n) = max

[
0, T (n − 1) + L

(
(λu − λl) + Nn log

(
λu

λl

))]
(3)

Even though no memory is required in (3), the decision threshold value ζ may
not be a positive integer. To circumvent this difficulty, we define the constant
Λu,l � (λu − λl)/log

(
λu

λl

)
. Since the cluster rate is bounded by rational values,

i.e., (λu, λl), we may further define this constant by two integers b and t

Λu,l = b/t, for two integers b and t : b < t (4)

Using the expression in (4) with appropriate scaling by 1(λ) where

1(λ) =

{
1, if λl < λu

0, if λl > λu

(5)

and with initial T (0) = 0, the QoS-SDA in (3) then transforms to

T (n) = max
[
0, T (n − 1) + (−1)1(λ)

(
Nnt − Lb

)]
(6)

The following Pseudocode summarizes the three phases for QoS-SDA.
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Algorithm. QoS-based Sequential Detection Algorithm (QoS-SDA)
Initialization

1: Define the detection rate interval (λu, λl)
2: Based on (λu, λl), define the integers t, b such that λl < t

b
< λu.

3: Select a decision threshold ζ , ζ > 0
4: Set the operational value T (0) = 0

Phase 1 – Observation phase

5: procedure ObservationPhase
6: Let at some slot, λu be decided as just starting.
7: Let the generating process of λu to be Poisson.
8: Observe the arrivals in frame length L.
9: Count the number of arrivals in nth frame (Nn), from the beginning of time.

10: end procedure

Phase 2 – Updating phase

11: procedure UpdatingPhase
12: for each frame do
13: update T (n) as follows

14: T (n) = max
[
0, T (n − 1) + (−1)1(λ)

(
Nnt − Lb

)]

15: end for
16: end procedure

Phase 3 – Detecting phase

17: procedure Detecting phase
18: if T (n) � ζ at n then

19: Stop at time n
20: Cluster rate λCi < λl

21: Declare a jamming attack detection
22: end if
23: end procedure

5.2 Decision Threshold Selection

QoS-SDA induces correct detection decisions as well as false alarms whose rel-
ative relationship is controlled by the value of the selected threshold ζ. Thus,
the performance of the algorithm is basically characterized by two probability
measures:

1. PD(n), Detection probability: The probability that a shift in cluster rate
below λl is decided before or at time n given that λu → λl shift has occurred.

2. PFA(n), False Alarm probability: The probability that before or at time n it
is decided that cluster rate has shifted below λl, while λu → λl never changed.
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As functions of n, these probabilities represent correct detection and false
alarm curves. These curves can then be used for the appropriate selection of the
decision threshold ζ. Qualitatively speaking, we are seeking a threshold value
for relatively small n sample sizes such that the probability PD(n) is sufficiently
large, while PFA(n) is be below a specified desirable level. Toward this end, we
evaluate QoS-SDA for several given threshold values, then we compare the cor-
rect detection and false alarm curves induced by the algorithm at these threshold
values to decide on the appropriate threshold value. Figure 3 shows the behav-
ior of the detection and false alarm curves for four threshold values. From the
figure we notice how the two curves are decreasing with increasing a threshold
value. We also observe the better performance for the threshold value 200 for
time values n � 80. This is true since larger differences in the false alarm set
at different threshold values, i.e., {P ζi

FA(n) − P
ζj
FA(n); i �= j} represent improved

algorithmic performance.
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Fig. 3. Power and false alarm curves for different threshold values.

By selecting the decision threshold value (200), and utilizing the observed
data for Non-safety class AC1, the sequential operation of QoS-SDA is depicted
in Fig. 4. The figure shows two cases; the first in the presence of Constant jam-
ming attack which was successfully detected and the latter in the absence of
attack in which the algorithm continues operating sequentially.

6 Simulation Model and Results

The simulations were performed using network simulator in MATLAB that we
developed with the basic IEEE 802.11p MAC layer operation as previously
explained in Sect. 2. The used EDCA parameters are those in Table 1 with
the attempt limit set to seven attempts. We considered the Poisson Model and
focused on a single cluster. In addition, we modeled the data rates λi, i = 1, 2, 3
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Fig. 4. Time evolution of QoS-based Sequential Detection Algorithm (QoS-SDA).

transmitted by each CM as exponentially distributed in frame lengths. We
simulated QoS-SDA with monitored cluster rates within the detection inter-
val (λu = 0.35, λl = 0.15), selected frame length L equals to 20 time slots and
with the integers b and t values set to 11 and 50 respectively. In order to let
the jammer have time to react, specifically Random jammer, we selected the
average message length equals to a frame length. Following the threshold
selection method explained in Sect. 5, algorithmic decision threshold was selected
to be 200.

Figure 5 shows different manifestations of the jamming attacks mentioned
in Sect. 2, in the three Sub-figures the attacker launches the attack in the first
100 slots with rate 0.1 packet/slot, the attack rate was set to this small value to
measure the ability of the algorithm to track and detect very small changes in the
normal network conditions. Sub-figure (a) shows the Constant jammer, where
the attacker transmits continues random packets with rate 0.1 packet/slot. The
three traffic rates have been affected with more noticeable rate drop for AC3.
This is mainly due to the small CW value used in AC3 class, more discussion
on CW values and their effect on the detection probability is in the sequel.

Sub-figure (b) shows the Random jammer where a packet arrives in each of
the time slots of the ON state, following a Bernoulli (0.5) distribution. In Sub-
figure (c), an intelligent jammer, who is aware of the target communications,
attacks the legitimate transmissions of the messages in AC2 and AC3 utilizing
the corresponding contention parameters to inject its interfering packets. As we
can see, the algorithm only needed a few samples, at this small value of attacking
rate for the three jamming types, to detect the cosponsoring attack. Almost all
the detection times, where the detection threshold λl has been crossed, fall in
the first 100 slots where the attack started.

Detection probability and the detection delay are used as metrics to evaluate
QoS-SDA. To illustrate the influences on the attack rate and contention window
size CW , we consider the Intelligent jammer as it conforms to the contention
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mechanism in IEEE 802.11p MAC. Figure 6 depicts the detection probability
and the detection delay verses the attack rate for different contention window
sizes. In Sub-figure (a), when CW = 15, QoS-SDA performs better as the attack
rate increases comparing with the case when CW = 3. This decrease in detection
probability for AC3, as compared to AC1, is due to the fact that shorter con-
tention cycles and shorter AIFS times would produce more collisions and force
the packets to reach the maximum number of attempts quickly and hence aban-
don the system early. As a result, this induces more rejections and the monitored
rates (λu, λl) are becoming significantly close which affects the detection deci-
sions in QoS-SDA. When the attack rate reaches 1, i.e., the malicious attacker
jams all the activity in the transmission channel, QoS-SDA can detects up to
70% of attack cases for AC3 class with CW = 3, while it detects almost all the
attack cases for AC1 with CW = 15. In Sub-figure (b), we plot the detection
delay verses the jamming attack rate. As a consequence of the discussion in Sub-
figure (a), the detection delay is a decreasing function of the attack rate with
obviously improved detection performance for traffic class AC1 with CW = 15,
primarily due to the larger CW value and long AIFS time comparing with AC3.

7 Conclusion

Jamming attacks are very serious of risk for Vehicular Ad hoc Networks
(VANETs) which play an important role in enabling life-critical safety appli-
cations. In this work, we provided an in-depth study on the vulnerabilities of
IEEE 802.11p MAC, the enabling communication standard in VANET, to jam-
ming attacks and we proposed the QoS-based Sequential Detection Algorithm
(QoS-SDA) to detect jamming attacks. The algorithm operates sequentially on
observed data sequence in the stability region of IEEE 802.11p MAC and declares
a jamming attack whenever a shift in this data sequence falls outside the pre-
defined stability region. In order to define the stability region of IEEE 802.11p
MAC, an optimization methodology for IEEE 802.11p MAC configuration under
normal operation is developed. The simulation, for different jamming attacks,
verified the accuracy and the efficiency of QoS-SDA to detect the attacks even
under small attacking rate.

Appendix: Proof of Lemma 1

Let us define

– CW : The contention window size.
– Pm(μ, σ2): The distribution of the traffic with mean μ and variance σ2.
– P : The probability of successful transmission.
– λ: Poisson arrival rate.
– k: The expected number of packets that are successfully transmitted during

a time interval l given that it started with the transmission of m packets.
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When no constraints (i.e., delay or successful transmission bounds) on the
transmitted traffic are imposed, the following definition of throughput is mean-
ingful to capture IEEE 802.11p MAC algorithm stability

λ∗ = sup
(
μ : μ = α

)
(7)

Let us define the output rate α such that α = 1
n

∑n
i=1 βi, in [15] it has been

proven that the output process of IEEE 802.11p under stable conditions tends
to follow a Bernoulli distribution. Hence

{βi}n
1 ∼ Brn =

{
P (βi = 1) = P if the ith slot is a success slot
P (βi = 0) = 1 − P otherwise (8)

The only parameter of the Bernoulli output in (8) is P . To define P let us
consider the following scenario: Let m represents the total number of arrivals
(packets) in a time interval l with rate μ. If the contention resolution in IEEE
802.11p, induced only a single successful transmission, then the probability of
this event is P = CW/l. However, under stable operation of the algorithm this
value approaches the input rate i.e., P = μ and consequently (7) holds.

Now let m to increase and the quantities μ and σ2 in the arrivals’ distribution
Pm simultaneously to decreases so that

mμ = λ for λ > 0,m � 1 (9)

the latter expression is the Poisson theorem, then Pm converges in distribution
to Poisson process, i.e., Pm −→ Pois(λ). Give Poisson rate λ and in the presence
of constraints, the expected number of packets transmitted in the first slot of a
time interval l is λCW and therefore the fraction of packets that are successfully
transmitted S during l is S = k/λCW . In [15], recursions for computing the
quantity k have been found. In Poisson process, the arrival points in an interval
are uniformly distributed. Hence, if a fraction S of the packets are successfully
transmitted it means that S is also the fraction of the interval resolved. There-
fore, (k/λCW )CW = k/λ represents the average portion of the resolved interval,
which takes on the average N slots to be resolved. Thus, the algorithm remains
stable, even under congestion conditions, whenever it is able to resolve collisions
at the rate in which the arrival process progresses in time, that is

N � k

λ
(10)

(10) defines the maximum value on the input rate λ at this specific CW value so
that IEEE 802.11p throughput is maximized while the successfully transmuted
packets are bounded by S; thus, the statement in Lemma 1 is a consequence of
this.



32 F. Salem et al.

References

1. 3GPP. Study on LTE-Based V2X Services (Release 14), Technical Specification
Group Services and System Aspects (TSG SA), 3GPP TR (2016)

2. Vehicle safety communications-applications (VSC-A). Final report CAMP Vehicle
Safety Communications 2 Consortium, Washington, D.C., USA (2011)

3. IEEE: IEEE Standard for Wireless Access in Vehicular Environments (WAVE)-
Multi-Channel Operation. IEEE Std 1609.4, pp. 1–94 (2016)

4. Xu, W., Trappe, W., Zhang, Y., Wood, T.: The feasibility of launching and detect-
ing jamming attacks in wireless networks. In: 6th ACM MobiHoc, pp. 4657, USA
(2005)

5. Bayraktaroglu, E., et al.: On the performance of IEEE 802.11 under jamming. In:
IEEE INFOCOM, Phoenix, AZ, USA, pp. 1265–1273, April 2008

6. Li, M., Koutsopoulos, I., Poovendran, R.: Optimal jamming attacks and network
defense policies in wireless sensor networks. In: IEEE INFOCOM (2007)

7. Wood, A., Stankovic, J., Son, S.: JAM: a jammed-area mapping service for sensor
networks. In: 24th IEEE Real-Time Systems Symposium (2003)

8. Punal, O., Pereira, C., Aguiar, A., Gross, J.: Experimental characterization and
modeling of RF jamming attacks on vanets. IEEE Trans. Veh. Technol. 64(2),
524540 (2015)

9. Benslimane, A., Nguyen-Minh, H.: Jamming attack model and detection method
for beacons under multichannel operation in vehicular networks. IEEE Trans. Veh.
Technol. 66(7), 6475–6488 (2017)

10. Singh, A., Sharma, P.: A novel mechanism for detecting DOS attack in VANET
using enhanced attacked packet detection algorithm (EAPDA). In: 2nd Interna-
tional Conference on Recent Advances in Engineering and Computational Sciences
(RAECS), Chandigarh, pp. 1–5 (2015)

11. Sufyan, N., Saqib, N., Zia, M.: Detection of jamming attacks in 802.11b wireless
networks. EURASIP J. Wirel. Commun. Netw. 1, 118 (2013)

12. Roess, R., Prassas, E., McShane, W.: Traffic Engineering. Prentice-Hall, Engle-
wood Cliffs (2004)

13. Mak, T., Laberteaux K., Sengupta, R.: A multi-channel VANET providing con-
current safety and commercial services. In: 2nd ACM International Workshop on
Vehicular Ad Hoc Networks, pp. 1–9. ACM Press, New York (2005)

14. Bansal, R., Papantoni-Kazakos, P.: An algorithm for detecting a change in a
stochastic process. IEEE Trans. Inf. Theory 32, 227235 (1986)

15. Salem F., Elhillali, Y., Niar, S.: Efficient modeling of IEEE 802.11p MAC output
process for V2X interworking enhancement. IET Netw. (2018). https://doi.org/10.
1049/iet-net.2017.0228

https://doi.org/10.1049/iet-net.2017.0228
https://doi.org/10.1049/iet-net.2017.0228


Identifying Previously Requested Content
by Side-Channel Timing Attack in NDN

Ertugrul Dogruluk(B) , Antonio Costa , and Joaquim Macedo

Centro Algoritmi, Universidade do Minho, Braga, Portugal
{d7474,costa,macedo}@di.uminho.pt

Abstract. NDN is a new name-based network paradigm. It is designed
to keep the contents in the cache to increase the network efficiency.
However, previously requested content may put the user privacy at risk.
The time difference between cached and non-cached contents of interest
responses can be used by an adversary to determine previously requested
contents in cache. This attack is classified as side-channel timing attack.
In NDN, it is used a signature to authenticate interests and data packets.
However, signed packets does not affect the performance of side-channel
timing attack. Independently of being signed or not, the adversary may
identify both the sensitive and non-sensitive contents, recently cached by
router. In order to mitigate side-channel attacks in NDN, there are sev-
eral countermeasure methods proposed by other researchers. In this work,
firstly we developed an attack scenario using ndnSIM simulator. Then
we evaluated the scenario under attack and without attacks. We also
proposed an adversary detection algorithm that combines three different
defense countermeasures in order to maximize the cache availability.

Keywords: NDN · Content privacy · Side-channel timing attack

1 Introduction

Internet is being reshaped to handle content production and distribution, as
nowadays users desire, for example, to watch movies and use social network-
ing. Moreover, the number of IoT (Internet of Things) devices over the Internet
is increasing enormously. However, such activities are not the most appropri-
ate to be done over Internet, because this network was conceived for point-to-
point communications. To overcome the problems raised by this communication
paradigm, content centric networks (CCNs) have been proposed. According to
this new paradigm, replicas of content(s) are generated and cached. The aim
of caching is to reduce the latency and data loss, thereby improving the dis-
tribution quality of popular content(s). NDN (Named Data Network) is based
on cache (buffer-memory) and name-based network that has been presented as
a next version of CCN networks, as proposed by [16]. Nevertheless, caching, in
spite of its benefits, may threat the privacy of NDN users. An adversary may
know which content an user has requested and become motivated to proceed
c© Springer International Publishing AG, part of Springer Nature 2018
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with a timing attack [7] It is based on the time differences between cached and
not cached contents, as discussed later in this paper. Any type of cached content
may be targeted by an adversary to cause a privacy threat. So, timing attack
affecting the user privacy is a major problem in NDN, since blocking such attack
is a challenging problem to solve. However, there are a few limited techniques
to prevent timing attacks. The proposed countermeasure methods are based on
artificial network delay [7,10], random caching [1], and request name encrypting
[5]. Since these countermeasure techniques affect the cache performance, there
is a trade-off between efficiency and privacy. For example, one technique is to
delay the request content in the node to reduce the network throughput.

In this paper, an implemented attack topology is presented, side-channel
timing attack measurements are analyzed and, based on primary findings, and
is proposed an algorithm to identify the adversary node.

The rest of this paper is organized as follows. Section 2 summarizes the
NDN architecture and its features. Section 3 demonstrates the operation of
side-channel timing attack and how it can be used against the user pri-
vacy. Section 4 studies current countermeasures to mitigate side-channel timing
attack. Section 5 shows the scenario implemented to simulate side-channel tim-
ing attacks. Section 6 summarizes attack scenario findings, and countermeasure
results. Section 7 shows related researches that have been done so far. Finally,
Sect. 8 presents the conclusions.

2 NDN Architecture

NDN is an ongoing project that proposes to transform the existing Internet
design into a content-centric architecture, in order to improve the content dis-
tribution efficiency. NDN is based on human readable address names and keeps
the contents in the cache, thus facilitating content distribution and providing
low latency [17]. NDN is based on interest and data packets. Interest packets
are produced by the consumers and data packets by the producers. The content
name in the interest packet identifies the request of the consumer, for example,
/pt/uminho/algoritmi. As shown in Fig. 1, the producer includes a signature
in the data packet. Mechanisms for signing and verifying the integrity of the
contents have been proposed for NDN, such as the one described in [8].

Fig. 1. Packet types used in NDN (adapted from [8])
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2.1 NDN Forwarding Model

In a NDN router, the forwarding of interest and data packets is carried out by
three engines: PIT(Pending Interest Table), FIB (Forwarding Information Base)
and CS (Content Store) [17].

Fig. 2. NDN forwarding engine model [17].

The CS represents a cache for data packets. As illustrated in Fig. 2, the
consumer interest first looks for data in the CS and, if there is a matching data,
CS replies with a data packet. If the data packet is not in the CS, the router
checks the data name in the PIT. If there is a matching name in the PIT, it
records the incoming face (interface) of the interest. If not, the PIT forwards
to the FIB the interest packet, which is then routed to the producer. For each
interest packet that needs to be forwarded, the longest prefix (name) matching
is searched in the FIB, which predicts when and where to forward the interest.
The list of outgoing faces stored at the matched entry in the FIB is an important
reference for routing.

When the data packet comes from the upstream router, the PIT is checked
for a matching entry. If a match is found, the data packet is forwarded to the
CS and then the entry is removed from the PIT for further incoming interest
packets. If the authentication of the data packet fails, this packet is discarded
by the PIT.

An NACK object informs consumers of data unavailability at the application
level. Similar to NACK object, the Interest NACK is used to inform a router
of its upstream router’s inability at the network layer in NDN to forward an
Interest packet, as described in [14].

In order to manage the packets in the CS, PIT, and FIB, the NDN developers
created an engine called NFD (NDN Forwarding Daemon) [2]. This software tool
is open source and keeps on evolving.
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3 Side Channel Timing Attack

If a content is already cached in the CS, this replies to the user’s interest with
a data packet in a period of time. The RTT (Round Trip Time) is the time
difference between sending the interest packet and receiving the data packet.
The RTT of a cached content should be smaller than the RTT of a not-cached
content. The adversary may take advantage of these RTT differences to know
which contents have been or not placed in the CS. This technique is known as
side-channel timing attack.

NDN struggles with four important privacy issues: Naming, Content, Cache,
and Signature, as pointed out in [16]. This paper focus on the side-channel timing
attack against the cached content in CS. Therefore, it mainly addresses privacy
issues, but also name, content, and signature. These are an important issue to
take into consideration, as it may affect the user privacy in NDN.

3.1 RTT Calculation

As shown in Fig. 3, a timeout occurs if the data packet is not received after a
certain time interval. The timeout is related to the RTT estimation by a weight
factor β = 2 (TimeOut = β × RTTi). Indeed, whenever an interest is forwarded
to the upstream node, the router starts a timer, which will be used to measure
the RTT. If the corresponding data packet arrives before the timer expiration,
the router calculates the new RTT in accordance with Eq. 1, with 0 < γ < 1.
If γ is equal to 1 − 1

n (n is the number of received data packets), then the real
average RTT is obtained. If γ is close to 1, then the weighted average RTT is
immune to delay changes for a short time interval. If γ is close to 0, then the
weighted average RTT is very sensible to new delay changes.

If the data packet does not arrive, the router tries alternative routes until
reaching the data packet. In case of non-existing data, a timeout is triggered
and a NACK is sent. The router gives up of searching the data and the packet
becomes an unsatisfied interest. But if a data packet was received, then the
packet becomes a satisfied interest.

<RTT>n = γ ∗ <RTT>n-1 + (1 − γ) ∗ RTTn (1)

On the other side, if the downstream search has also exhausted for incoming
interest packets, an interest NACK will be sent to identify, through an error code,
the cause of the unsatisfied interest (e.g., duplicate, congestion, no route) [3].
Note that the interest NACKs cannot be used on a side-channel timing attack,
because this attack requires the contents to be cached and retrieved.

3.2 Privacy in NDN

This sub-section explains how the side-channel timing attack is done and its
effects on the CS. In this attack, an adversary node intends to break the cache
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Fig. 3. Illustration of timeout and
RTT in NDN

Fig. 4. Side-channel timing attack

privacy by requesting the same content from the CS that has been recently
requested by a legitimate user.

Besides the cached contents, the adversary may also attack the certificate
scheme. In NDN, each interest and data packets are bound with a public sig-
nature for integrity. Signatures are used for the authentication of the producer
and each content is held in the CS for a time period. The public key of a certifi-
cate may also be used for a side-channel timing attack, that may jeopardize the
user privacy, especially on real-time conversation applications and, trust-based
communications. Next, it is presented the model based on RTTs, which may be
used by an adversary to perform a side-channel timing attack in NDN.

Adversary Model. Considering the model illustrated in Fig. 4, let us suppose
that the side-channel timing attack RTT measurement for a content is RTT2

(retrieve content from NDN producer), RTT1 is the RTT from the closest NDN
router, RTTe is the expected RTT of the intended content lookup, and ε is
a negligible time difference. After collecting the timing samples, the adversary
decides based on the following conditions [4]:

– If |RTTe − RTT1| < ε, the adversary node concludes that content has been
cached by the closest router.

– If |RTTe −RTT2| < ε, the intended content is not held by any router, except
the content producer.

– If RTTe > RTT2 and RTTe < RTT1, the adversary concludes that the
lookup content has been fetched by away routers. Note that, the adversary
can still predict the content location by relying on RTT1 and RTT2 values.

– |RTT2 − RTT1| >> ε.
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4 Countermeasures

This section presents suitable countermeasure methods to mitigate side-timing
actions on the cache. These methods manipulate the RTT of the content replied
by the CS. The countermeasure methods are basically classified in three groups:
no caching, artificial delay, and random caching. These methods are described
next.

4.1 No Caching

In NDN, the CS can be configured for not caching. Since, there is no content
held in the cache, the side-channel timing attack cannot be done. However, the
cache is important for the NDN, as it is required for content distribution. So,
directly giving up of the caching is not a good option in NDN, as described in [1].

4.2 Artificial Delay

Data delivery in the NDN is affected by a certain delay impose by the routers.
An additional artificial delay can be used as a solution to prevent side channel
timing attack, as explained next. Let us consider Δ the default delay value
chosen randomly by a router. In side-channel timing attack, the adversary tries
to figure out the Δ value. To complicate the adversary goal, a delay τ is added
to Δ, in order to increase the router response delay. By measuring an higher
RTT value, the adversary supposes that the content is not retrieved from the
CS. Nevertheless, this is still a challenging problem, because the adversary may
find the delay τ in a period of time and have success in the attack. The value
τ can be changed by proposed algorithms, as described in [11]. Instead of using
a constant τ, Schinzel [11] proposed a τ value based on a cryptographic hash
function. Note that the delay methods imply a trade-off between privacy and
latency, as a higher τ value affects negatively the latency on NDN.

4.3 Random Cache

A NDN router can cache the contents randomly, in order to mitigate side-channel
timing attack. For instance, the CS may cache one data packet and then may
not cache the next incoming data packet, based on a random probability number
(k), as proposed in [1]. In such a random caching design, the side-channel timing
measurement would fail for the contents not cached.

5 Implementation

In order to analyze the side-channel timing attack, a simulation scenario1 was
implemented on the simulator ndnSIM v2.4 [9]. We used a part of the ISP

1 Code at: https://github.com/ertugd/ndnSIM-side-channel-timing-attack.git.

https://github.com/ertugd/ndnSIM-side-channel-timing-attack.git
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(Internet Service Provider) map dataset (SIGCOMM2002) by using rocketfuel
mapper [12], which is used to convert and read large data sets for ndnSIM.
As shown in Fig. 5, the physical topology is formed by sixteen consumers (called
leaf), eight backbones (bb), eight central gateway routers (cgw) and one producer
(gw-root). Two adversary nodes (leaf 6 and leaf 13) are located randomly into the
topology. The producer payload size was 1024 bytes. The bandwidth of the links
were 10 Mbps, 100 Mbps and 1000 Mbps, as indicated in Fig. 5. The minimum
and maximum delays of the links are presented in Table 1 and were obtained
from the data set of a real topology. NFD was configured for best-route strategy,
in order to have the best network paths to the consumer nodes. The contents
are created by the producer (gw-root) and the adversary nodes lookup for the
intended contents on the gateway CS. Once a legitimate leaf node publishes an
interest, the first lookup is done in the gateway router. However, if the data is
not cached in the gateway router, then the lookup will be made in the backbone
routers. The adversary nodes measure the RTT for the lookup contents that
the legitimate nodes have requested. In our design, the attack is targeted to the
gateway routers that manage interest packets by PIT and cache contents from
the backbone routers.

Fig. 5. Physical tree topology of the simulation scenario

Table 1. Delays (min/max) between nodes linked directly

Delays (ms) bb cgw leafs gw-root

bb 2.51/7.56 3.11/9.10 - 4.77

cgw 3.11/9.10 - 0.15/9.67 -
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The adversary nodes sent interest packets at a rate of 100 packets/s with
a malicious interest prefixes, and the legitimate nodes at a rate 100 packets/s
sending unique (not requesting same content name again) interest prefixes. The
legitimate leaf nodes were configured to generate interest traffic with a ran-
domized uniform (7 leaves) pattern and an exponential pattern (7 leaves). The
legitimate nodes sent interest packets (size = ∼40 kB) with a randomized uniform
pattern (0, 1/frequency), and exponential distribution (mean of 1/frequency),
as shown in Table 2. Every backbone and central gateway router caches the con-
tents (data packet size = ∼110kB), and the popular LRU (Least Recent Used),
with a capacity of 1000 data packets per node, was chosen for the CS policy.

Table 2. Interest configurations

Frequency (s−1) Traffic pattern Prefix

Legitimate leaves 100 Uniform and exponential /google.com/sub prefix

Leaf-6 100 Uniform /google.com/%FE%01

Leaf-13 100 Uniform /google.com/%FE%07%96

6 Results

The primary results showed that the adversary may retrieve the cached contents
that were recently requested by the consumer. The NFD is located on each router
to analyze metrics for RTT, and cache hits or misses per node.

6.1 Cache Analysis

If a content has been requested and cached, the next request for the same content
causes a cache hit. The cache hit ratio (Eq. 2) is used to indicate a side-channel
timing attack, it is calculated by cache hit and misses by a predefined time
interval Δ. The adversarial leaf 6 and leaf 13 sent a lookup interest packet to
cgw-3, 7. The lookup is done for cached contents, which are the contents recently
requested by neighbor nodes (leaf 5, leaf 14).

The legitimate leaves sent interest packets with unique prefixes. Therefore,
the cache hit ratio is not possible to be calculated for the leaves, because these
are not re-consuming the content from the cgw CS. As Fig. 6 illustrates, the
adversary leaves hit the cache during an attack period, so their cache hit ratios
may reach 100%.

Cache hit ratio =
∑n

i=0 cache hiti∑n
i=0 cache hiti +

∑m
j=0 cache missj

∗ 100% (2)
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Fig. 6. Effect of a timing attack on the cache hit ratio

6.2 Countermeasure Algorithm

The countermeasure methods affects surely the CS performance. In order to
improve the CS performance, we proposed a new countermeasure algorithm
(Algorithm 1). The algorithm proposes a method to identify an adversary node
and to apply the countermeasure mechanism. It requires that NFD is running
in each router. The proposed algorithm examines the RTT and the cache hit
ratio metrics to identify the adversary node. The first detection level is done by
the RTT threshold. This threshold is calculated and updated for every consumer
using Eq. 3, where n is the number of RTT samples obtained periodically during
a predefined time interval (e.g. Δ = 0.5 s). The detection decision is based on
the RTT threshold that is expected from consumers under no attack condition.
In case of a consumer RTT value being much lower than the RTT threshold, the
router is set to random caching for that consumer.

The algorithm also provides a second level detection method by using the
cache hit ratio, in order to identify adversary node. The cache hit ratio is cal-
culated periodically during the same time intervals used to calculate the RTT
threshold. The NFD considers the node as an adversary, if its cache hit ratio is
above the cache hit ratio threshold (Eq. 4). If the cache hit ratio of a node is
above the cache hit ratio threshold, the NFD sets the node for random caching.
If the RTT of a node is above the RTT threshold and the cache hit ratio is
considerably lower than the cache hit ratio threshold, then the NFD configures
the router with the LRU policy.

RTT threshold =
∑n

i=0 RTTi

n
(3)

Cache hit ratio threshold =
∑m

i=0 CacheHitRatioi
m

(4)
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while(true) {

newRTTavailable = checkNewRTTavailable()

newCacheHitRatioAvailable = checkNewCacheHitRatio()

if(newRTTavailable) {

RTT = getRTTfromNFD()

RTTthreshold = calculateRTTthreshold(RTT) //Eq.3

checkAttack(RTT, RTTthreshold, oldRTTthreshold, cacheHitRatio,

cacheHitThreshold, oldCacheHitThreshold)

}

if(newCacheHitRatioAvailable) {

cacheHitRatio = getCacheHitRatiofromNFD() //Eq.2

cacheHitThreshold = calculateCacheHitThreshold(cacheHitRatio)//Eq.4

checkAttack(RTT, RTTthreshold, oldRTTthreshold, cacheHitRatio,

cacheHitThreshold, oldCacheHitThreshold)

oldCacheHitThreshold = cacheHitThreshold

}

if(newRTTavailable) oldRTTthreshold = RTTthreshold

}

function checkAttack(RTT, RTTthreshold, oldRTTthreshold, cacheHitRatio,

cacheHitThreshold, oldCacheHitThreshold) {

state = NO_ATTACK

if (RTT < RTTthreshold OR cacheHitRatio > cacheHitThreshold) {

state = ATTACK_DETECTED

router_random_cache() //apply CS random caching

}

else {

state = NO_ATTACK

router_LRU_cache() //apply CS LRU caching

}

if (RTTthreshold < oldRTTthreshold OR cacheHitRatio >

oldCacheHitThreshold) {

state = ATTACK_DETECTED

router_random_cache() //apply CS random caching

}

}

Algorithm 1. Adversary detection

6.3 Timing Measurements

In order to analyze the values of both the RTT samples and the RTT threshold,
we ran the scenario considering both the attack and no attack. As shown in
Table 3, the RTT threshold values were used to identify the attack of the adver-
sarial node. The attack is detected when the RTT of the sample is below the
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RTT threshold. Then, we ran the scenario with under attack and collected the
first RTT samples. The results between threshold and first samples are showed
that RTT values may change, because of real throughput delays and conges-
tions. However, both the expected RTT under no attack and the RTT vari-
ation (regarding the RTT threshold) reduced dramatically for leaf 6 and leaf
13. Therefore, these leaves are considered adversarial nodes. The experimental
results showed that the RTT of the adversarial leaves are shorter than the RTT
of the legitimate leaves. When this occurs, the NFD may engage the random
caching against the attack.

Table 3. RTT analysis

Leaf Estimated RTT
threshold(s)
no attack

First RTT
sample(s)

RTT
variation (%)

1 0.03122045 0.03099957 −0.71%

2 0.03124 0.03100993 −0.74%

3 0.03123136 0.0310034 −0.73%

4 0.03122998 0.03100182 −0.73%

5 0.03122413 0.03099494 −0.73%

6 0.03122487 0.0194212 –37.80%

7 0.03122427 0.03099683 −0.73%

8 0.03122295 0.030993578 −0.73%

9 0.03123878 0.03101116 −0.73%

10 0.03123794 0.03100934 −0.73%

11 0.03123692 0.03100801 −0.73%

12 0.03123955 0.03101118 −0.73%

13 0.03123717 0.0144831 –53.64%

14 0.03123604 0.03100802 −0.73%

15 0.03123482 0.03100664 −0.73%

16 0.03123906 0.03101061 −0.73%

7 Related Work

The related works considered the side-channel attacks on NDN.
Dogruluk et al. [6] evaluated the privacy attack in NDN, and proposed an

adversary detection method controlled by the values of cache and interest hit
ratios.

Felten and Schneider [7] evaluated side-channel timing attack measurements
on web privacy. They show that the malicious web cookies can be used to
acknowledge user’s recent visited web sites. They also concluded that web
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anonymization tools and turning off the browser’s JavaScripts features do not
prevent side-channel timing attack measurements.

Zhang et al. [15] investigated the use of side-channel timing attack on VoIP
privacy and how adversary may reveal the call history attacking with legitimate
Public Key Infrastructure (PKI).

DiBenetetto and Gast [5] developed (ANDāNA) a tool to mitigate timing
attacks in NDN. With this tool, the requested names are encrypted and after-
wards are verified by the nodes and delivered to the user as data. ANDāNA is
based on a TOR (The Onion Routing) paradigm [13], an anonymity browsing
tool for Internet. ANDāNA makes the CS unpractical, because the data packet
is only consumable for who requests it.

Mohaisen et al. [10] focused on cache privacy on ICNs (Information-centric
networks) and proposed an user driven countermeasure method called Vanilla.
For privacy-sensitive contents, an edge router caches the content from the pro-
ducer and keeps the retrieval times of the first interest and delay the next com-
ing requests. However, the per-client solution will not be feasible, because of the
large number of consumers. Acs et al. [1] addressed side-channel timing attacks
in NDN and proposed random caching and delay. This user driven method is
based on flagging contents by /private and /non-private. Not with standing, we
state that all contents have a sense of privacy, even daily visited sites such as
google.com. To the best of our knowledge, per-client driven solution may not
be the most appropriate approach for CS propose. For instance, the /private
content of a user could be stated as a /non-private for other user(s).

8 Conclusions

In order to point out side-channel timing attack in NDN, we developed a scenario
and show primary findings. The results show that the adversary may distinguish
contents between cached and non-cached, by comparing content RTT differences.
An adversary detection method algorithm is presented. The NFD based algo-
rithm, distinguishes adversary and legitimate node by checking RTT and cache
hit ratio threshold values.

The side-channel timing attack is easy to be implemented by an adversary,
but the detection is a challenging issue to solve. Ideally, the cache hit and RTT
metrics can be also used as an indications for side-channel timing attack. In
order to keep CS performance, these indication methods can be used to iden-
tify adversary node controlled by NFD application. Through this identification
method, the countermeasures (delay, random caching, and no cache) can be
applied against the adversary nodes, in order to improve the CS performance.
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Abstract. The networked future will generate a huge amount of data. With this
in mind, using big data analytics will be an important capability that will be
required to fully leverage the knowledge within the data. However, collecting,
storing and analyzing the data can create many ethical situations that data sci-
entists have yet to ponder. Hence, this paper explores some of the possible
ethical conundrums that might have to be addressed within a big data network of
the future project and proposes a framework that can be used by data scientists
working within such a context. These ethical challenges are explored within an
example of future networked vehicles. In short, the framework focuses on two
high level ethical considerations that need to be considered: data related chal-
lenges and model related challenges.

Keywords: Internet of things � Big data � Ethics � Network of the future

1 Introduction

Big data is the study of large amounts of data and the process of turning that data into
actionable insight (Saltz and Shamshurin 2016). Big data is often described across four
dimensions, noted as the 4 “Vs”, which are volume (scale of data), veracity (uncer-
tainty of data), velocity (streaming data) and variety (different forms of data). The
network of the future, which will be a network of billions or even trillions of devices,
including small components and larger machines, either in a standalone use case (such
as a smartphone) or embedded within another device (such as within a vehicle). One
way to think about the network is that the main goal of the interaction and cooperation
between these networked things and objects is to be able to view the different com-
ponents as a combined entity (Stergiou and Psannis 2017).

In exploring this network, it is clear that leveraging the information within this
network will require big data analytics. In other words, this future network, which will
truly be an internet of things, will generate huge amounts of data that needs to be
explored. In using the 4 Vs, one can see that the volume of data will be significant, due
to the number of devices that will be in existence and the velocity of the data will also
be substantial due to the frequency of data being updated (often in real-time).

Hence, the data generated by the network of the future will generate data at a rate
not yet seen within current data analytical situations, and in fact, will likely push the
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envelope on current big data analytical capabilities. However, leveraging big data
techniques on the network of the future will also unlock huge value. In any event, since
big data will be a key aspect of leveraging the network of the future, it makes sense to
explore some of the potential challenges one might encounter when creating such a big
data application. While there are many possible issues to explore, the focus in this
paper is on the potential ethical issues when using big data within this rich internet of
things data environment.

Specifically, this research aims to take a step forward in the creation of a framework
to help identify ethical issues and challenges for big data projects within an integrated
network of the future context by exploring the following research question:

What might be a useful framework to explore ethical challenges when establishing or executing
a big data project within the network of the future context?

The rest of this paper first provides some background on big data within a
IoT/Network of the future context as well as how as some ethical challenges in big
data, including highlighting applicable codes of ethics. Section 3 then provides an
analysis of the ethical considerations for IoT big data analytics, focusing on data and
model related challenges. The next Sect. 4, then explores a possible framework for
teams to use to explore potential ethical conundrums when doing IoT Big Data anal-
ysis. Finally, Sect. 5 provides a conclusion to the research.

2 Background

In creating a framework to explore this type of big data application, this paper first
explores what has been previously written with respect to big data and the network of
the future. It then explores the ethical considerations that must be addressed within a
project as well as the possibly relevant codes of ethics.

2.1 Big Data Within the Network of the Future

The Internet of Things and the Internet of Everything has been noted as needing big
data for several years, at least as far back as 2013 (O’Leary 2013). In fact, it has been
noted that the real problem is not that one can acquire large amounts of data, but
whether it has any value or not (Stergiou and Psannis 2017).

Some have already started to explore big data within a network of the future
context. For example, some have analyzed an integrated big data analytical framework
for IoT and Smart City applications (Strohbach et al. 2015), and note that the main
challenge is how to address the volume and velocity of the data generated. Others have
explored this future environment within the context of wearable medical devices that
continually generate a huge amount of data and, combined with big data, enable the
creation of numerous applications for individualized eHealth (Firouzi et al. 2018). For
example, Manogaran et al. (2017), discusses an Internet of Things (IoT) architecture
that consists of a scalable platform and set of algorithms to process the huge amount of
sensor data generated by the wearable medical devices and identify useful patterns,
based on a scalable MapReduce-based application within an Apache Mahout and
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Hadoop Distributed File System. Yet others have focused on leveraging the future
network of connected components and big data for industrial informatics, which aims
to enable knowledge-based factory automation, enhanced products, improved manu-
facturing processes and manufacturing systems (Bi 2017; Li et al. 2017). Finally, a
pilot of this advanced network was created as a use case to support tourism, in an
integrated applicaiton of IoT and big data analytics for smart tourism and sustainable
cultural heritage in the city of Trento, Italy (Firouzi et al. 2018).

However, while big data is starting to be used in this future networked context,
there has been minimal research with respect to ethics in this context of big data and the
growing networked world in which we will live. The one relevant identified paper notes
that today’s big data IoT environment is introducing changes for which laws and rules
of acceptable conduct have not yet been developed (Guan and Zhou 2017). That paper
focuses on the E.U. and U.S. laws for the emerging social problem of analytical
information brokerage.

2.2 Ethics and Big Data

At a high level, ethics is a moral framework by which one can determine right from
wrong in human decision making. The objectives of ethical decision making is typi-
cally described in terms of justice, fairness and the avoidance of harm. For example,
Bynum (2008) describes ethics as concerned with “protecting and advancing central
human values, such as life, health, security, happiness, freedom, knowledge, resources,
power and opportunity.” Ethics also leads one to consider harm to society as a whole,
for example consideration of whether an action harms a minority population. In fact,
Dwork et al. (2012) suggest that treating individuals fairly can be insufficient, and that
groups of people with similar characteristics must be treated fairly. Hence, ethics
includes consideration of discrimination and bias, which is whether groups of humans
are being treated differently in ways and that some groups are collectively harmed or
disadvantaged compared to others. Put another way, ethics provides a moral framework
to avoid harm to physical and psychological health, dignity, rights, reputation and
financial wellbeing of a person or group of people.

As one can see from the brief description of ethics, there are certainly situations
where ethics is needed within a big data science context. Some simple examples
include the use of a human characteristic such as race or gender within machine
learning algorithms or the act of disclosing personally identifiable information without
the consent of that person.

It would be easy to suggest that where ethical standards are needed for data science,
laws and regulations have been established and should be followed. However, Zwitter
(2014) points out that ethics and regulation tend to lag technology improvements, and
this certainly could be the case with data science. One might also think that an existing
code of conduct, such as the ACM code of conduct for computing professionals or the
Data Science Association’s code of conduct, would be sufficient. While these might be
sufficient, without more deeply exploring the types of ethics challenges a data scientist
might encounter, one can not determine if an existing code fully covers the field of data
science. Equally important, while there has been research published on a specific ethic
challenge in data science, for example linking data sets to identify people from multiple
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anonymous data sets (Stevenson 2014), there has been minimal work exploring and
documenting the breadth of ethical situations that a data scientist might encounter
(Saltz and Shamshurin 2016). In fact, it was not even mentioned during the exploration
of the socio-technical challenges in doing big data projects (Saltz et al. 2017). Perhaps
the most comprehensive work to date was focused on the ethics of data science in
journalism (Fairfield & Shtein, 2014), but journalism is clearly a small subset of where
one might use data science.

With the newness of the field and the lack of an accepted list of ethical challenges,
it is not surprising that many have argued for the development of applied ethics in big
data science projects (Floridi and Taddeo 2016; Schwartz 2011; Metcalf et al. 2016).

2.3 Codes of Ethics

Numerous codes of ethics exist for different areas relating to data science. These codes
can be leveraged to understand some of the potential ethical challenges. Some of these
codes focus on general professional obligations such as honesty, competence, confi-
dentiality, conflicts of interest, and professional conduct and most also mandate privacy
protections. Others, such as the Data Science Association’s Code of Professional
Conduct go a little further into specific topics such as data quality and statistical
techniques. Below, the relevant codes and frameworks briefly noted, and the appendix
provides links to each of these codes.

Data Science Association’s Code of Professional Conduct provides a compre-
hensive section on quality of data and evidence, with practical guidance for conducting
data science projects. For example: “The data scientist shall not … misuse data science
results to communicate a false reality or promote an illusion of understanding”.
However, the code lacks a wider consideration of how data science can cause harm,
how models can contain biases, how data scientists make objective decisions about the
structure of the model, and how to balance the risk of harm with an appropriate level of
ethical oversight.

Association of Computer Machinery Code was developed for computer science
practitioners and is the basis of computer science ethics education. Beyond general
rules of conduct, it is valuable to the data scientist in that (1) many data scientists write
computer code, and hence, covers the software development aspect of data science and
(2) the code has stipulations about gathering requirements and validating that those
requirements have been met, which is useful in both a software engineering and data
science context.

Digital Analytics Association Code tries to ensure consumers are treated with
respect. It has a focus on data, such as privacy and transparency of data usage.

UK Government Data Science Ethical Framework provides a list of six
admonitions, supplemented for each point with tips and checklists. While not complete,
the admonitions are useful, such as ‘keep data secure’, ‘create robust data models’ and
‘be open to public perceptions’.

Jagadish’s 2 Rule Code proposes a simple two-rule code. The first is that there
should be no surprises to those described in the data and the second rule is to own your
models.
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Financial Modelers’Manifesto was developed for financial analysts soon after the
2008 financial crisis. The points included can be thought of as topics of reflection, such
as “I will remember that I didn’t make the world, and it doesn’t satisfy my equations”,
“Though I will use models boldly to estimate value, I will not be overly impressed by
mathematics” and “I will never sacrifice reality for elegance without explaining why I
have done so”.

Accenture’s 12 Principles provides twelve universal ethical principles for data
scientists covering a broad set of relevant topics were discussed. These principles cover
highly valuable topics such as “the highest priority is to respect the persons behind the
data” and “seek to match privacy and security safeguards with privacy and security
expectations”. It also proposes a model for the application of ethics throughout the
“data supply chain” of Acquire, Store, Aggregate, Analyze Use, Share/Sell and
Dispose.

Schwarz’s framework is perhaps the most practical example of a broad ethical
framework for data science, which begins with a set of ethical considerations that are
general, for example “Companies should implement appropriate safeguards to protect
the security of information”. It then continues with other points that are specific to the
stages in the analytical process: data collection, integration and analysis, decision
making, and review/revision of models, and include, for example, considerations
whether data is of sufficient quality for its likely future use.

3 Ethical Considerations for IoT Big Data Analytics

As summarized in Table 1, the key ethical challenges are described using two themes
(data related challenges and model related challenges). The rest of this section explores
these challenges within the context of the future connected network automobile of the
future.

3.1 Data Related Challenges

This theme focuses on the key ethical challenges that can arise relating to the collection
and use of data. The network of the future will generate significant streaming data,
which can be analyzed in real-time or stored and analyzed later, for example, to do
predictive analytics. Note that data scientists often integrate multiple distinct data

Table 1. Key ethical considerations within big data projects.

Theme Topic within theme

Challenges when using data Privacy and anonymity
Data misuse
Data accuracy and validity

Challenges when using analytical models Personal and group harm
Subjective model design
Model misuse/misinterpretation
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sources to generate novel insights. So, one might use a yelp dataset, combined with
automobile location data, to help predict where a person might want to stop and eat.
However, the creation, collection and use of data create many potentially challenging
ethical situations.

Privacy and Anonymity focuses on an individual’s right to choose which of their
activities and facts are shared with others. In a digital age this includes both what the
individual chooses to publish and their ability to control with whom the data is shared.
In the connected car, as an example of an ethical situation, one needs to explore which
apps have the right to collect and store that location data. Which apps also have the
right to then share that data with others? This sharing might lower the cost of the
system or app, and the person driving the car likely agreed to terms of service, which
might have included allowing the collection and sharing of data. But Tene and
Polotensky (2012) suggest that consumers fail to read and understand these policies,
which raises many questions with respect to actual consent.

The impact of aggregating and linking data, and the ability for harm to arise from
that information, has been noted as differentiators from other fields (Stevenson 2014;
Fairfield and Shtein 2014). For example, Metcalf et al. (2016) point out that the
phenomenon of big data has introduced “a change in the relationality, flexibility,
repurposing and de-contextualization of data” requiring development of new ethical
considerations. One of Accenture’s rules directly relates to this concept: “Data subjects
hold a range of expectations about the privacy and security of their data and those
expectations are often context-dependent. Designers and data professionals should give
due consideration to those expectations and align safeguards and expectations as much
as possible”. In addition, Schwartz points out that privacy can be controlled or brea-
ched both at the point where data is created as well as at the point where it is shared or
used.

Data Misuse is something that the data scientist must actively guard against. Being
able to access or collect data does not mean that it is ethical to use that data (Boyd et al.
2014). For example, one might give permission for an app to share data between
applications across cars to avoid collisions. But access to the data for collision detection
is different than access to the data for advertising. The data science association’s code
notes this clearly with statements such as “if a data scientist reasonably believes a client
is misusing data science … the data scientist shall take reasonable remedial measures
… including, if necessary, disclosure to the proper authorities” and that the “the data
scientist shall take reasonable measures to persuade the client to use data science
appropriately”. This is complicated by that some uses of data might not be anticipated
when data collection was initiated. For example, location and other sensor data within a
car might be used to help generate predictive analytics with respect to schedule, and
unscheduled, maintenance. Which organizations might have access to the data that
could help with such predictive analytics might not have been clearly defined.

Data Accuracy and Validity is something that the data scientist must consider.
This includes not only the accuracy of the data, but also whether the data being used is
appropriate for the problem being addressed. In other words, the data scientist needs to
ensure the ‘fitness of purpose’ with respect to how the data is used. Otherwise, data can
be taken out of context or might not be used in the spirit of how the data provider
intended. For example, data preparation often requires imputing missing values or

54 J. S. Saltz



excluding records with missing values, which could generate inaccurate results or
systematically disadvantage a group of people whose circumstances cause them to
routinely not have certain data attributes recorded (Boyd et al. 2014). For example, in
the networked car example, when doing collision detection, one needs to understand
the accuracy of the GPS data, in conjunction with other data such as image processing
and sensors to identify potential obstacles. Understanding data accuracy is a key aspect
of the data scientist’s role and is noted in the data science association’s code that states
that data scientists should explicitly rate the data quality used.

3.2 Model Related Challenges

This theme focuses on the ethical challenges that can arise from the building and using
of analytical models. An analytical model is a mathematical technique used for sim-
ulating, explaining, and making predictions about future situations based on past data.
In other words, an analytical model is a set of mathematical functions that encapsulate
the prediction of a certain situation based on past information. However, the use of an
algorithm (analytical model) might introduce or amplify a range of ethical situations.

Personal and Group Harm is important because there can be significant impact
due to how models are used. One concern is that data science models are frequently
built using data that records a bias, and thus the models can be employed such that they
systematically disadvantage societal sub-groups (Crawford 2013). For example, with
respect to the networked car, one might have sensors to identify potholes in roads.
However, it is possible that the sensors in newer cars might be not as common in poorer
neighborhoods. If this was the case, a city might incorrectly assume that those roads, in
poorer neighborhoods, do not have as many potholes. Hence, there needs to be a focus
on avoiding discrimination and bias, which might unknowingly occur via the use of a
big data science model. The fact that models can perpetuate and amplify bias leads to
an equally important need to consider whether the bias in a model might lead to any
group of people from being disadvantaged.

Subjective Model Design is another concern in that while data science can bring
objectivity to decision making, there is subjectivity within data science modeling, in
that decisions must be made about which algorithm to use, which data sources to use,
whether one data point should be used as a proxy for a missing fact, and how to
interpret results (Sandvig et al. 2014). For example, a data scientist might assume that
predictive analytics for when to replace car tires is dependent on the number of miles
driven and the style of driving (sudden stops), and ignore the type of tire used. This
might cause the model to be in accurate and create an ethical situation since cheaper
tires might not wear as well and cause the model to give less accurate predictions for a
specific portion of the population. Furthermore, biases contained in the data being used
are often preserved or amplified in the results of the model (Boyd et al. 2014). While
this concept is the focus of Jagadish’s simple rule of “own your models”, this concept
is largely absent from existing codes.

Explain Model Limitations is an important responsibility for data scientists. Most
predictive models are statistical in nature. They provide no guarantees; rather, they tell
us about areas where increased probability of an outcome might guide us to act dif-
ferently. The required accuracy of a model depends on the use of a model. For
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example, collision detection has a different tolerance for inaccuracy as compared to a
marketing campaign based on a vehicle location. The data scientist’s ethical respon-
sibilities do not end with the completion of a model. The data scientist has a duty to
explain their models and the implications. In particular, the model must be explained
using language that non data scientists, such as managers, can understand. In addition,
as noted by Schwartz, a deployed model must be periodically re-evaluated for
soundness, and must also have appropriate oversight and governance. In a similar
fashion, the data science association’s code of conduct notes that data scientist should
explain the data quality rating to their client. Furthermore, Schwartz notes the need to
periodically re-evaluate models for soundness, and must have appropriate oversight and
governance.

4 Discussion

4.1 Proposing an Ethics Framework

One way to explore how teams could use these themes is to integrate the identified
ethical challenges within a data science process. Current descriptions on how to execute
big data projects generally adopt a task-focused approach, conveying the techniques
required to analyze data. While these process models differ in details, at a high level,
they are broadly similar. For example, Jagadish et al. (2014) describe a process that
includes acquisition, information extraction and cleaning, data integration, modeling,
analysis, interpretation and deployment. This step-by-step view is similar to CRISP-DM
(Cross Industry Standard Process for Data Mining), which was established in the
1990s, and is a data mining process model for data mining experts (Shearer 2000).

Since CRISP-DM is the most widely used process (Haffar 2015), one can use that
process model as a way to integrate the identified ethical challenges with the phases of
the big data science project life cycle. As shown Fig. 1, CRISP-DM mentions six
high-level phases: business understanding, data understanding, data preparation,
modeling, evaluation, and deployment. CRISP-DM also provides some high level
iteration between the steps (Chapman et al. 2000). Typically, when using this frame-
work, the team progresses through the different phases as they deem appropriate. As
needed, the team can “loop back” to a previous phase (ex. more data preparation), and
in general, can define milestones they think are useful.

Table 2 shows the mapping of the identified themes to the project phases. Specifi-
cally, not surprisingly, the data related challenges map to the data understanding and
data preparation phases, and the model related challenges map to the modeling, eval-
uation and deployment phases. However, there was no clear ethical theme related to the
business understanding phase. It makes sense that this theme was not a key area of focus
in the literature, since this phase is more focused on topics such as ensuring account-
ability, which while important, might not be a key focus of a paper exploring new ethical
issues relating to data science. For this business understanding phase, two ethical new
considerations are proposed. First, at the start of the project, the team should consider, at
a conceptual level, the potential personal and group harm. In addition, the team should
also explore team accountability of potential ethical situations.
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4.2 Analyzing the Framework

Guan and Zhou (2017) suggest that these ethical issues can be categorized in five moral
dimensions: information rights and obligations, property rights and obligations, system
quality, quality of life, and accountability and control. With this in mind, one approach
in reviewing the framework is to compare the framework to the key dimensions noted
by Guan and Zhou.

As shown in Table 3, their accountability and control is fairly analogous to the
team accountability considerations noted in this paper. In addition, information rights
and obligations maps to data misuse and property rights and obligations maps to data

Fig. 1. Flow of a CRISP-DM Project (Wikipedia, 2017)

Table 2. Key ethical considerations by phase of project.

Project phase Key ethical themes Ethical considerations

Business
understanding

Project initiation/management
challenges

Personal and group harm
Team accountability

Data understanding Data challenges Data misuse
Data preparation Data privacy &

anonymity
Data accuracy

Modeling Model challenges Personal and group harm
Evaluation Subjective model design
Deployment Misuse/misinterpretation
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privacy & anonymity. Quality of life can map to personal and group harm as well as
subjective model design. Finally, system quality can be mapped to data accuracy as
well as Model Misuse/Misinterpretation. Hence, one could view this framework as an
extension of the work proposed by Guan and Zhou, in that it refines some of the ethical
considerations as well as maps those considerations to the phase of the project.

5 Conclusion

In this paper, some of the potential ethical conundrums that data scientists might
encounter when working on big data network of the future effort are explored.
Exploring these ethical situations can help the field fully exploit the potential benefit of
big data without doing it in a way that harms a subset of the population. Future work
can test this framework, either by doing an actual big data project using this framework
or by going through the analysis of doing a big data project and identifying how this
framework can be used. Future work could also explore how to integrate these concepts
into an applied introduction to data science course (Saltz and Heckman 2016).
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Abstract. Internet-based polling systems allow voters to cast their
votes at any time during the polling period, from any Internet-connected
computing device anywhere in the world. Security is an important feature
of such systems that should address inherent concerns, such as secrecy
of vote, anonymity and unlinkability of voter, voter coercion, secrecy of
intermediate results, verifiability, auditability, and poll integrity. Another
major concern is that an infected voting device with a malicious pro-
gram (e.g., virus, malware) could take control over the vote casting pro-
cess and make unauthorized and potentially undetected modifications
to the voter’s voting choices, and, hence, should not be trusted. In this
paper we present VSPReP, a verifiable, secure and privacy-preserving
remote polling (e-poll) system, which provides vote’s privacy and poll
integrity, prevents double voting, enables multiple voting (within the
allowed polling period), and achieves verifiability (cast-as-intended and
tallied-as-recorded) and uncoercibility in the presence of an untrusted
voting device. This paper presents a general design of VSPReP and
describes its workflow during three polling phases: pre-polling, polling
and post-polling. It also analyzes the security properties of VSPReP and
evaluates its performance in terms of computational and cryptographic
costs. The experimental results show that the average time a voter takes
to cast his/her vote is less than 45 secs, thus demonstrating the practi-
cality of VSPReP.

Keywords: Remote polling · Malware detection · Privacy
Verifiability

1 Introduction

In traditional elections, a voter presence is necessary to take part in an elec-
tion/poll and cast a vote. With the rise and popularity of the Internet and mobile
phones, elections/polls could be conducted remotely. Today, a trend towards
electronic and Internet voting can be observed, e.g., online polls and surveys
are popular in social networks, forums and newspapers. Similarly, till date, 14
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countries have conducted election trials to enable voters to cast votes on the
Internet using their own computing devices [14].

Internet-based voting system is based on the voter’s computing device
(smartphone, tablet, desktop PC, etc.), the Internet, and the voting system.
The voter’s computing device casts the votes that are sent across the Internet to
the voting system, where they are stored and tallied. These three different envi-
ronments and the information shared between them are vulnerable to various
attacks [18], such as voter coercion (a voter is put under pressure or is threatened
by a coercer to vote in a particular manner) or vote buying (a voter is offered
monetary benefits by a vote buyer to vote in a particular way, or not at all),
vote modification due to an infected voting device (a malicious program such as a
malware or virus may cause unauthorized and potentially undetected alterations
to voter’s selected voting choices), theft/forgery of voter identity (an attacker
with an access to authentication credentials could cast votes using the identities
of a legitimate voter), double voting (an eligible voter may cast multiple votes
using his/her authenticated credentials), a coalition of malicious participants
(involved parties may collude to alter or eliminate any voter’s vote, or cast fake
ballots on the behalf of authenticated voter), and disclosure of partial vote tally
before the end of the voting period.

Designing a secure Internet-based voting system has become a considerable
topic of discussion in the scientific community. A number of schemes have been
implemented and deployed in real-world, e.g., Prêt à Voter [17], and Helios [1],
which ensure vote privacy as well as verifiability in the presence of untrusted
authorities. However, these systems assume that the voting device is trusted for
privacy and verifiability. This assumption is unrealistic because a voting device
might be controlled by an attacker or host a malicious program. To resolve this
problem, many e-voting protocols are proposed to provide three types of verifi-
ability: (1) cast-as-intended verifiability [3,11] that provides a voter with means
to make sure that the vote cast by his/her voting device contains the intended
voting option, and that no changes have been performed, (2) tallied-as-cast ver-
ifiability [12] that allow voters, auditors and third party observers to check that
votes tallied corresponds to the cast votes, and (3) end-to-end verifiability [5]
that provides both cast-as-intended and tallied-as-cast verifiability. Here, the
tallied-as-cast verifiability is divided into two phases: recorded-as-cast (voters
can check that their cast votes have been properly recorded in the ballot box)
and tallied-as-recorded (voters, auditors and third party observers can verify
that the votes published on the BB are correctly included in the tally, without
knowing how any voter voted). In the literature, there exists a few protocols that
use return codes to provide cast-as-intended verifiability [2,3,9,11], and a Bul-
letin Board to provide tallied-as-cast verifiability [12]. These return code-based
systems send a code sheet containing pre-generated return codes, and finaliza-
tion codes to the registered voter over a secondary channel (postal mail) before
the voting phase. During voting, when the voter selects his/her voting choices
and the voting device submits an encrypted vote to the remote voting server,
the voting authorities calculate or retrieve return codes corresponding to voter’s
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choices. These codes are sent back to the voter who compares them with the
pre-generated return codes printed on his/her code sheet against the selected
choices. If matches, the voter finalizes the vote casting process by using finaliza-
tion codes. The issue of these schemes is that they assume the voting device is
not compromised and supports single vote casting.

The scientific community has published a lot of research work in designing
secure voting systems for national-level or big elections, and less attention has
been paid to develop secure e-polling systems (low-risk or small-level public-
opinion systems, where reasonable level of security, privacy, and functionality
should be provided to the voter).

In this paper, we propose an e-polling system, VSPReP, inspired by return
codes-based protocols [3,6,9] to provide cast-as-intended verifiability in the pres-
ence of untrusted voting devices. Also, VSPReP provides recorded-as-cast verifi-
ability (while preserving the privacy of the voter), poll integrity, non-coercibility,
resistance against collusion of voting authorities, and supports multiple voting
within an allowed polling period, while preventing double voting. The security
analysis of the e-polling protocol, and the experimental results of the polling
phase (implemented on Java programming language) are presented to show that
VSPReP provides a balance between security and functionality.

The rest of the paper is organized as follows. In Sect. 2, we provide the build-
ing blocks of VSPReP. Section 3 describes VSPReP in detail. The security anal-
ysis and experimental results are discussed in Sect. 4. Finally, Sect. 5, concludes
the paper.

2 Building Blocks

A. Distributed ElGamal Cryptosystem: In a distributed cryptosystem, a
set of agents cooperate to perform decryption on encrypted messages so as to pro-
vide confidentiality by preventing any single agent from decrypting messages. In
VSPReP, distributed ElGamal cryptosystem proposed in [10] is used to provide
voters’ privacy. Distributed ElGamal cryptosystem is a set of three protocols:
key generation (KeyGen), encryption (Enc), and decryption(Dec). In KeyGen
algorithm, a subgroup Gp is taken on as input which has a generator g of order
q of elements in Z

∗
p (a message space of the cryptosystem), where p and q are

two large numbers with p = 2kq + 1 for some integer constant k > 0. KeyGen
outputs ElGamal public key y = gx (global and known to all parties), and a
secret key x that is shared among t polling organizers (PO1, . . . , POt) using a
polynomial f of degree l over Zq such that each polling organizer holds a share
xi = f(i). In Enc algorithm, a message m ∈ Gp, y, and a randomly chosen
r ∈ Zq are taken as inputs to compute a cipher-text c: c = (c1, c2) = (gr, yr.m).
For decryption of c, Dec algorithm requires all polling organizers to compute
decryption shares di = c1

xi to output a plain-text message m. To provide verifi-
ability, non-interactive zero-knowledge proofs are computed during KeyGen and
Dec protocols.
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B. Pseudo-random Function Based on Decisional Diffie-Hellman
(DDH): A pseudo-random function (PRF) is a deterministic-keyed function
F : K x X → Y (where K is the set of keys, X is the domain, and Y is the
range) guaranteeing that a computationally bounded adversary having access
to PRF’s outputs at chosen points, cannot distinguish between the PRF and
a truly random function mapping between the same domain and range as the
PRF. In VSPReP, we use a variant of PRF, a key homomorphic PRF (FDDH

based on DDH), proposed by Naor et al. [15]. A PRF is key homomorphic if
given F (k1,m) and F (k2,m), there is a procedure that outputs F (k1 ⊕ k2,m),
where ⊕ denotes group operation on k1 and k2. FDDH is constructed by consid-
ering a cyclic group Gp of order q, and a hash function H1: X → Gp modeled as
a random oracle. FDDH is defined as: FDDH(k,m) ← H1(m)k with the following
homomorphic property, FDDH(k1+k2,m) = FDDH(k1,m)·FDDH(k2,m). FDDH is
a secure PRF in the random oracle model assuming the DDH assumption holds
in Gp.

C. Verifiable Mixnet: Verifiable mixnet is used to provide an anonymous
and verifiable tally in electronic voting systems. Verifiable mixnet enables a
collection of trustworthy servers to take as input an ordered set of cipher-texts
E = E1, E2, . . . , EN to be re-encrypted using a new randomization value without
changing the decryption process. The output is an ordered set of encryptions
E′ = E′

π(1)
, E′

π(2)
, . . . , E′

π(N)
(where E′

π(N)
is a re-encryption of EN , and π is a

uniformly random and secret permutation), and non-interactive zero-knowledge
proofs πmixt

(where t = 1, . . . , N) of correct mixing. Thus, this re-randomized
encryption prevents an adversary to determine the link between the output and
the input cipher-texts. The link between elements from input and output is only
retrieved in case of conspiring mix-nodes. Verifiability is provided by πmixt

, which
is checkable by any party and demonstrates that E′ is correctly constructed. The
tallying phase (Sect. 3.4) of VSPReP employs the verifiable mixnet proposed
in [20].

D. Digital Signature Scheme: A digital signature scheme (e.g., RSA, DSA)
is used to provide data integrity, data origin authentication and non-repudiation.
In our proposed system, we have used the RSA signature [4] that is made up of
three algorithms, (Gen, Sign, Verify), for generating keys, signing, and verifying
signatures, respectively. Gen is a key generation algorithm that creates an RSA
pubic key pk (pk = (n, e)), and a corresponding RSA private key sk (sk = d),
where n is a product of two large distinct prime numbers p and q, e is a public
exponent (a randomly generated integer with 1 < e < φ, where φ = (p−1)(q−1)),
and d is a private unique integer with 1 < d < φ. Sign is a probabilistic signature
algorithm that takes a message m as an input, produces a hash H of m, and then
computes a signature S on hash value (Hs) using sk. Verify is a deterministic
verification algorithm that takes pk and a signature S as inputs to extract hash
Hs from S. Also, it computes hash on the received message to generate another
hash value (Hv), and compares it with Hs for verification purposes. If both
hashes are identical, S is considered valid, otherwise invalid.
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E. Crypto MAC: Message Authentication Code (MAC) is a cryptographic
primitive that relies on a pseudorandom function to provide authentication, and
verification of received messages. A specific type of MAC, the keyed-hash message
authentication code (HMAC), is used to provide data integrity and authentic-
ity of the message. HMAC is obtained by using a cryptographic hash function
(e.g., SHA256) over the data (to be authenticated) in combination with a secret
(symmetric) key. The cryptographic strength of a HMAC depends on the prop-
erties of the underlying hash function. The ballot processing phase (Sect. 3.4)
and polling codes generation phase (Sect. 3.4) of VSPReP relies on the HMAC
algorithm described in [13].

F. Non-Interactive Zero Knowledge Proofs: A non-interactive zero knowl-
edge proof (NIZKP) is a variant of zero knowledge proof that does not require
an interaction between the prover and the verifier. The prover computes and
sends a statement to the verifier, who either accepts or rejects it. NIZKPs can
be obtained in the random oracle using Fiat-Shamir heuristic [8]. To provide ver-
ifiability in VSPReP, we have used the following proofs in different phases of the
polling: (1) proof of correct encryption based on Schnorr protocol [19] (polling
phase), (2) proof-of-equality of discrete logarithms based on Chaum-Pederson
protocol [7] (polling phase), (3) proof of correct decryption of ElGamal cipher-
texts (πdect) (mix and tallying phase), and (4) proof of correct mixing (πmixt

)
of ElGamal encryptions in the mixnet (mix and tallying phase).

3 VSPReP Model

This section describes the design and functionality of VSPReP. In Sect. 3.1, we
describe the role of each entity. Section 3.2 defines the functionality requirements
and the security assumptions. An attack model is described for VSPReP in
Sect. 3.3. Section 3.4 describes three phases of VSPReP in detail.

3.1 VSPReP Entities

VSPReP consists of eight basic entities. The functionality of each entity is defined
as follows: (1) The voter(Vk) is a participant who has a valid credential obtained
from the credential issuer to cast a vote (k = 1, . . . , N , where N is equal to max-
imum voters allowed in polling). (2) The voting device (VDS) is a computing
device responsible of casting a ballot given the options selected by Vk. A voter
Vk can use as many as S computing devices to cast his/her vote. Besides VDS ,
Vk uses another computing device as a validation device to receive return and
confirmation codes. (3) The polling organization is a trusted entity that is
in-charge of setting up the poll (poll questions and their corresponding vot-
ing options, etc.), tallying the votes and publishing the results of the poll. The
polling organization consists of t polling organizers: PO1 . . . POt. It is assumed
that out of t POs, there is one main PO who manages the remaining POs.
(4) The credential issuer (CI) is a trusted third party that is responsible
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for authentication and registration of the voter. It provides authenticated vot-
ers with the necessary polling credentials (keys and pseudo-identities). (5) The
bulletin board (BB) is a publicly verifiable entity where the results of various
steps of the polling process including the final polling result are published by
the authorized entities. All the entities of VSPReP have read-only access to BB,
whereas some parties have write-only and append-only access to BB. No party
is allowed to delete the existing data. (6) The polling server (PS) checks the
correctness of the ballots cast by the authenticated voters, updates, records and
stores these ballots into the ballot box. (7) The code generator (CG) is an
entity that manages multiple polling code generators (PCG). In VSPReP, we
have assumed six PCGX (X = 1, . . . , 6) that are responsible of generating return
codes, acknowledgment and confirmation codes to be used in the polling phase.
Also, each PCG generates a mapping table to map long-length return codes
to small-length return codes. (8) The printing facility (PF) is in-charge of
printing voting options along with their corresponding return codes, polling code
sheet identity (PCSID), acknowledgment and confirmation codes. Also, PF in
cooperation with CI, delivers polling card sheets to the authenticated voters
only.

3.2 Design Requirements and Security Assumptions

In this section, the design requirements and assumptions of VSPReP are
described.

A. Design Requirements: In the following, the design requirements related
to the construction of VSPReP are defined: (1) Only an authenticated voter
can use VSPReP on his/her lightweight computing device to cast his/her votes
for a maximum of three times. Only the last vote cast by the voter (within an
allowed voting period) is considered valid. Double voting by the same voter is
not allowed. (2) A voter should use the same pseudo-identity (issued by CI at
the time of registration) in three rounds of the poll. In case of a new pseudo-
identity request, all the previous votes of the voter shall be revoked. (3) Three
votes from the same voter within a permitted polling period shall be linked
together by a tag, which is a poll-specific pseudonym signed by the PS. (4) No
vote can be linked to the identity of the voter who has cast it. (5) All ballots
must remain secret while polling is in progress. A voter can read the contents
of the BB once the polling phase is finished. (6) Since the voting device of the
voter is untrusted, the integrity of the vote must be guaranteed, i.e. a verification
mechanism is required that should prevent vote’s manipulation by the malware-
affected device. (7) A voter should not be able to provide a proof of his/her
vote to any other entity. (8) A voter cannot be coerced by a coercer to cast a
vote for a specific voting option or abstain from voting. (9) No entity can gain
any knowledge about the tally before the start of the vote counting phase. (10)
After the polling phase and before the start of the tallying phase, a voter should
be able to verify that the vote cast by his/her voting device corresponds to what
he/she intended to cast in the voting phase. (11) After the tallying phase, the
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results should be published on the BB and can be verified by the voter, auditors
or passive observers that the final tally is correctly computed from the votes that
were cast. Also, a voter should be able to verify that his/her vote was correctly
included in the tallying phase. (12) The polling system should be efficient and
scalable.

B. Design and Security Assumptions: The underlying design and security
assumptions of our scheme are described as follows: (1) The poll consists of
multiple choice questions in which each voter should mark his/her preferences
(selecting one option per question) and order them sequentially. (2) A voter
is allowed to cast his/her vote three times within the allowed voting period
using his/her voting device. A tag is used to identify different votes sent by
a single voter within the voting period. (3) VSPReP assumes a TLS channel
between a voting device and the polling server during polling phase. (4) The
polling protocol of VSPReP depends on the voter using two computing devices
(one for casting vote, i.e. a voting device, and another for receiving return and
confirmation codes, i.e. a validation device). (5) The polling card sheets are
provided to each voter through a secure communication channel (post, email,
etc.) by a printing facility. Once the polling card sheets are delivered to the
voters, PF destroys all the information related to these sheets. (6) The exis-
tence of PKI is assumed such that any entity who uses the public key of another
participant knows that this key belongs to a legitimate party. The RSA and
ElGamal key generation is performed offline to generate key pairs. (7) Crypto-
graphic primitives and constructions used in VSPReP are secure and verifiable.
(8) The return, acknowledgment and confirmation codes are composed of 6, 6
and 8 alphanumeric digits, respectively. We have assumed the use of all upper-
case and lower-case letters, and digits (0–9). (9) Cast-as-intended verifiability
depends on the assumption that the voting device and the polling server cannot
be malicious simultaneously. (10) Generation of polling card sheets is an offline
process. In our experimental case, we assume each polling code generator has
50 pre-generated keys (1024-bits) to assist more than 10, 000 users. (11) Each
voter has access to the general parameters and the public keys, which are made
available by the polling server, the polling organizers, the printing facility, the
code generator and the polling code generators. (12) Six polling code generators
are assumed in generation of the polling card sheets. The reason of considering
multiple PCGs in VSPReP is to make the system scalable. With an increase
in the number of PCGs in the system, the computational cost of generating
temporary keys in the return codes generation phase is reduced.

3.3 Threat Model

This sub-section highlights an attack model for VSPReP related to coercion
resistance, double voting, vote manipulation by a malicious voting device, and
the voter’s privacy. The security of the system against these attacks is discussed
in Sect. 4.1.
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A. Voter Coercion: In voter coercion, the voter may be threatened by a
coercer to vote his/her choice of voting options. Once a vote casting phase fin-
ishes, the election authority may want to provide a receipt to the voter to allow
individual verifiability. The vote coercion attack is possible as long as the voters
are able to prove to the coercer how they voted.

B. Double Voting: Remote polling is vulnerable to electoral fraud due to the
possibility of double voting, i.e. an authenticated but a malicious voter may
request different polling credentials from the credential issuer to cast multiple
ballots in the same poll.

C. Vote Modification by a Malicious Voting Device: In a remote elec-
tronic polling system, the voters input their vote choices on a privately owned
computing devices. If the voting device is infected with a malware, it can modify
the voter’s choices covertly before these are submitted to the election authori-
ties and, therefore, falsely recorded and counted by the election authority unde-
tectably (without the voter’s knowledge).

D. Coalition of Malicious Entities: The following three attacks describe the
coalition of malicious VSPReP’s participants: (a) A malicious VDS may form a
coalition with PS to generate partial return codes (not corresponding to voter’s
encrypted voting options) undetectably; (b) PS and CG may collude to infer the
voting choices selected by the voter; and (c) After sending the valid confirmation
code to the voter, PS may collude with the CG to replace the voter’s ballot in
the ballot box with the colluded vote.

3.4 Overview of VSPReP

VSPReP, as shown in Fig. 1, consists of 3 phases: pre-polling, polling, and post-
polling.

In the pre-polling phase, cryptographic keys and polling parameters are coop-
eratively generated by the POs of VSPReP. Also, a web address containing the
list of voting options for each polling question, a unique poll identity, and a
polling period, are generated by the POs. This url is only sent to the authen-
ticated voters on request of CI. A voter gets registered to the system through
the voter registration phase, in which the voter receives a unique and valid cre-
dential from CI after a successful authentication. Only the authenticated voters
receive the polling card sheets (PCSs) (via mail) from the PF on CI’s request.
A PCS contains return codes, acknowledgment and confirmation codes, and is
generated by the CG, six PCGs, and the PF.

During the polling phase, the authenticated voter uses his/her credential to
input his/her voting options into V DS that encrypts the selected voting options,
computes and encrypts partial return codes, generates NIZKPs and forms a bal-
lot. The ballot contains an encrypted ID, cipher-text of votes, NIZKPs, time
stamp, session ID (a poll-specific pseudonym), and encrypted partial codes. V DS

sends the ballot to the PS via an anonymous and secure channel (TLS). Before



VSPReP with Untrusted Computing Devices 69

Fig. 1. Overview of VSPReP.

the post-polling phase, vote validation and ballot processing phases are per-
formed to remove duplicate votes, and provide individual verifiability to the
voter.

In the post-polling phase, POs input the list of confirmed encrypted votes
into a verifiable mixnet that outputs an anonymized list of cipher-texts and
NIZKPs (proofs of correct mixing). These cipher-texts are then distributedly
decrypted by the POs to reveal the original votes, which are then published on
the BB.

In this paper, we have described two phases (generation of a PCS, and a
polling phase) in detail due to the fact that these two processes of e-poll protocol
address our objectives of providing protection against malware (during polling),
prevention of double voting, individual verifiability, and coercion resistance. The
post-polling is similar to other voting schemes in the literature that employ
mixnets to preserve anonymity of votes.

A. Pre-polling Phase: In this preliminary phase, Vk gets registered, and the
polling system is configured: an e-poll is created, cryptographic parameters and
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keys are generated and published on the BB by POs, and PCS are generated
and distributed to the authenticated voters.

I. Voter Registration: To be able to cast a vote, Vk must first register to
VSPReP to obtain his/her polling credential from CI. Vk can prove his/her
identity (e.g., eID card, a digital certificate issued by a trusted authority, ver-
ified email address) to CI, and obtains his/her polling credentials, i.e. a key
pair (KpVk

, KsVk
) and a pseudo-identity (we abstract here from the details of

authentication and assume that a secure authentication mechanism is used). The
pseudo-identity is obtained through a successful run of an interactive protocol
[16] between CI and Vk. This protocol results in a shared secret random value
rVk

between CI and Vk, which is used along with other identity details of Vk to
generate a unique pseudo-identity.

II. Poll Configuration: During polling configuration phase, the polling cryp-
tographic parameters (p, q, g) to be used in ElGamal cryptosystem and homo-
morphic PRF are defined and published. A cyclic Gp ⊆ Z

∗
p of quadratic residues

modulo a safe prime p = 2q + 1 is chosen as a common group for all the cryp-
tographic operations used in VSPReP. The key pairs of PF (KpPF ,KsPF ), PS
(KpPS ,KsPS), CG (KpCG,KsCG), and PCGs are generated. Also, PCGs cre-
ate their joint public encryption key KpPCG and a shared secret decryption
key KsPCG using distributed cryptosystem. Similarly, POs create a joint pub-
lic encryption key and a shared secret decryption key for ElGamal encryption
and decryption. Each PO creates its share of the key and posts the public part
along with the proofs at BB. BB checks the proofs and combines the shares
to form a public election key (KpPO). A message encrypted under KpPO can
only be decrypted by KsPO if all POs collaborate. POs and PS are provided
with “write” and “append” access to the BB. CG is provided with “write-only”
access to the BB. The voters are provided with “read-only” access to the BB. A
poll description is generated by POs that contains a unique poll identifier, poll
questions, voting options vj = {A,B,C,D} (small bit-length prime numbers ∈
Gp) for each question, polling time period (tp), and KpPO to be used by the
voters to encrypt their votes before casting them. This data is signed by the
main PO, and is appended to the poll description. The link containing the poll
description is sent to authenticated voters by CI after a successful registration.

III. Generation of Polling Card Sheets: For the generation of PCSs, CG,
PCGX, and PF perform cryptographic operations using their respective key
pairs. For proof-of-concept, it is assumed that there are 3 polling questions (Qi

with i = 1, 2, 3) with each Qi having 4 voting options (vj with j = 1, 2, 3, 4)
represented by small bit-length prime numbers. For example, the following voting
options for 3 questions are generated by the main PO, and are communicated
to PCGX before generation of PCSs: v1j = {11, 13, 17, 19}, v2j = {7, 29, 31, 41}
and v3j = {433, 53, 5, 47}. Each PCGX randomly picks up a key from a pool
of 50 (l = 1, . . . , 50) pre-generated keys. Also, each PCGX generates a unique
key KsessX

of 256-bits. Figure 2 illustrates the following steps performed between
CG, PCGX and PF to generate PCSs.
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Fig. 2. Generation of polling card sheets.

(1) Each PCGX calculates partial return codes (RCij(PCGX)) using PRF based
on DDH assumption for each voting option vj of Qi. Each PCGX uses its selected
secret key to obtain RCij(PCGX) in the following way:

RCij(PCG1) = FDDH(Ksal
), RCij(PCG2) = FDDH(Ksbl),

RCij(PCG3) = FDDH(Kscl), RCij(PCG4) = FDDH(Ksdl
),

RCij(PCG5) = FDDH(Ksel
), RCij(PCG6) = FDDH(Ksfl

),

where FDDH(K, vij) = H1(vij)K . (2) For each code, PCGX sends RCij(PCGX)
to CG that computes product of the received partial codes, and sends the result
(RRCij) to each PCGX, e.g., RRC11 that corresponds to voting option “1” of Q1

is computed as: RRC11 =
∏6

X=1 RC11(PCGX). (3) Each PCGX computes full
return code using the received code RRCij (from CG), and the symmetric key in
the following way: fRCij(PCGX) = hmac(RRCij ,KsesX

). Then, fRCij(PCGX)
is encrypted with KpPCG to obtain encrypted return codes (efRCij(PCGX)) to
be sent to PF. Also, each PCGX generates small-length (64-bits codes) ran-
dom codes sRCij(PCGX) that correspond to long (1024-bits efRCij) return
codes (sRCij(PCGX) ← efRCij(PCGX)), and encrypts both sRCij(PCGX)
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and efRCij(PCGX) with the public key (KpPF ) of PF to be sent to PF.
Also, each PCGX encrypts its secret key used in computation of partial return
codes (RCij(PCGX)) with KpPF , and sends the encrypted key to PF. (4) CG
generates a random Acknowledgment (ACK) code (64-bits code encoded with
Extended ASCII encoding to 6 digits), which a voter uses in the polling phase
to provide confirmation of the received return codes. CG encrypts ACK with
KpPF , and sends the encrypted code (EncKpPF

(ACK)) to PF. (5) When PF
receives the sets of the return codes (both long and short), the encrypted keys,
and EncKpPF

(ACK), it computes the following:

(a) PF decrypts the received encrypted keys using its KsPF , and generates a
Polling Card Sheet ID: PCSID =

∑
(Ksal

,Ksbl ,Kscl ,Ksdl
,Ksel

,Ksfl
).

(b) PF decrypts the received encrypted long return codes with KsPF to compute
a long code (LCij) for each voting option: LCij =

∏6
X=1 efRCij(PCGX).

(c) PF decrypts EncKpPF
(ACK) to obtain ACK. Also, PF decrypts encrypted

short return codes to obtain plain-text short return codes SCij(PCGX).
(d) PF permutes SCij(PCGX) with a random permutation key ρ, and then

randomly selects permuted (S̃Cij(PCGX)) codes, and pairs them with the
encrypted long return codes such that it obtains i × j pairs of return codes
to create a mapping table, e.g., in our proof-of-concept, 3 × 4 = 12 pairs of
codes are generated: (LCij , S̃Cij(PCGX)). Each entry of the mapping table
is then encrypted with KpPCG, and sent to each PCGX.

(e) PF generates a confirmation number (Confirm) by using PCSID, ACK,
and a nonce: Confirm = H(PCSID, ACK, nonce). Confirm is used as a
proof that the vote has been confirmed by the voter. PF encrypts Confirm
with KpCG, and sends the encrypted code to CG.

(f) PF prints the randomly selected 12 short return codes (S̃Cij(PCGX) along
with the corresponding voting options {A,B,C,D}, PCSID, Confirm, and
ACK as a Polling Card Sheet.

(6) Upon receiving EncKpPCG
(LCij , S̃Cij(PCGX)) from PF, each PCGX dis-

tributedly decrypts the encrypted entries (one time to decrypt the pair, and a
second time to decrypt LCij to obtain long return codes (dLCij)). The short
return codes (S̃Cij(PCGX)) are encrypted with the corresponding long return
codes dLCij to obtain EncdLCij

(S̃Cij(PCGX)), which is paired with plain-text
S̃Cij(PCGX) to create a mapping table that contains pairs (i × j) of return
codes:

enSCij = (EncdLCij
(S̃Cij(PCGX)), S̃Cij(PCGX)).

This mapping table is shared between CG and PCGX. (7) CG computes the
hash of each pair in the mapping table, and publishes it on BB as commitments
to the return codes. Also, CG computes commitments to ACK and Confirm
codes, and publishes CommitACKi

and CommitConfirmi
on the BB (since 3

PCSs will be sent to each voter, thus, BB would contain 3 tables of commitments
to the return codes, and i = 3 values of CommitACKi

and CommitConfirmi
for

each voter).
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B. Polling Phase: Once the pre-polling phase is finished, each Vk may cast
his/her ballot using his/her V DS . V DS of each Vk creates a ballot with the
selected voting options of each polling question (Qi), and submits it to PS. Vk

can cast his/her ballot at most three times (1 ≤ t ≤ 3). Each Vk casts his/her
ballot as follows: (1) V DS sets up a TLS connection with PS. PS authenticates
the V DS and receives a session ID (a poll specific pseudonym PIPoll) and a
time-stamp (ts) with the current time. (2) Vk selects one option for each Qi,
i.e. it inputs vj of each Qi into his/her V DS . (3) V DS computes a partial bal-
lot as a product of Vk’s selected options (vij): BVk

=
∏3

i=1 vij . V DS encrypts
BVk

with the joint public key of POs (KpPO) to obtain ElGamal cipher-text:
(c1, h1) = EncKpPO

(BVk
). Also, V DS generates NIZKP (πenc) to prove knowl-

edge of the randomness used for computing the encryption of BVk
. (4) Addi-

tionally, Vk inputs a 3-digit (alphanumeric) random number for each voting
option (γ1, γ2, γ3) into his/her V DS . (5) V DS concatenates three digits γVk

=
γ1||γ2||γ3, and encrypts γVk

with KpPO: (d1, e1) = EncKpPO
(γVk

). V DS con-
catenates both the cipher-texts (c1, h1)||(d1, e1), and generates NIZKP (πenccon)
to prove that (c1, h1)||(d1, e1) is equivalent to the concatenation of two ElGamal
encrypted cipher-texts under KpPO. The concatenated cipher-texts, PIPoll and
ts are digitally signed by V DS : SignKsVK

((c1, h1)||(d1, e1), P IPoll, ts, πenccon).
(6) Vk inputs his/her PCSID into V DS , who would compute partial codes cor-
responding to voter’s selected vij options using PRF based on DDH assumption
with homomorphic properties. V DS encrypts each computed partial return code
with the public key of CG (KpCG). Also, V DS generates i NIZKPs (πPCSi

) for
each computed partial return code. (7) The final ballot (ballotVk

) submitted by
V DS to PS consists of the following items:

ballotVk = EncKpPS (IDVk), (c1, h1)||(d1, e1), πenc, P IPoll, ts, πenccon , tVk ,

SignKsVK
((c1, h1)||(d1, e1), P IPoll, ts, πenccon), EncKpCG(FDDH(PCSID, v1j)),

EncKpCG(FDDH(PCSID, v2j)), EncKpCG(FDDH(PCSID, v3j)), πPCS1 , πPCS2 , πPCS3

(where tVk
is the time of voting according to V DS system clock).

I. Vote Validation: When PS receives ballotVk
from VDS , it starts a verifica-

tion process. PS decrypts EncKpPS
(IDVk

) to obtain IDVk
, and checks if there is

already an entry of ballot ballotVk
for Vk. If found, then PS checks the value of

the flag (FL) that indicates the number of entries of Vk. If FL = 0, i.e. ballotVk

is not found against Vk’s record, PS continues the validation process by verifying
the digital signature and proofs (πenc, πenccon) contained in ballotVk

. PS verifies
that ts and PIPoll used in ballotVk

are equal to the ones sent to Vk. If verified,
PS creates a new entry for Vk, stores his/her ballotVk

, and sets FL = 1. In case
FL = 3, three entries exist for Vk (i.e. the voter has cast his/her vote three
times), PS halts the polling process. If PS finds that there is already an entry of
Vk and FL < 3, it updates ts and PIPoll in ballotVk

, and checks that the new
time is more recent than that of an old entry.

II. Ballot Processing: (1) After creation or update of Vk’s voting record, PS
encrypts voter’s id (IDVk

) with KpCG, and sends EncKpCG
(IDVk

), encrypted
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partial return codes (EncKpCG
(FDDH(PCSID, vij)), and NIZKPs (πPCS1 ,

πPCS2 , πPCS3) to CG. (2) Upon receiving encrypted identity and partial return
codes, CG decrypts these using KsCG to obtain IDVk

along with the clear-text
of partial return codes. (3) CG sends partial return codes, and NIZKPs to each
PCGX. (4) Each PCGX verifies NIZKPs, and upon successful verification, com-
putes full return codes using the keyed-PRF and a symmetric key (the same key
used to compute the return codes during pre-polling generation of PCS):

NRCij(PCGX) = hmac(FDDH(PCSID, vij),KsesX
).

Each PCGX encrypts NRCij(PCGX) with KpPCG to obtain eNRCij(PCGX):

eNRCij(PCGX) = EncKpPCG
(NRCij(PCGX)),

PCGX sends eNRCij(PCGX) to CG. (5) CG computes long return codes
NLCij : NLCij =

∏6
X=1 eNRCij(PCGX), and sends these long codes to each

PCGX. (6) Upon receiving NLCij , each PCGX looks into its stored mapping
table (sent by PF during pre-polling PCS generation) to extract the corre-
sponding short return codes. Each PCGX encrypts these codes with NLCij ,
and sends to CG. (7) Upon receiving the encrypted codes, CG uses its stored
mapping table (shared with PCGX) to extract the corresponding short return
codes (S̃Cij(PCGX)). Once matching entries are found, CG encrypts the cor-
responding S̃Cij(PCGX) with KpPS , and sends these to PS. (8) PS decrypts
EncKpPS

(S̃Cij(PCGX)) and sends the plain-text short codes to the voter either
via mobile connection or an email (in a form of self-destructing message). (9)
When Vk receives the message from PS, he/she opens it in his/her validation
device, and checks whether the received short codes corresponds to the printed
short return codes in the PCS. If all the received codes match with the printed
ones, Vk inputs ACK to his/her voting device to finalize the ballot casting phase.
(10) V DS encrypts ACK with KpCG and sends EncKpCG

(ACK) to PS.

(a) PS sends EncKpCG
(ACK) to CG, who decrypts it with KsPS , and then per-

forms a check on it to confirm that the received ACK is a valid opening for
the CommitACKi

. If yes, CG checks the index of CommitACKi
since there

are three published commitments for each voter. CG checks the number cor-
responding to index “i” of CommitConfirmi

. CG extracts the corresponding
Confirm code and encrypts it with KpPS and sends it to PS.

(b) PS decrypts the encrypted code and sends Confirm code to Vk. PS adds the
ballotVk

to its ballot box. Only the validated votes with “confirmed” codes
would be considered in tallying phase. If Confirm code as displayed by Vk’s
validation device matches with the Confirm code on his/her PCS, the vote
confirmation must have been successful. After the confirmation phase, PS
generates hash of ballot and publishes it on the BB (concealed from the
voters until the final results are announced).

C. Post-polling Phase: After the polling period (tp) expires, PS no longer
accepts the votes. PS sends the list of cipher-texts Ck = (ck, hk)||(dk, ek) (stored
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in its ballot box) with “Confirmed” status to the main PO. The main PO initiates
the mixing process to anonymize the votes such that it is impossible to trace
which cipher-text belongs to which voter. To mix C0, a verifiable mixnet is
instantiated based on ElGamal encryption, and the shuffle size (equal to the
number of POs, i.e. t). Permutation (r̄) and re-encryption randomizations (s)
are selected at random. To provide the proof of correctness of the mixing, each
of these values (r̄ and s) must be generated explicitly. Each PO acts like a mixer,
who permutes and re-encrypts the ballots (C t

k = (ck, hk)||(dk, ek)) and forwards
it to the next mixer (PO). It is necessary to protect the privacy of the vote, as
the joint decryption phase will reveal vote contents to allow tallying.

I. Mixing and Tallying Phase: C 1
k is input to the first PO1 that chooses a

random permutation r̄(t1) and permutes the input list to achieve a new list C 1
k ={

(c1
r̄(t1)k

, h1
r̄(t1)k

)||(d1
r̄(t1)k

, e1
r̄(t1)k

)
}

. r̄ only changes the order of the cipher-texts
contained in Ck, while the message hidden in the cipher-text remains unchanged.
PO1 re-encrypts (C 1

k ) using s1 to obtain C
′1
k . PO1 submits the mixing result

along with the proof (πmix1) to the BB. BB verifies πmix1 and, on successful
verification, posts the mixed vote list for the next PO to mix. C

′1
k is input to the

next PO2, and so on. The output of the last POt is the output of the mixing
phase. Once all POs have completed the mix, and BB has verified all the proofs
(πmix1 , . . . , πmixt

), the mixing phase is over. The result is an anonymized list
of mixed cipher-texts that can be downloaded from BB by each PO to perform
decryption using his/her share of secret key, and produce a list of plain-text
ballots (BVk

||(γVk
). Each PO must generate and publish NIZKP (πdect) on the

BB. BB verifies all πdect proofs. Once all proofs are validated by BB, the main
PO outputs the factors vij from BVk

by performing prime factorization. PO
checks for each factor to obtain the corresponding voting option, and publishes
the output and associated γVk

on the BB against each polling question.

4 VSPReP Analysis

This section provides an analysis of VSPReP in terms of security and perfor-
mance.

4.1 Security Analysis

This section discusses the security of VSPReP according to the design require-
ments and the threat model presented in Sects. 3.2 and 3.3.

A. Coercion Resistance: VSPReP minimizes the possibility of coercion since
it allows multiple voting within tp (with only the last vote being considered
valid), and provides multiple PCSs to the authenticated voters. Thus, the vot-
ers can always update their votes by using a different PCS, and embedding a
new time stamp and a constant PIPoll in the updated ballot before the poll is
closed. Therefore, the coercer has no way of knowing if the vote cast in his/her
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presence and the return codes shown to him/her represents the ballot that was
actually counted for that voter. Alternatively, if the coercer has control over the
voter’s voting device, the voter can forge the contents of the PCS received in the
validation device and generate a fake ACK to send to the PS via a controlled
voting device. On receiving incorrect ACK, CG would not send a confirmation
to the voter, and thus, the ballot would not be considered confirmed and not
counted in the tally.

B. Double Vote Prevention: A poll-specific pseudonym PIPoll (signed by
PS) is used to identify different votes (≤3) cast by a single authenticated voter
during the polling phase to prevent double voting. During vote validation phase,
once the PS verifies IDVk

, Sig, and NIZKPs, it checks the received ballot to
verify that PIPoll embedded in the ballot matches with the one sent to the voter
earlier (step 1 of the polling phase). Since the voter is allowed to vote three times
within tp, the valid ballot must always contain the same PIPoll as described in
assumptions (Sect. 3.2). If all other credentials (IDVk

, Sig, and NIZKPs) are
verified but PIPoll is not matched, PS halts the polling process. In another
possible scenario, a malicious voter may attempt double vote casting by using
different identity (pseudo-identity issued at the time of registration). This attack
is not possible due to the fact that during three rounds of polling, the pseudo
ID of the voter must remain constant. In case of a new pseudo ID request, all
the previous votes of the voter shall be revoked by PS on CI’s request.

C. Verifiability: Individual verifiability is achieved through the proposed cast-
as-intended mechanism based on return codes, which enables the detection of a
possible malware attack on the voting device, e.g., if a malicious voting device
tries to modify the vote contents, and submit the vote on voter’s behalf, the
return codes sent to the voter by the PS would not match with the voter’s
intended voting options. PCGs would also detect the manipulated vote by means
of NIZKPs, i.e. the partial return codes and their proofs would not be verified.
Moreover, the malicious voting device could not get any information about the
received return codes, since the voter uses the validation device to read the
message (containing the return codes) received from the PS. In case of mismatch,
the voter will then cast his/her vote using a different voting device.

In VSPReP, POs publish the output of the mixing and tallying phase (voting
options along with three-digit random codes, associated NIZKPs, and hashes of
the confirmed ballots) on the BB so that a voter, any other participant, or
auditor can check whether the votes are counted correctly or not. The voters
can verify the votes by generating hashes of their submitted ballots, and then
compare them to the ones displaying on the BB. Moreover, the published three-
digit random code (only known by the voter) on the BB confirms to the voter
that his/her vote has been recorded correctly.

D. Privacy of Votes: The possible attacks against the privacy of the votes,
as described in Sect. 3.3, can be circumvented in the following ways: (1) a pos-
sible coalition between V DS and PS could not affect vote’s privacy, due to
the fact that even if a malicious PS verifies incorrect NIZKPs corresponding to
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manipulated encrypted votes, at the next stage, PCGs would detect the manip-
ulated vote by means of NIZKPs and a voter would not receive any return codes;
(2) given the fact that the relation between return codes and the voting options
is only known to the voter, neither the PS nor CG/PCGs can use the generated
return codes to infer the voter’s selected voting options; and (3) after sending
the confirmation code to the voter, PS may attempt to collude with CG/PCG
to replace the confirmed vote with the colluded vote, i.e. by only replacing the
encrypted voting options with their chosen options, and partial return codes
computed by brute forcing. However, this attack is infeasible due to the fact
PCSID used by the voter is only known to him/her. Also, at the end of post-
polling phase, the voter could compute the hash of the published vote on the
BB, and in case of mismatch, complain to the POs of vote manipulation.

4.2 Computational and Cryptographic Costs

We have implemented the polling phase (Sect. 3.4) of VSPReP in Java program-
ming language on a workstation equipped with an Intel i-5 processor at 2.5 GHz
and 8 GB of RAM to compute the costs of involved cryptographic operations.
Table 1 presents the cryptographic primitives used in the polling phase and the
computational costs associated with each operation. The results in Table 1 cor-
respond to 100 runs of each operation on the system (assuming the voter has
only cast his/her vote once during tp). Considering the costs of other operations
(computing safe primes, ElGamal key distribution, RSA keys generation, poll
setup), on average, a voter requires less than 45 s to cast his/her vote, thus,
demonstrating the practicality of the proposed polling protocol.

Table 1. Computational costs of cryptographic primitives.

Phase Entity Operations Time (ms)

V DS joins with PS V DS TLS 1100

Polling Phase V DS ElGamal Enc of votes and a random no 492

V DS + PS + CG RSA Enc/Dec of voter ID 5/38

V DS + CG Partial return codes Gen 59

V DS RSA Enc/Dec of partial return codes 11/98

V DS RSA Sig on ballot contents 65

V DS NIZKPs Gen 58

PS RSA Sig/NIZKPs Ver 4/545

PCG Full return codes Gen 10

PCG ElGamal Enc of long and short codes 1895

CG+ PS RSA Enc/Dec of short codes 2/19

CG+ V DS RSA Enc/Dec of ACK 1/11

CG+ V DS RSA Enc/Dec of Confirm 1/9

In the polling phase, the product of selected voting options, a 3-digit ran-
dom number, and the long and short return codes are encrypted with ElGamal
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encryption algorithm, which requires 2 exponentiations each (total 16 modular
exponentiations). The voter’s pseudo ID, the partial and short return codes,
ACK, and Confirm codes are encrypted with the RSA encryption algorithm
that requires 1 exponentiation to generate a cipher-text (total 9 exponentia-
tions), and 1 exponentiation to decrypt the cipher-text (total 9 exponentia-
tions). The computation of partial return codes requires 1 exponentiation and
M -modular multiplications of each voter selection (1 option per 3 questions
that sums up to 3 exponentiations) to polling code sheet ID (a voter-specific
key). Two NIZKPs are computed by V DS : (1) Schnorr identification protocol;
and (2) Chaum-Pederson protocol. The generation of first proof requires one
modular exponentiation (total 2 for generating ElGamal ciphers) and its veri-
fication requires 2 exponentiations (total 4). The second proof requires 2 mod-
ular exponentiations (total 6 exponentiations for 3 partial return codes) and
its verification requires 4 exponentiations (total 12 exponentiations). The ballot
contents are digitally signed using the RSA algorithm that requires one modu-
lar exponentiation for signature generation and one modular exponentiation for
signature verification. It can be observed that V DS does not need to perform
most expensive cryptographic operations (NIZKP Ver, ElGamal Enc of long and
short return codes), which demonstrates the feasibility of implementation of the
polling phase on the smartphones.

5 Conclusion

This paper presents a remote polling system, VSPReP, which provides vote
anonymity, poll integrity and uncoercibility, and prevents malware infected
device to cast a vote on behalf of an authenticated voter during polling phase.
VSPReP provides verifiability based on short return codes, a separate voting
device, and a BB. To provide cast-as-intended verifiability, VSPReP employs
cryptographic primitives to design a complex voting interaction between the
voting device and the polling server, which is experimentally shown to be compu-
tationally feasible for implementation on portable communication devices. Also,
VSPReP supports multiple voting by providing multiple voting sheets, while
preventing double voting. As a future work, we intend to address authentication
in VSPReP, and develop a working prototype.
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Abstract. Despite having a secure algorithm running on a crypto-
graphic chip, in an embedded system device on the network, secret pri-
vate data is still vulnerable due to Side-Channel leakage information. In
this paper, we have focused on retrieving secret-key information obtained
from one of the Side Channels, namely Electromagnetic radiation sig-
nals. We have captured leaked Electromagnetic signals from a Kintex-7
FPGA, while AES is running over it, and analyzed them using machine
and deep-learning based algorithms to classify each bit of the key. More-
over, we aim to analyze the effect of having different signal properties as
features in these classification algorithms. The results will help in defin-
ing which features give maximum information about the captured signal,
hence leading to key recovery.

Keywords: Side-Channel analysis · Embedded system security
Signal-processing · Machine-learning classification
Neural-network classification

1 Introduction

Using Side-Channel analysis to recover key, goes back to early 90s when a group
of researchers proposed a method of using the Side-Channel leakage to recover
secret information [3,5]. Following the trend, Mulder et al. presented analysis of
Electromagnetic radiations emitting out of FPGA to get information about the
secret used for encryption [8]. Electromagnetic radiations from circuits due to
magnetic fields produced by electric currents. The captured EM radiations are
then analyzed to look for secret-information retrieval. Power signals and electro-
magnetic signal leakage can cause a great risk to secret information, however the
later is a variant of the former. Over the last decade, the research focus was on
the power-analysis attack as it is convenient to launch, though not practical in all
scenarios [4]. On the other hand, Electromagnetic attacks are non-invasive and
more practical, with the right probes for signal capturing and the correct analy-
sis for key recovery. De Mulder has shown a way of capturing the EM Radiations
c© Springer International Publishing AG, part of Springer Nature 2018
R. Doss et al. (Eds.): FNSS 2018, CCIS 878, pp. 80–92, 2018.
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from FPGAs, processing and analyzing them using mathematical and statistical
models to recover a secret key [8]. The defined process works offline and can be
time consuming for key retrieval. Similar work is shown by the authors in [7].
Machine learning can help in fast information extraction, based on the classi-
fication models being used. Different classification models have been tried and
tested for Power analysis signals but not much analysis exists for Electromag-
netic signal analysis [25]. Liran and his team have worked on key recovery from
AES using machine learning by capturing the power signals emitted out of the
device [10,15]. In addition to embedded systems, Genkin et al. found a way of
attacking mobile phones using EM analysis [31]. Moreover, neural network based
classifiers have been tested for Side-Channel leakage from hardware systems [2].
Our first contribution is to set up a system which is used to capture the EM
radiations from a Kintex-7 FPGA while AES is running on the chip (as AES
data for Kintex-7 does not exist), secondly we have used the signal properties
as features to be fed to classification algorithms, and finally we have analyzed
the signals using machine learning and neural network classification techniques
(with different signal properties) to classify and recover each secret key bit. Our
aim is to find which features (based on EM signal properties) or combinations
of features can help in better key bit classification.

The rest of the paper is organized as follows, Sect. 2 explains our methodol-
ogy for key recovery using classification and outlines the properties of a signal
used for feature formation along with feature selection and extraction methods;
this section also explains the classification techniques used, Sect. 3 explains the
experimental setup and Sect. 4 gives the results of analysis while Sect. 5 concludes
the paper.

2 Methodology

The purpose of this research is to capture and analyze the EM radiations out
of the FPGA, while AES is encrypting data with a secret key. The analysis is
carried out using Machine learning and deep-learning based classifiers rather
than traditional statistical methods. To use the classification algorithms, the
machine needs to be trained with a set of data. This set of data (EM radia-
tions) is obtained from Kintex-7, mounted over a Sakura-X board. Sakura-X is
a series of specialised boards designed to evaluate the algorithm implementation
on FPGA, against Power Analysis, EM Analysis and Fault Injection Attacks
[20]. The captured raw datasets are then processed to form feature datasets,
which are created by using signal properties. Nine signal properties are measured
and different combinations of these properties are used as features for training
the learning machine, after filtering and evaluating the feature sets using nine
standard evaluators/selectors. Reason for using the evaluators is to screen the
features to overcome the problem of over-fitting, hence reducing the training
time and diminishing the chances of miss-classification. The larger the dataset,
the greater are the chances of inaccurate classification. For testing the trained
system, another featureset is formed based on the same methodology with a
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Sakura- X with Kintex-7

Probe to Capture 
EM signal

C# Application- An
interface between PC 

and Oscilloscope

MATLAB -To Connect 
with Oscilloscope

Fig. 1. Setup for electromagnetic analysis

different secret key. The hardware setup used for acquisition of raw datasets is
shown in Fig. 1.

2.1 Advance Encryption Algorithm

The algorithm under test is the Advance Encryption Standard (AES) which
is NIST standard for secure communications [19]. It consists of four blocks
(Sboxes, ShiftRows, MixColumns and AddRoundKey) for encrypting data, using
three different key sizes, i.e. 128, 192 and 256-bit keys having 10, 12 and 14
rounds respectively. All rounds are the same except for the last one which
lacks addroundkey block, which makes it vulnerable to Side-Channel attack.
Side-Channel attacks can be categorized into Divide-and-Conquer and Analytic
attacks [23], [13]. In Analytic attacks, a complete sub-key is recovered using
mathematical equations, while in Divide-and-Conquer attacks, only a part of
the key is recovered. We will be following the latter approach [15]. To recover
the key, one byte is selected at a time and in each byte a single bit is targeted as
shown in Fig. 2. For a single byte 256 combinations exist. To mark and classify
the samples as ‘1’ or ‘0’, relevant bit location samples are segregated in the form
of a group, e.g. to target MSB of the last byte, collected samples having the
MSB as 1 are classified as ‘1’ while others are marked as ‘0’. We have collected
100 samples (each sample encrypted with random plaintext) for each possible
combination of the fixed key (i.e. total 256 combinations), leading to a total of
100 * 256 samples as shown in Fig. 5. 51200 samples are then processed using
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Fig. 2. 256 possible combinations for each bit location

MATLAB to calculate the signal properties (explained in Sect. 2.3). The result-
ing output datasets are then processed to form feature sets (using Java code) for
input to the classification algorithm. Figure 4 shows the preparation process of
the input datasets to be fed to classification algorithms (for the training phase),
for the most significant bit of the byte under examination, after forming feature
sets based on the signal properties. As mentioned before, one aim of this research
is to find the features or combination of features which can produce better results
for the secret key bit classification (used for this study as mentioned in Sect. 2.2),
which has not been analyzed before in the literature for leaked Electromagnetic
Radiation.

2.2 Classification Algorithms

Three main classification algorithms have been used for analysis, two machine-
learning and one deep-learning based algorithm.

Random Forest. Random Forest is a type of supervised machine-learning clas-
sification algorithm in which a number of trees are built during the training pro-
cess and the classification mode is determined during the testing phase. Random
trees use the feature-bagging scheme to build the trees. Details of the algorithm
can be found in [29].
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Fig. 4. Process of preparing training and testing data for classification

Naive Bayes. Naive Bayes is a class of supervised learning algorithm, based
on Bayes’ theorem. It works on a probability model built on the probabilities of
outcomes and reveals the uncertainty of the model [30].

MultiLayer Perceptron (MLP). A multilayer Perceptron is a supervised
artificial neural network consisting of three or more layers - one input layer, one
output layer and two or more hidden layers. Each node in a hidden layer acts
as a neuron which works on a nonlinear activation function. MLP is different
from a linear perception because of its multiple layers and non-linear activation
functions. MLP is best for solving complex problems stochastically (Fig. 3).
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2.3 Properties Used as Features

Captured EM signals are subjected to analysis by the above mentioned machine-
learning algorithms, based on signal properties (frequency and time domain) as
given below.

– Mean of Absolute Value (MAV) - For MAV, the mean of all signals is calcu-
lated.

– Slope Sign Change (SSC) - In a signal, slope sign changes are recorded against
a pre-determined threshold.

– Sum of Squares (SSI) - In a signal, the sum of the squares of the values is
calculated.

– Zero Count (ZC) - The number of times the signal crosses zero is calculated.
– Kurtosis - The sharpness of the peak of a frequency-distribution curve is

noted.
– Median PSD (FMD) - The median of a distribution, in the frequency domain,

is calculated.
– Mean PSD (FMN) - The mean of a distribution, is recorded.
– Frequency Ratio (FR) - The ratio of the lowest to the highest frequency is

calculated.
– Median Amplitude Spectrum (MFMD) - For signals, the median amplitude

spectrum is calculated.

2.4 Feature/Attribute Selection and Extraction

Feature Engineering is an important task when it comes to the problem of over-
fitting in machine-learning classification. It helps in reducing/rearranging, by
selecting/extracting those features, which can give the best results. Having too
many features can lead to miss-classification. There are two main concepts in
feature engineering, used for analysis in this paper and given below.

– Feature Selection: In feature selection, a subset of features is selected from
the available pool of feature data.

– Feature Extraction: In feature extraction, a new set of features is formed from
existing sets of features.

For our analysis using supervised classification techniques, we need to have
defined features from the raw set of data signals captured. We have defined
the features based on the signal properties as mentioned in the previous section.
Now, from the available set of feature data, we need to form a usable set of fea-
tures in a dataset on which classification techniques can be applied for training
and testing of data, to determine which features will give the best classification
results. Below are the feature selection/extraction algorithms used.

Learner-Based Feature Selection - LBS. In this technique, a generic yet
powerful algorithm is selected to analyze the performance of the algorithm under
test, with subsets of datasets. The subset which performed the best is selected
for further analysis. Generally, a decision tree is used as the algorithm.
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Chi-Square. Chi-Square is a statistical test which measures the dependency
of features on the output variable. If a dependency exists then the features are
selected, otherwise they are discarded.

Correlation-Based Feature Selection. The correlation between the
attributes and the output variables is calculated using Pearson’s correlation co-
efficient function given in Eq. (1). Attributes having a high correlation (close to
−1 or 1) are selected.

Correlation =
μi(1) − μi(0)
σi(1) + σi(0)

(1)

μ and σ represent the mean and standard deviation of the features, with
respect to class 0 and class 1.

Gain Ratio. Equation (2) can be used for gain-ratio calculation of features
based on class.

Gain(C,A) = H(C) − H(C|A)/H(A)
H(C) = Entropy of Class

H(A) = Entropy of Attribute

H(C|A) = Entropy of Class givenAttribute

(2)

Information-Gain Based Feature Selection. For the output variable, infor-
mation gain or entropy is calculated for each possible feature. Scores/ranks are
assigned to the features based on the information contribution towards the out-
put variable. To evaluate it with Weka, ranker is selected. Equation (3) is used
to calculate the entropy.

InformationGain(C,A) = H(C) − H(C|A) (3)

One-Rule Attribute Evaluation - OneR. As the name implies, one-rule
attribute evaluation means to have one rule set for all predictors. Calculate
errors for each predictor, based on frequency table, and select the one which
shows least error.

Principal Components. In Principal components, a subset of the data (lin-
early uncorrelated) is formed based on the original feature set, whose data is
correlated. The newly formed variables are known as principal components. It
is a kind of data extraction not selection, because a new linearly independent
subset is formed.
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Relief. This method is based on a feature-weighting approach [16]. A target
sample is selected and then the relevance of the features in the neighborhood of
that sample are measured. The samples are marked as ‘hit’ and ‘miss’, if they
belong to the same category as the target sample or to a different category,
respectively. After marking, the distance from all hits and misses is calculated
for the target sample, and is used as the weight of a target feature.

Symmetric Uncertainty. Ideally, the information gain calculated in Eq. (3)
should be symmetric, i.e. the information gained about Y while observing X is
same as the amount of information gained while observing Y. Unfortunately, that
is not the case, as it is biased towards features with higher values. Moreover, the
correlation measured among different features should be normalized and com-
parable. To handle the information gains’ biased behavior towards attributes,
the symmetric uncertainty is calculated, which brings out an unbiased response
with normalized values in the range of [0, 1]. Equation (4) gives the formula for
calculating uncertainty.

Symmetric Uncertainty =
H(C) − H(C|A)
(H(C) + H(A)

(4)

3 Experiments

3.1 Step 1 - Hardware Experimental Setup

To conduct our experiment, we have captured the EM radiation (shown in Fig. 5)
out of the FPGA (Kintex-7), mounted over SAKURA-X and operating at 200
MHz, while AES is running on it. During the encryption process after Sbox,
ShiftRows, MixCoulmns and AddroundKey, samples are taken using a KeySight
Agilent Oscilloscope. We have targeted one byte of the key at a time, so each bit
is classified as ‘0’ or ‘1’. For each bit classification, we have acquired 100 samples,
each consisting of 10k points, for all possible 256 values. Samples are collected
using MATLAB and C# platforms. The C# application acts as an interface
between the FPGA board (Sakura-X) and the Oscilloscope, which is configured
and operated using MATLAB libraries in C#. This gives an automated stand-
alone application for the data collection process without frequent involvement
of the user, the GUI is shown in Fig. 6. The application is a modified automated
version of the one provided by SAKURA [20].

3.2 Step 2 - Datasets Formation

Once samples are obtained, then features (properties) are calculated using MAT-
LAB customized code. After having a defined set of features, combinations of
different features are formed using a Java snippet, written using Weka Libraries
[21]. Combinations of features used for analysis are shown in Table 1.
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Fig. 5. Captured electromagnetic radiation emitting out while AES is running on
SAKURA-X

Fig. 6. Application GUI- start of app

Table 1. Combinations of feature sets

Combination of feature Features

Comb-1 MAV

Comb-2 SSC

Comb-3 SSI

Comb-4 ZC

Comb-5 KURTOSIS

Comb-6 FMD

Comb-7 FMN

Comb-8 FR

Comb-9 MFMD

Comb-10 ZC, KURTOSIS, FMD, FMN, FR, MFMD

Comb-11 MAV, SSC, MFMD

Comb-12 MAV, SSC, SSI, FR
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3.3 Step 3 - Analysis

The feature sets formed are then subjected to filtering using feature extraction
and selection to reduce the number of features. As our target is to test different
features and combinations of features with three classification algorithms, so
these features’ dataset files are used as input to the algorithms, mentioned in
Sect. 2.2, for the training phase.

4 Results

At first, the classification accuracy is calculated for all feature sets combinations,
as given in Table 1, without using any feature extractor or selectors, for three
classifiers (Random Forest, Naive Bayes and MLP). After that, the classification
accuracies are calculated for all the feature combination sets using the feature
selectors/extractors, and then the difference of accuracies is calculated, to see
how much improvement occurred using the newly formed feature sets. It is worth
noting that the comparisons are relative and are not based on the best classifi-
cation algorithm. Our target is to deduce from the analysis which features can
improve the results. Figure 7 show results for the analyzed data.
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Fig. 7. Accuracies with 100 traces per key bit
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4.1 Random Forest (RF)

Varying trends are seen for feature evaluation with Random Forest, as shown
in Fig. 7. It is observed that Principal Component Analysis, when applied to
Comb-4, gives the best results by increasing the accuracy. Principal Component
Analysis performs poorly for Comb-2, Comb-5, and Comb-10. The accuracy gain
for Symmetrical Uncertainty and OneR remains almost the same as that of the
applied classifier, without any specific features selected. It can be seen that LBS
showed decreased accuracy for all feature combinations, however for Comb-4
and Comb-5 the performance is very poor. The gain ratio specifically showed
good results for Comb-8. Correlation evaluation, Chi-Square and Information
gain exhibits varying trends and gave good accuracy for Comb-2. Overall, it can
be seen that every feature combination gave improved results for Comb-12.

4.2 Naive Bayes

The results for Naive Bayes are shown in Fig. 7. It can be seen that there is not
much variation in the output accuracies for all combinations. Principal Compo-
nent Analysis, particularly, performed poorly in all cases, especially for Comb-9.
Chi-square accuracy decreased by 7% for Comb-4. All feature extractors and
selectors didn’t show any improvement at all except for Comb-4 and Comb-11.
It can be stated that, for Naive bayes, a combination of MAV, SSC, MFMD is
a good choice of features.

4.3 MultiLayer Perceptron

For MLP, variations are seen just like the Random Forest case. Almost all fea-
tures extractors and selectors behaved in a similar fashion, with insignificant
accuracy gain. However, LBS showed surprisingly better performance for Comb-
5 and decreased efficiency for the rest of them. Principal Component Analysis
decreased the accuracy for Comb-9 by 14%. The accuracies of Comb-1, Comb-11
and Comb-12 are 90.6%, 91.4% and 91.4% respectively. With MLP, MAV alone,
the combination of MAV, SSC, MFMD, and the combination of MAV, SSC, SSI,
FR are recommended combinations of features.

5 Conclusion

In retrospect, after analyzing the results on the EM radiations obtained from the
Kintex-7, we can conclude that, for different classification algorithms, the choice
of features or combination of features would be different. For Random Forest,
features MAV, combination of MAV, SSC, SSI, FR can be used along with Prin-
cipal Components. However, for Naive Bayes, MAV and a combination of MAV,
SSC, MFMD is best choice, if used with Symmetric Uncertainty and Information
Gain. For MLP, MAV alone, the combination of MAV, SSC, MFMD, and the
combination of Mav, SSC, SSI, FR are the recommended sets of features. The
overall trend shows that a combination of time and frequency-domain features
gives better performance for secret-key estimation.
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Abstract. A majority of existing RFID authentication protocols con-
sider tagged items that are independent of other tagged items. However,
as RFID tags permeate to item-level granularity where several items com-
prise an object of interest there is a need to develop protocols that seam-
lessly accommodate inclusion and exclusion of tags on such an object.
We propose protocols for this scenario.

1 Introduction

As RFID tags become ubiquitous, there is a need to develop authentication
protocols that ensure secure communication between the tagged item and the
reader. This is a challenging task given the over-the-air communications medium
and the RFID tag resource constraints including its processing capacity, mem-
ory, and power source. Since the early 2000s, there has been an explosion of
interest in this area both among researchers and practitioners. While there is a
vast amount of literature on RFID authentication protocols (e.g., http://www.
avoine.net/rfid/index.html), several of the proposed protocols have been plagued
by (1) vulnerabilities to attack by a resourceful adversary, and/or (2) the use
of primitives that are not lightweight and therefore cannot be implemented in
commonly used tags.

Given the diversity of idiosyncrasies streams of research have developed over
the years (e.g., [4]). Among the various streams, the ones that deal with the
simultaneous authentication of multiple tags are those that evolved from the
Yoking Proof introduced by Juels [2]. These protocols authenticate the simulta-
neous presence of multiple tags in the field of the reader. While this works well
for authenticating independent items, there is a need for protocols that con-
sider objects with multiple components with their individual RFID tags. This
is predicated on recent trends where, for example, item-level or component-level
tagging is in place and these items or components are highly likely to be added
or removed from the primary object over time. Objects with multiple RFID-
tagged components do not, generally speaking, have the need for authentication
of tags as in yoking proof and its variants since these components are attached

c© Springer International Publishing AG, part of Springer Nature 2018
R. Doss et al. (Eds.): FNSS 2018, CCIS 878, pp. 93–101, 2018.
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or bundled together to (form) the object. However, these situations dictate a
need for continual communication between the object and its component parts
as a group.

Consider a supply chain where individual items are RFID-tagged. For exam-
ple, consider a stack of item-level RFID tagged Wrangler jeans of a certain size
(say, 30 × 30) on an RFID-tagged pallet that leave the manufacturing facility
to a Walmart warehouse. When several such pallets reach the warehouse, their
contents are redistributed and then sent over to individual stores. For example,
20 jeans of size 30×30, 15 jeans of size 36×36, and 25 jeans of size 42×34 maybe
included in a pallet that is shipped to a Walmart store in Gainesville, Florida.
From the perspective of a pallet, various different items (different quantities of
different sizes of Wrangler jeans in this example) are associated with it across
different points in time. It should be noted that once its contents are assembled
together, the pallet is tracked and traced as a whole and its contents are gen-
erally not scanned until it is ‘disassembled’ and its contents change. Considered
at a higher level of granularity, a delivery truck (with RFID reader) can contin-
ually communicate with its pallets to determine their destination, which can be
modified en route when necessary and appropriate. Incidentally, Wrangler jeans’
sold in Walmart stores in the U.S. are item-level RFID-tagged beginning August
2010 [1].

Objects with multiple RFID tags are not uncommon. Another example sce-
nario that illustrates this include a primary object (e.g., car chasis) with several
attached parts (e.g., car door, wheels) each with its own RFID tag. In such sce-
narios, both the number of tags as well as the individual tags themselves may
vary over time. I.e., when a tire is replaced, the new tire may come with its own
embedded RFID tag; when the owner decides to add a GPS system, it may come
with its own RFID tag; when the spare tire is removed from the car, there would
be one less RFID tag on the car. As seen from these example scenarios, the set
of component RFID-tagged items that belong to the main object (here, delivery
truck and car respectively) varies over the lifetime of the object (i.e., delivery
truck, car). Clearly, there is a need to manage the ‘content’ of such an object
over time from an authentication perspective. Generally speaking, delivery truck
X is not interested nor required to know details of the content of delivery truck
Y (where X �= Y) in a similar vein as car A is not interested in information about
car B’s (A �= B) speaker system.

We propose authentication protocols that address inclusion and exclusion
of several components over time. These protocols avoid some of the identified
vulnerabilities of the protocol presented in [5] while being relatively lightweight.

This paper is organized as follows: The next section provides a sketch of the
proposed protocol for multiple tags on an object. Section 3 provides an alterna-
tive approach to the same scenario. Section 4 provides a brief security analysis
of the proposed protocol. Section 5 concludes the paper with a brief discussion.
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2 Protocols for Multi-tagged Object

The following notations are used throughout the paper:

• Nt, Np, Nr, Nu: random n-bit nonce
• sc, sc+1: group of tags’ current and subsequent keys
• {}k: keyed (with key k) encryption function
• tj : shared secret between tagj and TTP
• ri: shared secret between Reader Ri and TTP
• idtj : tag tj identifier.

TTP Tag Reader

Np ← {0,1}n

Np−−−→
Nt ← {0,1}n

{Np, Nt}tj←−−−−−−−−−
{Nt, Sc+1}tj−−−−−−−−−−−→

−−−−−−−−−−→ {Sc, Sc+1}ri−−−−−−−−−−−→
Sc ← Sc+1

Nr←−−− Nr ← {0,1}n

Nu ← {0,1}n {idtj , Nu, Nr}Sc+1−−−−−−−−−−−−−−−→
Sc ← Sc+1 Sc ← Sc+1

Fig. 1. The proposed protocol

2.1 The Proposed Protocol

There are several entities in this context - a primary object (e.g., car) and a set
of component items (e.g., tire, door) that belong to the primary object and the
RFID tags on the component items are associated with (the RFID tag on) only
one primary object at any given point in time. We do not consider the possibility
where a component item could simultaneously belong to several primary objects.
The process of inclusion and exclusion of component tags is accomplished in the
proposed protocol through a common shared secret key among all the included
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tags. We assume that a TTP mediates between the reader and tags in accom-
plishing this change in shared key. The actors involved in this protocol include
the reader, the TTP, and every tag that is a part of the object of interest either
before or after components (tags) are added or removed.

We assume that every component (tag) that is a part of the object of interest
share a common secret key (sc). This key is updated every time the object of
interest experiences addition or removal of a component or group of components.
The primary purpose here is to ensure that the updated key is known only to
the reader, the TTP, and the tags that are currently attached to the object.
The components (tags) that were dropped from this object should not have
knowledge of this new shared key. This protocol is repeated for each tag that
is associated with the object including those that are present on the object and
those that were just removed from the object.

The reasoning for adopting a single common key are (1) ease of key mainte-
nance and (2) fewer messages from reader to tags in the long run since all tags
understand any given message that is encrypted with the common key. Draw-
backs of this setup include the potential for compromising the entire system
when a key is compromised and the initial setup cost of changing every tag’s key
when a tag enters or leaves the ‘system.’

The proposed protocol follows three stages: TTP updates key and communi-
cates this to the component tags, the reader is updated on the new component
key, and the reader authenticates the tags.

The TTP initiates the process when a component is either added or removed
from the object by generating and sending a nonce (Np) to all currently existing
component tags on the object. These tags then respond by generating a nonce
and encrypting both nonce using their shared secret with the TTP (i.e., tj).

The TTP then sends the updated (group-)key to the component tags
encrypted with their shared keys. The component tags update their keys and
acknowledge receipt of the same to the TTP. Now, the reader is informed of the
new component key through messages that are encrypted using the shared key
between reader and TTP.

Finally, the reader authenticates the tags by sending them a nonce and the
tags respond by encrypting with the new key a message including their ID, a
new nonce and the reader’s nonce. This completes the process of updating the
common key among the tags.

The new common component key is not known to the (component) tags that
were just excluded from the object since they do not receive this new key from
the TTP. If and when an excluded tag gets assigned to another object (e.g., an
used tire from car A is put on car B after appropriate retreading), the previous
reader (here, car A) will not have access to it since the previous reader cannot
decrypt communication between TTP and new reader (here, car B).
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3 Alternative Approach

The following (set of) protocols may be considered as a solution to the same
problem, but the TTP does not have to be invoked for every update of the
group key. If we do it this way, then the adversary could record messages and
then later crack open a tag to obtain Sc. By repeatedly applying the hash he
could end up at the Sc that was used for this encryption. A possible way to
address this is to not use Sc for encryption, but a “salted” version of it (e.g.
h(salti, Sc). An attacker then additionally needs to have the “salt” which he can
only have if he eavesdropped on all group key updates.

We propose a set of three protocols to perform different tasks. An initializa-
tion protocol run between a reader R, a tag T , and a trusted third party TTP .
The initialization protocol writes the group key to the tag in a secure and private
manner. The group authentication protocol authenticates tags to a reader based
on the group key. The group update protocol updates the group key of a tag to
its next value. The next value is the previous value in the hash chain and thus
the validity of the new key can be verified by the tag.

We assume that each tag is equipped with an identity idtj and a key kj .
Readers are equipped with a key ri. The keys ri and kj are shared with the
trusted third party. The idea behind our protocols is that tags that belong to
the same group share a group key Sc. If a tag has to be included or excluded

Reader TTP Tag

Np ← {0,1}n

Np←−−−
{tj , Np}ri−−−−−−−−−→

Nu ← {0,1}n Nu−−−→
Nt ← {0,1}n

{Nt, Nu}tj←−−−−−−−−−−
{Sc, Nt}tj−−−−−−−−−→
{Nu, Sc}tj←−−−−−−−−−

Fig. 2. Initialization protocol
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Reader Tag

Nr ← {0,1}n

Nr−−−→
Nt ← {0,1}n

{Nt, Nr, idtj}Sc←−−−−−−−−−−−−−

Fig. 3. Group authentication protocol

all keys get updated by a protocol involving tag and reader. The new group key
Sc+1 is chosen such that Sc+1 ← hash(Sc).

The initialization protocol is executed between a reader R, a tag T and a
trusted third party TTP . It allows the reader to update the group key on a
tag without knowing the tag-specific secret kj . To update the secret, the TTP
challenges the reader with a nonce Np. The reader replies with the group key Sc

and Np encrypted under the secret ri. The TTP updates the group key on the
tag as follows. He challenges the tag with a nonce Nu. The tag generates a nonce
Nt and encrypts both these under the key tj . The TTP now sends the group key
Sc and the tag nonce after which the tag updates the group key. Finally, the tag
acknowledges the receipt of the message by encrypting the nonce Nu and the
group key Sc for the TTP. The protocol is depicted in Fig. 2.

The group authentication protocol authenticates a tag T to a reader R based
on the group key Sc. The protocol, depicted in Fig. 3, follows a challenge-response

Reader Tag

hello−−−−−→
Nt ← {0,1}n

Nt←−−−
Nr ← {0,1}n

{Sc+1, Nt, Nr}Sc−−−−−−−−−−−−−−→
Sc ← Sc+1

{Nr}Sc←−−−−−−−

Fig. 4. Group update protocol
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structure. The reader R initiates the protocol by sending a nonce Nr to the tag.
The tag generates a nonce Nt and replies with the encryption of Nr, Nt, and
idtj under the group key Sc.

The group update protocol (see Fig. 4) updates the group key Sc on a tag to
the new value Sc+1. The reader initiates the protocol by sending a hello message.
The tag responds by generating and sending a nonce Nt. The reader generates a
nonce Nr and replies with both nonce and the new key Sc+1 encrypted with the
previous key Sc. The tag verifies that Sc is the preimage of Sc+1 and updates
its key. It then responds with the encryption of Nr under the new key.

4 Security Analysis

We do not assume the presence of secure channel between any pairs of entities.
We assume the existence of an online TTP. The protocols proposed are to be
executed during the physical transfer of a tagged item either into a group or
away from a group of items.

The proposed protocols have several characteristics that ensure their secu-
rity. Freshly-generated nonce (Np, Nr, Nu, Nt) are used during every run of the
protocol. Knowledge of any one of the shared secrets (tj , ri) does not lead to
any advantage to the adversary since the authentication protocol cannot be suc-
cessfully completed without knowledge of both the shared secrets (Figs. 1 and
2). However, it is difficult to retrieve any of the shared secrets from passively
observing the messages passed among tag, TTP, and reader or even through
active capture and modification of messages.

We now consider a few specific attacks on such authentication protocols.

Tag/Reader Anonymity: The tag and reader identification information (e.g.,
secret keys) are protected from the possibility of information leakage since this
information can be used to track and/or trace the tag or (mobile) reader. This
is significant since knowledge of such information can allow for the possibility of
cloning the tag or reader. We include the possibility of the reader being mobile,
as is the case in some RFID applications.

Forward Security: If all shared secrets are somehow known to an adversary, these
secrets can be used to decrypt all earlier messages that also include the group
key.

Tag/Reader Location Privacy: Since the messages are seemingly random between
any two authentication rounds, it is difficult for an adversary to use any of the
messages to track the tag and/or the (mobile) reader.

Secrecy/Data Integrity and Authenticity: The integrity of the messages passed
between tag and reader is ensured by not sending anything that could compro-
mise the security of the protocol in cleartext. The protocols are designed to be
secure and to maintain the secrets regardless of active or passive attacks from
adversaries.
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DoS/Desynchronization: Since the shared secret keys are not updated after
every authentication round, desynchronization is not an issue. The possibility
for Denial of Service (DoS) attacks in the proposed protocol is only through
blocking and/or modification of message(s). Blocking messages will not grant
an adversary any advantage: the reader and TTP wait for acknowledgement
message from the recipient of their message within a pre-determined amount of
time, and aborts if this does not happen. Modification of any of the messages
by an adversary similarly will not allow for protocol compromise. The group key
is updated at the very end (Fig. 1), after which the TTP and reader store both
the current and previous group keys just in case of DoS attack. These attacks
therefore will not succeed.

Passive Replay: Passive replay of any of the three messages that are passed
between tag and reader from a previous authentication round will not result in
successful authentication due to the existence of Np, Nt, Nr, Nu that introduce
sufficient randomness in the passed messages during each authentication round.

Reader/Tag Impersonation Attack: For an adversary to impersonate a reader,
tag, or TTP to one another, it should have the ability to generate messages that
seem appropriate and valid to the recipient. An adversary cannot successfully
impersonate any entity to any other entity (here, TTP, tag, reader) due to the
built-in dependencies among the messages in the authentication protocols.

5 Discussion

Ownership transfer protocols (e.g., [3,6]) are essential for seamless integration
of RFID-tagged items in environments such as supply chains. Although not too
common at this point in time, it won’t be too long before components with RFID
tags are put together in a higher-level object with its own RFID tag and possibly
a reader. As components enter and leave the domain of the object of interest
over time, there is a need to capture this dynamic and be able to deal with the
related constraints including those associated with privacy and security issues.
The protocol presented in this paper is an attempt at addressing ownership
transfer issues from the perspective of component tags and the changing set of
ownership from the perspective of the primary object.

It is likely that whenever a group of RFID-tagged items are present, it might
be necessary to verify that all these tags are indeed simultaneously present
together. We did not consider this scenario since there exist protocols (e.g.,
Yoking Proof and its variants) that are exclusively designed to accomplish this
purpose. Such a protocol can easily be appended to the protocols presented in
this paper to form a complete suite of multi-tag authentication and verification
protocols.
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writing of this paper. All error(s) remain my own.
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Abstract. The term SME [Small to Medium Enterprise] is used extensively,
both by practitioners and by academics. However, while both argue the
importance of research relevant to SMEs few follow the same definition of the
term. The lack of agreement has fostered inconsistency, as within the definition
of SME, multiple heterogeneous subcategories exist and research specific to
each of those subcategories has not yet received serious academic attention.
SME-specific research is essential, as they are not simply scaled-down versions
of their larger counterparts; neither are businesses belonging to the SME cate-
gory identical in terms of their characteristics and reactions. To ensure survival
and continual advancement in modern environments, innovation, resourceful-
ness and particularly, knowledge play a crucial role in long-term success. Thus,
deconstructing the differences that exist within the broad range of business
categories within the SME spectrum, and how those differences impact
knowledge management, offers valuable insights. This article argues that the
differences between small (50 employees or less) and medium (250 employees
or less) businesses are correlated with the inconsistencies in the literature, and
proposes an adapted SECI model to view SME knowledge management in a
new light.

Keywords: Knowledge Management [KM]
Knowledge Management Systems [KMS]
Small to Medium Enterprises [SMEs] � Knowledge attrition � SECI

1 Introduction

The foundation of organisational competitiveness has shifted from physical and tan-
gible resources to knowledge [1]. Knowledge is regarded as an asset that is essential to
the success of contemporary societies and organisations [2–4]. Due to its dynamism
and complexity, knowledge is both difficult to imitate and business-specific which
allows for the creation of long-term competitive advantages, cost savings and continual
growth when utilised effectively [3, 5, 6]. Knowledge Management [KM] assists
organisations in doing so. It aims to reshape organisational culture, structure, systems
and technologies in an effort to enhance collaboration, productivity and creativity
[7, 8]. Furthermore, knowledge and KM are unique concepts as they are both explicitly
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and implicitly utilised within a wide range of industries, businesses and organisations,
including Small to Medium Enterprises [SMEs] [3, 9, 10].

SMEs are considered as the backbone of economic development, competition and
innovation in many regions throughout the world [11–13]. For instance, SMEs rep-
resent at least 90% of all businesses in America [14], the European Union [15],
Australia [16] and New Zealand [13]. However, what constitutes as an SME is different
depending on the governing body defining it. The Ministry of Business, Innovation and
Employment [13] states that businesses within New Zealand should have less than 50
employees to be considered as an SME. In comparison to other parts of the world,
America and the European Union both consider SMEs to have less than 500 and 250
employees, respectively [15, 17]. Even though this is understandable due to the vari-
ations in size and population, this difference in definitions has the potential to create
issues in terms of generalisability.

1.1 Knowledge Management Systems in SMEs

Knowledge Management Systems [KMS] is defined as a combination of software and
technologies designed to support the creation, transfer and application of knowledge
[3]. While critical, KMS is not the same as KM. Researchers argue that KM must be
seen as a business-wide shift in perspective, not just as the technology that facilitates it
[18–21]. They claim that people and culture lie at the core of KM, and should be
considered as the focal point during any KM related activities. This ensures that
knowledge is utilised to its full potential, and that research regarding KM is applicable,
comprehensive, valid and generalizable to a wide range of businesses and scenarios
[22, 23].

For instance, specifically focusing on KMS instead of KM restricts the applicability
of research [3]. SMEs do not manage their knowledge in the same way as their larger
counterparts as their performance is inhibited by a lack of resources which restrains
their utilisation of technology [24, 25]. However, knowledge- and KM-related research
in the context of SMEs is a necessity as SMEs do extensively exploit knowledge
throughout their day-to-day activities, just not exclusively from a technological
standpoint. Wong and Aspinwall [1] state that SMEs alternatively transfer and utilise
knowledge by verbally communicating with other employees or observing experts
perform a task. This allows SMEs to disseminate knowledge to meet deadlines,
increase creativity and further differentiate themselves from competitors without the
facilitation of technology. Therefore, the success of an SME can be linked to how well
they manage and utilise knowledge, both from a technological and non-technological
standpoint, and research specific to these topics assists SMEs in comprehensively doing
so [26–29].

1.2 SME Heterogeneity

While research from a technological and non-technological perspective is essential,
simply focusing on SMEs is insufficient [25, 30]. Heterogeneity exists within the
concept of SME, as research relevant to medium-sized businesses (250 employees or
less) is not generalizable to small businesses (50 employees or less) [15, 30]. Small
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businesses face similar challenges to medium-sized businesses; however, their effects
are amplified. Resources, technology, capital and available infrastructure are further
constrained within the context of small businesses due to a lack of skilled employees,
revenue and high-level management [31–33]. In particular, small businesses are much
less likely to utilise any form of electronic KM in comparison to medium-sized
businesses [21, 23, 34]. Furthermore, a significant proportion of research focuses on
medium-sized businesses as they have adopted the European Commission’s [15] def-
inition of SME [35–38]. Therefore, research specific to small businesses is a necessity
and academics must go beyond abstract SME research to ensure that the different sizes
of SMEs have access to information relevant to them [30].

It is evident that a substantial proportion of the existing literature related to KM
may not be relevant to small businesses. In addition, as the majority of businesses in
most regions are small, not providing those businesses with the appropriate guidance,
support and information they need to thrive creates an environment where they are
unlikely to continually grow and succeed, and become dominant players within their
respective industries [13, 15–17, 39]. Thus, due to a difference in definitions of the term
SME [13, 15–17] differences in characteristics and reactions between SMEs [25, 30]
and the variability of technological KM implemented by SMEs [1, 25, 35, 39, 40],
research relevant to different categories of SMEs may not be generalizable to others.

1.3 Research Objective

This articles adopts the European Union’s definition of small (50 employees or less)
and medium-sized (250 employees or less) enterprises with the intention of evaluating
the existing contention in SME KM literature, and proposes a new perspective on the
SECI knowledge creation and transfer model.

2 SME Knowledge Attrition

The general consensus amongst academics is that a decrease in overall organisational
knowledge, more commonly known as knowledge attrition, is a serious concern in the
context of SMEs [25, 35, 36, 41]. In particular, Wong and Aspinwall [35] contend that
SMEs must manage knowledge attrition appropriately, as these businesses are espe-
cially prone to its effects. They claim that due to a lack of advancement opportunities
and low levels of remuneration, experienced employees are more likely to move onto
competing businesses that offer superior salaries or better prospects [42, 43]. In
addition, if these employees do leave, they are likely to take their know-how, expe-
rience and insights with them, leaving the business with a gap in their organisational
knowledge structure [44]. Wickert and Herchel [37] go on to state that filling this gap
may be difficult, as new employees take a significant amount of time to acquire
knowledge and become accustomed to a business’s environment. Therefore, not taking
into account the effects of knowledge attrition may jeopardise performance, decrease
efficiency and weaken a business’s overall robustness [35, 41, 45, 46].
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The literature regarding succession planning also contends that every business must
have a plan in place to ensure that valuable knowledge is not lost [47–49]. This
perspective is supported by the extensive literature regarding succession planning in
SMEs [48, 50–52]. In specific, Durst and Wilhelm [25], state that succession planning,
which is the “attempt to plan for the right number and quality of managers and
key-skilled employees to cover retirements, death, serious illness or promotion, and any
new positions which may be created in future organisation plans” [53], is a necessity in
ensuring survivability, particularly in SMEs. In other words, Durst and Wilhelm [25]
suggest that ignorance regarding knowledge attrition introduces avoidable risk into an
already challenging environment.

Conflictingly, other researchers argue that the effects of knowledge attrition within
the context of SMEs are somewhat insignificant [39, 54–56]. They state that, unlike
larger organisations, most SME employees do not possess skills or experience that
would result in significant gaps in the business’s knowledge structure if they were to
leave. For instance, Desouza and Awazu [39] interviewed a small business manager
who stated that each of his employees knew how to perform most business-related
tasks. Therefore, each employee in his organisation maintained a similar level of
knowledge, and if one employee were to leave, another would be able to perform his or
her duties effectively [55]. This suggests that knowledge disperses itself relatively
evenly throughout SMEs to form common knowledge, which decreases the amount of
specialist skills held by one person, stimulates innovation, encourages creativity and
assists in ensuring robustness and survivability [39, 57].

Nevertheless, if a manager or key decision maker were to leave, it would be
assumed that the knowledge structure of the business would be severely affected.
Evangelista et al. [56] argue against this point, stating that the close social ties that are
formed between employees in SMEs are likely to deter employees from completely
abandoning their position. In addition, Desouza and Awazu [39] claim that high-level
employees in SMEs are much less likely to leave as they may have a personal con-
nection with the business or hold partial ownership. Furthermore, if a high-level
employee did decide to leave, in most cases, they would assist in training the next most
competent person within the organisation and be contactable due to previously formed
personal relationships [58]. Thus, this literature suggests that employees leaving a SME
does not necessarily result in knowledge attrition, and that SMEs can generally mitigate
the effects knowledge attrition due to the inherent size and structure of their businesses
[56].

It is evident that the literature regarding knowledge attrition within the context of
SMEs is inconsistent. Some claim that a lack of appropriate planning can have dev-
astating effects on a SMEs long-term competitiveness [25, 35, 41, 45, 46] while others
suggest that SMEs indirectly manage knowledge attrition due to the size and structure
of their businesses [39, 54–56, 58]. However, it is likely that this conflict has arisen due
to the aforementioned heterogeneity that exists within the term SME [30]. For instance,
those that advocate the significance of knowledge attrition have adopted the European
Commission’s [15] definition of SME, and therefore, solely examine SMEs from a
medium-sized business perspective (250 employees or less) [35, 41]. This includes the
majority of the SME related studies in the field of succession planning [48, 50, 51].
Conversely, academics that criticise the relevance of knowledge attrition within the
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context of SMEs usually adopt a definition of SME that specifically examines smaller
businesses. Desouza and Awazu [39] considered SMEs to have less than 100
employees and primarily focused on small businesses (50 employees or less) to gather
the majority of their findings. In addition, Wee and Chua [58] carried out their study in
Singapore, therefore examining businesses with less than 50 employees.

As mentioned, Curran and Blackburn [30] and Durst and Runar Edvardsson [25]
clarify that heterogeneity exists in the concept of SME, as research relevant to
medium-sized businesses may not be generalizable to small businesses. The literature
regarding knowledge attrition within the context of SMEs is a key example of this
heterogeneity in practice. Research specific to SMEs is not necessarily relevant to every
subcategory within the concept of SME. Therefore, the distinct effects of knowledge
attrition on different sized SMEs must be clearly identified and supported by valid
findings; otherwise, vital research may not be pursued.

3 Clarifying the Difference: Adapting the SECI Model
to SMEs

3.1 The Socialisation, Externalisation, Combination and Internalisation
[SECI] Model

Academics researching knowledge attrition from the perspective of medium-sized
businesses tend to view the effects of knowledge attrition to be more severe, and
therefore, have proposed a range of solutions. Durst and Runar Edvardsson [25], Durst
and Wilhelm [59] and Wong and Aspinwall [35] suggest that SMEs should document,
codify and store knowledge to build up the organisations knowledge base and minimise
the effects of knowledge attrition. Furthermore, Wong and Aspinwall [60] suggest that
a combination of job rotation, regular training, mentoring, and technologies (such as
KMS) would further diminish the effects of knowledge attrition. However, the fun-
damental characteristics of all of these recommendations are captured in the SECI
model [19, 61, 62].

The SECI model, or SECI cycle (Fig. 1), is a widely applicable knowledge creation
and transfer model. It describes the knowledge creation and transfer process, and
consists of four main elements – socialisation, externalisation, combination and inter-
nalisation [19]. According to Nonaka and Toyoma [61], socialisation is the beginning
of the knowledge creation process and consists of communicating tacit knowledge
between individuals through shared experiences and social interactions rather than
written or verbal communication [63]. Tacit knowledge is both vital and difficult to
formalise. For example, when trying to teach an apprentice how to perform a task,
experts may perform the task themselves as the apprentice observes. However, writing
down how to perform the same task may be difficult due to the contextual nature of
certain tasks and skills. Tacit knowledge can also be acquired implicitly, where there is
no intention to teach or learn [64].

The process of externalisation represents the articulation of tacit knowledge to form
explicit knowledge. Explicit knowledge is simpler to articulate, capture, store, edit and
share. Even though tacit knowledge is relatively difficult to formalise, experts may still
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try to express their knowledge to others in the form of dialogue, and build upon their
knowledge through discussion [63]. Combination refers to the collection, processing
and editing of explicit knowledge to form a more comprehensive knowledge base. This
includes collecting and integrating information from internal and external sources,
disseminating knowledge, and further processing explicit knowledge to enhance
usability [63]. Finally, internalisation represents the process where knowledge is uti-
lised in practical situations to recreate tacit knowledge. For instance, new employees
may read relevant manuals and documents to carry out a particular action. In doing so,
employees “learn by doing”, enriching and expanding their own tacit knowledge base
[19, 61, 65, 66].

3.2 Proposing an Adapted SECI Model from the Perspective of SMEs

KM research from the perspective of medium-sized businesses contend that adopting
the SECI model, or at least elements of the SECI model, is a necessity as it ensures that
the effects of knowledge attrition are minimised [1, 25, 67]. In addition, they argue that
the facilitation of software and technology (such as KMS) allows knowledge to be
more effectively collected, articulated, integrated, transferred, utilised and disseminated
throughout the organisation [1, 68, 69]. However, academics who pursued KM related
research in the context of smaller businesses contend contradictory results. DiPasquale
and McInerney [70] state that the SECI cycle from the perspective of small businesses

Fig. 1. The SECI model (adapted from Nonaka and Konno [63])
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is distorted due to a significant emphasis on informal tacit knowledge transfer. This
notion is verified by Desouza and Awazu [39]. They state that due to the size of small
businesses, employees and managers normally work in close proximity to one another.
Therefore, not only do employees and managers informally communicate on a regular
basis, but also, this type of regular communication fosters an environment where
knowledge is shared throughout the organisation and internalised through action. New
employees may ask their co-workers questions and adjust their reactions to certain
scenarios based on others [64, 71]. Moreover, as small businesses do not readily
implement or maintain KMS [40], gather and collate knowledge on a regular basis [39]
or maintain comprehensive manuals or guidelines [72], the importance of the sociali-
sation and internalisation elements are further amplified.

Based on this, we propose that the SECI model exists on a spectrum where the
focus on certain types of knowledge and knowledge transfer vary depending on the size
of the organisation, especially within the context of SMEs [39] (Fig. 2). According to
the literature, small businesses tend to focus more deeply on transferring knowledge
(primarily tacit knowledge) through joint activities, experiences and interactions with
those throughout the organisation [39, 70]. On the other hand, medium-sized

Fig. 2. The SECI model from the perspective of the SME spectrum (adapted from Nonaka and
Konno [63])
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businesses face challenges in disseminating tacit knowledge due to their inherent size
but still maintain some level of tacit knowledge transfer due to interpersonal rela-
tionships and organisational structure [25, 35, 39, 44, 73]. Nevertheless, knowledge in
medium-sized enterprises is primarily transferred explicitly (through videos, guides,
workflows and KMS), in a more structured and communicative format. Thus, as an
organisation becomes larger, informal knowledge transfer tends to decrease and formal
knowledge transfer tends to increases (Fig. 3).

4 Conclusion

This research adopts the European Union’s definition of small (50 employees or less)
and medium-sized (250 employees or less) enterprises with the intention of evaluating
the existing contention in SME KM literature. While size is not the only salient factor
in understanding how SMEs manage knowledge, these findings suggest that KM
research specific to SMEs may not be generalizable to every subcategory that exists
within the concept of SME as researchers adopt varied definitions of the term. The
article goes on to explore these inconsistencies from the perspectives of tacit and
explicit knowledge transfer, and the four phases of the SECI cycle. Results suggest that
the size of an organisation has a significant impact on the type of knowledge
transferred.

Fig. 3. The influence of organizational size on knowledge transfer
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This discrepancy in the literature is incorporated into an adapted version of the
SECI model (Fig. 2) which proposes that smaller businesses tend to focus on social-
isation and internalisation when transferring knowledge while medium-sized busi-
nesses tend to focus on externalisation and combination. As size increases, informally
disseminating knowledge throughout an organisation becomes more difficult, so more
structured knowledge transfer methods must be incorporated. In doing so, smaller
businesses effectively transfer knowledge regarding culture, context and the intricacies
associated with an organisation while medium-sized organisations allocate more
resources to explicit knowledge management.

Further empirical research needs to be conducted to validate the proposed model
and understand the impact of inconsistency in the literature. There is also a need to
understand how small businesses can convert their abundant tacit knowledge to explicit
knowledge, keeping in mind their limited resources. This could include the adoption of
technological solutions (such as KMS) or non-technological solutions.
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Abstract. In earlier incarnations of computing, security was not yet a concern.
Now, because of the distribution of knowledge, malicious individuals have
cleverly learned to take advantage of the loopholes. White hat hackers must
constantly stay one step ahead of their black hat counterparts. When all other
avenues of password cracking fail, brute force is the only option. Since the
advent of secure hashing algorithms, passwords continue to become increasingly
more difficult to crack. In this paper, we have presented an algorithm to crack
passwords with brute force technique using parallel distribution. It is imple-
mented on an IBM super computer to implement parallel distribution. It is a fact
that with a distributed approach, diffusing intense computations across multiple
nodes, millions of computations can be processed in a fraction of time.

Keywords: Distributed brute-force � MPI � Password cracking
Windows security � NTLM hash security

1 Introduction

In the Windows Operating System, arguably the most prevalent end-user platform,
passwords are stored locally in the form of a hash value. When users set their passwords,
the MD4 one-way hash function is responsible for converting the plain text into the hash.
By using a brute-force approach, the hash value can be mapped back to the original plain
text. The problem with this approach is that the number of combinations is very large.

According to the InfoSec Institute, the average password length is between 8 and 9
characters long. Assuming that a password only uses a combination of lower/upper
case letters and numbers, the number of possible combinations can be in the order of
62^(8 or 9). This number can be even greater if you consider the addition of other
ASCII symbols (e.g. !, @, #, %). The number of combinations can be reduced through
the use of heuristics. A common approach is to only use words in a dictionary, or to
only use syllables found in the English language.

1.1 Motivation

The motivation for this paper was primarily to analyze how distributed computing
could affect the field of cyber security. With a dynamically distributed implementation,
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the time to crack a password could be drastically diminished, meaning that users with
weak passwords are at a great risk, regardless of how securely their passwords are
stored. We also wanted to stress the importance of robust encryption algorithms. Some
modern encryption algorithms scale their intensity based on computing performance,
forcing the hash function to take the same amount of time to process regardless of
system performance. With local Windows account passwords, this is obviously not the
case; we want users to be aware of the mechanisms that secure their data.

2 Windows Account Security

Microsoft has been using the same hashing algorithm since Windows 2000 for back-
wards compatibility purposes. These versions of Windows use the NTLM (NT LAN
Manager) hashing algorithm to hash their passwords and are without the salt. In order
to crack these passwords, we have implemented a distributed brute-force algorithm to
check each permutation efficiently. In this section, we discuss the functions required to
achieve our goal.

2.1 NTLM Hash Extraction

To crack the password, the program requires the hashed version of the password that
resides in the Windows Security Account Management (SAM) file [1] as shown in
Fig. 1. This hashed password can be obtained either by using a pre-existing tool that
extracts the file while in the windows environment (e.g. an open source algorithm [2]),
or from a bootable version of linux inside a USB flash drive that can access the file
system directly. This file is colon delimited and contains the username, a unique
identifier, an LM hash of the password, and an NTLM hash of the password.

Fig. 1. Sample of dumped SAM file

3 Brute-Force Engine

Our solution consists of a distributed password cracking program built using MPI
(XXXX). The brute-force engine is responsible for generating every possible permu-
tation and comparing its hashed value to the extracted value.

3.1 Calculating Total Permutations

The first piece of information needed for our program is the total number of “guesses”
the program will attempt. To do so, we wrote a function that takes into account several
attributes, such as the minimum length (min), the maximum length (max), and the set
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(x) of allowed characters (a–z, A–Z, 0–9). To determine the number of permutations
(P), the following equation is used:

P min;maxð Þ ¼
Xmax

i¼min
xi

Where x = char set length

3.2 Enumerating Permutations

Each possible combination of characters is matched to a corresponding index. This
approach will allow the program to be able to distribute the work across several
computing nodes. We use an array of integers to represent every possible combination.
Each item in the array corresponds to the index of the given character set. To illustrate:

3.3 Distribution Algorithm

The program needs to divide the work between nodes as evenly as possible. If the
number of permutations is not evenly divisible by the number of nodes, nodes are given
an additional permutation until there are no more “remainders”. In the following
example, we have a total of 1003 possible permutations, with our function, the work
would be divided as follows:

3.4 Brute-Force Algorithm

Initially, we distributed the entire set of permutations up front, but this approach proved
to be inefficient for shorter length passwords. For example, if we were cracking a
password from 3–8 characters in length, the function did not prioritize checking shorter
character passwords before entering the next length level. In order to optimize this
method, we now segment the distribution in stages based on length.
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4 User Interface

To increase the utility of the password cracker, we have created a Graphical User
Interface (GUI) to assist in making the process more intuitive as shown in Fig. 3. The
user can parse the Windows SAM file, select the account to be cracked, and initiate the
password cracker with the click of a button as shown in Fig. 2. The GUI application
will check for the completion of this job, parse the cracked password from the output
file, and display the password in plain text to the user.

In order to effectively implement this GUI, we created a few different features.
The GUI itself was created using the Java Swing library and interacts with a server
hosted on the HPC using a client-server architecture as shown in Fig. 2. The client
sends the server the parameters of the operation and the server then schedules an MPI
job based on the provided parameters. When the job completes, the server will return
the output to the client, which will then be displayed to the user on screen.

Fig. 2. Communication diagram
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5 MPI Challenges and Optimizations

Brute-forcing a password can be seen as a needle-in-the- haystack type problem. That
is, as soon as one of the worker nodes finds a solution, there is no need to continue
further. This is unlike Map-Reduce patterns of problem solving where the work is
distributed and then aggregated once finished.

One major challenge we faced was implementing a shared flag that signals to the
other workers that it is time to stop. There were several ways we considered tackling
this problem and ultimately arrived at a solution that worked for us.

First, we looked into using the MPI broadcast function, MPI_Bcast. With this
function, a worker designated as the root can pass on information to the rest of the
workers. For this function to work, every worker calls the same Bcast function. The
following Fig. 3 illustrates of how MPI_Bcast works:

For our purposes, we needed to have the ability for any worker to become the
broadcaster. This cannot be accomplished using MPI_Bcast alone (Fig. 4).

Our solution to this problem was to use MPI_Gather in conjunction with
MPI_Bcast. MPI_Gather is used to collect information from all workers as shown in
Fig. 5 below. Each worker calls MPI_Gather during every iteration and let the master
node know if a solution was found. The master evaluates the results and then broad-
casts a signal to inform the other workers if they should stop or continue.

This approach solves the problem, but it also creates a performance issue. Both
MPI_Bcast and MPI_Gather are blocking operations. That is, the processes are put on
hold until the communication operations are completed. This directly impacts our
hashing rate which is critical to the application.

A more succinct approach is the MPI_Allgather function. This function allows
workers to exchange information with one another as shown in Fig. 6. After calling
MPI_Allgather, each worker checks the responses from its peers and stops if a solution
was found by any of their peers.

Fig. 3. MPI_Bcast
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This approach eliminates the need for the MPI_Bcast function, reducing the
communication overhead significantly. Despite this improvement, the hashing rate
continued to be severely impacted.

A possible workaround was to only perform the MPI_Allgather operation peri-
odically (e.g. for instance, every million hashes). This minimizes the communication
overhead drastically while only wasting a few seconds of CPU time.

Fig. 4. User interface

Fig. 5. MPI_Gather
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Finally, a fourth approach emerged, it consists of making a call to MPI_Abort as
soon as a solution is found by one of the workers. This method is fast and eliminates
the need to have any communication between the workers after the work distribution
stage. A small experiment was executed comparing these different approaches and the
results show that the MPI_Abort method is the fastest method, but not significantly
better than the method that utilizes MPI_Allgather with periodic checks.

In a later revision of the code, we switched to MPI_Allreduce. This function works
similarly to MPI_Allgather, but instead it performs a sum operation to count the
number of solutions found by all nodes. The workers stop when this number is greater
than zero. No significant performance impact was observed.

6 Results and Analysis

The “Hash Comparison Rate” is defined as the number of hash comparison completed
in a second. After running 10 trials, we determined that the average hash second per
computing node is 6,194,329 hash comparisons per second. Table 1 contains the time
estimates for cracking passwords of a particular length. An experiment was performed
using four MPI workers trying to crack a five digit password (9999). To find the result,
the application must calculate 916,132,831 hashes.

We were able to crack a 5 character password in about 8 s. For comparison, we
attempted to crack the same password on a professional password cracking software
Cain & Abel [1]. Cain was able to crack this password in 1 min and 23 s. This
demonstration successfully proves the need for stronger encryption and password rules
in modern applications. As computing professionals, it is our ethical duty to ensure user
information is kept confidential.

Fig. 6. MPI_Allgather
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The following Table 2 presents the time taken to execute and the number of hashes
performed in unit time for all the developed approaches. It is different for all the
approaches.

Choosing a hashing algorithm that offers security against brute-force attacks is
another important aspect to consider. For a brute-force attack to be effective, the
hashing algorithm should allow millions of comparisons every second. A secure
hashing algorithm will be “slow” by design to counteract this. For a user, if the
authentication process takes an extra 10 ms, it would be near impossible to detect, but
for an attacker this means that the number of hashes that can be computer per second
are limited severely.

The National Institute of Standards and Technology (NIST) provides a Crypto-
graphic Toolkit in which they define what constitutes a secure hashing algorithm. There
are two publications in which they define three different families of secure hashing
algorithms. Publication FIPS 180-4 specifies seven hash algorithms: SHA-1 (Secure
Hash Algorithm-1), and the SHA-2 family of hash algorithms: SHA-224, SHA- 256,
SHA-384, SHA-512, SHA-512/224, and SHA-512/256.

In a more recent publication, FIPS 202, they introduce the new SHA-3 family of
permutation-based functions. This publication specifies four fixed-length hash algo-
rithms: SHA3- 224, SHA3-256, SHA3-384, and SHA3-512; and two closely related,
“extendable-output” functions (XOFs): SHAKE128 and SHAKE256. In a newsletter
published in March of 2016, the NIST recommend that for Federal Agencies to stop
using SHA-1. There are other algorithms that help prevents GPU brute-force attacks by
using operations that are not typically supported by GPUs.

Table 1. Time estimates for cracking passwords of a particular length

Table 2. Time taken to execute the developed approaches

Approach Total time Hashes/second

MPI Gather/broadcast 6 min 23 s 2.4 million/s
MPI Allgather 4 min 40 s 3.3 million/s
MPI Allgather (w/periodic checks) 59 s 15.5 million/s
MPI Abort 57 s 16 million/s
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Another factor to consider is that attackers are constantly looking for weaknesses in
these algorithms. What we consider to be safe today, will most than likely change in the
near future. The best approach is to stay informed.

7 Future Work

Cracking a password greater than 7 characters is extremely time consuming. For this
reason, we feel a GPU implementation of this would yield much greater results.
The SIMD (Single Instruction, Multiple Data) architecture of a GPU is designed to
handle a large amount of identical, trivial operations, producing higher throughput.
CPU’s are not optimized for this form of calculation, therefore consuming more power
than necessary; a GPU cluster would be more efficient all-around.

Another potential improvement would be to randomize the permutation assign-
ments. This way, permutations on the higher end of each node’s assigned permutation
range would not consistently perform as “worst-case scenario”. We would require
additional statistical evidence to back up the claim that this would improve average
cracking time, but believe there would be at least a slight improvement.

While brute-force password cracking is required when the password is sufficiently
secure, there are other preferred methods of password cracking available. Dictionary
attacks and rainbows tables are much quicker methods, yet do not guarantee success. If
we were to integrate these methods into our application, utilizing them prior to
brute-force, our overall average performance would tremendously increase.

8 Conclusions

In today’s world, hearing about database breaches has become a normal occurrence. In
recent years, several large corporations like Home Depot, LinkedIn, and Yahoo have
had user information leaked. For software developers, mitigating the damage that can
be inflicted when a data breach occurs should be paramount. Following a set of best
practices can help make it harder for attackers to steal our information. This paper
presents a distributed password cracker. While this distributed password cracker is not
fully optimal, we are extremely pleased with the results.
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Abstract. Despite the continuous countermeasuring efforts, embedding
malware in PDF documents and using it as a malware distribution mech-
anism is still a threat. This is due to its popularity as a document
exchange format, the lack of user awareness of its dangers, as well as
its ability to carry and execute malware. Several malicious PDF detec-
tion tools have been proposed by the academic community to address the
PDF threat. All of which suffer some drawbacks that limit its utility. In
this paper, we present the drawbacks of the current state of the art mali-
cious PDF detectors. This was achieved by undertaking a survey of all
recent malicious PDF detectors, followed by a comparative evaluation of
the available tools. Our results show that Concept drifts is major draw-
back to the detectors, despite the fact that many detectors use machine
learning approaches.

Keywords: Malicious PDF detection · Comparative evaluation
Concept drift

1 Introduction

It has been getting increasingly popular to embed malware in documents. PDF
in particular, which is used as an alternate distribution mechanism. This is to
counter users’ increasing awareness of the dangers of executables and other mal-
ware distribution approaches. In comparison, not as many are aware of the capa-
bilities of PDF (and other seemingly benign file types) and its ability to carry
malicious code. Users are blindly assuming it as a plain document, especially
when combined with a little social engineering, to trick the target into ignor-
ing any warning signs that might be detected unconsciously. A security-related
psychology study in [14] found that for non-security professionals, the human
brain is more likely to pick up (cyber) danger indicators unconsciously than it
can consciously.

Figure 1 shows a trend regarding the number of PDF-related reported vul-
nerabilities (as common vulnerability exposures (CVEs)) each year. 2009 seemed
to be the peak for maldocs and exploitable documents, given the high number
of reported CVEs. There was a quiet period between 2009 and 2016. But more
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Fig. 1. Number of reported PDF-related CVEs each year. 2016 and 2017 saw an
increase in reported CVEs, compared to previous years. Figures collected from [5]

than doubling the number of reported CVEs (31 in 2015, 67 in 2016), which con-
tinued in 2017, increasing by nearly 60% with 114 reported CVEs and 8 reported
already in the first 2 weeks of 2018. Not only the number of reported CVEs is
increasing, but also the severity of these CVEs is increasing, as shown in Fig. 2,
according to the NVD [15], where the number of “high” severity increased by
over 50% from 2016 to 2017. Figure 2 contains data taken in the last 2 years
using the CVSS version 3.0 score. Data of the previous years is still in version
2.0 format. Table 1 shows the NVD scores range for each severity rank.

Besides user awareness, PDF is widely used in business, making it an ideal
malware distribution mechanism, because it works across platforms, devices and
operating systems, in particular, its ability to execute a wide variety of code,
such as JavaScript and ActionScript.

In the September 2017 threat report [12], McAfee stated that malware writ-
ers and cyber criminals are moving away from binary and executable into
non-executable, script-based malware. This is due to its advantages over

Table 1. NVD’s CVE severity score range (CVSS version 3.0)

Ranking Score

Low 0.1–3.9

Medium 4.0–6.9

High 7.0–8.9

Critical 9.0–10.0
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Fig. 2. Severity of PDF-related CVEs in 2016 and 2017. The count of CVEs rated by
the NVD as “high” has more than doubled in 2017, compared to 2016. Data obtained
from [15]

executables, such as: (1) ease of antivirus evasion, (2) efficiency, (3) easier
obfuscation.
Table 2 highlights the current techniques in malicious PDF detection:

1. Static based detection approaches are more utilized than dynamic approaches,
specifically, it is used in 4 out of 5 tools reviewed in this work. This focuses
on detecting malicious indicators in document structure and metadata, or
content (i.e malicious JavaScript). However, there exists a wide range of tech-
niques, such as classifier evasion, parser confusion attacks, to counter static
based approaches.

2. Machine learning is used with static based detection (3 out of 4 static based
approaches are machine-learning based), and is not utilized in dynamic-based
detection approaches.

This is counter intuitive, seeing that recent PDF standard improvements
have limited the malicious capabilities of PDF, which leads into the primary
installer/dropper role (according to [12]). In this case, a malicious PDF includes
a script which can be automatically triggered to download another malware.
Such behavior is detected more accurately by adopting dynamic approaches.
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Another unexplored area in PDF detection is its utilization in social engi-
neering phishing, where a PDF file does not contain any malicious contents,
instead, a file presents a malicious URL to the victim, as well as some message
to motivate the victim to click the link. That link leads to a malicious web page
that performs a malicious act (such as download malware or steal credentials).
In this scenario, a PDF file plays a vital role in the compromise, without actually
including any malicious contents.

Furthermore, the current detection approaches are all almost always client-
or web-based, where a user is required to manually submit a PDF file for inspec-
tion. Submitting a file for inspection requires a considerable amount of effort, and
potentially advanced computer skills. This laborous process prevents these tools
to be used widely by ordinary users. Situations become worse when there are
many files to be scanned regularly. This is the expected case in business environ-
ments, where users expect (and need) the security, without the high interaction
overhead.

We conducted a set of experiments to identify drawbacks in malicious PDF
detection tool. 2 tools where trained with 2 datasets collected over different
periods. The first dataset was collected before 2013 (taken from [4]), and the
other collected recently and provided by VirusTotal. Our experiments show that
concept drifts is a key challenge, where tools trained with data collected in
previous years, did not accurately detect the testing dataset. Where detection
accuracy decreased from around the 90–100 percentile to the 70–80 percentile.
This happened because the testing dataset collected in recent years contains
PDF file of other standards, such as the PDF/A standard.

To summarize, the previous section highlighted the following research gaps
in the field of malicious PDF detection:

1. The current malicious PDF detection suffer from concept drift and other
factors that decrease the detection efficiency and reliability, such as being
limited to a specific PDF version or standard of inspected files.

2. The current tools operate at client-level only, and require considerable effort
to submit a file for inspection.

3. The tool designers do not consider expected change in PDF distribution
mechanism, such as IoT devices (i.e. smart meters) automatically generat-
ing reports in PDF (among other formats) and sending them directly to
recipients, without going through conventional distribution methods, such as
email.

Our contributions in this paper are:

– Conducted a comparative evaluation to identify concept drifts in current state
of the art malicious PDF detectors, and other factors that cause drop in
performance.

– Identified drawbacks in current state of the art malicious PDF detectors.
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2 Literature Review

Between 2000 and 2017, 5721 PDF-related vulnerabilities were published on
the CVE database [5], 114 of which were reported in 2017 alone, and 67 in
2016, that is 31% of the total vulnerabilities in 2 years only. Despite the several
malicious PDF detection methods that were proposed dating as back as 2007
spanning over the past 10 years [7–11,16,18,20,22], embedding malicious code
within PDF files is becoming increasingly popular among cyber criminals. This
is because of its versatility, portability, and wide spread, as well as supporting
features that allow malicious code execution. This section will briefly review the
features that enable malicious code embedding within PDF documents, then the
most recent detection methods will be discussed, and will conclude by discussing
social engineering and the role it plays in parallel with malicious PDF.

Enablers: Reviewing the PDF standard [2] shows the rich content allowed in
the files, which is part of the reason PDF has become the de-facto file exchange
standard in enterprises. The main enabler according to [3,10] is the ability to
embed JavaScript within PDF files to perform various tasks, which is notorious
for its exploitability, such as these shown at BlackHat [6]. Besides JavaScript,
[10] also lists ActionScript as a tool.

Moving away from technical enablers, malicious PDF writers exploit the
benign appearance of PDF files. The malicious potential of PDF files is known
in the security communities, but non-expert, average users are not aware. Thus
the probability of opening a malicious PDF file by a person is much higher
than opening files in other formats such executables, regardless of the distribu-
tion mechanism (email attachment, USB stick, download) and the presence of
anti-malware applications.

Behavior: It is possible to perform sophisticated attacks through PDF, accord-
ing to [9], such as heap spraying, mapped memory search and DLL injection. [1]
shows the reader application is frequently updated and patched, and exploitable
embedding formats are blacklisted. These security updates are driving PDF uti-
lization into one of the following malicious roles: (1) The dropper role where the
PDF file will download and install a malware from the Internet. (2) Leverage in
social engineering attacks, such as including a malicious URL and tricking the
user into clicking it, in a phishing-like approach.

Detection: Table 2 summarizes the detection tools reviewed in this section. The
table shows that the static approach is more preferred than dynamic approaches.
This is because of its speed, efficiency, and low overhead. In comparison, dynamic
approaches are slower and more expensive, but could be more accurate. The
table also shows that machine learning is utilized in static approaches only,
but dynamic approaches do not rely on machine learning detection. Figure 3

1 Search was conducted using the “PDF” keyword only. [22] reports much higher
numbers using assumably the “adobe acrobat reader” keyword.
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Table 2. Summary of the reviewed maldocs detectors.

Tool Year Method Focus ML

PDFrate [16] 2012 Static Structurea Yes

Unnamed [9] 2014 Both JavaScript No

Slayer [10] 2015 Static Content & structure Yes

Hidost [19] 2016 Static Structure Yes

PlatPal [22] 2017 Dynamic Behaviour differences No
aDocument structure and document metadata are used inter-
changeably by various works

provides a high level overview of all operations that take place in malicious PDF
detection. When a static approach is taken, a detection tool will look at the
various tags used in a file, then a classifier makes a decision. Some tools parse
JavaScript and review the content of each tag, rather than making a decision
based on the tags only. When we take a dynamic approach, the behavior of a
file is monitored before a decision is made. Below is a review of the most recent
academic detectors.

Fig. 3. High level overview of the malicious PDF detection process.

PDFrate [16] examines over 200 features extracted from document structure
and meta data and utilizes random forests to binary classify PDF files. It then
classifies malicious documents as opportunistic (relies on mass distribution) or
targeted (targets specific individuals or organization, utilizing social engineering
to lure the victim into interacting with the document). To counter mimicry
attacks, the authors suggest removing the top feature that enable such attacks,
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resulting in negligible classification errors, a problem that was later addressed in
[17]. [18] takes a similar approach to [16], basing their detection on differences in
the structure between malicious and benign files. The work was later on improved
in [19], where the classifier examines the logical structure and the file content,
as well as extending it to cover multiple hierarchical file formats, such as Adobe
Flash.

Differently, by focusing on content instead of structure, [9] proposes a
content-aware detection approach. Utilizing document instrumentation to mon-
itor JavaScript execution at run-time for certain behaviors such as malware
dropping, suspicious memory consumption, suspicious network access, and pro-
cess creation. The evaluation dataset used provide insight on the trends on mal-
ware writers, where every single malicious file out of the 7370 used, contains
JavaScript, which justifies focusing exclusively on detecting malicious JavaScript
behavior in the work.

[10] highlights the drawbacks of the previous works [9,16], where a structure
only detection approach is susceptible to manipulation and mimicry attacks, and
a JavaScript only detection is incapable of detecting any non-JavaScript mali-
cious content. To address this, the authors build upon the previous two works,
proposing a system that extracts both content- and structure-based information
in order to build a classifier that leverages adaptive boosting decision trees and
over 100 features. The authors reported resilience of their classifier against three
types of attacks: JavaScript injection, EXE- and PDF embedding, making no
mention of resilience to mimicry attacks.

Detectors that rely on JavaScript extraction are vulnerable to a new class
of attacks introduced by [3], called Parser confusion attack. The attack exploits
the weaknesses of the current JavaScript parser, which includes implementation
bugs, designers errors, omissions and ambiguities. The attack attempts to hide
the malicious payload embedded within a PDF file by encoding and obfuscat-
ing the objects, malicious JavaScript and reference. The authors suggest three
mitigation technique for the proposed attack: (1) exploit detection at runtime
(2) improving JavaScript parsers, and (3) deployment of the proposed reference
extractor. Besides these mitigation suggestions, [22] goes a different direction
to address this attack class, as well as other techniques. The authors propose a
detection technique based on platform diversity. They assume that benign PDF
files will behave similarly on different platforms, while malicious files, especially
targeted attacks, are designed to attack a specific platform, therefore showing
several behavioral differences when examined on non-targeted platform. This
behavior difference stems from differences in how various platform handle vari-
ous aspects, including (1) system call semantics (2) calling convention and argu-
ment passing (3) library dependencies (4) memory layout (5) heap management
(6) executable formant (7) filesystem semantics (8) expected programs on the
target platform, according to [22]. Exploiting specific vulnerabilities requires
tailor-made input that utilizes some or all of the factors listed above, which
leads to failed, or behaviorally different, execution on various platform.
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3 Experiment

The aim of this experiment is to identify concept drift that occurs due to the
aging of classifiers. This occurs when new malware samples utilize new tech-
niques that were not examined during the training of the classifiers, resulting in
questionable outputs and unreliable classification.

The experiment evaluated the performance of 2 of the tools explained in
Sect. 2: PDFrate and Slayer. Both employ static detection approaches, utilization
machine learning.

3.1 Datasets

In preparation for the experiment, malicious and benign PDF files were collected
from the following sources:

1. Contagio: a large, publicly available dataset that dates back to 2013, among
the rest, this dataset contains 9000 benign PDF files, and over 10,000 mali-
cious PDFs. Used for training and evaluation.

2. VirusTotal: provided 10,500 malicious PDF files. Used for training and eval-
uation.

3. TPN: contains 1000 open-source PDF files. Used mainly for training.
4. Personal: this dataset was used for evaluation, and was collected from personal

files, as well as Google searches.

To perform the experiment, the datasets explained above were divided into
several sub-datasets for training and evaluation. Table 3 summarizes the datasets
used.

Training: 900 benign and 900 malicious files were used from several dataset for
training each instance of Slayer.

Evaluation: 10× 100 benign and malicious files were used from several datasets
to evaluate Slayer and PDFrate.

Table 3. Datasets used in the pilot experiment.

# Source Label Status Files Purpose

1 Contagio Benign Old 900 Training

2 Contagio Malicious Old 900

3 TPN Benign Recent 900

4 VirusTotal Malicious Recent 900

5 Contagio Benign Old 1000 Evaluation

6 Contagio Malicious Old 1000

7 TPN Benign Recent 100

8 VirusTotal Malicious Recent 1000

9 Personal Benign Recent 900
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3.2 Procedure

To identify concept drift, 2 instances of slayer were trained. The first one was
trained with recently collected data (called Slayer2017 henceforth). The second
was trained with an old dataset, called slayer2013. Each of these classifiers was
trained as follows:

– Slayer2017: Trained with 900 benign and 900 malicious files from the Virus-
Total, TPN and Personal datasets.

– Slayer2013: Trained with 900 benign and malicious files from the Contagio
dataset.

PDFrate does not need training as it is an online tool, and utilize 3 classifiers,
trained with several datasets, according to the author and creator, as follows:

– Classifier trained with the Contagio dataset, called PDFrate (Contagio) in
this experiment, trained with 10,000 benign and malicious files.

– Classifier trained with data collected from the network of the George Mason
university, trained with 100,000 benign and malicious files, called PDF
(GMU).

– Community classifier: trained with files submitted to the PDFrate service and
is retrained frequently, called PDFrate (community).

Each instance of the tools was evaluated with evaluation datasets explained
in Table 3 (both old and recent files). The experiment was repeated 10 times,
each iteration used 100 benign files and 100 malicious files.

3.3 Results

A pilot experiment was conducted, using a fraction of the available datasets,
summarized in Table 4. Further more, only 2 tools were tested: PDFratefrom
[16] and Slayer [10], as they are both currently available.

Table 5 shows a summary of the results for all tools examined. Both instances
of Slayer showed high detection accuracy when evaluating 2013 files (old dataset).
All PDFrate classifiers achieved near perfect detection accuracy when testing
the 2013 dataset. When evaluating a more recent dataset, all classifiers showed
decreased performance, where the detection accuracy dropped to 74%–77%.

Table 4. Available datasets.

Name # of files Label Source

Contagio 9,000 Benign [4]

Contagio 10,000+ Malicious [4]

VirusTotal 10,500 Malicious [21]

TPN 1000 Benign [13]

Personal 900 Benign Personal & search
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Table 5. Summary of the experiment’s results. Both tools performed accurately when
evaluating the old dataset (˜2013), but performance dropped significantly when eval-
uating a dataset collected more recently (˜2017).

4 Discussions

Results shown in Table 5 provide insight on the nature of PDF detection. As
malware writers started adapting new and improved techniques to embed their
malicious code, obfuscate it, or evade detection, classifiers were not able to match
such improvements. This could be the result of old training datasets, resulting
in aging classifiers, or, the feature sets utilized are no longer relevant.

The PDF standard is continuously improved, introducing new features, and
limiting access to older (specifically; more exploitable, dangerous) features.
Therefore, the feature set examined by a specific tool must also be frequently
revisited, to introduce new relevant features, and exclude irrelevant features.
Otherwise, the classifier will suffer from overfitting, or worse, being built for a
particular version of the PDF standard, limiting its benefits significantly.

To prove the above point, a number of PDF/A files were included in the 2017
benign evaluation dataset, which make around 40% of that dataset. This change
caused all classifiers to perform severely unreliably, as shown in Table 6.

Table 6. Detection accuracy of 2017 benign dataset, which contains around 40%
PDF/A files.

Slayer 2017 Slayer 2013 PDFrate
(contagio)

PDFrate
(GMU)

PDFrate
(community)

Accuracy 54.30% 66.60% 65% 60.13% 61%

Slayer 2013 achieved similar results to PDFrate (Contagio), where both tools
were trained using the same dataset (Contagio), with the difference being that
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Slayer was trained with 1800 total files, when PDFrate was trained with a total
of 10,000 files. Several factors could lead to this, including: (1) Slayer covers
all aspects of static analysis, where it examines content, structure, and parses
JavaScript, producing features that cover more aspects, compared to PDFrate
that considers structure and metadata only2. (2) The algorithm used in the
classifier: Slayer employs an adaptive boosting algorithm, while PDFrate uses a
bagging algorithm: Random Forests.

5 Conclusion

Several tools have been proposed since the appearance of malware-embedded-
documents. Specialized tools started to appear around 2012, utilizing different
techniques and approaches, ranging from static to dynamic, tools that barely
look at metadata, to more advanced that extract and examine JavaScript and
other content types, to those that perform real-time monitoring. Despite that,
no tool is yet to offer a 1-package solution that counters malicious PDF file, and
each tools is susceptible one or more attack type, such as obfuscation, parser
confusion, and evasion.

In this paper, we attempted to identify drawback in current state of the art
malicious PDF detectors. This was done via a survey of the tools, followed by
a comparative evaluation of the available tools. The experiment attempted to
identify concept drift in 2 classifiers: PDFrate and Slayer. It was found that
the classification accuracy significantly dropped when trained with old dataset,
and encountered newer samples collected in later years. The accuracy also sig-
nificantly dropped when using different PDF formats and standards, such as
PDF/A, where the classifiers frequently miss-classified around 50% of benign
samples as malicious. Other findings of this paper include the following draw-
backs of malicious PDF detectors: (1) Current tools work at the client-level only
(user machines), and do not consider the distribution mechanism. (2) Current
tools require high level of user interaction in order to submit a file for evaluation.
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19. Šrndić, N., Laskov, P.: Hidost: a static machine-learning-based detector of malicious
files. EURASIP J. Inf. Secur. 2016(1), 22 (2016)

20. Tabish, S.M., Shafiq, M.Z., Farooq, M.: Malware detection using statistical anal-
ysis of byte-level file content. In: Proceedings of the ACM SIGKDD Workshop on
CyberSecurity and Intelligence Informatics, pp. 23–31. ACM (2009)

21. VirusTotal: Virustotal (2017). https://www.virustotal.com
22. Xu, M., Kim, T.: PlatPal: detecting malicious documents with platform diversity.

In: USENIX Security Symposium (2017)

http://contagiodump.blogspot.com.au
https://cve.mitre.org/cgi-bin/cvekey.cgi?keyword=PDF
https://cve.mitre.org/cgi-bin/cvekey.cgi?keyword=PDF
https://www.blackhat.com/docs/eu-14/materials/eu-14-Esparza-PDF-Attack-A-Journey-From-The-Exploit-Kit-To-The-Shellcode.pdf
https://www.blackhat.com/docs/eu-14/materials/eu-14-Esparza-PDF-Attack-A-Journey-From-The-Exploit-Kit-To-The-Shellcode.pdf
https://doi.org/10.1007/978-3-540-73614-1_14
https://doi.org/10.1007/978-3-540-73614-1_14
https://doi.org/10.1007/978-3-642-31537-4_40
https://doi.org/10.1007/978-3-642-31537-4_40
https://www.mcafee.com/au/resources/reports/rp-quarterly-threats-sept-2017.pdf
https://www.mcafee.com/au/resources/reports/rp-quarterly-threats-sept-2017.pdf
https://github.com/tpn/pdfs
https://doi.org/10.1109/TIFS.2016.2566265
https://nvd.nist.gov
https://www.virustotal.com


Shifting the Burden: An Ineffective ‘Quick Fix’
to the New Zealand Tire Problem

Aldrich Rasco(&) and David Sundaram(&)

Department of Information Systems and Operations Management,
University of Auckland, Auckland, New Zealand

{aras613,d.sundaram}@auckland.ac.nz

Abstract. In New Zealand, we dispose off around 5 million tires, and 70% end
up in a landfill. There, the tires occupy a considerable amount of space. Often
unaccounted for once disposed off, the tires eventually attract pests and other
contaminants. This situation is highly dangerous to nearby eco-systems, housing
animals, and people alike. When tires are stacked in one area, there is a severe
risk of fire and increased soil pollution. However, behind these real conse-
quences, there lies a more significant problem with how tires are facilitated
overall. There is no standardized process to dispose or recycle tires to prevent
future build up. New Zealand’s deteriorating concern for tires is symptomatic of
a more substantial problem which is our diminishing respect for sustainability.
While the country prides itself on a clean and green image, it is without doubt
our environmental awareness is deteriorating. The purpose of this research is to
reclaim our consciousness and bring attention to a problem that is growing more
prominent and visible across the country. The paper aims to shed insight with
regards to the viability of modeling a sustainable zero waste supply chain from
the perspective of tire conservation. Firstly, through the identification of the
dynamic issues at play, we suggest potential solutions to our problems. Sec-
ondly, by demonstrating the viability of theoretical models, practical action is
one step closer. Given that activity on tire conservation has been lagging for
over a decade, this research would be of interest to academics, as well as crucial
environmental decision-makers in New Zealand.

Keywords: Tire conservation � Tire recycling � Retreading
Zero waste economy � Sustainable zero waste supply chain
Shifting the burden archetype

1 Introduction

Any responsibility for tire conservation is exhaustive; especially when the motivation
to recycle is mostly predicated on environmental concerns alone. Dealing with the
sheer scale of tires requires much more than encouragement and passion for gaining
reasonable progress. Financial incentives prove to be a proactive accelerator when tasks
are exhaustive. While there are profitable solutions to such a problematic tire problem,
they are not too lucrative, or if they are, implementation is too complicated or over-
whelming. One lucrative venture is the concept of Tom’s (www.Toms.com): their
business model is based on the idea of having unemployed citizens carve out footwear
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from used tires. In New Zealand, executing a similar vision is not unreasonable,
especially when the possibilities for end products for tires are countless. Soundproofing
rubber, cement, infrastructural walls and de-vulcanized tires are a few examples [1].
These examples affirm the point that businesses based around tires are feasible. As a
raw material: tires cost close to nothing, which is beneficial for ventures that aim to
transform tires into profitable sales. Tire stockists such as bike shops pay to get rid of
their tires. Since tire procurement is cheap, the task itself can be a further point of
income. Combine this effort with any revenue from product sale and the vision seems
viable. However not all tire conservators are entrepreneurs, although they may have
elements of this vision. They may understand the potential profitability of using tires –
yet, often they do not connect the dots to facilitate such a venture.

In tire conservation, motivation is a problem which is symptomatic of our deteri-
orating concern over sustainability. In the industry, financial incentives are a useful
driver however if environmental consideration does not guide it then progress towards
profitable recycling ventures may stagger. In fact, money can be a driver in the opposite
direction. The industry exhibits such a motivation problem in ‘shifting the burden.’
Here, tire responsibility is forgotten as leaders settle for the consolation prize of what
little profit they can eke from storing tires. Tires are often bought out to headline a
dream of facilitating a lucrative tire recycling venture. As the challenges get harder and
more complicated; and as the sheer number of tires and tire responsibility increases, tire
recycling ventures opt out of responsibility to shift the burden elsewhere. There is little
profit in storing tires. Landfills that do so, temporarily hold the tires and eventually clip
the ticket to profit from other dreamers who have potential solutions to the problem.
Still, defeat by the overwhelming tire numbers is a common theme which makes the
burden-shifting a literal ‘merry go round’ with ventures and councils suggesting they
know the right fix [2]. At the heart of all burden shifting is the utilization of a ‘quick
fix’. While temporary relief can be achieved by pushing the problem away, progressing
towards a more sustainable solution such as recycling the tires halts. From a utilitarian
perspective, as problems get pushed under the carpet with very little progress or return,
we can deem the task unproductive. The research attempts to highlight these problems
through modeling the situation and suggesting potential solutions to the fundamental
issues. Through understanding the practical problems, we must also state the research
gap. There is very little academic literature in system dynamic modeling of sustainable
zero waste supply chains which attempt to recycle or reuse products at the end of their
life.

2 ‘Shifting the Burden’ Macro-dynamic

Figure 1 illustrates a causal loop diagram of shifting the burden that usually applies to
landfill owners. Storing tires elsewhere is a ‘quick fix’ that temporarily relieves
responsibility for any tire build up. Because someone else would be responsible for the
tires, pushing the problem away is a temporary solution; responsibility is evaded. The
positive relationship of the tire build up and proactive recycling emphasizes that as the
buildup becomes more prominent, the need for a solution is becoming more prominent
– albeit a temporary one. Therefore, there are balancing dynamics with both the quick
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fix (storing tires elsewhere) and the actual solution (proactive recycling). Both solutions
would relieve the buildup distinctly: proactive recycling will have a more sustainable
effect in the long term, compared to the quick fixes’ temporary implications. When the
quick fix is selected, environmental deterioration passively occurs as time passes.
Storing tires elsewhere does not truly contain environmental risk. However, the
proactive recycling of it will. As fewer tires are recycled and taken out of overcrowded
spaces, risk can be avoided or minimized. On the contrary, when tires are stored
elsewhere, the disadvantages such as rats and other contaminants ensue. Any sense of
relief felt with a quick fix is temporary along with the ‘risks’ that may be appeased just
because tires would have some time away from ecosystems due to transportation [3].

The reinforcing nature (R1) of this dynamic increases the need for recycling. In
turn, the situation portrays poor mental models regarding attitudes towards recycling
and sustainability. Short term profit incentives through ‘clipping the ticket’ while
passing the burden of tires are prioritized over finding effective solutions to the tire
problem. The ignorance towards proactive recycling is further symptomatic towards
our degenerating concern for sustainability. The following section will delve deeper
into the ‘quick fix’ so that its analysis can help us derive effective solutions to the
situation.

Fig. 1. Shifting the burden of responsibility in tire conservation
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3 The ‘Quick Fix’ Micro-dynamic of ‘Shifting the Burden’

To be able to make effective recommendations for solution over the shifting the burden
situation, we must delve deeper into the quick fix itself. Figure 2 breaks down the quick
fix micro-dynamic.

If we model society as one systematic supply chain, it is easy to see how contin-
uously shifting the burden creates wastage of some sort like time, effort and resources
spent on realizing solutions for the tire problem and eventually giving up on this
pursuit. By focusing on pushing the burden itself, we see that the dynamic becomes a
fix that ultimately fails because it prolongs the problem for society and wastes
resources from individual units. From a utilitarian perspective, the value of pushing the
tire burden would be less if ventures decided to continue to pursue a sustainable
solution (proactive recycling in Fig. 1: ‘shifting the burden’) or at least made efforts to
collaborate with similarly minded ventures. From a utilitarian perspective, again, this
process could be less wasteful with more consistency and standardization within the
overall tire recycling supply chain. A system that has a consistent inflow and outflow of
tires would be able to identify process bottlenecks more quickly, and as such, the
wastage in ideation and collaboration can be avoided at micro levels and in individual
ventures.

This dynamic is at the heart of the utilitarian waste created in this situation. R1 will
show that pushing the problem away establishes a sense of relief through the temporary
removal of the waste problem for a venture (this is similar to what happens at the
macro-dynamic of shifting the burden). Similarly, a balancing act is required (B1)
which plays into responsibility and the conscience of ‘quick fixers.’ As recycling
responsibility increases so does the need to push the problem away. Therefore, a

Fig. 2. Breaking down the quick fix micro-dynamic
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predictable ‘relieved’ mental model is observed for ‘quick fixers’. However, the quick
fix will not continuously result in relief as time passes. It will diminish the more it is
used in practice; eventually, conscience should catch up to quick fixers and cause some
discomfort through the constant ignoring of sustainable proactive recycling.

This dynamic is also important for noting down the effects that it leads to in the
overall scheme of things. In the tire situation, this fix is a common procedure - which
means that several ventures or councils take actions which further exacerbate the
problem. Since it has become common to ‘shift the burden,’ there has been little
progress in solving the tire problem.

4 Solutions

To address the issues found at the heart of shifting the burden and the ‘quick fix’, it is
crucial that sensible solutions are recommended. This section aims to recommend
viable solutions that would construct a more consistent tire conservation process.
Figure 3 summarizes our findings.

4.1 Scoping: A Controlled Quota

Figure 3 proposes several solutions to combat the quick fix, which ultimately should
have leading effects on the macro-dynamic that is ‘shifting the burden.’ The first
solution is about implementing a controlled quota over the number of tires entering
society. When the raw number of tires circulating are reduced, recycling responsibility
should be statistically lower. One key reason why the tire burden is shifted consistently
is that the sheer number of tires or the responsibility that landfill owners have are just

Fig. 3. Solutions to the quick fix problem
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too big for them to handle. When the scope is decreased, they can deal and apply
solutions rightfully in more doable portions. Therefore, as responsibility is decreased,
the wastage created in ‘quick fix’ scenarios would also be smaller. When the impact of
the ‘quick fix’ becomes smaller, the macro-dynamic of ‘shifting the burden’ becomes
less problematic because overall the number of tires for recycling is less. Although the
habit is not ultimately fixed, a smaller number of tires overall is easier to handle.

4.2 Habits: Recognition and Incentivizing

‘Pushing the problem away’ in the ‘quick fix’, or ‘shifting the burden’ has an important
attitude problem. To work against habits, we must adhere to positive reinforcement
such as recognizing key problem solvers and incentivizing recycling. The New Zealand
government has already tried negative reinforcement through taxing, fining and
sending out abatement notices to landfills which do not proactively aim to commit
recycling initiatives over their tires [4]. We believe the reason for this failure is because
recycling is closely intertwined with motivation and incentives. Negatively punishing
an exhaustive mental model towards recycling will only deter future initiatives to do so.
Furthermore, such a deterrent can be realized beyond sanctioned individuals. If current
ventures and willing up-and-comers are going to be or will be, punished for trying, then
future initiatives will be suppressed, and growth is slower and less predictable. Rec-
ognizing problem solvers will help inspire heroes within sustainability to attempt their
ventures. Incentivizing any form of recycling can be a reasonable gateway to furthering
effort towards the tire problem. The solution is based on the idea that when inspiration,
visibility, and motivation is increased then habit can be fundamentally changed for the
better, and for the best interests of sustainability and ultimately society.

5 Conclusion

Overall, this research aims to model and simulate sustainable zero waste supply chains
so that the tire problem in New Zealand can be solved. We identified two key prob-
lems: ‘shifting the burden’ macro-dynamic and explored in depth the ‘quick fix’
micro-dynamic. We also explored two potential solutions to these problems: namely a
controlled quota, recognition of problem-solver, and incentivizing recycling. Further
work needs to be conducted in terms of parametrization and validating the models
proposed. We hope that publishing these models will raise awareness amongst aca-
demics, practitioners, and society regarding the problems we face and how we could
potentially solve them.
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Abstract. Opportunistic Networks do not have a fundamental infras-
tructure, and different nodes in these networks have the role of a sender,
receiver and a router. Intermediate nodes should route messages to neigh-
bors and they should extract sufficient information for this purpose
while the content of the message is still hidden. In order to achieve this
aim, messages should be encrypted. While there is not a constant path
between two specific nodes in OppNet, it is not possible to use traditional
solutions such as a trusted third party for sharing the public key. In this
paper, a new confidentiality structure is proposed in order to encrypt the
messages and sharing nodes’ public key in Opportunistic Networks. By
this new structure, intermediate nodes may route messages while they
are not able to extract payload of a message.

Keywords: Opportunistic networks · Key management
Messages encryption

1 Introduction

Opportunistic Networks (OppNet) are a subset of Delay Tolerant Networks
(DTN) [1] which are trying to provide reliable transmission in an intermittently
connected environment, as well they are offered long and unpredictable delays.
In these networks, an end-to-end connection is not available. OppNets are usu-
ally established in wildlife tracking [2], search and rescue [3], underwater sensor
network [4], and military environments or other places where a fundamental
infrastructure is not available. In the OppNet, the Internet connections are not
required and messages are sent from a source to the destination through different
intermediate nodes.

There are two main forwarding methods in OppNet [5,6]:

– Context based forwarding: In this approach, each node has a profile which is
built by the node’s interests, and each message has a header which contains
one of the interests of a message sender. When a node in the network receives
a message, it compares its profile with the header of the message, and if these
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two are matched, the node will be a destination; otherwise this message is
forwarded to neighbors which can be interested in the message or it is directed
to a route which makes it nearer to the destination.

– Content based forwarding: receivers advertise their interests and intermedi-
ate nodes save these interests in the respective tables. A received message
through the intermediate nodes is forwarded according to the related table
to a neighbor that may be interested in this message.

Context and Content of a message referring to the senders’ or receivers’
interests profile, and this message should be sent via various intermediate nodes
which many of them are not trusted. Maintaining confidentiality of messages,
and anonymity for receivers and senders is a serious concern in such networks.
Thus, it is important to introduce a methodology in OppNet for maintaining
confidentiality for messages as proof of trustworthiness. The message encryption
and proper a key management method are some solutions for this issue [7].

Traditional encryption and sharing key methods are not adequate for Opp-
Net. Due to the topology of OppNet, a trusted third party cannot be an appro-
priate solution to produce and share the public and private keys in OppNet,
and key management is a challenge in such a network [8]. The receiver of a mes-
sage is not clear for the sender of a message, and it is not possible to use the
public key of the receiver for encryption of a message according to the standard
cryptography methods. On the other hand, messages are sent via various nodes
and it is not safe to send them as a text. A method to encrypt a message while
intermediate nodes cannot read it, but they can route it, is essential in OppNet.
According to [6] the header and the payload of a message should be encrypted in
different ways in OppNet. As a result, intermediate nodes will be able to route
a message while they cannot extract the concept of message’s payload.

In common networks, a sender knows the public key of the receiver, and it
uses this key for encryption of a message; but in OppNet, nodes even do not
know who is the receiver. In order to overcome this problem, a new method is
proposed in this paper which the sender can share its public key in the header of
a message while it is not accessible for intermediate nodes. For this purpose, two
parts for attributes in the profile tables of nodes are used in this paper. In this
way, when a node is going to make a message according to one of its interests,
it creates the message and shares its public key by placing it in a part of the
packet. When a node receives a message, and finds out that it is the receiver, it
can achieve the public key of the sender and uses it in order to connect to the
sender.

In this study, the following results will achieve:

– A message will not be sent as a text which will not be readable for all members
of the network.

– The public key for a group of people who are interested in a special topic is
shared. Therefore, it is a secret key for a specific session between a group of
people.
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– Intermediate nodes route messages without knowledge about its payload, or
recognizing the sender or receiver of a message, and the process of encryption
and decryption is not done in intermediate nodes.

– The network will be resisted against the dictionary attacks for groups which
are sharing special codes as their interest items in their profile table.

In addition, the following issues are not considered in this study:

– Usual messages, which are related to the social events and are related to
the guessable topics in the profile table, do not resist against the dictionary
attacks.

– These usual messages are not resisted against Man in the middle attacks too,
but we assume that a trusted function is used, and messages are sent to the
nodes which are partly trusted. Thus, we suppose that these trusted nodes
will not use Man in the Middle attacks.

– Subjects related to the physical layer of the network are not considered in
this research.

Furthermore, in this paper, we assume that multi-copy of messages are sent to
some different neighbors.

The rest of this paper is organized as follows: a description of related works
in the literature is summarized in Sect. 2, and in Sect. 3, context and content
routing protocols and their challenges are described. The problem statement is
described in Sect. 4. Section 5 describes the proposed model. The algorithm is
evaluated in Sect. 6 and finally, conclusion is followed in Sect. 8.

2 Related Works

A Multiple Layer Commutative Encryption (MLCE) for providing privacy in
the content base opportunistic networks were used in [5]. In this algorithm, data
are encrypted several times with various keys. This algorithm is based on a tree
structure for neighbor nodes, and nodes share the respective keys with their
parents, grandparents, children and grandchildren in this tree.

In [6], authors proposed an algorithm based on both IDbased and policy-
based encryption algorithms. This protocol has four security primitives:
encrypt header, encrypt payload, match header, decrypt payload. A hash func-
tion for encrypt header was used in this algorithm. Each node hashes its pro-
file with a similar hash function for match header and compares its profile
items with the header of the received messages. Authors assume that in the
setup phase, every node has access to a Trusted Third Party (TTP) for receiv-
ing public and private keys. The policy based encryption has been applied for
encrypt payload.

A self-organized key based on Ant Algorithms for Ad-hoc networks was pro-
posed in [9]. In this algorithm, every node produces a set of public-private keys,
and neighbors certify the public key for each other. Also, each node saves the
trust level of other nodes. A node sends ants toward the destination and ants
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try to find the most trustworthy certificate chains. When ants find a trust path
between the source and a destination, they leave the traces of pheromones along
the path. This technique is not resistant against Sybil attacks. Furthermore, a
certain path between a source and a destination is considered which is impossible
in OppNet.

Privacy Enhance Opportunistic Networking (PEON) was introduced in [10].
In this algorithm, a message is encrypted in different layers. There is a chain of
intermediate nodes between the source and a destination and each node is aware
of only the next node. In order to reduce delays and overhead of the network,
they considered some groups of nodes and each group shares a public key pair.

Cananiss et al. [11] used a chaining algorithm in order to secure messages.
According to this paper, each intermediate node encrypts and decrypts a message
before forwarding it to the final destination. There is multiple layers encryption
and intermediate nodes do not have access to the content of a message. Also, a
message is broken into several fragments and these fragments are forwarded in
parallel to several intermediate nodes in this algorithm.

An onion based algorithm is introduced in [12]. There are two important
assumptions in the onion encryption techniques: relays can communicate with
each other, and users know the list of available routers. This structure cannot
be useful in a network which nodes have limited knowledge about other relays.
In order to tackle the problem, authors in [12] proposed that each node chooses
some neighbors and makes a circle between them, so it does not need knowledge
about all relays. Intermediate nodes use a Bloom filter to communicate with each
other without disclosing their identities. The Distributed Hash Tables (DHT) are
exploited to distribute onion keys.

An onion based anonymous routing is proposed in [13] which group onion
idea is used in this research. Messages are encrypted/decrypted layer-to-layer by
different groups from a source to the destination, so every node in the same onion
group can encrypt/decrypt the corresponding layer. By this scheme, the source
and destination of a message remain unknown for intermediate nodes. For onion
routing, limited knowledge about the next and previous router is necessary.

A self-organize public key management is proposed in [14] based on the digital
signature. Nodes have a list of digital signatures which contains nodes identifiers.
In a fix time intervals, nodes certificates are signed by other neighbors and nodes
do not have knowledge about the size of chain.

3 Challenges of Routing Algorithms in OppNet

In this section, an overview of two main routing algorithms in OppNet is pro-
vided in order to check out various challenges to maintaining confidentiality for
messages in these networks.

3.1 Context Based Routing

In context based protocols, each node has a profile table which is contained user’s
interests. Senders make a message which has two parts: (1) Header or control
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information (can be two simple words like Soccer Sport), (2) Payload (can be a
complex and long text). When a match occurs between the header of a message
and the profile table of a node in the network, this node is the destination.
Senders are not interested in revealing of this header for all intermediate nodes.
Furthermore, intermediate nodes, in order to route messages, should have limited
knowledge about the encrypted profile table of nodes which are visited frequently.

Therefore we need:

1. An encryption method to encrypt the header of messages and the profile table
of each node. The header of a message should be encrypted by a method which
intermediate nodes can compare it with their profile tables in order to find
whether it is the receiver or not.

2. An encryption method to encrypt the payload of a message. (the encryption
of a message payload and the header of a message should be different while
the intermediate nodes should be able to analyze the header of a message for
routing packets, but they should not be able to recognize the concept of the
payload part of a message).

3. Intermediate nodes should be able to establish their tables based on the
encrypted profile context of frequently visited nodes, search on it and make
a decision to save or drop a message.

3.2 Content Based Routing

In content based routing protocols, senders do not have knowledge about
receivers. A receiver advertises its interests which contain two parts: (1) Control
information (can be two simple words like Soccer Sport), (2) Payload (can be a
complex and long text).

Each intermediate node has a table and it saves received advertisements
about other nodes on it and compares them with control information of messages
and route messages in a correct direction.

In order to optimize bandwidth usage, similar advertisements are merged
and they are recognized as one interest with several receivers. When there will
be a match between the control information of a message and an advertisement,
this message will be sent to all receivers which had advertised the text. It means
that a packet can have several receivers.

Receivers do not want other nodes to know about their advertisements,
thus these advertisements should be encrypted and intermediate nodes should
establish their tables based on this encrypted content. Furthermore, a publisher
(sender) wants to encrypt both control information and the published content.

Therefore followings are required:

1. An encryption method to encrypt advertisements of receivers and control
information of senders.

2. An encryption method to encrypt the payload of sender’s messages. (the
encryption of a message payload and its control information should be differ-
ent while intermediate nodes should be able to analyze control information
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of sender’s messages and advertisements of receivers for routing packets, but
they should not be able to recognize the concept of the payload part of a
message).

4 Problem Statement

The Public Key Infrastructures (PKIs) are usually used for public keys distri-
bution, the key management and authentication of the owner of a key as well.
Certificate Authority (CA) is the most common solution for this purpose. The
trusted third party is widely used in all of these authentication systems. It is
notable that, there is an organization for users authenticating and sharing public
keys. The topology of OppNet is varying frequently, thus the trusted third party
based authentication systems are not applicable in OppNet.

There are three problems in using a trusted third party in OppNet: first,
the topology of these networks is not a fix. Nodes are moving and they may
connect and disconnect to the network frequently, thus it is not easy for a node
to connect to a PKI. Second, the destination of a message is not known, therefore
each intermediate node must compare the header of a message with the respective
table and consequently decision is taken according to this comparison in order to
send the message in the best direction heading to the node’s destination. Because
nodes do not know about the receiver, they can not use the receiver’s public key
for encryption of a message. Third, even if it will be possible to use a PKI,
receiving authentications and keys takes a long time and causes a delay which
leads to a possible invalid key. As a result, it is important to develop a method
for sharing public keys of users. In this paper, a new algorithm for sharing the
public key is proposed. The public key of a sender is sent in the header of a
message instead of using the public key of the receiver. Every node, which finds
similarity between its profile table and a message’s header, can achieve the public
key and decrypt the message.

To be more precise, we have considered a scenario which contains a network
composed of a set of n nodes {Ni}1≤i≤n. It is assumed that these nodes are
students of a department in an university, and they walk around the university
according to their semester schedule. The profile table of node i is defined as Pi

and it contains a set of attributes {Aj}1≤j≤m, and each attribute Aj has two
components of Gj which is a general category of an interest and Lj which is a
limited concept of an interest in a profile. Thus each Aj uses a couple words, for
example, “Soccer Sport” can be a Aj which Gj = Sport and Lj = Soccer. The
pair (Gji, Lji) is the attribute j of node i and is recognized as Aj,i. Node i has the
profile Pi, and it is the concatenation of all attributes of node i: Pi = A1,i‖...‖An,i

(Table 1).
Each node has a key chain, and there is a couple of public and private keys

for each profile attribute in this key chain {Pkj , PVj}1≤j≤m. Thus, the pair
{Pkji, PVji} are the public key and the private key of attribute j of node i
respectively (Table 2).

Each message M in the network has a header Header(M) and a payload
Payload(M). When a sender node NS(1 ≤ S ≤ n) wants to send a message
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M to a receiver node NR(1 ≤ R ≤ n), NS makes a message as follows: M =
Header(M)‖Payload(M).

Table 1. Profile table for node i (Pi)

Gi Li

A1i G1i L1i

A2i G2i L2i

. . . . . . . . .

Aji Gji Lji

. . . . . . . . .

Ami Gmi Lmi

Table 2. Keys chain for node i

Public key Private key

1 PK1i PV1i

. . . . . . . . .

jth PKji PV ji

. . . . . . . . .

mth PKmi PVmi

5 Proposed Model

Nodes profile should be hidden from other nodes in OppNet, so the header of a
message (control information) should be protected. Furthermore, the intermedi-
ate nodes should be able to route a message based on their routing tables. For
this purpose, a Hash Function (HF) is used and both Gi and Li of attribute Ai

are Hashed as HF (Gi) and HF (Li).
In proposed algorithm, when nodes are in the communication range of each

other in the network, they use a Trust function in order to find out whether a
neighbor is trusted or not; In this methodology, the trust function proposed in
[15] has been exploited. The direct observation and a Game Theory strategy are
applied in order to recognize trusted nodes in this trust function.

If a message is sent as a text to the network, all the intermediate nodes
will be able to read it, therefore, it is better to encrypt messages to protect
the message confidentiality. While the receivers of a message are not known,
each node considers a separate public key for each interest in the profile table
and add this public key in the header of a message. Actually, the public key
is shared between nodes with a similar interesting field in their profile tables.
In the following equations, E is an encryption method which is considered as
E(Payload,Key), ES and EAS are a Symmetric and an Asymmetric encryption
algorithm respectively. The structure of a message when node A wants to send
a message is as follows:

HF (Gj,A)‖ES(PKj,A,HF (Lj,A))‖EAS(Payload, PVj,A) (1)

so we have
Header(M) = HF (Gj,A)‖ES(PKj,A,HF (Lj,A)) (2)

Payload(M) = EAS(Payload, PVj,A) (3)

where PKj,A and PVj,A are the public key and the private key of jth attribute
of profile table of node A respectively.
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Each node uses an asymmetric encryption in order to encrypt the payload of
a message with private key (PVj,A) of related attribute in its profile table; Also
They use HF (Lj,A) as a key for symmetric encryption and they encrypt related
public key (PKj,A) with this item and add HF (Gj,A) to it.

In the context based routing, when node B receives a message, compares
HF (Gj,A) of the message with its HF (GB) part of its attribute table, and if it
finds a match in HF (Gl,B), tries to decrypt E(PKA,HF (Lj,A)) with Ll,B . If it
is decryptable, node B is a receiver (HF (Lj,A) = HF (Ll,B)) and it can achieve
the public key of node A and read the payload. Otherwise, it will forward this
message according to the HF (Gj,A) of a message to other neighbors.

In the content based routing, node B advertises its HF (Gl,B) and intermedi-
ate nodes save this Attribute in their tables. When a node receives a message, it
forwards the message according to their routing tables. When receiver B takes a
message related to a HF (Gl,B), it tries to achieve the public key by decrypting
ES(PKA,H(Lj,A)) with its HF (Ll,B). If it can decrypt ES(PKA,HF (Lj,A)),
it is the receiver and HF (Lj,A) = HF (Ll,B); otherwise, node B will discard this
message. This process is shown in Fig. 1.

Fig. 1. Process of sharing the public key between two nodes in OppNet

In order to make it more clarify, the concept is explained with an example
which you can find it in the Figs. 2 and 3. Assume that node A wants to send
a message which is related to jth of its profile attributes with the title of Soccer
Sport.
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(Gj,A, Lj,A) = (HF (Sport),HF (Soccer)) (4)

Gj,A = HF (Sport) (5)

Lj,A = HF (Soccer) (6)

So, the message is produced as follow:

HF (Sport)‖ES(PKj,A,HF (Soccer))‖EAS(Payload, PVj,A) (7)

When node B receives this message, compares HF (Sport) with all parts of
HF (GB) in its attribute table. If there will be a match in lth line of HF (GB),
it uses HF (Ll,B) in order to decrypt ES(PKj,A,HF (Soccer)). If it can decrypt
this header, it means HF (Ll,B) = HF (Soccer), and node A and B have a
similar interest, so node B can find the public key of node A ((PKj,A)), and
it can decrypt the payload of the message; otherwise, the message will be sent
to other neighbors who are interested in this subject. While the header of a
message and attributes of a node are hashed, intermediate nodes cannot know
these attributes.

Fig. 2. Process of making a message and encrypt it in the sender

Using simple words in the profile table does not resist against the dictionary
attacks. It can be used in a social network between ordinary people, but we
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Fig. 3. Process of decryption a message in the receiver

propose to use special codes as HF (G) and HF (L) for particular groups. For
example, these attributes can be set as special codes between related groups
in the army, and members of the group whose have these codes, are able to
read these messages. These groups can be defined by different levels of security.
For example, different codes for various groups of soldiers, lieutenant, captain,
colonel, general and etc. can be defined in an army. People with a similar code
who are members of a group can decrypt messages. Furthermore, people from
different groups, according to their duties and degrees, can have some or all of
the related code, and achieve more messages. In Fig. 4, different groups in an
army are represented, and each square shows a group and its subsets. Members
of nodes in a group will have access to all codes in their groups and subset groups
(square). Figure 5 illustrates the profile table of different groups.

These codes can be given to the qualified members of a group, and it will be
possible they receive the public key and decrypt secret messages. For example, a
General has the public key of Colonels, Captain, Lieutenant, and soldiers. Mem-
bers of every group have the code of its group and subset groups. Furthermore,
the public key can be changed frequently, and the messages will be safe against
some attacks like the dictionary attacks.
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Fig. 4. Different groups with various Limit and General parts in an OppNet

6 Evaluation

In this section, the security of the proposed encryption method is discussed.
In the proposed algorithm, every node evaluates the trust degree of its neigh-

bors and nodes select a neighbor with the most top degree of reliability to send a
message to it. Furthermore, the attributes of the profile table of users are hashed,
thus nodes do not access the text of attributes.

Two parts for attributes are considered in order to be more precise and resist
against the dictionary attacks. If these attributes are set with special codes (For
example 32 character with high security level), intermediate nodes cannot find
the public key by the dictionary attack.

An intermediate node compares HF (Gj,A) of a message with its neighbors
General part of the hashed attributes in its routing table and if the answer shows
that there is a match, the node can forward this message to the best neighbor
to make the message closer to the destination.

From the performance point of view, a sender needs to encrypt twice, two
parts of a message and the receiver should decrypt corespondent, but interme-
diate nodes will not need to encrypt or decrypt a message. Intermediate nodes
evaluate just HF (Gj,A) part of a message with their profile table and route
it according to this. It provides a faster process of routing in the intermedi-
ate nodes. Furthermore, the process of double encryption of a message can be
done for the first time. After a match comparison and connection of two nodes
and sharing the public keys, these nodes can use an asymmetric algorithm for
encryption of messages in the rest of a communication.
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Fig. 5. Profile table of different groups in an OppNet

In order to protect all communications of a node, we proposed that each
node uses a separate private and public keys for different attributes. When node
A connects to node B, PKj,A and PVj,A are used which are created for this
connection, and when the session is ended, these keys will be expired. In this
manner frequently changing of PKj,A and PVj,A is possible.

More than one message is often sent to OppNet. We suggest that three copies
of each message have to be created, and each of these copies is sent from a
different paths/neighbors. Thus, if a node tries to change one of them when
several messages are delivered to the receiver, a mismatch is found, and this can
indicate that some parts of a message are changed by an attacker.

To put in a nutshell, in our proposed scheme, messages are not sent as a text,
although they are encrypted by senders’ private key, and the related public key
is shared between some groups of people whose are interested in a specific topic.
Intermediate nodes are able to route a message without extracting knowledge
about the title of a message or the payload of it.

7 Comparison with Previous Solutions

We compared the proposed algorithm with discussed algorithms in Sect. 2 in
Table 3 in the following terms:
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Table 3. comparison of proposed algorithm with some other algorithms

Network
knowledge

TTP Different
payload
and header
decryption

Context
based

Content
based

Known
receiver

Other

MLCE [5] � × × × � × ×
ID\policy
based [6]

× � � � × × ×

Ant based
[9]

× × × � × � ×

PEON [10] × � × � × � �
Chaining
algorithm
[11]

� × × � × � ×

Peer-to-
peer
onion-based
[12]

× × × � × � ×

Group
onion-based
[13]

� × × � × � ×

Digital
signature
[14]

� × × � × � �

Proposed
algorithm

× × � � � × ×

– Is it necessary for nodes to have a limited knowledge about the network
topology and position of the next or previous hop?

– Is it necessary for nodes to connect to the third party for sharing their public
keys?

– Is header and payload of messages encrypted separately in order to make the
process of routing easier for intermediate nodes?

– Does the method cover context based routing?
– Does the method cover content based routing?
– Is it necessary for the sender of a message to have knowledge about the

receiver of the message?
– Did the algorithm consider additional security infrastructure like secure side

channel?

The check mark sign shows a positive answer to each question and cross sign
shows a negative answer to each question in Table 3.

In OppNet, nodes move frequently and often topology of the network is
changed. In the majority of algorithms in the literature, nodes need to have



160 S. Rashidibajgan and R. Doss

a knowledge or at least a limited knowledge about the topology of the network
and the position of the neighbors, or they need to have access to a third party
for sharing public keys. Therefore, the most of these algorithms are not suitable
for OppNet.

In the proposed algorithm, messages are encrypted and public keys are shared
without knowledge about the network or the destination of a message and also
without considering a third party in the network. Furthermore, proposed algo-
rithm covers both content and context based routing algorithms in OppNet. The
payload and header of messages are encrypted separately to make the process of
routing easier in the intermediate nodes.

8 Conclusion

In this paper, a new method to maintain confidentiality for Opportunistic net-
works is presented. A Trust Algorithm is applied and according to that, the
priority of messages are defined. Therefore, each node sends the message to a
neighbor with a higher degree of trust. For more security, two parts for each
attribute in the profile table of a node are taken into consideration, one of them
is the general concept of the message and another one is the limited concept of
this, it is remarkable that, both of these parts were hashed. The General part
of an attribute is used as a header of a message which gives the capability of
routing the message to the destination according to it, and another part of an
attribute is used as a key for encryption of the public key of a sender. Therefore,
only the node that has the similar attribute can decrypt the message. Also, we
compared the proposed algorithm with some other algorithms in the state of art.
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Abstract. The continuing increase in the number of Internet of Things
(IoT) devices around the world calls for the need to assess privacy and
security vulnerabilities of IoT devices. In this paper, we discuss the extent
to which individuals and organizations have utilized the IoT-enabled
devices to connect and share data. We also explain the different types
of security loopholes that need urgent attention along with other ethi-
cal issues that arise from IoT devices. While major application of the
IoT is its incorporation into wearable technology, we review its current
practices and implications. Moreover, this paper also highlights some of
the legal policies and regulations, their values, and challenges regard-
ing data privacy. Finally, we discuss various data analytics solutions for
cyber-security coupled with their value and the challenges.
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1 Introduction

The recent years have seen an increase in the number of smart devices that can
connect to the Internet with ease. This paper focuses on the study of the Inter-
net of Things abbreviated as IoT in the 21st century. With the ever-expanding
population of IoT devices, the need to address their susceptible security becomes
crucial and demanding.

The research on the Internet of Things (IoT) is an interesting subject because
it is a common phenomena in today’s world. Almost everyone in the modern soci-
ety has access to smart digital devices such as smart phones, smart TVs, smart
watches, and smart technologically-driven cities among others. Furthermore, the
sub-topics of legal policies and regulations surrounding IoT security is also inter-
esting because the society needs to maintain their legal and moral standards in
this digital age [17].
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Previous literature shows that the availability and access to IP-enabled
devices (IoT) continue increasing exponentially every year. Additionally, it shows
that there is a need to address the susceptible security concerns that come
alongside the IoT devices [30]. Our research highlights various policy regula-
tions around the world that govern the use of the smart technologies. However,
previous research conducted in the past provides limited information address-
ing the shortcomings of challenges associated with data analytics and policy
regulations in improving the security of data and devices in the digital era.

Using a sample of the companies that use data analytics and selected IoT
devices, it has been analyzed that there is a dire need to develop policy regu-
lations and quantitative techniques to improve IoT security. There exist some
challenges when formulating and implementing policies for improving the secu-
rity of the IoT devices.

This research contributes to the literature in the field of Information and
Communication Technology by showing that both data analytics and policy
regulations play a critical role in the improvement of security across IoT devices.
Future studies need to address the empirical analysis of all the existing guidelines
relating to data analytics and privacy concerns around the world from 2017 to
20211.

The remainder of the paper is organized as follows. In Sect. 2, we describe
the research methodology in detail. In Sect. 3, we introduce the wearable IoT
and related devices. We emphasize security and privacy issues in IoT based on
different types of attacks in Sect. 4. In Sect. 5, we provide a summary of this
paper and conclude.

2 Research Methodology

We present a comprehensive review of published research on wearable Iot secu-
rity and privacy issues. To operationalize this, we searched for published papers
in international peer-reviewed journals or books in electronic bibliographical
sources mainly by keywords or combination of keywords such as wearable Inter-
net of Things (IoT), Radio Frequency Identification (RFID), wearable devices,
security, privacy. We then expanded our search by using additional keywords
obtained from the results of our initial search like electroactive fabrics, cyber-
attack. This resulted in 40 papers after filtering by categories, topic relevance,
time of publication, and contributions.

The distribution of papers across journals shows that the papers were mainly
published in journals that cover interdisciplinary topics such as Decision Support
Systems, European Journal of Information Systems, and Operations Research.
The distribution of published papers across years 2001–2018 is shown in Fig. 1,
indicating the increasing attention paid to this general area. To the best of our
knowledge, this paper is the first of its kind to simultaneously review the security
and privacy issues in wearable IoT from the technology and policy perspective.

1 Morgan, S. (2017), Top 5 Cybersecurity facts, figures and statistics for 2017, CSO.
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3 Wearable IoT, Technology and Devices

‘Internet of Things’, commonly referred to as IoT, had its name coined in 1998
by Ashton of Procter & Gamble who described it to be a network of IP-enabled
devices with the ability to connect and exchange data [1]. Ranging from every-
thing “SMART” - smart homes, smart cars, smart watches, smart cities, IoT is
assumed to consist of approximately 20.8 billion connected devices by the end
of 20202. Subsequently, IoT devices that can be worn by individuals on their
bodies are referred to as wearable devices, although it can go around by several
names.

To put the vulnerability of IoT devices into perspective, recent years have
seen dozens of medical devices potentially vulnerable to cyber-attack threats by
researchers. Millions of smart-TVs are vulnerable to click fraud, bot-nets, data
theft and even ransomware. In the world of smart cars, Fiat Chrysler recalled 1.4
million vehicles after researchers demonstrated a proof-of-concept attack where
they managed to take control of the vehicle remotely. In the UK, attackers man-
aged to hack key-less entry systems to steal cars. In retrospect and according
to recent reports, it has been predicted that cyber-crime damage costs are esti-
mated to hit a total of $6 trillion annually by 2021. Furthermore, cyber-security
investment and spending are to exceed $1 trillion (see footnote 2) in the next
years.
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2 Wood, P. (2016). 2016 Symantec Internet Security Threat Report, https://www.
symantec.com.
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3.1 Wearable IoT

Wearable technology is often touted as one of the greatest applications of the IoT
with good reason. Wearable technology has the potential to transform the way
people live. So what is ‘Wearable Technology’ one may ask? Wearable technol-
ogy, which goes around by several names such as ‘Wearable Electronics’, ‘Wear-
able Connected Devices’, ‘Wearable IoT (WIoT)’ or just simply as ‘Wearables’,
includes small electronics devices that people can wear on their bodies with ease
of comfort [36,37]. In the broadest sense, any computer device that is carried with
a person to assist them could conceivably be called a ‘Wearable’. In particular,
glasses, jewelry, watches, head-bands, contact lenses and even clothing. Alterna-
tively, one might also come across a more invasive form of this concept as in the
case of implanted devices used to measure electrical activities from the body [38].
Coker (2015)3 described few examples of Wearable IoT devices (some currently
being developed) that can be implanted inside a human body (Table 1):

Table 1. Wearable IoT applications on human being

Applications
Implantable Birth Control
Cyber-Pills
Smart Tattoos
Verified Self
Smart Monitoring and Healing Chips

Ultimately, whether a device is worn on or incorporated into the body,
the purpose of wearable technology is to create constant, convenient, seamless,
portable, and mostly hands-free access to electronics and computers [23].

The implications and uses of wearable technology are far-reaching and can
influence the fields of health and medicine, fitness, aging, disabilities, education,
transportation, enterprise, finance, gaming and music [32]. However, it is in the
fields of health-care, medicine, and fitness where wearable technology potentially
has its greatest influence. There are beliefs that wearable devices, over the next
10 years, will transform healthcare sector by [8] (Table 2):

The most successful wearable devices as of today are smart watches and
health and fitness trackers [33,35]. In fact, over 170 million units of wearable
wrist-wear devices are forecast to be shipped in 2020. According to another fore-
cast, sales of smart watches alone are going to reach 141 million units worldwide
with Apple’s watchOS being the most used smart wrist wear operating system
to be used4.
3 Top Five Implantable Wearables. Technowize. Retrieved 25 November 2017, from

https://www.technowize.com/top-five-implantable-wearables/.
4 Gordon, K. Statistics & Facts on Wearable Technology. The Statistical Technol-

ogy. Retrieved 2017-11-18, from https://www.statista.com/topics/1556/wearable-
technology/.

https://www.technowize.com/top-five-implantable-wearables/
https://www.statista.com/topics/1556/wearable-technology/
https://www.statista.com/topics/1556/wearable-technology/
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Table 2. Benefits of wearable devices in healthcare

Benefits
lowering the cost of health-care services
enable treatments to be efficiently conducted from distance
earlier detection of ailments
the need to see physicians will be reduced

Wearable technology usages can be broadly categorized into two major categories
as shown in Table 35:

The market for wearable technology looks promising as the number of con-
nected Wearable devices worldwide is expected to grow from an estimate of 325
million in 2016 to over 830 million in 2020. A little over than 2.5 times in a span
of only 4 years!

3.2 Devices to Enhance User Experience

Visitors of the Walt Disney World in the US can now encounter the MyMagic+
program. MyMagic+ incorporates a wearable MagicBand that uses a number
of technologies, all designed to enhance the user’s experience and provide useful
data to Disney. The MagicBand can connect to a number of systems in the theme
park and can assist visitors to make reservations for rides electronically in order
to avoid long waiting times using the MagicBand. They can also purchase on-
site meals which can be electronically charged to their Disney Hotel room using
this band. This largely improves user experience and in return the profits for
the business. The MagicBand allows Disney to easily track the movements and
actions of park visitors so that staff and services can be efficiently allocated to
meet emerging needs.

The Disney example depicts how powerful Wearables can be in a controlled
space where number of variables are limited. Speaking of tracking movements,
some companies are inventing Wearable Technology to track a companion ani-
mal’s movements and health, and even to track the activities of their infants and
pre-schooling children. It is often debatable if one’s privacy is being compromised
in exchange for an improved user experience or the ease of life [4].

3.3 Wearable Electroactive Fabrics and Bio-monitoring Devices

Some of wearable devices are capable of recording biomechanical variables from
its users. The system included in the wearable device is able to record the vital
signs and movement of its user. Research has made improvement in the develop-
ment of smart textiles: devices that are capable of recording several human vital

5 “Understanding Wearable Technology – Aspencor Tech”. Aspencor Tech. Aspencor
Tech. from http://medgizmo.info/news/understanding-wearable-technology.

http://medgizmo.info/news/understanding-wearable-technology


Wearable IoT Security and Privacy 167

Table 3. Two categories of wearable technology usages

Personal usage Business usage

A fitness/sport tracker A treatment for hearing impairments

A gauge for alertness and
energy levels

Remote treatment of speech and voice
disorders such as those in patients with
Parkinson’s disease

A fashion statement Synchronize data and communication from
other gadgets

A navigation tool Specific health issue monitoring, such as
stress management

A communication gadget Improve user experience

A media device

signs and wearable motion-capture systems. The use of those devices impacts
important tool for promoting sustainable development and progress in different
fields such as healthcare, ergonomics, art and sport [3,24].

3.4 Self-tracking Technologies in the Workplace

Companies are willing to use wearable devices at the workplace, in order to
increase the productivity by increasing the wellness and health of their employee,
and also in order to measure and quantify their behavior and performance6.
Wearable devices can take many forms such as armbands, badges, rings and
smart watches, using Bluetooth, infrared sensors and accelerometers. In the
workplaces’ use of these devices, companies store data on their employee regard-
ing stress level, heart rate, physical activity and body temperature, altogether
becoming great implication for the company due to the huge amount of data cre-
ated per day and the privacy of the information [25]. The use of wearable devices
is raising questions about legal, privacy and data protection issues. Because this
ability of gathering data is new, it is also unregulated. But most important thing
about insecurity comes from that employees, in this specific case, use their own
devices at work: data security standards are not respected [29].

3.5 Wearable Medical Devices

Wearable medical devices, such as continuous health monitoring devices for indi-
viduals, have generated a vast quantity of data. There has been a proposition
on an IoT architecture that intends to store and process the data for healthcare
applications [14,26]. More concretely, the architecture that has been proposed

6 Self-tracking technologies in the workplace: Quantifying health, behavior and
productivity, Human Resource Management International Digest, 25(5), 10–12,
Retrieved from http://www.emeraldinsight.com/.

http://www.emeraldinsight.com/
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cover MetaFog-Redirection (MF-R) and Grouping & Choosing (GC). In this
same proposition, logistic regression has been conducted based on prior records
from a certain heart disease database and data retrieved from health sensors on
patients. Based on this regression analysis a prediction model can be created
that uses the current body sensor health data of blood pressure, heart rate and
blood sugar level in order to predict the risk of heart disease.

Implanted medical Wearables have diversified uses too. Health professionals
are adopting the cyber-implant technology among their patients in order to track
diseases in real-time. These devices are fed and they retrieve health data directly
into smart phones. An example of this is the ‘Bionic Pancreas’ which is used
to monitor blood-sugar levels for diabetics (see footnote 3). Cyber-Pills with
microprocessors are being developed by British Researchers which communicate
directly from inside the body to a smart phone to help health specialists monitor
the users regular medication intake and its possible side-effects.

Slender Smart Tattoos made of computer fibers are being used to track body
functions and processes. Individuals can also use their fingers to unlock or enter
codes with the aid of an NFC chip inserted into their fingertips using tattoo-like
procedures.

4 Security and Privacy Issues in IoT

Our IoT world represents a danger to users because of high cyber-risk. Users are
sharing highly personal information as in the example of home devices (alarms,
clocks, lights, doors and garage openers). They can be extremely dangerous
because the crucial information embedded and shared via IoT devices represents
an attraction for hackers: since in every perfect IoT ecosystem, there is a danger
in security [21]. Other sectors as media and telecom technologies are targeted by
hackers and lead to a real combat against cyber-risks due to the high value of
the data shared and created. The other industries that are prone to being hacked
are healthcare and life sciences, infrastructures and smart cities, transports and
urban mobility and finally industrial systems and sensors [39].

Company leaders try their best to take actions against threats and their
impacts at three levels of an organization: they prevent and anticipate IoT
related cyber-threats before they take hold; they monitor and neutralize threats
that are already operating, and finally, they restore regular operations as soon
as possible after treat.

Organizations need to find a balance between cyber-risk management and
innovation. This means that the use of IoT and the increased use of information
not only increase the possibilities of creating value for the organization, but
they also increase the possibilities of cyber-risks. When data is overprotected, it
hinders innovation and creation of values but at the same time, if data is left open
and unprotected, this would leave the organization vulnerable to cyber-risks.

There are no global risk standards governing the IoT at the moment because
of the novelty of IoT; however, it does not mean that organizations between them
- public or private, share awareness and operate strategically and cooperatively
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to ensure the immense value of data. There is a danger of security breach because
the shared responsibility does not always work. Saif voiced that IoT solutions
need to be implemented in such a way that they blend organization-specific
operational capabilities with multi-layered cyber-risk management techniques
[21].

Li and Xu [13] envisaged IoT as a multilayer network and they call the intel-
ligent tags and sensors the “sensing layer” which could be devices such as RFID
tags, readers, WSNs, BLE devices that are acquiring the information of the
devices and/or their immediate environment. In implementing the sensing layer,
organizations will need to take diverse security threats and vulnerabilities into
account; more specifically unauthorized access, selfish threats, spoofing attacks,
malicious code, DoS, transmission threats and routing attack [28]. In order to
secure users, the authors proposed some measures to mitigate security risks: (i)
implementing security standard for IoT and ensuring that all devices are pro-
duced by meeting specific security standards; (ii) building a trustworthy data
sensing system and reviewing the security of all devices; (iii) forensically identi-
fying and tracing the source of users; (iv) and finally that software or firmware
at IoT end-node should be securely designed.

Privacy Concerns Related to Big Data: The volume of data in the world
is increasing drastically. By 2021, Big Data will be of worth $66.9 billion which
increases concerns about privacy and security of the data7. Currently, the num-
ber of cyber-crime victims is increasing on a daily basis, and people are urging
the government to undertake actions to fight against these threats in order to
provide full trust in the utilizing and sharing of their data. For example, the
more data is contained in a single source, the easier it is to be cyber-hacked.
Companies need to accept the greater responsibilities for personal information
they have on people and could use third-party providers to help them store their
data in clouds and other areas [34].

4.1 Different Types of Cyber-Attacks on IoT

Distributed Denial of Service (DDoS) Attacks. Nowadays, technology
enables industries to use IoT embedded into small devices, allowing the integra-
tion of physical things into an information network. IoT faces a lot of challenges
due to its low power, low processing, and low memory because of its small-sized
housing. A multitude of attacks can impact an IoT network and Denial of Ser-
vice attacks (DoS) is known to be the most sought attacking method. An attack
is referred to as ‘Distributed’ Denial of Service attack when the attack is dif-
fused from different sources (DDoS) [22]. These attacks can block usage of the
IoT device for the users and can drive network resources or consumption of the
bandwidth to be unavailable or modified. For the healthy functionality of IoT,
data needs to be confidential during its transmission; it needs to maintain its
integrity because it should be the same, sent as received; it needs to be available
for the users, and lastly, it needs to be authentic with the right identity claimed.
7 McCabe, B. Privacy concerns about the monetization of Big Data, Linked In.
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The five DDoS Attack types are respectively called the ‘UDP flood ’, which
leads to the inaccessibility of the target host resources; the ‘ICM/PING flood ’,
which leads to a significant overall system slowdown; the ‘SYN flood ’ and the
‘Ping of Death’, both of which lead to a denial of service; and the ‘Zero-Day
DDoS ’, which cannot be described because it has never been seen before. DDoS
attacks globally change the expected functionality of the IoT and can lead to
several adverse impacts on the users.

IoT is vulnerable to DDoS attacks even from an architectural perspective.
The architecture of IoT is divided into three layers called the Perception layer,
which collects ubiquitous data from the physical environment; the Network layer,
which processes the data; and the Application layer, which contains the business
logic for the user. On each of those layers, different varieties of DDoS attacks
can befall. On the Perception Layer, the main reader technology RFID can
be hacked. It will be unable to communicate with the reader, or completely
disabled. It could also lose its authentication capability and synchronization
between the system and the tag. On the Network Layer, attacks can disrupt
the authentication availability, fake replicate request instead of original ones,
consume enormous amounts of the victim’s resources, and amplify the traffic for
breakdown. On Application Layer, attacks can create infinite loopholes to disable
the accessibility of network resource and create infinite waiting time for reply,
along with communication paths that replay data packets or insert infected data
packets [31].

Social Engineering. Social Engineering can be perceived as an act of manip-
ulation of people through their personal information but more globally it is an
art or a science of skilfully maneuvering human beings to take action in some
aspects of their lives [7].

There are different types of social engineering which could be classified as
friendly or malicious. The first type, which is the most malicious, is the Hack-
ers. Because of the complexity of today’s software, hackers are turning towards
social engineering skills, mixed with the use of hardware and personal skills. The
second type is quite similar but represents the friendly approach: the Penetra-
tion Testers. These are individuals who are meant to follow and think like a
hacker in order to disrupt the client’s security by mimicking actions that of a
hacker. Spies, identity thieves, disgruntled employees, scam artists are considered
as types of social engineering which can cause harm to other people. Executive
recruiters, sales-people, governments, doctors, psychologists, and lawyers are also
other types of social engineer, which are not meant to harm people.

The basic goal of malicious social engineering is the same as hacking in gen-
eral: to gain unauthorized access to systems or information in order to com-
mit fraud, network intrusion, industrial espionage, identity theft, or simply to
disrupt the system or network [6]. The Internet boom has its share of industrial
engineering attacks as in start-ups as well, but attacks generally focus on larger
entities.
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Man in the Middle (MITM) Attacks. This type of attack encompasses
the concept of intercepting (read, insert and modify) legitimate communications
between two separate users or IP-connected-systems by a middle agent - the
hacker [5]. The hacker uses an amalgamation of Eavesdropping and Alteration
techniques to create a web of deceit and tricks the two systems into thinking
they are communicating with each other. In this scenario, the hacker has control
of the original communication and transmits messages to the two separate nodes
[10]. According to a Europol news reported in 2015, 49 suspects were arrested
for performing MITM attacks to sniff out and intercept payment requests from
emails. Investigations uncovered international fraud totaling 6 million euros8.

For the MITM attack to work, the hacker would need to find an unsecured or
poorly secured WIFI router. Then he injects malware into the connected-device,
which installs itself into the victim’s web-browser without the victim’s knowl-
edge. This malware can then record and route all information being exchanged
between the victim and specific targeted websites (e.g. financial institutions)
to the hacker’s computer. According to the McAfee Threat Reports of 2014,
MITM attacks comprise 66% of total Top Network Attacks [5]. The MITM
method of cyber-attack is gaining popularity among cyber-thieves due to its
ease of execution and its arduous nature of being detected as these attacks can
be accomplished without any trails left behind for the breach.

In Meyer’s paper, ‘A man-in-the-middle attack on UMTS’ [16], he displayed
a man-in-the-middle attack on the Universal Mobile Telecommunication Stan-
dard (UMTS), one of the recently developing 3G portable advances. The assault
enabled an interloper to mimic a legitimate GSM base station to an UMTS sup-
porter paying little respect to the way that UMTS confirmation and key under-
standing are utilized. Accordingly, a gatecrasher could listen stealthily on all
versatile station-started traffic. Since the UMTS standard requires shared con-
firmation between the portable station and the system, so far UMTS systems
were thought to be secured against man-in-the-middle assaults. The system con-
firmation characterized in the UMTS standard relies upon both the legitimacy
of the validation token and the honesty insurance of the consequent security
mode command. Meyer demonstrated that both of these instruments are essen-
tial keeping the end goal to keep a man-in-the-middle assault in mind. As an
outcome he demonstrated that an assailant can mount a pantomime assault since
GSM base stations do not bolster trustworthiness insurance and possible victims
to the attack are all mobile stations that support the UTRAN and the GSM air
interface simultaneously.

Data and Identity Theft. Today in the US alone, there are 25 connected
IoT devices per 100 inhabitants. It is safe to say that people are prepared to
accept any reality as long as it is presented to them in a digitalized manner. In
addition, people readily accept information from smart devices as a fact of life.

8 Abel, R. (2015, June 10). Europol arrest dozens for a scam that laundered six
million euro, SC Media. https://www.scmagazine.com/europol-arrest-dozens-for-a-
scam-that-laundered-six-million-euro/article/534058/.

https://www.scmagazine.com/europol-arrest-dozens-for-a-scam-that-laundered-six-million-euro/article/534058/
https://www.scmagazine.com/europol-arrest-dozens-for-a-scam-that-laundered-six-million-euro/article/534058/
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However, it is believed that the biggest threat to the success of IoT devices lies
in ID theft-related crimes [40].

ID theft is the action of unauthorized use of personal information (which is
stored and used in an array of digital forms) by another individual for various
gains. These gains range from espionage, revenge, terrorism, illegal immigration
or assuming a new identity to evade criminal charges. The nature of personal
data are names, addresses social security numbers, date of birth, driver’s licenses,
passport numbers, and financial data. Various frauds range from: fraudulent
unemployment claims, fraudulent tax returns, fraudulent loans, home equity
fraud and payment card fraud. Original users can also endure the burden of
increased loan interest rates; they can suffer involuntary payment with credit
card fraud, and they can be denied from utility services, civil suits or criminal
investigation [20].

Nonetheless, whatever the underlying objective maybe, it all boils down to
some sort of financial gain for the thief. Since IoT’s foundation is built on iden-
tity related services and (hence) any communication between devices is therefore
based on the same identity, ID theft operated via a digital channel could easily
be categorized as a cyber-crime. Vidalis and Angelopoulou propose a vulnerabil-
ity assessment model that attempts to understand how an environment can be
influenced by this type of attack. This can be established by the use of Vulnera-
bility Trees to measure how the environment can be affected by the introduction
of smart devices. This further can help in making appropriate and informed
decisions in terms of management of such crimes. The user is known to consti-
tute the biggest and least complex vulnerability of a system [27]. As a response
to these breaches, governments all around the world have enhanced laws that
require organizations to notify individuals when their own information has been
hacked.

Recently, the European Union has launched the General Data Protection
Regulation (GDPR) which will force companies to protect the personal informa-
tion that they have on each individual. The policies’ goal is to protect natural
persons with regard to the processing of personal data and on the free movement
of such data9.

Botnets Attacks. Mobile botnet attacks are systems that are combined to
distribute malware. They are used by criminals to exploit online-banking data
and steal private information. The botnet operators control them via Command-
and-Control-Servers. Mobile devices have their own constraints such as limited
processing, less data storage capabilities and heterogeneity of operating systems
(OS) (Android, Apple, Windows etc.), that restricts the security solutions to
be programmed efficiently. Botnet is a network of compromised machines. The
aim of botmaster is to disturb true blue administrations over the Internet or
cheat private data. Botnets are advancing as a genuine danger towards focusing
on cell phone gadgets. The motive of this attack is somewhat similar to that of
9 Reform of Data EU Protection Rules, Building a European Area of Justice. Retrieved

from http://ec.europa.eu/justice/data-protection/reform/index en.htm.

http://ec.europa.eu/justice/data-protection/reform/index_en.htm
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traditional botnet attacks to access the assets, translate substance of portable
client gadget and exchange control to the botnet initiator. In the long run, this
programmer will probably perform pernicious and unapproved exercises includ-
ing illicit telephone calls, ceasing control panel, sending emails, initialization of
worm code and unauthorized file access or photos. ‘Andbot’ is a mobile bot,
which utilizes URL transition and it is considered as a stealthy, minimal effort,
and flexible bot, which utilizes botmaster for unlawful in mobile environment.

4.2 Three Main Types of Attacks on Wearable Devices

Wearables can fall victim to an array of security breaches. Marrington et al.
broadly categorize these attacks into the categories below [15]:

Unauthorized Access to Wearable Devices. This is the classic case of the
Sinkhole Attack where unauthorized users gain illegal access to the wearer’s
wearable device adversely affecting their privacy. The concept of this attack
requires a base station (e.g. a health monitoring application on a user’s smart
phone that is connected to the operating system of the fitness tracking device
worn by the user) and a Wireless Sensor Network (WSN). The small nodes that
make up a WSN sense and send data to the base station. In the Sinkhole Attack,
the hacker infiltrates a node(s) (preferably one that is closer to the base station,
rather than all the nodes in the network), which causes the compromised node to
attract all traffic from its neighboring nodes using fake routing information [11].
All packets of data then pass through the infiltrated node before reaching the
base. This hinders the base station’s ability to receive complete and unaltered
data.

This can have adverse effects on people and organizations who work with
health-related wearable devices. Hospitals and other medical institutions rely
on wearables to collect patient’s health information and track their behavioral
habits; compromised medical data can jeopardize the wearer’s physical safety.

Attacking the Wearable Device Availability. All wearable devices depend
on inbuilt battery-packs for their sustainability and operation. This dependency
gives rise to the possibility of the Denial Of Service (DoS) attacks. As mentioned
above, this type of attack encapsulates the concept wherein the Wearables’ OS is
overwhelmed by malicious requests brought on by the attacker. This ultimately
results in system crashes and draining the device’s battery.

FitBit allows users to automatically upload its data to the user’s online social
networking account on a daily basis. This enables hackers to intercept data
reported by FitBit to launch the DoS attack. To prove this, Rahman et al.
[18] have built FiteBite which is a suite of tools that exploits vulnerabilities
in the FitBit. The FitBit authorizes the dummy hacker to continuously query
the victim FitBit (initially once every 15 min and subsequently on an average
of 4 times per minute) in its vicinity, hence draining the FitBit’s battery at an
alarmingly fast rate. In order to avoid suspicions, the FiteBit uploaded the victim
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FitBit’s data into the web server once every 15 min. Rahman et al. concluded via
their experiment, that during the attack-free mode, the victim FitBit’s battery
lasted for 29 days. In the 15 min upload mode, the battery lasted for 7 days and
18 h whereas, in the attack mode, the battery lasted for only 32.71 h (just a little
over 1 day). This summarized that FitBit drained its battery 21 times faster prior
to the Battery-Draining-Denial-of-Service Attack on the test.

False Data Injection on Wearables. A false data injection attack implies
that data contained, and transmitted by a wearable device is forged [15]. In these
attacks, the hacker may target Internet traffic as a point of attack. Wearable
devices are made to transmit data to a central database using Internet proto-
cols. In the case of transmission over the Internet attacks, the hacker modifies
data transmitted over the Internet protocols and injects modified data, which
eventually reflects on the target website [19].

Another exploitation of weak communication channels relates to attacks car-
ried over Bluetooth protocols. In some instances, the hacker may also target data
transmitted over WIFI protocols. The attacker can pair a device to the wearable
one and avoid authentication in subsequent pairings when using Bluetooth and
WIFI technologies [2]. Such a system can act as a conduit for the attacker to
overwrite information transmitted between the wearable device and the target
recipient, which he subsequently uses to inject false data.

Physical attacks can also facilitate data injection in wearable devices. In phys-
ical attacks, the hacker records data that has not been performed by the legit-
imate owner of the wearable device. In such cases, the wearable device records
fabricated facts on the memory component of the device [12].

Hackers can also exploit vulnerabilities in application functions. For example,
the failure of a developer to use HTTPS for application functions creates a
vulnerable point for hackers to exploit. It was noted that the author fails to
verify data contained in HTTPS POST requests, which are often used to upload
data over the internet [9].

5 Conclusion

The accelerating emergence of IoT devices has resulted in a vast quantity of
sensitive data entering the digital sphere. Thus, all this data are subjected to
the risk of unwarranted infringements. Organizations are more likely to identify
security incident earlier if they utilize big data cyber-security data analytics.
However, due to the volume of abundant data that needs to be analyzed it is
still highly challenging. Hence, this requires the usage of analytics solutions that
can scale to the huge storage, memory and computation requirements.

Machine learning applied to security data and user behavioral analytic (UBA)
are presented as the most promising methods of data analytics. Together with
these technologies, measures should also be taken to have access to skilled labor
to conduct statistical analysis to get valuable insights. However, there are a
lack of people who can perform advanced degree analytics. A key approach for



Wearable IoT Security and Privacy 175

organizations and firms to improve detection of security threats is to utilize
readily available frameworks such as Apache Hadoop and inexpensive hardware,
which enable the user to collect, store and analyze huge amounts of security data
across the whole enterprise in real time.

If the current frontier of cyber-security is predictive analytics, the next one
involves automated actions. Often organizations want to investigate problems
identified by analytics before taking corrective action, which means that the
most effective cyber-security environments will be complex hybrids of human
and machine intelligence. The combination of automated and analytics-driven
alerts and human interventions will be extremely important for effective security.

Current worldwide policies and regulations related to IoT devices and data
protection are insufficient. So far, worldwide organizations are using some guide-
lines, e.g. the OECD guidelines on the Protection of Privacy and Trans-Border
Flows of personal Data or the guidelines of the association Online Trust Alliance.
The Federal Trade Commission and the Department for Homeland Security in
the United States have also only given non-binding guidelines that cover IoT
devices and associated data. In the EU, the General Data Protection Regulation
(2016/679) will enforce regulations to device manufacturers and provide a wider
data protection for the consumer starting in 2018. A similar forcing regulation
is necessary in United States, which is a major and international actor in data
creation. This legal discrepancy needs to be eliminated since legal problems can
arise when data about a person or entity is transmitted through different juris-
dictions with dissimilar data protection laws. The discrepancies on the practices
of how to respect security and data protection between organizations, within the
same country, also need to be eradicated.
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Abstract. In this paper we present Thalos, an architecture for the
secure storage of files in the presence of untrusted third parties. Namely,
Thalos has been conceived at the outset as a system for protecting both
the confidentiality and the privacy of users who rely on an untrusted
remote server for storing their files. The system ha been designed as
a browser-enabled client-server application and its implementation has
been conducted by leveraging the Model-View-Controller pattern. The
paper discusses the rationale behind our work, as well as briefly presents
the design and implementation phases by focusing on the main use cases
that Thalos is capable to support.

1 Introduction

Nowadays, there is a growing interest towards the possibility of remotely storing
our files while making them readily available across multiple devices. People do
not normally manage their own storage servers; thus, they need to rely on third-
party, cloud-based storage services like Google Drive or Dropbox, which have
rapidly gained momentum in the technology market. We might ask ourselves
how much secure are these kinds of services [1] and what would happen to our
files if someone seized storage servers or hacked into them. More in general, we
might wonder whether to trust those companies at all.

This paper presents Thalos as a solution to the above-mentioned issues.
Thalos is an extremely robust storage service that is made secure by design.

The chosen cryptographic algorithms and the way they are applied offer to the
final users the opportunity to securely store their files remotely, while denying
any attempt to access them without the proper authorization. Thalos design,
indeed, makes it impossible for anyone who has physical or virtual access to the
servers to decrypt files without the right key. It also prevents any possibility
of establishing an exact match between one specific file and its owner. Thalos
relies on local elaborations to perform encryption: everything outside the owner’s
computer is hard encrypted with asymmetric algorithms (AES 4096 bit key),
according to OpenPGP standards. Due to the most known critical issues that
belong to read and write operations, in fact, cryptography is executed locally on
the machine of the user who owns the original contents. About that, in no way
does Thalos memorize keys or pass-phrases in browser cookies or anywhere else.
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Thalos will be provided as a service that can be easily used, in theory, by any
device connected to the Internet. Prospective users can easily register an account
by using their email address and choosing a username and a password; sessions
keep track of the users across the application. Once a user is registered, a first
key pair can be generated. The following keys are created: (i) Master Key: the
private key of the cryptographic key pair. It belongs to the user that can unlock
it through a pass-phrase chosen during the creation process; (ii) Public key:
this is the public key of the pair and is stored on a remote database. It will also
be used for secure file sharing in future improvements.

Once a key pair is generated it is possible to add a basket to one’s own basket
list. Baskets are virtual file containers (they can be thought of as very simple
virtual file systems). Each basket is described by a basket description file which
basically stores information about contained files, including name, type, size and
a pointer to the encrypted file on disk (attribute id) as it can be seen in Fig. 1.

Fig. 1. Thalos basket description

Together with the basket, two new keys are generated: (i) Basket Private
Key : used to decode the basket description and each file which belongs to the
basket itself; (ii) Basket Public Key : used to encode the basket description and
each file which belongs to the basket itself.

Basket description files are stored remotely and are encrypted with the basket
private key. Furthermore, a base file is associated with each user. It is remotely
stored and is encrypted with the Master Key of the user to whom it belongs. A
basefile contains the basket private keys of the baskets owned by the user it is
associated with.
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2 Using Thalos

In the following we will briefly illustrate how our usual friends Alice and Bob
can securely store their files using Thalos. Figure 2 illustrates Alice’s example
usage path with Thalos. The involved sequence of steps is reported below:

1. Alice retrieves from remote her base file which is encrypted with her Master
Key Pair;

2. Alice decrypts locally in her laptop the base file and gets the keys needed to
unlock her own baskets;

3. Alice retrieves from remote the encrypted description of the “UAV” basket;
4. Alice decrypts the description and gets the entire file list which includes

pointers to the actual files on disk;
5. Now Alice can securely download any files she wants to access.

Fig. 2. Alice’s Thalos use path

In much the same way, Fig. 3 sketches Bob’s interactions with Thalos:

1. Bob retrieves from remote his base file which is encrypted with his Master
Key Pair;

2. Bob decrypts locally in his laptop the base file and gets the keys needed to
unlock his own baskets;

3. Bob retrieves from remote the encrypted description of the basket containing
his deepest secrets;

4. Bob decrypts the description locally in his laptop and gets the entire file list
which includes pointers to the actual files on disk;

5. Now Bob can securely add a brand new secret to his list, staying assured that
no one will ever steal it from Thalos.

Alice’s and Bob’s files are stored (encrypted) on the same hard drive along
with other users files. It is impossible to find a reverse path which leads from a
file to its owner.
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Fig. 3. Bob’s Thalos use path

2.1 Protecting Master Keys in Thalos

The Master Key appears to be both the bottleneck and the weakness of our stor-
age system. Indeed, the key is strictly related to the device used to read and write
remote content and moving it among different laptops or smartphones might con-
stitute a security issue. In addition, in case of a device being lost or stolen, the
whole remote content would be exposed to unauthorized users. This problem has
been analyzed and a mitigation has been found in what we have called the Mul-
tiple Key Management System. In the newest version of Thalos, indeed, a user is
allowed to generate and manage more than one Master Key (MK). Once a MK
has been compromised, the victim can simply disable the access rights deriving
from the impaired credentials. The Multiple Key Management System has been
designed by taking advantage of the hierarchical structure of Thalos. At the end
of a key addition process, on the remote system many basefiles will exist, one
for each key actively owned by the end user. To avoid malicious exploitations of
this feature, the creation of an additional key is carried out via a feedback from
an already existing key, following these steps:

1. Standard user authentication (login and password) from the ‘new device’. Up
to this moment the ‘new device’ will be logged-in and it will not be able to
decrypt user’s content, yet.

2. Key Pair Generation within the context of the ‘new device’. New private
Master Key will be stored locally while the public key will be sent to the
Thalos Server along with a new key association request. The server forwards
the request through a push notification towards the set of already associated
devices.

3. The user will accept the request from an already associated device. Using
the old (locally stored) private key, the basefile is first decrypted and then
re-encrypted with the new public key.

4. From now on, the user can access his files from multiple devices.

The process introduces a minimal redundancy in the system since encryption
of a single file is carried out using the keys of the baskets. On the other hand, key
compromising is a well-known issue of asymmetric encryption and the Multiple
Key Management System is able to completely protect the end user provided
that the deletion of an impaired key is carried out as soon as possible.
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3 From Theory to Practice: Thalos Software Description

In practice, Thalos shows up as a Web Application that can be reached through
any modern Internet browser (it has been successfully tested on Firefox and
Google Chrome) and allows users to create an account, generate a master key
pair and, eventually, securely manage their files.

More in details Thalos has been developed following a Client-Server pattern
where the client role is played by a Web Browser.

3.1 Server Side Architecture

Since the project runs on NodeJS [3], server routines are programmed in server-
side Javascript. Furthermore, the server has been designed following a Model
View Controller paradigm as showed by the architectural view in Fig. 4. The
application uses PUG [4] as view engine to dynamically render HTML pages and
SEQUELIZE [6] as ORM (Object to Relational Mapping) tool to dynamically
map views inside a relational database and manage migrations.

Fig. 4. Thalos architecture

Models Description. Two models are used in this application, namely ‘user’
and ‘basket’. As it can be easily guessed by their name, the former is needed to
manage users and the latter to manage baskets. Tables content is described in
Figs. 5 and 6, respectively. Particular fields are:

– users.public key: stores the user public key (from master key pair);
– users.base: stores the encrypted base file associated with the user;
– baskets.description: stores the encrypted basket description.
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Fig. 5. Users table

Fig. 6. Baskets table

Views Description. Views are written according to PUG syntax [4]. PUG
engine dynamically renders HTML pages. Data coming from controllers are sent
to the view as messages through flash [7].

Controller Description. The express [5] framework has been used with
NodeJS in order to manage HTTP requests. Express manages incoming con-
nections through the use of routes: when an HTTP request is incoming, it calls
the associated callback, if it exists. The following controllers have been defined
for Thalos:

– passportController: Defines strategies for user login and registration.
– dashController: Manages operations on user dashboards. It allows users to

upload and download keys and base files, as well as to create baskets. The
following interfaces are exposed:

– addBasket: responds to POST requests. Retrieves user data from the
current session and updates the basket tables with the POST parameters
received along with the request. Returns a JSON object containing the
result.

– addPublicKey: responds to POST requests. Retrieves user data from the
current session and updates the users table with the new public key and
the new base file, both received from POST parameters. Returns a JSON
object containing the result.

– getBasefile: responds to POST requests. Retrieves user data from the
current session. Returns a JSON object containing the result.
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– basketController: Manages operations on baskets, like download/upload of
a description, download/upload of a file. This controller exposes the following
interfaces:

– getFile: responds to POST requests. Returns file selected by file id.
Result is returned as a JSON object.

– updateBasket: retrieves user data from the current session and updates
the basket tables with POST parameters received along with the request.
Returns a JSON object containing the result.

– deleteBasket: responds to POST requests. Deletes a basket. Returns a
JSON object containing the result.

– getBasket: responds to POST requests. Retrieves user data from the
current session. Returns a JSON object containing the result.

– authController: Manages users’ authorizations and exposes the following
interfaces:

– login: responds to GET requests and commands the PUG engine to
show the login page.

– signup: responds to GET requests and commands the PUG engine to
show the signup page.

– validateUser: changes user status from ‘inactive’ to ‘active’; this allows
the user to login. It’s a kind of ‘antispam’ filter.

Controllers do not implement or call any kind of encryption algorithm since
the data they work with are already encoded.

3.2 Client Side Architecture

In order to execute all encryption operations locally to the user machine, par-
ticularly in the user browser, the client side part of the project has been written
entirely in Javascript. About this, the client side routines require the OpenPGP.js
library [2] to perform their duty. The code is divided in three main categories,
according to the functions that are carried out.

– Operations on dashboard:
– genkey: given a pass-phrase generates a keypair. The public key is sent

to the server through AJAX as user public key. The private one is the
user Master Key. A downloadable file is generated on the fly and a link
is displayed.

– addBasket: given the Master Key, the Master Key pass-phrase and a
basket pass-phrase, it generates a new basket for the user who requested
it. Eventually the function updates the base file and sends it along with
the new basket data to the server through AJAX.

– Operations on baskets:
– bloadlist: given a user, it sends an XMLHttpRequest to the server

asking for the base file. Eventually, it decrypts the base file and displays
the user basket list.
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– openbasket: given a user and a basket name, this function sends an
XMLHttpRequest to the server asking for the basket description file. Once
got it, it decrypts it and displays it to the user.

– Operations on files:
– Upload: this function assumes that a file (to upload) and a basket have

both been selected. It locally loads the file from an HTML form, saves its
related information into a JSON object, encrypts the file, pushes the new
JSON into the basket description array and encrypts the description as
well. The file and the updated description are sent to the server through
the remote interface UpdateBasket.

– Download: this function assumes that a file (to download) and a bas-
ket have both been selected. It retrieves file information from the basket
description and then requests the selected file to the server through the
file id. Once a response from the server has arrived, the client decrypts it
and generates a downloadable file on the fly.

– Delete: this function assumes that a file (to delete) and a basket have
both been selected. It updates the current basket description by deleting
the selected file (identified through the provided file id). The updated
basket description is sent to the server along with the query needed to
remove the file from the storage server as well.

4 Dynamic Views

Some of the actions described in the previous section are herein reported through
sequence diagrams. This section aims to give the reader a clearer vision of the
whole project by pointing out how client and server work together.

Figure 7 shows how user registration is based on the validation of an activa-
tion code that is generated at subscription time on the server’s side.

Fig. 7. User registration sequence diagram
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Similarly, Fig. 8 illustrates that a request for the creation of a key pair
(through a user-provided pass-phrase) is served directly within the browser. Of
the pair in question, the private key is provided back to the user, while the public
key is delivered to the Thalos server, where it gets stored for all future uses.

Fig. 8. Master key pair generation sequence diagram

Figure 9 sketches what happens when creating a Thalos basket. Basically,
the original base file is first retrieved from Thalos and locally decrypted with
the crypto material provided by the user (pass-phrase and private key). Then,
the addBasket method is triggered, which translates into the creation of a brand
new basket key pair, the update of the downloaded base file and eventually the
upload of the updated (and encrypted) base file to the Thalos server, together
with the newly generated basket public key.

Fig. 9. Basket creation sequence diagram.

Figure 10 describes the process of retrieving the list of files contained inside
a basket. As already discussed for the previous case, we first download the
encrypted base file, which is locally decrypted with user-provided information.
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Then, we call the getBasketList method on the client-side Thalos JavaScript
library. With the basket list readily available, we can eventually call the client-
side openbasket method, which in turn downloads from the Thalos server the
encrypted basket description file. As usual, the encrypted description is locally
decrypted and the resulting file list is provided back to the requesting user.

Fig. 10. Basket list retrieval sequence diagram

Figure 11 focuses on file upload. Steps 1 through 3.4 are exactly the same
as those described when commenting Fig. 10. Starting from there (i.e., assuming
the file list has been made available to the end-user), we can call the client-side
UploadFile method, which: (i) updates and encrypts the basket description; (ii)
encrypts the file to be uploaded; (iii) uploads to the Thalos server both the
encrypted file and the encrypted (as well as updated) basket description.

Finally, Fig. 12 focuses on file download. Once again, we start from step
4 in the diagram, which shows how a call to the client-side GetFile method
gets translated into an analogous getFile call to the Thalos server. Such a call
allows the browser to download an encrypted copy of the requested file, which
is decrypted on-the-fly and provided to the end-user in the clear.

5 The External Perspective

In this last section we try to follow the breadcrumbs left by a user who uses
Thalos to securely store his/her files. The goal is to show to the reader how the
system works in terms of files and data stored on the server. As it can be seen
in Fig. 13, the actor in question first of all creates an account in the webapp and
validates it.
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Fig. 11. File upload sequence diagram

Fig. 12. File download sequence diagram

Once done with the previous step, our special guest signs in through the
dashboard and generates his/her master key pair by clicking on the Generate
Master Key button (Fig. 14).
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Fig. 13. Account registration

Fig. 14. Dashboard

Fig. 15. Information uploading

Using the newly created key pair, the user adds a basket to his/her basket list
by following the instructions displayed in the web consolle. Eventually, he/she
uploads confidential information (Fig. 15) to the remote Thalos server.

From now on, the file is in the secure storage and it is ready to be downloaded
by its owner whenever the need arises, as illustrated in Fig. 16.



190 L. M. Castiglione and S. P. Romano

Fig. 16. Information downloading

Let’s now assume that a bad guy has gotten, in some way, access to the
database. What can he actually learn about our user? In Fig. 17 a view of the
database is shown.

Fig. 17. Database view: users

From the attached snapshot, we can derive that the attacker is now sure that
princess Leia uses Thalos and that she owns one basket named rebels info, as
reported in the further snapshot in Fig. 18. Thus, the attacker tries to decrypt
the basket in question by reading the princess basefile where keys are stored.
What he gets is just a meaningless sequence of PGP-encrypted bytes.

The same thing happens if he tries to read any of the basket descriptions.
The only information that is ‘leaked’ is that Leia created one container. Though,
nothing is leaked with respect to sensitive data like, e.g., the total number of
files that have been uploaded.

Fig. 18. Database view: baskets

Assume that, at this point, the attacker accesses the hard drive as well as
the database. When he tries to list the storage directory, the only thing that
he realizes is that a lot of files are saved on disk with a random generated 199
characters length and a name that is encrypted with some key.

Again, the match between each file and its owner is recorded into the bas-
ket description that is encrypted with the basket key, which, itself, needs to
be decoded with the master key. In conclusion the attacker will never discover
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sensitive user’s information as long as the user in question keeps his/her Master
Key in a safe place.

6 Related Work

In this section we provide an overview of common services that focus on untrusted
computing and its application to the field of secure storage techniques. We will
try and highlight their differences with respect to our solution, for better or
worse.

MegaNZ is probably the most famous service on the market offering secure
storage for free on the Internet with a file level granularity. Mega developers have
written from scratch their own implementation of encryption algorithms using
Javascript asm. Files encryption works locally to the user machine and their
work has been open-sourced1. Moreover, the service is offered through a friendly
interface and the asymmetric encryption process is completely transparent to
the end user. On the other hand, the infrastructure does not provide any form
of anonymization. In fact, as written within the privacy policies, information on
files such as metadata, ownership and upload date is clearly stored by remote
servers2. Also, the asymmetric encryption breaks when the needs arises to share
a file. In such a case, the key needed for file decryption has to be explicitly
provided along with the file. Finally, the entire server side architecture is kept
hidden by the company; in this sense, the service cannot be deployed within a
private network.

Storj [8] is an interesting service that uses a pure P2P configuration in order to
keep user files secret. Every file is split in hundreds of shards that are stored,
encrypted, all over the nodes. The service is completely free and the code, written
in C, has been open-sourced. Unlike our solution, this service comes with the
strengths and weaknesses of peer-to-peer and neither reliability nor availability
of files can be ensured under all circumstances.

Clear storage with an encrypted security layer is another approach that can be
considered capable to reach a good privacy level in remote storage. It consists
in adding a double key encryption layer to a common storage service such as
Dropbox, Google Drive and Microsoft One Drive. Many applications have been
developed with this purpose but, unlike Thalos, they cannot provide the user
with file anonymization. This approach indeed requires a user to be aware of the
common privacy issues, as well as of the existence of countermeasures such as
advanced encryption.

1 https://github.com/meganz/webclient.
2 https://mega.nz/privacy.

https://github.com/meganz/webclient
https://mega.nz/privacy
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7 Conclusions

In this paper we have presented Thalos, an architecture for the storage of content
within third-party storage facilities, with both security and privacy guarantees.
We have discussed how Thalos has been designed and implemented as a remotely
accessible, web-enabled service. We have also briefly compared Thalos function-
ality with wide-spread cloud-based storage facilities.

Thalos has been already presented to the international security community as
an open-source tool for the secure storage of contents in the presence of untrusted
third-party storage providers. Namely, the project has been presented at the
recent BlackHat Europe 2017 conference that has taken place in London between
the 4th ad the 7th of December 2017. BlackHat is a renowned venue for security
researchers and practitioners, providing attendees with the very latest advances
in research, development, and trends in Information Security. Thalos has been
part of the so-called BlackHat Arsenal3, that is a session entirely devoted to the
presentation of cutting-edge tools in all fields of security.

Source code, documentation and installation information for Thalos are all
publicly available on gitlab at the following address: http://gitlab.comics.unina.
it/NS-Projects/Thalos.
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1 Introduction

There is more computing power in your smart phone now than all the computers used
by NASA in 1969 to place man on the moon. People spend more time on mobile apps
than on their desktops. These mobile apps are proliferating and weaving themselves
into every facet of our life (physical, emotional, financial, relational, and spiritual).
After the first 500 apps in the Apple App Store when it made its debut in July 2008 [1],
mobile application development has been dramatically growing and millions of apps
for personal use have been created and deployed. The growth of Ubiquitous Individual
Information Systems [UIIS] potentially poses many questions, problems, issues, and
requirements for the design of UIIS.

However, the focus of seminal IS research has predominantly been on the design of
traditional organizational information systems to support professional/supporting
organizational processes in the context of the office [2]. IS research has largely
ignored the design of ubiquitous information systems for personal and/or professional
purposes in the context of the home, office, and/or other contexts. Alter [3] reviewed
more than 20 different definitions of information systems from published papers. While
most include references to computers or technology, and most also refer to organiza-
tions in some way, individually owned IS was excluded of these conceptualizations.

In IS research, often newly emerged system concepts and phenomenon lead many
large, pragmatic investigations. Baskerville [4] has spotted this research gap and
elaborated the individual information systems as a research arena. He suggested that an
individual information system is “an activity system in which individual persons,
according to idiosyncratic needs and preferences, perform processes and activities
using information, technology, and other resources to produce informational products
and/or services for use by themselves or others”. However, no seminal study was
followed nor developed by any IS researchers since his elaboration.

One of the challenges in designing and developing a ubiquitous individual infor-
mation system is a tension between individuals’ distinctive needs and system com-
ponents availability. Each individual has unique situations and roles within different
life dimensions even in a single day. In addition, life dimensions are highly interrelated
therefore the boundary between each life dimension is generally interdependent and
inseparable. On the other hand, common features and functionalities need to be
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identified for developing the systems. Resting atop this tension, a design process is
premised to be experiential in UIIS design [4].

Another approach of designing Ubiquitous Individual Information Systems is
considering design dimensions of the systems. The major design dimensions are
namely the system, the activity, the user, and the context that the system is designed to
support (Fig. 1). Focusing on one or more dimension(s), many design research ques-
tions for UIIS can be raised.

2 Research Questions

A candidate list of questions that can be explored in this research are:

1. What are UIIS?
a. What are the key reference disciplines, concepts, and processes that could

be used to underpin UIIS?

The key reference disciplines would definitely include Computer Science [CS] and
Information Systems [IS] but in addition could include domain relevant disciplines. For
instance, it could include medicine if we were designing health apps or it could include
finance if we were designing financial apps.

Concepts that could underpin UIIS would range from core IS and CS concepts to
do with aesthetics, design, human behavior, psychology, visualization, User Interface
[UI], User Experience [UX], and the domain(s) under consideration.

Obviously, design, implementation, and usage processes would form a key com-
ponent of the processes that would support UIIS. In addition, domain specific processes
as well as configuration and integration of apps processes would be significant.

b. What are key models and frameworks that could help us understand,
structure, and communicate UIIS?

While many of the IS and CS models and frameworks would inform us to some
extent regarding the UIIS we believe that there is a need to propose new models and

Fig. 1. Experiential design of ubiquitous individual information systems
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frameworks that reflect the particular aspects, issues, features, and challenges of the
nexus between ubiquitous, individual, integrated, information systems.

2. How do we design UIIS?
a. How do we enable these UIIS to integrate and collaborate with each other

in a holistic manner?

The integration and active collaboration of diverse applications together as well as
with cloud services and other associated databases and servers can be technically
challenging when there are few standards around.

b. How do we increase the density of the intelligence provided by these UIIS
from data to information to knowledge to wisdom?

The processes involved in extracting data from various devices, sensors, and sys-
tems and integrating them and transforming them into highly dense information that
could be used by individual decision makers can be numerous and complex. The
processes encompass the transactional to the decisional.

3. How do we implement UIIS?
a. How do we implement consumption as well as creation-oriented applica-

tions for UIIS?
b. How do we implement personal and professional applications that allow

seamless interweaving between different contexts (home, office, and other
spaces) in a secure and well governed manner?

Fig. 2. Dimensions of ubiquitous individual information systems design
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c. How do we support the customization and configuration of such complex
and unique UIIS?

d. How do we create a portfolio of UIISs that are integrated towards serving a
particular purpose?

e. How do we implement UIIS that span work, home, societal, and cultural
boundaries?

f. How do we implement UIIS.

We explore these questions in light of four major dimensions (system, user, activity
and context) and their sub-dimensions (Fig. 2). These dimensions represent an applied
version of the MIT90s framework, where system represents technological aspects,
users represent individuals and roles, activities represent process, and context repre-
sents the external environment.

3 Research Approach

The aim of this research is to define, design and implement UIIS. The word “Design”
means “to create, fashion, execute, or construct according to plan” [5]. Therefore, it is
best to discover through design [4] and adapt a multi-methodological approach to
conduct this design science research. For this study, Nunamaker’s et al. [6] multi-
methodological approach for information systems research will be adapted to propose
and develop various artifacts. Moreover, the criteria for the design science artifacts
proposed by both Nunamaker et al. [6] and Hevner et al. [7] will be followed
throughout the study. The adapted multi-methodological approach is a practical way of
designing and implementing a system. It consists of five research strategies/phases -
observation, theory building, systems development, evaluation, and generalization. The
phases are all mutually connected to support creation and validation of a system with
multiple iterations.
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Abstract. Recently, both security and privacy are the growing concerns in
eHealth platforms that deal with sensitive clinical data stored in electronic health
records (EHR). Breaches or damage of sensitive data of an individual’s health
record can be occurred due to attacks by hackers or malicious insiders. There-
fore, it is very crucial to enforce privacy and security of clinical data in eHealth
applications by technological means. Understanding and finding the issues
related to the security and privacy of eHealth systems are important in designing
and developing an effective eHealth system. In this paper, we therefore aim to
investigate and analyze the recent security issues in eHealth applications and
explore their solutions to preserve privacy and security of sensitive health data.

Keywords: Security � Privacy � Clinical data � eHealth � EHR

1 Introduction

eHealth or electronic health is the delivery of health services and resources by elec-
tronic means through extensive information sharing and collaboration [1]. The Euro-
pean Commission (EC) has defined eHealth as the use of modern information and
communication technology (ICT) to improve the access, efficiency, effectiveness, and
quality of clinical and business processes utilized by healthcare organizations, practi-
tioners, patients, and consumers in an effort to improve the healthcare status [2].

Over the recent years, many eHealth applications have been proposed worldwide.
Due to the sensitive nature of medical information and healthcare records, issues of
integrity, security, privacy, and confidentiality are very significant. Hence, privacy and
security must be effectively addressed in developing eHealth schemes to protect
patient’s health data. There are several laws around the world designed to protect the
electronic health data that the healthcare institutions maintain for their patients [3–5].
Furthermore, many sophisticated security mechanisms, such as access control
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mechanisms [32], encryption techniques [21] and auditing tools [33, 34] are developed
for secure eHealth systems.

Owing to several key challenges, the widespread practice of eHealth systems is still
at premature stage. Hence, it is significant to understand how far eHealth data are
protected and what factors can lead to enhance a successful eHealth system. We
therefore investigate the issues, drivers, and initiatives for security, compliance, and
interoperability in healthcare activities carried out by means of information and com-
munication technologies. The possible solutions against these challenges are also
evaluated that will help professional to develop secure and effective eHealth systems.

2 Methodology

This paper employs a systematic review to find relevant sources and identify the issues
and challenges in eHealth implementation. A systematic review is a research technique
that attempts to collect all empirical evidence regarding a research question, to assess it
critically and to obtain conclusions to support the development of guidelines to solve the
problem. This systematic review has followed the quality reporting guidelines set by the
Preferred Reporting Items for Systematic reviews and Meta-Analysis (PRISMA) [6].

The selection of sources is based on the security and issues of eHealth. We include
only the articles written in English language, as it is the international language widely
employed in research studies. The selection process is performed by searching the
articles with a search engine using the strings such as: ‘eHealth’, ‘Electronic Health
Record’, ‘Electronic Medical Record’, AND (‘Privacy’ OR ‘Security’). The searching
process is applied to MEDLINE, ACM Digital Library, Wiley InterScience, IEEE
Digital Library, ScienceDirect, Scopus, MetaPress, and ERIC database (Fig. 1). We
also scanned the reference lists included in articles to ensure that this review would be
more comprehensive. All articles from 2002 till 2017 are considered for searching in
different databases. We find that many appeared articles from the search are duplicated.
Therefore, Endnote software helped to avoid downloading duplicate articles. To
identify more relevant articles, we have considered the abstracts as well.

3 Findings

This section demonstrates the major findings of the literature study. We have identified
a number of recent issues regarding privacy and security in eHealth applications and
their solutions for effective implementation.

3.1 Issues in Accessing Electronic Health Record (EHR)

The primary concern regarding the privacy and security of eHealth system is the ‘data
privacy’ which refers to the ability of an individual to control over their clinical data
and disclosure of personal information. The Electronic Health Record (EHR) of an
eHealth system contains huge amount of clinical data that are electronically recorded
and available. These clinical data consist of medical and scientific documents and of
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patient health records. An electronic health record is a digital version of a patient’s
paper chart. EHR contains a patient’s medical history, diagnoses, medications, treat-
ment plans, immunization dates, allergies, radiology images, and laboratory and test
results [7].

Since medical information is usually associated with individuals, privacy must be
ensured when data is made available for secondary use. Nowadays, EHRs are collected
and maintained by public and private institutions that made them available for health
practitioners and researchers. Those institutions should guarantee that health infor-
mation associated with the patients are only made public with their authorization [8].
Moreover, the US Health Insurance Portability and Accountability Act (HIPAA) pri-
vacy rule permits publishing personal health information for public-health purposes
without patient consent, if individual’s privacy is sufficiently guaranteed [4].

The EHR is the fundamental tool which every doctor needs to access for providing
the best care to the patients. Personal records of hospitals that contain information such
as, date and numbers of birth, immunization and death, for instance are important for
state control agencies. Healthcare suffers when patient’s data are not at the right place or
are lost or damaged. It must be assured that everyone, who has the right, can access the
record, in an efficient manner, where no waiting time or a deadlock situation can occur.

A patient-centric eHealth system must provide the patients with control over the
utilization and dissemination of their own private information [9]. Unfortunately, tra-
ditional security mechanisms are insufficient to meet the requirements of patient-centric
eHealth services in the open cloud environment. A study [10] has identified a set of
security requirements for eHealth services hosted by a Cloud computing environment,
including authentication, authorization, ownership of information, and integrity, con-
fidentiality and availability of data. A model is proposed in that study to address the
security and privacy issues relating to access to and management of Electronic Health
Records (EHRs).

More use of EHRs can also cause less security to the eHealth system. For example,
if a patient allows his or her spouse or friend to access his/her personal records, risk of
data leakage can be raised if the user is not expert or honest. In addition, the incom-
patibility between different systems and database remain a threat to integrate records.
Although this will diminish with the adoption of consistent technology and data
standard. This requires more effort to ensure the effective interactivity between the
patients and the health provider record.

To mitigate privacy attacks, various privacy preserving approaches such as profile
matching [11], pseudonyms [12], and attribute-based secure mechanisms [13–15] have
been proposed recently. Based on the bilinear pairings, Lu et al. [11] proposed a secure
handshake scheme that enables patients with similar symptoms to share their personal
health information within a mobile healthcare social network. With this approach, a
pseudo-ID is generated for each patient along with a private key corresponding to
his/her symptom. If two patients meet and know they have the same symptom, they can
use their own private keys for the specific symptom to achieve mutual authentication.
However, if the symptoms of both patients are different, the proposed scheme does not
disclose each other’s symptom information. This approach allows patients to reap the
benefits of a mobile healthcare social network while collaborating on their personal
health information.
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3.2 Attacks on the Host Environment

Attack on host environment can be established by three ways: hardware concession,
software concession, and user concession. Faulty hardware could be a serious concern
for data integrity. Software concession could arise from software updates. Attacks by
malicious software can be established when patients install applications on their smart
phones to share clinical information with health practitioners. In user concession, the
assailant could gain unauthorized access to a patient network resources and devices
masquerading as the patient [8]. When there is a threat from the host network, integrity
of eHealth data cannot be guaranteed. According to [16], hardware and software
infrastructures needs to be encrypted and dully tested and certified before installations.
For an update to be performed, a secured distribution platform is required to guild
against malicious and unauthorized updates.

3.3 Internet Security Issues

The internet has become the most popular source of information that connects indi-
viduals with health experts and supports. A lot of services could be accessed via the
internet which is a medium without borders. Many websites are not trusted and thus
when users use these mediums may face system vulnerabilities. Most patient’s data are
transmitted via the internet. Doctors and health professionals help to feed the system
with all necessary information to be accessed online. Hence, transmissions of health
data over the internet are vulnerable to several threats.

The essence of eHealth system is to make health care services readily available to
people as well as provide safety means to exchange and share medical information,
improve the quality of service offered to patients, secure message transmission, pro-
cessing and storage of patient’s data with regards to record keeping, outcome of
expectation, confidentiality and billing [17, 18]. Despite consumer’s satisfaction,
incorrect information could be life threatening and so also is wrong prescription of
drugs and health maintenance while maintaining the security, integrity, and confi-
dentiality of patient data. However, most times, patient’s data is faced with variety of
attacks ranging from unauthorized access to theft and alterations of patient records. To
control this threat, Fan et al. propose the Data Capture and Auto Identification Ref-
erence (DACAR). This system aims to solve the problem by providing a cloud based
secure eHealth that the core component is Single Point of Contact (SPOC). This
addresses the most fundamental security requirements such as secure data transmission,
authentication, authorization and persistence as can be seen in the third layer of the
DACAR conceptual platform. In addition, the lack of public education on the value of
internet hygiene and password secrecy stands as a threat to personal health records
(PHRs) [19]. The architecture can resolve the security and privacy issues related to
PHRs that is dependent on the kind of access level. That’s why authorized persons
should only have access to personal health records.
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3.4 System Security Issues

From the stage in which a message is generated by a user and transmitted by the
application software until the message is received by the authorized recipient, the data
is exposed to numerous security risks [20]. These risks involve the standard security
protection relating to the hardware, secure storage, secure processing, software, human
interference, logical problems network issues and natural disasters. Medical informa-
tion must be transmitted securely; it must have integrity, confidentiality, identification,
authentication, authorization and nonrepudiation. Patient’s data in transit is subject to
security threats as required for other sensitive data. The patient’s data is subject to
damage, late delivery, attack or loss [21]. The determination of data security is inherent
in three possible states, which are:

• Secure processing - Determining if the data are in process.
• Transmission - data move from one location to another.
• Storage - data stored in secure location in each of the above possible states, it is

important to determine if the confidentiality, integrity, and availability of the data
are compromised [22].

Since always the eHealth system is being accessed either by the doctors, phar-
macists, patients or even the eHealth system providers themselves, it is paramount to
determine who is authorized to have access to the system and who access what: since
attackers can take undue advantage of the system. To this effect, biometrics can be put
in place to solve this issue [23, 24]. Biometrics is using either physiological (finger-
prints, facial recognition, retina geometry and iris scan) or behavioral (pattering/
keystroke, voice scan/speaker and signature/handwriting) traits to identify an individ-
ual. Database administrators should determine the rights and privileges of users in other
to limit access to sensitive information that could enable patients’ activities being
tacked [22].

3.5 Traffic Analysis Issues

Attacks based on traffic analysis involve intercepting and examining messages (in-
cluding encrypted ones), as well as analyzing traffic statistics (such as the number of
packets in unit time or the length of data packets) to deduce information from patterns
of communication. In an E-health monitoring cloud-based system, users often need to
send their health data to remote servers in the cloud through long-distance network
connections that are vulnerable to traffic analysis attacks. For instance, in the case of
remote patient-monitoring applications, analysis of traffic patterns could reveal the type
of sensors mounted on the patient’s body, enabling the attacker to infer about the
possible health problems of the patient or derive his/her real identity [25, 26].

To mitigate traffic analysis attacks on E-health monitoring cloud-based systems, the
authors [26] proposed an E-health monitoring system that ensures minimum service
delay and preserves the privacy of users’ health data by exploiting geo-distributed
clouds. The proposed eHealth monitoring system has two major components: a
resource allocation scheme and a traffic-shaping algorithm.

202 S. Jahan et al.



3.6 Operations Security Issues

Operations security includes monitoring, audit, archiving, and back-up in EHR sys-
tems. Audit refers to record logs of users’ activities. Archiving means to store infor-
mation in an offline site to be able to restore them when necessary [27]. Monitoring is
significant in order to provide security of data transmission through communication
channels, identify any suspicious activity and respond to any malicious events. Intru-
sion Detection and Prevention Systems (IDPS) is one such system [28, 29]. The EHR
system should offer mechanisms to back-up patient data for authorized users to ensure
patient privacy [30, 31].

4 Conclusion

eHealth systems share clinical data between authorized health stakeholders in order to
improve the quality of healthcare delivery and to achieve massive savings. In eHealth
systems, privacy and security concerns are tremendously important, since the patient
may encounter serious threats if sensitive information is disclosed, stolen or damaged.
In this article, we have identified and analyzed critical privacy and security aspects of
the EHRs systems, based on a systematic review of a number of research articles. In
this review, we encounter and analyze only five key security areas related to eHealth
implementation. In the future, we hope to carry out an in depth systematic review
concerning the privacy and security in wireless devices connected to EHR systems. The
privacy and security issues and their solutions explored by this research could help
professionals to implement a sustainable eHealth framework capable of facing cyber
threats.
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