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Abstract. Recommending the next point-of-interest (POI) to mobile
users is an interesting topic for mobile social networks to provide person-
alized location-based services. In this paper, we propose an interest-aware
next POI recommendation approach, which consider the location inter-
est among similar users and the contextual information (such as time,
current location, and friends preference) for POI recommendation. We
develop a spatial-temporal topic model to describe users location interest,
based on which we form comprehensive feature representations regard-
ing user interest and contextual information. We propose a supervised
learning prediction model for next POI recommendation. Experiments
based on the Gowalla dataset verify the accuracy and efficiency of the
proposed approach.

Keywords: Location-based service + POI recommendation
Mobile social network

1 Introduction

With the development of mobile Internet in the recent years, various location-
based services (LBS) in mobile social networks are becoming more and more
popular. In the LBS applications, users upload their locations to the LBS server,
such as checking-in a restaurant using Foursquare [1]. The check-in locations are
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known as point-of-interests (POISs) representing the stores, bars, restaurants that
maybe interested to the users. Next POI recommendation is an important topic
in mobile social network, which has a broad range of applications such as Ad
pushing, city plan, traffic prediction, emergency alert, etc.

Numerous works had been done on next POI recommendation. Some works
simply recommended the most popular nearby locations to the users [2]. Such
recommendation is not personalized and inaccurate. The Matrix Factorization
approaches [9] adopted conventional recommendation algorithms such as Collab-
orative Filtering (CF) [12] and FPMC [14] to recommend POI based on the sim-
ilarity of check-in behaviors among users. However, they neglected the context of
the users. Some works proposed the usage of Markov Chain for POI prediction
[22]. However, they failed to capture the temporal dependency and personalized
location preferences. A few works predicted next POI based on neural network
(NN), which is a black box and its factors are not easy to be explained. In this
paper, we propose an interest-aware next POI recommendation approach, which
comprehensively consider the location interest among similar users, the contex-
tual information such as time and current location, and the location preferences
of friends in mobile social network, to achieve high accurate POI prediction.

Intuitively, the historical check-in records reflect the location interest of a
user, and the users with similar interests may have similar check-in preference.
To extract location interest information, we propose a spatial-temporal topic
model based on latent Dirichlet Allocation (LDA), which takes the historical POI
check-in records as a document to represent users’ interest as the distribution
among a number of topics. We further apply a spectral clustering algorithm to
find the group of users with similar interests. We combine the extracted interest
information with contextual features (e.g., current location, time, friends) to
build a supervised learning model for next POI recommendation. We test the
performance of the proposed model using the dataset from Gowalla [5]. Extensive
experiments show that the proposed interest-aware POI prediction approach
outperforms the conventional approaches.

Our main contributions are summarized as follows.

— A spatial-temporal topic model to extract users’ interest. We propose
a spatial-temporal topic model based on LDA which is well used in NLP
(natural language process), to extract users’ interest on locations.

— Comprehensive feature representations. We comprehensively extract
several features including the location interest among similar users, the con-
textual information of time and current location, and the location preferences
of friends in mobile social network, which are helpful for POI prediction.

— An interest-aware next POI recommendation approach. We proposed
an interest-aware POI prediction model based on supervised learning, which
results are well visualized and well explained.

2 Related Work

In this section, we review related work about location recommendation models
and location recommendation system.
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Fig. 1. The solution framework.

Location Recommendation Models: The trivial model is to recommend
the most popular location as the next POI. Obviously, this recommendation
is simple and inefficient. In the field of recommendation, Matrix Factorization
(MF) method is a traditional way that factorize a user-item matrix into two
low rank matrices, which product is the user-item matrix. [10] recommended
POI using the conventional collaborative filtering. Zheng et al. [20] constructed
location-activity, location-feature, and activity-activity matrices, and used a col-
lective matrix factorization method to mine POI and activities. Tensor Factor-
ization (TF) could add a time dimension to original Matrix Factorization. Zheng
et al. [21] also used tensor factorization on the user-location-activity relation-
ship to mine POI and activities. Markov chain is a traditional model that could
recommend next POI based on user’s past behavior. Zimdars et al. [22] used
temporal data for making recommendations based on Markov chains. Rendle
et al. [14] proposed Factorizing Personalized Markov Chains Model which sub-
sumes Matrix Factorization and Markov chain together, learned an own tran-
sition matrix for each user, and outperformed both Matrix factorization and
unpersonalized Markov chain model. There are also some work based on neural
network. Zhang et al. [19] introduced a novel framework based on Recurrent
Neural Networks (RNN) which directly models the dependency on users sequen-
tial behaviors into the click prediction process. Liu et al. [11] extended RNN and
proposed ST-RNN to model continuous time interval and geographical distance
for predicting the next location. Theses neural network [11,17-19], unlike the
traditional algorithm, although it could achieve good performance, it is not easy
to be explained.

Location Recommendation Systems: COMPASS [16] recommended loca-
tions to tourist based on weather, traffic conditions, tourist’s profile, shopping
list, schedule. MobyRec [15] could recommend restaurants based on users’ pref-
erences. These recommendation systems required user declare their interest such
as which kind restaurant to eat. Our recommendation is different from above,
while only using check-in log data, users do not need to specify their preferences.

3 Problem Formulation

We consider the scenario that people use mobile social network APPs such as
Foursquare, Gowalla, etc., to check-in their locations. Assume the trajectories
of users’ check-in history are known. For a check-in event of a user, given his
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current location, the time stamp, the trajectory, and the friends of the user on
the social network, the next POI recommendation problem is to predict the most
probable next check-in location of the user. In another word, we want to find
a mapping f(current location, current time,trajectory, friends) — nextPOI,
which predicts the next check-in POI to match the actual check-in location of
the user as well as possible.

4 Interest-Aware Next POI Recommendation

4.1 Solution Framework

According to the description of next POI recommendation problem, directly
taking the historical trajectory as input to predict the next POI is infeasible.
Intuitively, we can extract location interests from the historical trajectory, and
use them as features to build a prediction model. Location interest refer to
the location preference of a user under some context. For example, some users
would like to go to the gym after work. Some users tend to visit the bar after
dinner. Exploring the location interest can help to build a prediction model for
POI recommendation. The framework of the proposed interest-aware next POI
recommendation contains the following processes, which are shown in Fig. 1.

— Data cleaning. Some of the collected could be unqualified due to some users
may disable their GPS or barely check-in with the APPs. In the first step, we
filter out the unqualified data which is unsuitable to be used for the prediction
model.

— Extract location interest. We adopt a temporal-spacial Latent Dirichlet
Allocation (LDA) model to extract users’ location interests from their histor-
ical trajectory, and form a user-interest matrix.

— Spectral clustering. We apply a spectral clustering algorithm to group
users into different clusters, where the users in the same cluster have similar
location interests.

— Feature extraction. We further combine the extracted location interests
with a Markov train model to form the interest features and context features
representing by a number of transition matrices.

— Supervised learning for next POI recommendation. Using the
extracted features as input, we propose a supervised learning approach to
predict the most probable next POI of the user.

The details of the framework are explained below.

4.2 Data Cleaning

We use the mobile social network dataset from Gowalla [5]. Gowalla is a location-
based social networking service where users share their locations by checking-in.
The Gowalla dataset contains a total of 6,442,890 check-ins of 196,591 users over
the period of Feb. 2009—Oct. 2010.
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In our work, we extract the users from the city San Francisco from the
dataset. Since some of the users are barely check-in their locations, we filter out
the users whose check-in locations is less than 10. Since some of the locations
are barely checked, we filter out the locations which have less than 10 check-
ins. Before data cleaning, the extracted dataset has 6189 users, 11371 locations,
and 152860 check-ins. After filtering out the unqualified users and locations, we
obtained a dataset with 1995 users, 3251 locations, and 106,098 check-ins. The
average check-in number for each user is 53 times, the minimum is 10, the max-
imum is 1604, and the median is 22. On average, each location is checked-in 32
times, the minimum is 10, the maximum is 948, and the median is 19.

4.3 Extract Location Interests

It’s evidently that check-in a place at different time means different kind or
different degree of location interest. For example, if a user checks-in a library
at 10 am on weekend, he may want to read books. If a user regularly checks-in
the library at 10 pm on weekday, he probably works at the library. In order to
extract users’ interests, both time and location factors should be considered. We
propose a temporal-spacial latent Dirichlet Allocation (LDA) model to extract
interests. In natural language processing, latent Dirichlet allocation (LDA) is a
generative statistical model that assumes each document is associated with a
topic distribution, and each topic is associated with a word distribution. Specif-
ically, we treat the combination time and location of a check-in event as a word,
and the historical trajectory os a user can be view as a document. An example is
illustrated in Table 1, where time is represented by two values: a Boolean value
indicating whether it is weekday or not and an integer representing the hour of
the day. We apply the LDA model on all documents of all users, and convert
their historical check-in trajectories into interest distribution represented by K
topics. As illustrated in Fig. 2, we obtain a matrix of user-interest distribution
to describe the interest of the users. The user-location matrix shows the user
distribution on each location, which comes from the counting of the trajectory.
The user-interest matrix shows the users’ interest distribution, where the num-
ber of the i-th row j-th column shows how the i-th user be interested in the j-th
interest topic. The interest-location matrix shows the interest distribution on
each location. These latter two matrices come from the LDA process which use
Gibbs sampling [6] as inference technique.

To determine the best number K of the topics of LDA, we use the cross
validation method to show the likelihood. We varies the LDA topic number K
from 5 to 95, and draw a figure of likelihood as shown in Fig.3. It is observed
that the maximum likelihood achieved for K = 40. Therefore 40 topics are
chosen in our experiments.

To show the convergence of the LDA model, we show the change of likelihood
with the number of iterations in Fig. 4. As shown in the figure, the LDA model
converges after 30,000 iterations.
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Table 1. The example of treating time and location as word.

Location | Time ‘Word

252 2010-06-107"19:52:547 (252, 1, 19)

245 2010-08-29720:20:56 2 (245, 0, 20)

Location Interest Location
User = User X Interest

Fig. 2. The LDA approach.

X106 LDA Loglikelihood X106 LDA Loglikelihood
o -1.22
8 S
Z-1.23 E|
£ £
§’—1 24 E"l 22
< =
§5-125 S-123
~1.26
T0 20 30 40 50 60 70 80 90 0.0 06 12 8 24 30
LDA Topic Number K LDA Iteration Round x10°
Fig. 3. Cross validation for K. Fig. 4. Loglikelihood for K =40.

4.4 Spectral Clustering

After obtaining the location interest of individual users, we group the users into
clusters according to the similarity of interests. The intuition is that the check-in
data of individual could be sparse and grouping similar users together can obtain
statical preferences for next POI recommendation.

We adopt the spectral clustering [13] approach to form the user groups. The
input is the extracted interests, and the output is the class ID for each user
regarding to their interest.

We choose spectral clustering to partition user groups due to the following
reasons. On one hand, spectral clustering requires only a matrix of similarity
between the users and therefore it is very efficient for clustering sparse data. The
traditional clustering algorithm such as K-Means is hard to achieve this. On the
other hand, spectral clustering can reduce the dimensions of the input space,
therefore the complexity in processing high-dimensional data is better than the
traditional clustering algorithms. Further, the result of spectral clustering can
be easily visualized, as will be demonstrated later.

First, we specify the input of spectral clustering. After applying the
LDA process, we get two matrices: the user-interest matrix MY’ and the
interest-location matrix MY which show the user-interest distribution and
interest-location distribution. The user-interest matrix MUY! is our input of
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spectral clustering. The i-th row of user-interest matrix MY! is a vector like
[(MES, M-, MPE o, MPf ] which is used to represent i-th user’s interest.
Each MU! is in the range [0, 1] representing how the i-th user interested in the
k-th interest topic. We draw the user-interest matrix as shown in Fig. 5(a).
Second, we explain how spectral clustering works. Free software to implement
spectral clustering is available in the open source projects like Scikit-learn [3].

Spectral clustering contains the three steps:

— (1) Pre-processing. Construct a similarity graph for all users’ MY!. Then
( P g y grap ;

build Laplacian matrix L of the graph.

The adjacency matrix of similarity graph is as following:

A JWigs weight of edge (i, j) (1)
YL, ifi=

The adjacency matrix is constructed using the Gaussian kernel function of
the Euclidean distanced ||MJ! — MJUIHQ.

w; j = exp(—y * ||Mz‘UI - MJUI”%) (2)

where ~y is the kernel coefficient, default v is 1.0
D is the diagonal matrix of degrees.

di = Z wi,j (3)

JlG.9)EE
The Laplacian matrix can be calculated by
L=D-A (4)

— (2) Decomposition. Build a reduced space from multiple eigenvectors. Here
we use the Ng-Jordan-Weiss algorithm for spectral clustering [13]. First, com-
pute eigenvectors of the matrix Ly opm.

Lyorm = D™Y2LD1/? (5)

Then find the first k& eigenvectors vq,..., v of the Matrix L;,opm. Finally,
let U € R™** be the matrix containing the vector v4,..., v as columns. In
this step, we map each point to a low denominational representation based
on eigenvectors.

— (3) Grouping. A classical clustering algorithm (here is k-means) is applied
to matrix U to partition the users. The output of spectral clustering assigns
each user ¢ with a class ID InterestClassID;. Figure5(b) shows the user-
interest matrix after spectral clustering with the number of clusters setting
to 40. It is shown that the users are grouped together with similar interest
distributions. Figure6 shows the similarity between user before and after
spectral clustering. It clearly shows that similar users are grouped together
forming clusters.
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Fig. 5. Visualize user interest graph before and after grouping.
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Fig. 6. Similarity graph before and after grouping.

4.5 Feature Extraction

Based on the obtained user interests and cluster IDs, we can form different types
of features including interest features and context features, which will be used to
build a prediction model. The feature extraction process including the following
steps.

Step 1: We build a Markov transition matrix M CFO¢ based on user trajectory,
where each element M Cf jo © in the matrix means the transition probability of
a user transiting from POI i to POI j.

The user’s trajectory can be represented by a sequence of POI IDs. We
build a weighted graph G(V, E), where V is the set of nodes indicated by POI
IDs, E is the set of edges. If a user moves from a node to another, there is
an edge between them. Initially the weights on the edge w/'(E) = 0 at the
beginning. If we find a transit from POI ID; to POl IDj, let wip. ;p. =
Wip, p, T 1. After scanning the whole trajectory, we obtain G(V, E) with
weight w’ on every edges. Then we normalize the weights w’ to w: for each

/
w
ID;,ID; . LOC,
POI I Dy, set wip, 1p;, = Si=POT nu"’lber” - . We get the Matrix MCM ,
- w
Jj=1

ID,;,ID;
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where MCLOC = wrp,,1p, are the weights between two edges that satisfies

EJ PO[ ”umberwIDiJDj = 1. Generally speaking, MC*°C is a 2-dimension

matrlx where each row sums to 1.

Step 2: Now based on the spectral clustering result, we build a Markov transition
matrix MCI™terest where M C’I ”t”“t means the transition probability of a user
transiting from POI 1 to POI j on condition that the user’s cluster ID satisfies
ClassID = c.

The construction of matrix MCT™e7est is similar to that of M CFOC | except
that the trajectories are chosen from the set of users belonging to the same
cluster c.

We may find the situation that some users in ClassI D, never go from POI;
to anywhere. In this situation, in order to get locations to recommend, we
set, MCInterest — MCFOC. That means copying a whole row in MC’LOC to
M CI nierest . It helps to fill the blank data. That also means that when it comes
a new data with property ¢ and current location ¢ that we do not know which
next POI to recommend (because the property ¢ and current location i never
occurred before), we can ignore the property ¢ and simply use the current POI
i to recommend next POL.

Step 3: Further, we extract the context features (such as time, friends, etc.)
represented by Markov transition matrices. Besides interest, we could apply the
similar method in Step 2 to obtain different kinds of context features such as:
weekday, hour, log (friends number), and so on. Each feature could be repre-
sented by a transition matrix under the property condition.

The transition matrices we got will be used to predict the next POI location
to be recommended.

4.6 Supervised Learning for Next POI Recommendation

After feature extraction, we obtain the interest features and context features
represented by a number of transition matrices. Using the features as input,
we can build a supervised learning model to predict the next POI. The process
works as follows.

Step 1: Construction of training set. Here is how the training set is con-
structed. Based on the transition matrices regarding interest and context such
as location, time, and friends, we choose the POIs with maximum transition
probability as candidates for POI recommendation. Specifically, given the user
ID, cluster ID ¢, and current POI i, we set Loci,. = Max(MCFOY), which is the
location with maximum transition probability according to location context. We
set LoCinterest = Max(MCImrest) which is the location with maximum tran-
sition probability under interest group c. Similar, we obtain Loctime, LOCfriend
from the transition matrices regarding the context of time and friends.

Using the candidate locations as features, we take the actual next POIs of the
user as labels, a training set can be formed with the format like [CurLoc, Locj,c,
Locinterest; LoCiime, Loctriend) => [nextPOI].
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Step 2: Learning. We adopt the random forest [4,8] algorithm to train a pre-
diction model. Random Forest is an ensemble classifier that consists of many
decision trees. It outputs the class that is the mode of the class’s output by indi-
vidual trees. Here we choose no limit to the leaf node and tree depth. Learning
random forest is fast, and could produces a highly accurate classifier.

5 Performance Evaluation

In this section, we conduct experiments based on the Gowalla dataset [5] to
evaluate the performance of the proposed approach.

5.1 Baseline Algorithms

We compare the proposed approach with four traditional POI recommendation
algorithms.

— Top. Choose the most popular locations as next POI for each user.

— Random. Choose random locations as next POI for each user.

Markov Chain (MC) [22]. Based on the current location, choose the most

likely locations from Markov transition matrix as next POI for each user.

— Factorizing Personalized Markov Chain (FPMC) [14]: Tt is a sequential pre-
diction method which based on personalized Markov chains.

5.2 Default System Parameters

The default parameters are as follows. The number of decision trees in random
forest is 10. The number of check-ins for each user and each location is at least
10 times. The LDA topic number is 40. The spectral clustering parameters N is
160. The training set is set to 80% of the dataset.

Table 2. Performance comparison.

Recall Precision | Fl-score
Interest-aware | 0.101697 | 0.192546 | 0.125091
FPMC 0.087795 | 0.287373 | 0.122852
MC 0.088313 |0.211404 |0.116741
Top 0.000484 | 0.003119 |0.000720
Random 0.014722 | 0.000217 | 0.000427
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Table 3. The impact of tree number. Table 4. The impact of LDA parameter K

Recall Precision |F1-score Recall Precision |F1-score
Tree=10/0.101697 |0.192546 |0.125091 K =20/0.102545 |0.190029 |0.125066
Tree=20/0.101791/0.192579|0.125138 K =40/0.101744 |0.192555 |0.125107
Tree=30/0.101744 |0.192555 |0.125107 K=60/0.102403 10.195227|0.126255
Tree =40/0.101744 |0.192555 [0.125107 K=280/0.102828 0.193236 |0.126832

5.3 Comparison with Baselines

We adopt the commonly used performance metrics including precision, recall,
and F1-score for performance evaluation. The definitions of the performance met-
rics can be found in [7]. We compare the performance of the proposed interest-
aware approach with the baselines, which results are shown in Table 2. According
to the table, the proposed approach performance much better than the baselines.
The Random and Top approaches perform poor in precision and recall since they
ignore the personalized location preference and contextual information. The MC
approach works good in precision, but it performs poor in recall. FPMC which
extent MC, also performs poor in recall too. As Fl-score evaluate both recall
and precision, our approach outperform the FPMC. By combining location inter-
est and contextual information for prediction, the proposed approach achieves
better performance than the baselines.

5.4 Sensitive Analysis

Next we conduct sensitive analysis by showing the performance under different
system parameters.

The Impact of the Number of Decision Trees. The random forest algo-
rithm relies on a set of decision trees for prediction, and the number of decision
trees is an important system parameter for the model. In the experiments, we
varies the number of decision trees from 10 to 40, and the results are shown in
Table 3. The number of decision trees has effect on the performance. The best
performance achieved when Tree = 20. While bigger tree number means more
memory cost (O(T'ree)), the improvement is not so much. It is not worthy use
bigger tree number for a little performance improvement.

Table 5. The impact of parameter N. Table 6. The impact of train set size.
Recall Precision |F1-score Recall Precision |F1-score
N =40 |0.098021 |0.186868 0.121204 Train =60%0.094910 10.179373 |0.117071
N =80 |0.099717 |0.187972 |0.122556 Train =70%0.099749 0.186864 |0.122339
N=160/0.101697|0.192546 |0.125091 Train =80%0.101697 10.192546 |0.125091
N =320/0.101037 |0.193670/0.124512 Train =90% 0.102733/0.198377/0.126699
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The Impact of the Number of Topics in LDA. The number of topics K
is an important parameter for the LDA model. In the experiments, we varies K
from 20 to 80 and the results are shown in Table 4. The performance raise with
the number of topics K raise. More topic number K, means more information
about users, also means more memory and computation cost (both O(K)), while
the performance improve not too much.

The Impact of the Number of Clusters. The number of clusters N is an
important parameter for the spectral clustering algorithm. In the experiments,
we vary N from 40 to 320, and the results are shown in Table 5. The performance
raise with N varies from 40 to 160, and performance fall with N varies from 160
to 320. Smaller N means to recommend user some POIs from grouped similar
users, which is not too personalized. While bigger N means to recommend user
more personalized POI, meanwhile some POIls from grouped similar users could
not be recommend. At the point N =160, the model performs best.

The Impact of Train Set Size. We change the size of training set from 60%
to 90%, and the results are shown in Table6. The performance raise with the
percentage of training data raise. More training set achieved better perform
because of more information about users.

6 Conclusion

In this paper, we address the next POI recommendation for mobile social net-
works, and propose a novel interest-aware POI prediction model to solve the
problem. We develop a spatial-temporal topic model based on LDA that takes
the historical POI check-in records as input to extract users’ location interests.
We further combine location interest with contextual features to construct a
prediction model based on supervised learning for next POI recommendation.
We conduct experiments on the Gowalla dataset, which show that the proposed
POI prediction approach outperforms the conventional approaches.
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