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Abstract. Temporal logics such as LTL are often used to express safety
or correctness properties of programs. However, they cannot model com-
plex formulas known as hyperproperties introducing relations between
different execution paths of a same system. In order to do so, the logic
HyperLTL adds existential and universal quantifications of path vari-
ables to LTL. The model-checking problem, that is, determining if a
given representation of a program verifies a HyperLTL property, has been
shown to be decidable for finite state systems. In this paper, we prove
that this result does not hold for Pushdown Systems nor for the sub-
class of Visibly Pushdown Systems. We therefore introduce an algorithm
that over-approximates the model-checking problem with an automata-
theoretic approach. We also detail an under-approximation method based
on a phase-bounded analysis of Multi-Stack Pushdown Systems. We then
show how these approximations can be used to check security policies.

1 Introduction

The analysis of execution traces of programs can be used to prove correctness
properties often expressed with the unifying framework of the linear temporal
logic LTL. However, a LTL formula only quantifies a single execution trace of a
system; LTL can’t express properties on multiple, simultaneous executions of a
program.

These properties on sets of execution traces are known as hyperproperties.
Many safety and security policies can be expressed as hyperproperties; this is in
particular true of information-flow analysis. As an example, the non-interference
policy states that if two computations share the same public inputs, they should
have identical public outputs as well, even if their private inputs differ. This
property implies a relation between computations that can’t be expressed as a
simple LTL formula.

HyperLTL is an extension of LTL introduced by Clarkson et al. in [6] that
allows the universal and existential quantifications of multiple path variables
that range over traces of a system in order to define hyperproperties. As an
example, the formula V1, Vo, (ar, A ar,) = X (b, Abr,) V (Cry A Cry)) means
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that, given two path variables m; and 7y in the set Traces,, (S) of infinite traces
of a system .S, if m; and 7y verify the same atomic property a at a given step,
then they should both verify either b or ¢ at the next step.

Clarkson et al. have shown that the model-checking problem S = 1 of Hyper-
LTL, that is, knowing if the set of traces of a system S verifies the HyperLTL
formula ¢, can be solved when S is a finite state transition system (i.e. equivalent
to a finite state automaton). However, simple transition models cannot accu-
rately model programs with infinite recursion and procedure calls. Pushdown
Systems (PDSs) that can simulate the call stack of a program are commonly
used instead. The call stack stores information about the active procedures of a
program such as return addresses, passed parameters and local variables.

Unfortunately, we show in this paper that the model-checking problem of
HyperLTL for PDSs is undecidable: the set of traces of a PDS is a context-free
language, and deciding whether the intersection of two context-free languages
is empty or not remains an undecidable problem that can be reduced to the
model-checking problem by using a HyperLTL formula that synchronizes traces.

On the other hand, determining the emptiness of the intersection of two
visibly context-free languages is decidable. This class of languages is generated
by Visibly Pushdown Automata (VPDA), an input-driven subclass of pushdown
automata (PDA) first introduced by Alur et al. in [1]: at each step of a computa-
tion, the next stack operation will be determined by the input letter in X' read,
depending on a partition of the input alphabet. We study the model-checking
problem of HyperLTL for Visibly Pushdown Systems (VPDSs), and prove that
it is also undecidable, as it happens to be a reduction of the emptiness problem
for Two-Stack Visibly Pushdown Automata (2-VPDA), which has been shown
to be undecidable by Carotenuto et al. in [4].

To overcome these undecidability issues, since the emptiness of the inter-
section of a context-free langage with regular sets is decidable, one idea is to
consider the case where only one path variable of the formula ranges over the set
of traces Traces, (P) of a PDS or VPDS P, while the other variables range over
a regular abstraction a(T'races,(P)). Using an automata-theoretic approach,
this idea allows us to over-approximate the model-checking problem of Hyper-
LTL formulas that only use universal quantifiers V with the exception of at most
one path variable: if the HyperLTL formula holds for the over-approximation, it
holds for the actual system as well.

On the other hand, under-approximations can be used to discover errors in
programs: if a HyperLTL formula does not hold for an under-approximation of
the model-checking problem, it does not hold for the actual system as well. We
show that the model-checking problem for PDSs of HyperLTL formulas that only
use universal quantifiers V can be under-approximated by relying on a bounded-
phase model-checking of a LTL formula for a Multi-Stack Pushdown System
(MPDS), where a phase is a part of a run during which there is at most one
stack that is popped from, as defined by Torre et al. in [16].
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Related Work. Clarkson and Schneider introduced hyperproperties in [7] to
formalize security properties, using second-order logic. Unfortunately, this logic
isn’t verifiable in the general case.

However, fragments of it can be verified: in [6], Clarkson et al. formalized the
temporal logics HyperLTL and HyperCTL*, extending the widespread and flex-
ible framework of linear time and branching time logics to hyperproperties. The
model-checking problem of these logics for finite state systems has been shown
to be decidable by a reduction to the satisfiability problem for the quantified
propositional temporal logic QPTL defined in [15].

Proper model-checking algorithms were then introduced by Finkbeiner
et al. in [9]. These algorithms follow the automata-theoretic framework defined
by Vardi et al. in [17], and can be used to verify security policies in circuits. How-
ever, while circuits can be modelled as finite state systems, actual programs can
feature recursive procedure calls and infinite recursion. Hence, a more expressive
model such as PDSs is needed.

In [3,8], the forward and backward reachability sets of PDSs have been shown
to be regular and effectively computable. As a consequence, the model-checking
problem of LTL for PDSs is decidable; an answer can be effectively computed
using an automata-theoretic approach. We try to extend this result to HyperLTL.

Multi-Stack Pushdown Systems (MPDSs) are unfortunately Turing powerful.
Following the work of Qadeer et al. in [13], La Torre et al. introduced in [16]
MPDSs with bounded phases: a run is split into a finite number of phases during
which there is at most one stack that is popped from. Anil Seth later proved
in [14] that the backward reachability set of a multi-stack pushdown system
with bounded phases is regular; this result can then be used to solve the model-
checking problem of LTL for MPDSs with bounded phases. We rely on a phase-
bounded analysis of a MPDS to under-approximate an answer to the model-
checking problem of HyperLTL for PDSs.

Paper Outline. In Sect.2 of this paper, we provide background on Push-
down Systems (PDSs) and Visibly Pushdown Systems (VPDSs). We define in
Sect. 3 the hyper linear time logic HyperLTL, and prove that its model-checking
problem for PDSs and VPDSs is undecidable. Then, in Sect.4, we solve the
model-checking problem of HyperLTL on constrained sets of traces then find an
over-approximation of the model-checking problem for PDSs. In Sect. 5, we use
Multi-Stack Pushdown Systems (MPDSs) and bounded phase analysis to under-
approximate the model-checking problem. Finally, in Sect. 6, we apply the logic
HyperLTL to express security properties. Due to a lack of space, detailed proofs
of some theorems can be found in the appendix.

2 Pushdown Systems

2.1 The Model

Pushdown systems are a natural model for sequential programs with recursive
procedure calls [8].
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Definition 1 (Pushdown System). A Pushdown System (PDS) is a tuple
P = (P,X,I,A cy) where P is a finite set of control states, X a finite input
alphabet, I' a finite stack alphabet, A C P x I' x X x P x I'* a finite set of
transition rules, and cg € P x I'* an initial configuration.

If d = (p,v,a,p,w) € A, we write d = (p,) = (p',w). We call a the label
of X. We can assume without loss of generality that A C P x I' x X x P x I'S2
and that ¢ is of the form (pg, L), where L € I' is a special bottom stack symbol
shared by every PDS on the stack alphabet I" and pg € P. A configuration of P
is a pair (p, w) where p € P is a control state and w € I'* a stack content.

For each a € X, we define a transition relation ~p on configurations as
follows: if (p,7) % (p/,w) € A, for each w' € I'*, {p,yw') Lp (p/,ww'). We

. . . . a .
then consider the immediate successor relation —p= UZ —p. We may omit
ac

the variable P when only a single PDS is being considered.

A run r is a sequence of configurations r = (¢;);>0 such that Vi > 0, ¢; Lp
Cit+1, Co being the initial configuration of P. The word (a;);>0 is then said to be
the trace of r. Traces and runs may be finite or infinite. Let Traces,, (P) (resp.
Traces(P)) be the set of all infinite (resp. finite) traces of P.

A Biichi Pushdown Automaton (BPDA) is a pair BP = (P, F), where P =
(P, X, I,A,cp) is a PDS and F C P a set of final states. An infinite run r =
(ci)i>o of BP and its matching trace (a;);>0 are said to be accepting if there
exists at least one infinitely often occurring state f in r such that f € F. The
language L, (BP) accepted by BP is the set of all accepting traces of BP, and
is said to be w context-free.

2.2 Visibly Pushdown Systems

We consider a particular subclass of PDSs introduced by Alur et al. in [1]. Let
(X, X, X1) be a partition of the input alphabet, where X, X, and X} stand
respectively for the call, return, and local alphabets.

Definition 2 (Visibly Pushdown System). A Visibly Pushdown System
(VPDS) over a partition (X, X, X)) of X is a PDSP = (P, X, I, A, co) verify-
ing the following properties:

—if (pn1) = (P, 72) € A, thena € Xy, v1 =2, andVy € ', (p,y) = (0',7) €
A;

- Zf (p7 fy) i) (p/7€) S A; then a < 27‘7'

- Zf (p7 ’Yl) i} (pl772’yl) S A} then a e ZC; and V’}/ S F7 (pvfy) i) (p/aFYQrY) S A;

VPDSs are an input driven subclass of PDSs: at each step of a computa-
tion, the next stack operation will be determined by the input letter in X' read,
depending on which subset of the partition (X., X}, X}) the aforementioned letter
belongs to.

Visibly Pushdown Automata accept the class of visibly pushdown languages.
If a BPDA BP is visibly pushdown according to a partition of X, we say it’s a
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Biichi Visibly Pushdown Automata (BVPDA). The class of languages accepted
by BVPDA is called w visibly pushdown languages.

Unlike context-free languages, the emptiness of the intersection of visibly
pushdown languages is a decidable problem and the complement of a visibly
pushdown language is a visibly pushdown language that can be computed. The
same properties also hold for w visibly pushdown languages.

3 HyperLTL

3.1 The Logic

Let AP be a finite set of atomic propositions used to express facts about a
program; a path is an infinite word in (24°)“ = 7. Let V be a finite set of
path variables. The HyperLTL logic relates multiple paths by introducing path
quantifiers.

Definition 3 (Syntax of HyperLTL). Unquantified HyperLTL formulas are
defined according to the following syntazr equation:

pu=1](a,m) € AP XV [-p|oVep|oAp|[Xp]
eUp| Go| Fo

From then on, we write a, = (a,7). HyperLTL formulas are defined according
to the following syntax equation:

W= 3w, | V4 | o such that ¢ is a LTL formula.
where m € V s a path variable.

The existential 3 and universal quantifiers V are used to define path variables,
to which atomic propositions in AP are bound. A HyperLTL formula is said to
be closed if there is no free variable: each path variable is bound by a path
quantifier once.

As an example, the closed formula V71, 3o, ¢ means that for all paths 7y,
there exists a path 7y such that the formula ¢ holds for 7 and 7. Simple LTL
formulas can be considered as a subclass of closed HyperLTL formulas of the
form V7, ¢ with a single path variable.

Let IT : V — T be a path assignment function of V that matches to each
path variable 7 a path IT(w) € T. If II(7) = (¢j);>0, for all i > 0, we define the
i-th value of the path IT()[i] = ¢; and a suffix assignment function II[i, oo] such
that IT[i, 0o](m) = (t;);>i-

We first define the semantics of this logic for path assignment functions.

Definition 4 (Semantics of unquantified HyperLTL formulas). Let ¢ be
an unquantified HyperLTL formula. We define by induction on ¢ the following
semantics on path assignment functions:
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IIEa; < acll(n)0]
IE-pe Iy
IEe1 Ve e (I Ee)V I Ee)
II'=p1Npz e (T 1) AN E ¢2)
DNEXpse Il Ee
Tl pUye3i>0Ij,00 v and Vi€ {0,...,5 — 1}, [i,o0] = ¢
nIE GeeVi>0,IIi,0] E ¢
II'= Foe3i>0Ii,0 =¢

IT | ¢ if ¢ holds for a given assignment of path variables defined according
to II.

Let T :V — 27 be a set assignment function of V that matches to each path
variable m € V a set of paths T(r) C 7. We can now define the semantics of
closed HyperLTL formulas for set assignment functions.

Definition 5 (Semantics of closed HyperLTL formulas). We consider a
closed HyperLTL formula ) = XxoTo, ..., XnTn,©, where each x; € {¥,3} is
an universal or existential quantifier, and ¢ an unquantified HyperLTL formula
using trace variables o, ..., Tp.

For a given set assignment function T, we write that T |= 1 if for xoto €
T(mo), -+, Xntn € T(mn), we have IT = @, where II is the path assignment
function such that Vi € {0,...,n}, II(m;) =t;.

As an example, if ¢ = Vmy, Ima, ¢ is a closed HyperLTL formula and 7T is a
set assignment function of V, then T = ¢ if Viy € T'(my), Jta € T(w2) such that
IT |= ¢, where II(m) = tg and II(m2) = to. Intuitively, T' = ¢ if, assuming path
variables belong to path sets defined according to T', the closed formula ¢ holds.
From then on, we assume that every HyperLTL formula considered in this paper
1s closed.

3.2 HyperLTL and PDSs

Let P be a PDS on the input alphabet X = 247 and 1 a closed HyperLTL
formula. We write that P |= 4 if and only if T |= ¢ where the set assignment
function 7' is such that Vx € V, T(w) = Traces,(P). Determining whether
P k= 4 for a given PDS P and a given HyperLTL formula ¢ is called the model-
checking problem of HyperLTL on PDSs. The following theorem holds:

Theorem 1. The model-checking problem of HyperLTL for PDSs is
undecidable.

The Intuition. We can prove this result by reducing the emptiness of the inter-
section of two context-free languages, a well-known undecidable problem, to the
model-checking problem. Our intuition is to consider two context-free languages
L1 and L5 on the alphabet Y. As HyperLTL formulas apply to infinite words, we
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define two BPDA BP; and BPs that accept L1 f¥ and Lo f respectively, where
f ¢ X is a special ending symbol. We then define a PDS P that can simulate
either BP, or BP;.

We now introduce the formula ¢ = 371, I, Qstart N Psyne N Pend: Pstart
expresses that trace variables 7, and o represent runs of BP; and BP; respec-
tively, @sync means that the two traces are equal from their second letter
onwards, and @.,q implies that the two traces are accepting. Hence, if P |= 1),
then BP; and BP3 share a common accepting run, and £ N Ly # (.

On the other hand, if £1 N Ly # @, there is an accepting trace m common
to BP; and BP, and we can define two traces m; and mo of P such that the
formula @start A Psync A Pena holds. Since the emptiness problem is undecidable,
so must be the model-checking problem.

Proof of Theorem 1. Let £; and L5 be two context-free languages, and
Pr= (P, X U{f}, I, A1, (p}, L), Fy) and Py = (Po, X U {f}, I, Ao, (P, L), F»)
two PDA accepting £; and Lo respectively. Without loss of generality, we can
consider that Py NP, = 0. Let e; ¢ Py, e2 ¢ Py, and f ¢ 2.

We define two BPDA BP; = (P;,2*Y U I AL (py, L), {e;}) for i = 1,2,

where Al is such that (e;,) AEIN (e5,7) € A; and (py,7) Ui, (es,7) € A; for

ally € I"and py € F;, and if (p,y) = (p/,w) € A, then (p,) dal, (p',w) € Al

If we consider that {a} is equivalent to the label a € ¥ U {f}, BP; and BPs
accept L1 f“ and Lo f« respectively. Since HyperLTL formulas apply to infinite
words in 24P, for i = 1,2, we have designed a BPDA BP; that extends words
in £; by adding a final dead state e; from which the automaton can only output
an infinite sequence of a special ending symbol f.

We consider the PDS P = ({po} U Py U Py, {{u!}, {:2}} U2*YU} T A, ¢p),

1
where po ¢ Py U Py, 1,02 ¢ SU{f}, co = (po, L), and A = {(po, 1) ~-L

2
(ps, L), (po, L) RGN (P2, L)} U AL UA,. The PDS P can simulate either BP; or

BPs, depending on whether it applies first a transition labelled by {¢'} or {/?}
from the initial configuration cy.
We introduce the formula ¢ = 371, 3m2, Qstart N Psyne N Penda o0 AP =

{2y U X U{f}, where @oar = th A2, Qoyne = XG A (ar, & ar,), and
a€AP
Yend = FG (fr, N fr,). We suppose that P |= 1; @stare expresses that trace

variables m; and 7y represent runs of BP; and BP3 respectively. ¢gyn. means
that the two traces are equal from their second letter onwards. ¢.,q implies that
the two traces are accepting runs.

Therefore, if P |= 1, then B; and By share a common accepting run and
L1 N Ly # 0. On the other hand, if £, N Ly # 0, there is an accepting run =
common to By and By, and we can then find two traces m; and 7 of P such
that the formula 371, 372, Ystart A Psync A @ena holds. The emptiness problem is,
however, undecidable, and therefore so must be the model-checking problem. O

As a consequence of Theorem 1, determining whether T = 4 for a generic
set assignment function 7" and a given HyperLTL formula v is an undecidable
problem.
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3.3 HyperLTL and VPDSs

Since the emptiness of the intersection of visibly pushdown languages is decid-
able, the previous proof does not apply to VPDSs and one might wonder if the
model-checking problem of HyperLTL for this particular subclass is decidable.
Unfortunately, we can show that this is not the case:

Theorem 2. The model-checking problem of HyperLTL for VPDSs is
undecidable.

The Intuition. In order to prove this theorem, we will rely on a class of two-
stack automata called 2-visibly pushdown automata (2-VPDA) introduced in [4].
In a 2-VPDA, each stack is input driven, but follows its own partition of X'. The
same input letter may result in different pushdown rules being applied to the
first and second stack: as an example, a transition can push a word on the first
stack and pop the top letter of the second stack, depending on which partition
is used by each stack. Moreover, in a manner similar to VPDA, transitions of
2-VPDA do not depend on the top stack symbols unless they pop them.

It has been shown in [4] that the emptiness problem is undecidable for 2-
VPDA. Our intuition is therefore to prove Theorem 2 by reducing the emptiness
problem for 2-VPDA to the model-checking problem of HyperLTL for VPDSs.
To do so, for a given 2-VPDA D, we define a VPDS P and a HyperLTL formula
1 on two trace variables such that P = ¢ if and only if D has an accepting run.

P is such that it can simulate either stack of the 2-VPDA. However, both
stacks must be synchronized in order to properly represent the whole automaton:
the content of one stack can lead to a control state switch that may enable a
transition modifying the other stack. The HyperLTL formula 1 determines which
trace variable is related to which stack, synchronizes two runs of P in such a
manner that they can be used to define an execution path of D, and ensure that
this path is an accepting one.

Introducing 2-Visibly Pushdown Automaton. Let Y be a finite input
alphabet with two partitions X' = X, UX,. U, j € {1,2}. We then introduce
a 2-pushdown alphabet X = ((Xe,, Xr, 21y) s (Zeyy Xy, X1,)) on X

Definition 6 (Carotenuto et al. [4]). A 2-visibly pushdown automaton (2-
VPDA) over X is a tuple D = (P, X, I', A, ¢y, F') where P is a finite set of control
states, X a finite input alphabet, I' a finite stack alphabet, A C (P x I' x I') x
Y x (P xI*xI™) a finite set of transition rules, co = (po, L, LYy e Px ' x I
an nitial configuration, and F C P a set of final states. Moreover, A is such
that Vd € A, and for i € {1,2}:

— if d is labelled by a letter in X.,, d pushes a word on the i-th stack regardless
of its top stack symbol;

— if d is labelled by a letter in Xy, d pops the top letter of the i-th stack;

— if d is labelled by a letter in X, d does not modify the i-th stack.
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The semantics of 2-VPDA is defined in a manner similar to PDA, and so are
configurations, runs, execution paths, languages, and 2-Biichi visibly pushdown
automata (2-BVPDA). The following theorem holds:

Theorem 3 (Carotenuto et al. [4]). The emptiness problem for 2-VPDA is
undecidable.

Proof of Theorem 2. Let D = (P, X, I', A, (po, L, L), F) be a 2-VPDA on an
input alphabet X' according to a partition X = ((X.,, X\, X1, ), (Xey, Xryy X1,))-
We introduce a 2-BVPDA BD = (P,2*YU} I A’ (py, L, 1),{e}) such that

(e,7,7) A, (e,7,7") € A" and (py,7,7) 4, (e,7,7") € A" for all v,7" € I'

and py € F, and if (p,v,7") L (p',w,w') € A, then (p,v,7") dad, (p',w,w') €

A’ on the input alphabet X U{f}. Obviously, BD is visibly if we add the symbol
f to X), and X, and accepts L(D)f“, assuming the label {a} is equivalent to
the label a € XU {f}.

Let P! and P? (resp. Al and A?) be two disjoint copies of P (resp. A’). To
each p € P (resp. d € A’), we match its copies p! € P! and p? € P? (resp. d' €
Al and d? € A?). We define a PDS P = ({o}UP UP2 {{i'}, {:2}, {f}}u24’ U
2A2,F, §,(0, L,)). The set ¢ is such that, for each transition d = (p,v1,72) —

{a'}

(p',wi,wy) € A, a # f, we add two transitions (p',v1) — (p',w;) and
2
(p%,72) 1, (p"?,ws) to d. If a = f, we add instead (p',71) LEIN (p't,wy) and

(p%,y2) RE4N (p%,wy). Transitions in § are projections of the original transitions

of the 2-BVPDA on one of its two stacks; their label depends on the original

transition in A, unless they are labelled by f. Moreover, (o, 1) ACIN (pg, L) and

o, 1) 25 (2 1) both belong to 6.
( ) ) pOa g

P is such that it can either simulate the first or the second stack of the 2-
BVPDA BD, depending on which transition was used first. P is indeed a VPDS:
a suitable partition of its input alphabet can be computed depending on which
operation on the i-th stack transitions in A perform. As an example, if d € A
pushes a symbol on the first stack and pops from the second, d' belongs to the
call alphabet and d2, to the return alphabet.

Given a set of trace variables V = {m, m3} and a predicate alphabet AP =
{1,402, f} U AL U A% we then consider an unquantified HyperLTL formula ¢ of
the form ¢ = Qstart APsync A Pend, Where ¢’s sub-formulas are defined as follows:

Initialization Formula: ¢+ = L}rl A Lfr2; IT = @start if and only if for

i €{1,2}, II[1,00](m;) is a run that simulates the i-th stack of BD;
Synchronization Formula: ¢ . = XG A (di, & d2); I = @start N @syne
deA

if and only if IT[1, 0o](71) and II[1, 00](72) can be matched to a common run
of the 2-BVPDA BD;

Acceptation Formula: ¢c,g = FG (fr, A fr,); II |E @start A @sync A Pena if
and only if IT[1, c0](71) and IT[1, 00](m2) can be used to define an accepting
run of the 2-BVPDA BD.



142 A. Pommellet and T. Touili

Therefore, if IT |= ¢, we have I1(r;) = (%, di,d} .. .) fori = 1,2, and the sequence
of transitions (dy,ds,...) € A“ defines an accepting run on BD. Therefore, we
can solve the model-checking problem P |= Jm1, Im, ¢, if and only if we can
determine whether £ (BD) is empty or not, hence, £ (D) as well. By here is a
contradiction and the former problem is undecidable. a

4 Model-Checking HyperLTL with Constraints

Theorem 1 proves that the model-checking problem of HyperLTL for PDSs is
undecidable. Intuitively, this issue stems from the undecidability of the inter-
section of context-free languages. However, since the emptiness problem of the
intersection of a context-free language with regular sets is decidable, one can
think of a way to abstract the set of runs of a PDS for some - but not all - path
variables of a HyperLTL formula as a mean of regaining decidability.

As shown in [2,12], runs of a PDS can be over-approximated in a regular
fashion. Hence, for a given PDS P, if we consider a regular abstraction of the set
of runs a(T'races,(P)), we can change the set assignment function for a path
variable 7 in such a manner that T(7) = a(Traces,(P)) instead of T(7w) =
Traces,(P).

For a set assignment function 7" on a set of path variables V and a variable
m € V, we say that 7 is context-free w.r.t. to T if T'(7) = Traces,(P) for a PDS
‘P. We define regular and visibly pushdown variables in a similar manner.

Let v = x070,- -+, XnTn, e be a closed HyperLTL formula on the alphabet
AP with n 4+ 1 trace variables m,...,m,, where Xxo...,xn € {¥,3}. In this
section, we will present a procedure to determine whether T' = ¢ in two cases.

1. If the variable my is context-free w.r.t. T, and all the other variables are

regular, then we can determine whether T' = ¢ or not. We can then
apply this technique in order to over-approximate the model-checking prob-
lem if T'(mg) = Traces,(P), T(r;) = a(Traces,(P)) for j = 1...n, and
X1,---,Xn = V. The last n variables can only be universally quantified.
T = v then implies that P = 4): indeed, the universal quantifiers on the path
variables that range over the abstracted traces are such that, if the formula
 holds for every run in the over-approximation, then it also holds for every
run in the actual set of traces. This is an over-approximation of the actual
model-checking problem.

2. If there exists a variable m; such that ; is visibly context-free w.r.t. T', and all
the other variables are regular, then we can determine whether T' |= ¢ or not.
A single path variable at most can be visibly context-free (not necessarily
mo, though), and all the others must be regular. We can then apply this
technique in order to over-approximate the model-checking problem if P is a
VPDS, T'(m;) = Traces,(P), T(nj) = a(Traces,(P)) and x; =V for j # i.
Each path variable with the exception of the visibly context-free one must be
universally quantified.
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Because of the universal quantifiers on the regular path variables, T' =
implies again that P |= 1. This is another over-approximation of the model-
checking problem.

Moreover, these over-approximations are accurate for at least one variable in
the trace variable set, as the original, w context-free (or w visibly pushdown) set
of runs is assigned to this variable instead of an w regular over-approximation.

4.1 With One Context-Free Variable and n Regular Variables

Let P be a PDS such that T(mg) = Traces,(P), and Ky,...,K,, finite state
transition systems (i.e. finite automata without final states) such that for i =
1,...,n, T(m;) = Traces, (K;).

Theorem 4. If wy is context-free w.r.t. T and the other variables are regular,
we can decide whether T = X070, - - -, XnTn, P Or not.

To do so, we use the following well-known result:

Lemma 1. Let ¢ be an LTL formula. There exists a Biichi automaton B, on
the alphabet 24T such that L(B,) = {w € (247)" | w = ¢}. We say that B,
accepts ¢.

An unquantified HyperLTL formula with m trace variables my, ..., T, can
be considered as a LTL formula on the alphabet (247)™: given a word w on
(247)™ and a € AP, we say that w = a,, if a € w;(0), where w; is the i-th
component of w. We then apply Lemma 1 and introduce a Biichi automaton B,
on the alphabet (247)"*! accepting ¢. We denote X = 24F.

We then compute inductively a sequence of Biichi automata B,41,...,8;
such that:

~ Bp+1 is equal to the Biichi automaton B, on the alphabet X"

— if the quantifier x; is equal to 3 and B;y1 = (Q, X1, 6,qo, F) is a Biichi
automaton on the alphabet X1 let K; = (S, X,0’,s0) be the finite state
transition system generating T'(m;); we now define the Biichi automaton
B; = (Q x S,%% p,(qo,80), F x S) where the set p of transitions is such

that if ¢ La0,ma0), ¢ € 0 and s X & € ¢, then (g,s) (60, 8i-1),
(¢',s") € p. Intuitively, the Biichi automaton B; represents the formula
Iy, Xit1Tit1s - - - » XnTn, @; its input alphabet X* depends on the number of
variables that are not quantified yet;

— if the quantifier y; is equal to V, we consider instead the complement Bj, of
B;+1 and compute its product with I; in a similar manner to the previous
construction; B; is then equal to the complement of this product; intuitively,
Vﬂ', T/J = _'(E’Na ﬂ/’)

Having computed By = (Q,X,0,q0,F), let P = (P, X, I,A,{pg, L)) be
the PDS generating T'(mp). We assume that xo = 3. Let BP = (P x
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Q, X, A" ((po,q0), L), P x F) be a Biichi pushdown automaton, where the set
of tramsitions A’ is such that if ¢ = ¢ € § and (p,y) = (P ,w) € A,
then ((p,q),7) = ((p,¢"),w) € A’. BP represents the fully quantified formula
Amo, X171, -« + s XnTns @ Obviously, B is not empty if and only if T" |= ).

If xo =V, we consider instead the complement B’ of By, then define a Biichi
pushdown automaton BP in a similar manner. B is empty if and only if T' = 1.

It has been proven in [3,8] that the emptiness problem is decidable for Biichi
pushdown automata. Hence, given our initial constraints on 7" and v, we can
determine whether T = ¢ or not. O

The Biichi automaton B, has O(2!#1) states; if we assume that all variables
are existentially quantified, the BPDS BP has v = O(2/¢!|P||Ky]...|K,|) states.
According to [8], checking the emptiness of BP can be done in O(%k) operations,
where k is the number of transitions of BP, hence, in O(v*|T"|?).

Complementation of a Biichi Automaton may increase its size exponentially,
hence, this technique may incur an exponential blow-up depending on the num-
ber of universal quantifiers.

Application. If we consider that g range over Traces, (P) and that 7y, ..., 7,
range over a regular abstraction a(T'races, (P)) of the actual set of traces, and
we assume that xi,...,xn, = V, we can apply this result to over-approximate
the model-checking problem, as detailed earlier in this section.

It is worth noting that the complement of an w context-free language is
not necessarily an w context-free language. Hence, we can’t use the previous
procedure to check a HyperLTL formula of the form v = 3m,Vx'e where 7’
is a context-free variable and 7 is regular. We know, however, that w visibly
pushdown languages are closed under complementation. We therefore consider
the case of a single visibly pushdown variable in the following subsection.

4.2 With One Visibly Pushdown Variable and n Regular Variables

Let P be a VPDS such that T(m;) = Traces,(P), and (K;);»; finite state
transition systems such that for j # ¢, T'(7r;) = Traces,, (K;). Unlike the previous
case, the visibly context-free variable no longer has to be the first one .

Theorem 5. If a variable 7; is visibly pushdown w.r.t. T and the other variables
are regular, we can decide whether T = X070, ..., XnTn, @ O NOt.

The proof of this theorem is similar to the proof of Theorem 4. We first build
a sequence of Biichi automata B,,11, ..., B;+1 in a similar manner to the proof of
Theorem 4, starting from a finite state automaton B, 11 = B, on the alphabet
X7+ representing the unquantified formula ¢ then computing products with
the transition systems IC,, 1, ..., ;51 until we end up with a Biichi automaton
B;;1 on the alphabet Xi+1,

Having computed B;11 = (Q, X1 5,q0, F), let P = (P, X, I, A, (po, L))
be the VPDS generating T'(w;). We assume that y; = 3. Let BP; = (P x
Q, X A {(po,qo), L), P x F) be a visibly Biichi pushdown automaton, where
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(ao,...,ai—1,a)
i AN

A’ is such that if ¢ ¢ € 6 and (p,7) & (p/,w) € A, then

(p, q),y) L0 (0 o) w) € A, BP; is indeed a BVPDA on the alpha-
bet X1 as its stack operations only depend on its i + 1-th variable. If y; =V,
we consider instead the complement B';. 1.

From the i-th variable onwards, we compute a sequence of visibly Biichi
pushdown automata BP;, ..., BPy on the alphabets X1, ... X1 respectively.
For i > k > 1, if BPy = (P, kL A’ (p}, L), F'), K; = (S, X,6,50), and x5 =
3, let BPy_1 = (P’ xS, X%, A” ((ph, 50), L), F” x.S) be a visibly Biichi pushdown

automaton, where the set of transitions A” is such that if (p,~) B LN

(ao,..,ak—2,a;)
220tk =2,

(p,w) € A’ and ¢ 25l ¢ € 6, then ((p,q),7) (', q),w) €
A”. The last letter of each tuple always stands for the visibly pushdown path
variable m;: BP_1 is visibly pushdown as its stack operations only depend on
this variable. If x;, = V, we consider the complement BP}, of BP}, instead, which
is a visibly pushdown automaton as well.

We can check the emptiness of BPy. If it is indeed empty, then T =14. O

It has been proven in [1] that the complement of a VPDA incurs an exponen-
tial blow-up in terms of states. Hence, the technique shown here is exponential
(in terms of time) in the size of P and ¢.

Application. If we consider that m; range over Traces, (P) and that m;,j # i
range over a regular abstraction a(Traces, (P)) of the actual set of traces, and
we assume that y; =V for j # 4, we can apply this result to over-approximate
the model-checking problem, as detailed earlier in this section.

5 Model-Checking HyperLTL with Bounded Phases

In this section, we use results on Multi-Stack Pushdown Automata to define an
under-approximation of the model-checking problem of HyperLTL formulas with
universal quantifiers for PDSs.

Multi-stack pushdown systems (MPDSs) are pushdown systems with multiple
stacks. Their semantics is defined in a manner similar to PDSs, and so are
configurations, traces, runs, Multi-Stack Pushdown Automata (MPDA), and the
semantics of LTL. MPDA are unfortunately Turing powerful even with only
two stacks. Thus, La Torre et al. introduced in [16] a restriction called phase-
bounding:

Definition 7 (Phases of runs). A runr of a MPDS M is said to be k-phased
if it can be split in a sequence of k runs r1,...,rg of M (i.e. T =11 ...1%) such
that during the execution of a given run r;, at most a single stack is popped from.

For a given integer k, this restriction can be used to define a phase-bounded
semantics on MPDSs: only traces matched to runs with at most k phases are
considered. It has been proven in [14] that the backward reachability set of
MPDSs with bounded phases is regular and can be effectively computed; this
property can then be used to show that the following theorem holds:
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Theorem 6 (Model-checking with bounded phases [14]). The model-
checking problem of LTL for MPDSs with bounded phases is decidable.

Phase-bounding can be used to under-approximate the set of traces of a
MPDS. If a given LTL property ¢ does not hold for a MPDS M with a phase-
bounding constraint, it does not hold for the MPDS M w.r.t. the usual semantics
as well. We write M [ ¢ if the LTL formula ¢ holds for traces of M with at
most k phases.

We can use decidability properties of MPDSs with bounded phases to
under-approximate the model-checking problem for pushdown systems. Let
P = (P,X,I,A cy) be a PDS on the input alphabet ¥ = 247 and ¢ =
V71, ..., VT, p, a HyperLTL formula on n trace variables with only universal
quantifiers.

Our intuition is to define a MPDS M such that each stack represents a path
variable of the HyperLTL formula. This MPDS is the product of n copies of
P. Because ¢ features universal quantifiers only, the model-checking problem of
the LTL formula ¢ for M is then equivalent to the model-checking problem of
1 for P: M simulates n runs of P simultaneously, hence, LTL formulas on M
can be used to synchronize these runs. We can therefore use a phase-bounded
approximation of the former problem to under-approximate the latter.

We introduce the MPDS M = (P", X", I'™" n, A’, ¢()), with an initial configu-
ration ¢y = ((po,-..,po0),L,..., L) € P"xI'™ and a set of transitions A’ defined
as follows: Vdi, . ..,d, € A" where d; = (pi, Vi) == (p},w;) fori = 1,...,n, the
transition ((p1,-.-,0n)s Y1, -+, Vn) {81in) ((y,---y0h),wi,...,wy,) belongs
to A’. The following lemma then holds:

Lemma 2. M = ¢ if and only if P E 1.

As a consequence, if M [~ ¢, then P [~ 1. We can then consider a phase-
bounded analysis of M: for a given integer k, if M [£ ¢, then M }= ¢, hence
P [~ 1. We can therefore under-approximate the model-checking problem of
HyperLTL formulas with universal quantifiers only.

6 Applications to Security Properties

We apply in this section our results to information flow security, and remind how,
as shown in [6], security policies can be expressed as HyperLTL formulas. If we
model a given program as a PDS or a VPDS P following the method outlined in
[8], we can then either over-approximate or under-approximate an answer to the
model-checking problem P |= ¢ of a policy represented by a HyperLTL formula
1 for this program, or even try both if the first method used does not provide a
definitive answer to the model-checking problem.
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6.1 Observational Determinism

The strict non-interference security policy is the following: an attacker should
not be able to distinguish two computations from their outputs if they only vary
in their secret inputs. Few actual programs meet this requirement, and different
versions of this policy have thus been defined.

We partition variables of a program into high and low security variables,
and into input and output variables. The observational determinism property
holds if, assuming two starting configurations have identical low security input
variables, their low security output variables will be equal as well and can’t be
used to guess high security variables. It is a weaker property than the actual
strict non-interference.

We model the program as a PDS P on the input alphabet 247, where atomic
propositions in AP contain variable values: if a variable x can take a value a,
then (z,a) € AP. We can express the observational determinism policy as the
following HyperLTL formula:

’(/}OD = V7T17V772’( /\ (aﬂ'1 < aﬂz)) =G ( /\ (bﬂ'l A bﬂ'z))
a€LS; beLsS,

where LS; (resp. LS,) is the set of low security input (resp. output) variables
values. Using our techniques detailed in Sects.5 and 4.1, we can both under-
approximate and over-approximate the model-checking problem P = 1¢op that
is otherwise undecidable.

A Context-Free Example. Let AP = {i,0,h1,ho}, LS; = {i}, LS, = {o},
and let HS; = {hq, ha} be a set of high security inputs. We suppose we are given
a program that can be abstracted by the following PDS P on the alphabet X' =
24P the stack alphabet I' = {, L}, and the set of states P = {po, p1, p2, p3,Pa},
with the following set of transitions, as represented by Fig. 1:

WmHmAJﬁL@m%U(mﬂm,)h}(m,)
M) (0,7) 25 (1,97) (18) (03,7) 2 (2,7)
(10,7) 22 (o1, 77) (1) (ps, L) 2

(v2)

(Aa) (pa, L)
As) (01.7) D (00,7) () (o L) 2 (pa, 1)
(1) (pl,v)ii(pz,v)
y—nifo}  y—e:{h}  L—L:{o}
P1 D2 P3 P4
\/ O
oy {had v — v :{o} L= L:{o}
] e

po DL —~yLl:{i}

Fig. 1. The PDS P
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We would like to check if P |= ¢op, where ¥op is the observational deter-
minism HyperLTL formula outlined above. Intuitively, it will not hold: two runs
always have the same input ¢ but, if they do not push the same number of
symbols on the stack, their low-security outputs will differ.

Since transitions of P are only labelled by singletons, we can write p instead
of {p} when describing traces. The set Traces,, (P) of infinite traces of P is equal
to Ji-((h1+h2)-0)"-(hy-0)""-0*: from the bottom symbol L, rules (init),

neN
(A1), (A2), and (A3) push n+ 1 symbols v on the stack, rules (u1), (u2), and (u3)
pop these (n+1) symbols, then rule (v2) loop in state ps once the bottom of the
stack is reached again and rule (v1) has been applied. Traces, (P) is context-free,
hence, we can’t model-check the observational determinism policy on P using
the algorithms outlined in [7].

Using the under-approximation technique outlined in Sect.5, we can show
that ¥op does not hold if we bound the number of phases to 2: we find a
counter-example ) = i-hy-0-hy-0-0* and g = i-(hy-0)?- (h1-0)?-0*. We can
therefore reach the conclusion that P [~ 1op; the observational determinism
security policy therefore does not hold for the original program.

6.2 Declassification

The strict non-interference security policy is very hard to enforce as many pro-
grams must, one way or another, leak secret information during their execution.
Thus, we must relax the previously defined security properties.

We introduce instead a declassification policy: at a given step, leaking a
specific high security variable is allowed, but the observational determinism must
otherwise holds. As an example, let’s consider a program accepting a password
as a high security input in its initial state, whose correctness is then checked
during the next execution step. The program’s behaviour then depends on the
password’s correctness. We express this particular declassification policy as the
following HyperLTL formula:

Yp =V, Vm, (( /\ (a’ﬂ'l And a‘ﬂ'z)) NX (p7T1 g pﬂ'z)) = G ( /\ (bﬂ'l g bﬂ2))
a€LsS; beLS,

where p is a high security atomic proposition specifying that an input password
is correct. Again, using our techniques detailed in Sects.5 and 4.1, we can both
under-approximate and over-approximate the model-checking problem P = ¢p.

Checking a Password. We consider a program where the user can input a
low-security username and a high-security password, then get different outputs
depending on whether the password is true or not.

Let AP = {u,pwy, pws,pws, o, p,hi,ha}, LS; = {u}, LS, = {0}, let p be
a variable that is allowed to leak, and let HS; = {pws, pws,pws, h1,ha} be a
set of high security inputs. Assuming there is only a single username u and
three possible passwords pwi, pwa, pws, pws being the only right answer, we can
consider the following PDS P on the alphabet X = 247 the stack alphabet



Model-Checking HyperLTL for Pushdown Systems 149

I' = {~, L}, the set of states P = {po, p1, D2, P3; Dtrue; Dfaise }, With the following
set of transitions, as represented by Fig. 2:

{UP 1}

h
1) (ps, 1) b (s, 1)

(init1) (o, L) 2 (pratees 1) (1) (o1, L) 225 (1, 1)

(inits) (po, L) Y2 (prarees 1) (12) (p207) L (p2,77)

(inits)  (Por L) L0 (prer 1) (1) (p27) 22 (ps, )

(PWirne)  Doruer 1) 2 (01, 1) (1) (p3,7) 225 (ps,e)
(12)

(pwfalse) (pfalseaJ—) {} (p277J-)

1L -1 :Aup 1l —1:
Po { 3}pt'rue {p} P1 DJ_—>J_ : {O}

1L — L :{u,p}

v —e:{h2}
1 —yl: — v :4{h
Pfalse i {O}pz v Ahe) p3 O L — L:{hl}
U
v — vy :{hl}

Fig. 2. The PDS P

We would like to check if P |= ¢p, where ¢ p is the declassification HyperLTL
formula outlined above. Obviously, if we consider that p € LS,, then observa-
tional determinism does not hold: given the same username u, depending on
whether the high-security password p; chosen is right or not, the low-security
output will differ. However, intuitively, the declassification policy should hold:
given two different input passwords, the PDS will behave in the same manner
as long as both are either true or false.

The set Traces, (P) of infinite traces of P is equal to ({u,ps} - {p} - {o1}*)U

U (({u,p1}+{u,pa})-{o}-{h1}"-{ha}"2-{h1}*): from the bottom symbol L, if
neN
the right password pws has been input, rules (inits) and (pir.) lead to state p;

where the PDS loops; otherwise, if the password is wrong, rules (init;), (inits)
and (pfaise) push a symbol v and lead to state po, where rule (u2) pushes n
symbols v on the stack, then the PDS switches to state p3 where it pops these
(n + 1) symbols with rules (u3) and (u4) then loops with rule (us) once the
bottom of the stack has been reached. Traces,(P) is context-free, hence, we
can’t model-check the declassification policy on P using the algorithms outlined
in [7].

Using the over-approximation techniques detailed in Sect.4.1, we can con-
sider the regular abstraction a(Traces,(P)) = ({u,p3}-{p} {o1}*)U ({u,p1}+
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{u,pa})-0-{h1}*-{ha}*-{h1}*) of the actual set of traces. We can then reach the
conclusion that P |= v¢p, since this property holds for the over-approximation
as well; the declassification security policy therefore holds for this example.

6.3 Non-inference

Non-inference is a variant of the non-interference security policy. It states that,
should all high security input variables be replaced by a dummy input A, the
behaviour of low security variables should not change and cannot therefore be
used to guess the values of the aforementioned high security inputs.

We express this property as the following HyperLTL formula:

¢ =Vm,3m, G (\ (@ Nm)AG( )\ (br, & bry))

zeVph beLs

where LS stands for the set of all low security variables values, V}* for the set of
high security input variables, and (x, ) means that variable x has value A\. We
can’t rely on the method outlined in Sect. 4.1 because 7, is existentially quan-
tified, but an over-approximation can nonetheless be found using the method
detailed in Sect. 4.2, if we model the program as a VPDS P, choose 7y as the
visibly context-free path variable, and make it so that m; ranges over a regular
abstraction of the traces.

7 Conclusion and Future Works

In this paper, we study the model-checking problem of hyper properties expressed
by the logic HyperLTL for PDSs. We show that it is undecidable, even for
the sub-class of visibly pushdown automata. We therefore design an automata-
theoretic framework to abstract the model-checking problem given some con-
straints on the use of universal quantifiers in the HyperLTL formula. We also
use phase-bounding constraints on multi-stack pushdown automata to under-
approximate the actual answer. Finally, we show some relevant examples of
security properties that cannot be expressed with LTL but can be checked using
our approximation algorithms on a HyperLTL formula.

An implementation of these algorithms would be a valuable addition to exist-
ing model-checking software. We plan to design a new tool that would take as
an input either a binary program or a Java program. We could perform in the
former case a static analysis of the binary code with the tool Jakstab [11] that
allows us to model the program as a control flow graph (CFG). By parsing this
CFG, we could design a PDS model of the original code. In the latter case, we
could use the PDS generated by the tool JimpleToPDSolver [10]. We could also
handle C and C++ programs if we translate them into boolean programs with
the tool SATABS [5].
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