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Abstract. This study assesses the extent to which machine learning techniques can
be used to predict question quality. An algorithm based on textual complexity
indices was previously developed to assess question quality to provide feedback on
questions generated by students within iSTART (an intelligent tutoring system that
teaches reading strategies). In this study, 4,575 questions were coded by human
raters based on their corresponding depth, classifying questions into four catego‐
ries: 1-very shallow to 4-very deep. Here we propose a novel approach to assessing
question quality within this dataset based on Recurrent Neural Networks (RNNs) and
word embeddings. The experiments evaluated multiple RNN architectures using
GRU, BiGRU and LSTM cell types of different sizes, and different word embed‐
dings (i.e., FastText and Glove). The most precise model achieved a classification
accuracy of 81.22%, which surpasses the previous prediction results using lexical
sophistication complexity indices (accuracy = 41.6%). These results are promising
and have implications for the future development of automated assessment tools
within computer-based learning environments.
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1 Introduction

Many students experience difficulty understanding text content, principally due to indi‐
vidual differences related to prior domain knowledge, skills, and motivation [1]. None‐
theless, extended practice using active comprehension strategies, such as question
asking, summarization, and elaboration, can support the development of reading
comprehension [2–4]. However, a common difficulty facing educators is lack of class‐
room time to provide feedback to students about their success on using such reading
strategies. To address this concern, intelligent tutoring systems can be used to
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supplement classroom instruction, offering individual students automated feedback on
the use of comprehension strategies. In these situations, ITSs commonly use Natural
Language Processing (NLP) algorithms to automatically evaluate various linguistic and
semantic features of students’ typed input and subsequently provide summative scores
and formative feedback. Students can use this feedback to improve their application of
comprehension strategies, and in turn their ability to comprehend challenging text.

The goal of the current project is to develop algorithms that provide automated
classifications to the instructional model, which in turn selects and delivers student
feedback within a new question-asking practice module in the Interactive Strategy
Training for Active Reading and Thinking (iSTART) system [5]. There is evidence
demonstrating the efficacy of interventions that provide students with instruction on how
to ask questions while reading [4], indicating that the development of an ITS which
provides instruction and practice would benefit from methods to automatically assess
the quality of the questions posed by the student with relation to the text being read.
Although systems exist that automatically generate questions and select appropriate
questions [6], we are unaware of any system that automatically assesses the quality of
questions produced by readers. In the envisioned practice activity, students will read a
text and, at pre-selected points in the text, construct questions about the content of the
text. iSTART will automatically assess the quality of each question and provide the
student scores and formative feedback to improve the students’ questions. Thus, more
accurate algorithms need to be developed. This study reports on one such attempt using
deep learning techniques, specifically recurrent neural networks, to assess the quality of
student-generated questions during reading.

2 Related Work

Classifying a question to assess its quality is useful in multiple scenarios such as class‐
room learning, reading exploration, and tutoring [7, 8]. We discuss the related work
relevant to our approach using four threads. We first review question generation and its
role in learning. We then describe existing question taxonomies along with existing work
on question classification. Finally, we discuss recent work related to deep-learning
models used for question classification and other related natural language processing
(NLP) tasks.

2.1 Question Generation and Learning

Motivating students to generate questions is foundational in learning sciences [9]. Ques‐
tion generation supports comprehension, and promotes active learning, knowledge
construction, problem solving, reasoning, and the development of sophisticated meta‐
cognitive skills [10]. Instruction on question asking generally focuses on generating
deep-level reasoning questions, or questions that focus on reasoning about causal,
logical, or goal-oriented systems [11]. Asking good questions is associated with
improved comprehension, learning, and memory for targeted content [12]. In turn,
comprehension and learning increase when students are trained to ask good questions

492 S. Ruseti et al.



[4, 13], However, school children and adult learners tend to generate shallow level
questions, and show substantial difficulties while generating questions that require deep
level understanding [8].

2.2 Question Taxonomies

Questions can be categorized using a variety of taxonomies [14]. Several question
taxonomies have been proposed by researchers developing models of question asking
and answering in artificial intelligence, computational linguistics, discourse processing,
education, and cognitive science [9, 11].

Several taxonomies originated from the Text REtrieval Conference-Question
Answering (TREC-QA) track. For instance, the Ittycheriah et al. [15] taxonomy consists
of 31 question types, whereas Hovy et al. [16] defined 141 question types. Harabagiu
et al. [17] and Gerber [18] defined large question taxonomies spanning over 180 cate‐
gories. Li and Roth [19] created a taxonomy with 6 coarse-grained and 50 fine-grained
categories. Most of these taxonomies are hierarchical in nature and developed for ques‐
tion-answering and information retrieval systems. The focus for most of these taxono‐
mies is on classifying entities such as person, location, organization, quantity, abbrevi‐
ations and so on.

In this study, we have based our question classification categories on the Graesser–
Person taxonomy [11] because their taxonomy is contextually related to learning. The
Graesser–Person taxonomy [11] classifies questions into 16 categories covering different
categories based on knowledge and cognitive proficiencies. These question categories are
closely tied to Bloom’s [20] taxonomy of cognitive activities. They further classify these
categories into shallow (“who”, “when”, “what”, “where”) and deep (“why”, “how”, “what
if”) levels. Along similar lines, Mosenthal [21] developed a coding system to scale ques‐
tions on five levels of abstractness, namely most concrete, highly concrete, intermediate,
highly abstract and most abstract. Wisher and Graesser [8] defined categories based on
knowledge such as agents and entities, class inclusion, spatial layout, compositional struc‐
tures, procedures and plans, and causal chains and networks.

2.3 Question Classification

The methods used for automated question classification have varied greatly, from rule-
based systems to advanced NLP techniques. Most approaches in the past relied on
handcrafted rules that, though effective, are tedious to create and not scalable for
matching questions. Olney et al. [22] manually built custom rules utilizing only surface
features, ignoring the semantic and pragmatic context of the questions, for classifying
the questions. The classifier performed quite well in distinguishing “questions” from
“contributions” (F-measure = 0.99). However, classification of question type, within
those identified as questions, achieved more modest accuracy (F-measure = 0.48).

More recently machine-learning techniques have been successfully applied to ques‐
tion classification. IBM’s TREC-9 system [15] utilized maximum entropy models [23]
for classifying questions labeled according to Message Understanding Conference
(MUC) categories [24]. Another question classification system used the Sparse Network
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of Winnows (SNoW) architecture [19]. Several question classification systems have
made use of support vector machines (SVMs) [25, 26] and log-linear models [27] for
classification of question types. Kopp et al. [28] used discriminant function analysis
(DFA) using leave-one-out cross validation (LOOCV) for classifying question levels.
A DFA on the entire set achieved an accuracy of 41.6%, while a LOOCV analysis
obtained 40.1% accuracy when questions were classified for 4 levels (1 through 4).
Notably, the accuracy improved when only 2 levels (shallow vs deep) were considered,
up 61.1% in the LOOCV analysis.

Many more systems utilized NLP techniques including headwords and their hyper‐
nyms [14], conditional random field (CRF) [29], hierarchical directed acyclic graph
(HDAG) Kernel, which is well suited to handle structured natural language data [30],
parsing for classification [31], and automatic construction of grammars to match against
question types [32]. Most of these systems have achieved high accuracy (nearing 90%
or above) for general and coarse-grained question types.

2.4 Deep Learning Models for Question Classification

This study uses deep learning models, in particular recurrent neural networks (RNNs)
[33], for classification of questions. Researchers have used deep learning for NLP tasks
such as semantic parsing [34], sentence modeling [35], question answering [36], and
other traditional NLP tasks [37]. Neural networks have also been used in question
classification tasks. For instance, CNN has been used for semantic modeling of a
sentence and later applied for six-way question classification using the TREC dataset
[19, 35]. Fei et al. [38] investigated the effectiveness of neural network learning tech‐
niques for automatic classification of 233 objective questions into three difficulty levels
(i.e., hard, medium, and easy), achieving an accuracy ranging between 76% and 78%.
In their study, they opted to use a five-dimensional feature vector and a classic neural
network architecture to characterize each question comprising of the following:
(a) query-text relevance expressed as cosine similarity between the text, and question
and answer pair (Q&A) vectors; (b) mean term frequency, (c) length of Q&A sequences,
(d) term frequency distribution (variance) and (e) distribution of Q&A in original text.

While there has been a substantial amount of work for text classification using deep
learning models [39, 40], there is little work available that has implemented deep
learning models for classification of questions besides the previous studies that mostly
rely on classic neural network architectures. To address this gap, this study evaluates
the use of RNNs to predict the quality of questions.

3 Method

3.1 Corpus Description

We used the same data described in Kopp et al. [28]. For that study, participants read
short texts and generated questions for each text read. These questions were coded by
human raters using a four-level taxonomy that classified questions as shallow to deep.
NLP indices were then calculated for each generated question and machine learning
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techniques were used to predict the human ratings. This is the first study performed on
this corpus that makes use of neural-network based methods.

To collect the questions corpus, Kopp et al. enlisted responses from 233 participants
from Amazon Mechanical Turk (MTurk) [41]. With approval from the California Distance
Learning Project (CDLP)1, they collected 30 texts, which were life-relevant for adult
readers. All texts were four to seven paragraphs long and had between 128 and 452 words.
For each text, participants constructed questions for three to seven target sentences. Trained
researchers identified these target sentences because they included information for which
prior knowledge or prior information within the text could be used to elaborate on or make
inferences using the sentence. Using an online survey software (www.qualtrics.com), each
participant was shown three randomly-selected texts, segmented into chunks by the target
sentences (i.e., a target sentence ended each chunk of text). At each target sentence, partic‐
ipants were instructed to type a question about the sentence content and given up to 6 min
to submit. Participants’ average response time was 85.2 s (SD = 33.9). Of the 4,629
collected responses, 4,575 were included in the final dataset. Those items that were
excluded were statements, rather than questions.

From the original 16 question categories in the Graesser and Person [11] taxonomy,
a modified question coding scheme was developed by Kopp et al. [28]. Table 1 contains
the original 16 question categories as well as examples of the modified coding scheme.
For the initial coding process, questions were classified into the original 16 categories.
Within the modified scheme, two of the original question categories (instrumental/
procedural and enablement) were collapsed into one category because researchers’
initial training revealed they were not able to differentiate the categories reliably. The
coding process also classified the questions according to the depth of the question (from
1-very shallow to 4-very deep). These differences in depth were annotated as (1) required
answers are typically one word (e.g., yes or no), (2) required answers are still very short
but may involve two or more elements (e.g., definitions), (3) required answers are longer,
but do not relate to causal mechanisms (e.g., comparisons of two entities), and (4)
required answers are lengthy and address systems’ causal functions (e.g., which ante‐
cedent led to a consequence).

Table 1. The modified Graesser Person question taxonomy from Kopp et al. [28].

Level Question categories from Graesser
and Person Taxonomy [11]

Examples

Very shallow (1) Verification, Disjunctive, Concept
Completion, Quantification

Is 911 the emergency number
everywhere?

Shallow (2) Feature Specification, Definition,
Example

What Constitutes and Emergency?

Deep (3) Comparison Instrumental/
procedural, enablement, Judgmental

Why are the majority from cell
phones?

Very deep (4) Interpretational, Antecedent,
Consequence, Goal Orientation,
Expectational

What happens if you call 911 in a
non-emergency?

1 www.cdlponline.org.
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Before coding the complete dataset, two researchers went through a training
process, twice coding approximately a randomly selected group of 20% of the
corpus. After each training round, interrater reliability was established using
Cohen’s kappa, bivariate correlation (r), percent exact, and percent adjacent agree‐
ment for the depth of questions. Reliability between the researchers increased from
the first training round (kappa = .74; r = .78; 76% exact agreement; 92% adjacent
agreement) to the second (kappa = .80; r = .86; 79% exact agreement; 95% adjacent
agreement). Once the interrater reliability for each training round was assessed, the
researchers met to discuss discrepancies on that subset of the data. After the two
training rounds, the entire dataset was coded. Questions were randomly selected and
each researcher coded 60% of the question corpus. Interrater reliability on the final
overlapping subset of the corpus was: kappa = .84, r = .67, exact agreement = 82%,
adjacent agreement = 92%. Within this subset, discussions were conducted to resolve
any discrepancies between the two researchers’ assigned codes. Each question was
assigned a final score, from 1 (very shallow) to 4 (very deep).

3.2 Network Architecture

Each entry from the corpus contains a text that provides previous contextual information,
the target sentence and a question related to the given sentence. For predicting the ques‐
tion quality score, a neural network could use either the question and the sentence, the
question and the text, or all three. We performed several experiments with different
architectures, varying the input of the network and the model representation.

In all our experiments, the text was represented using a Recurrent Neural Network
with variable input size for the word embeddings. We opted to use pre-trained Glove
[42] and FastText [43] word and/or n-gram vectors. Glove is an unsupervised log-
bilinear regression model that computes word embeddings using the global word co-
occurrence matrix. In our experiments, we chose vectors of size 100 and 300 that were
pre-trained on Wikipedia. FastText enriches the skip-gram model from Word2Vec [44]
with vector representations for n-grams; for FastText, the embedding size is 300. This
way, the embedding of a word can be influenced by the way it is written, which has been
shown to correlate with the meaning of the word [45]. Moreover, unknown word
embedding can be constructed from their corresponding n-gram embeddings.

The next step in building our architecture consisted of choosing a text representation
model, usually called an encoder. We selected two of the most frequently used recurrent
neural models, namely Long Short-Term Memory networks (LSTM) [46] and the Gated
Recurrent Units (GRU) [47]. GRUs are considerably simpler and do not have the same
representation power, but can be useful on smaller datasets because there are fewer
parameters for the network to learn. Both models are usually used as bi-directional
networks [48] in which two different networks are used for the forward and backward
direction in the text; thus, all words are equally important in the final encoded repre‐
sentation.

Each encoder outputs a matrix of variable size because of the different number of
words from the text. In order to be compared, the size has to be reduced to a fixed
dimension. Common ways include concatenation of the last outputs from the forward
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and backward networks, max-pooling over all outputs, or an attention mechanism that
provides different weights to each word in the text, depending on the representation of
the other text. Similar to the work of Santos et al. [49], we implemented a two-way
attention pooling mechanism depicted in Fig. 1 that takes into account only the last
sentence from the text and the question.

Fig. 1. Attentive pooling network architecture.

In Fig. 1, G is a matrix of size ls * lq, obtained from the outputs produced by the
encoders (S and Q), as shown in Eq. 1, where U is a matrix of size d * d, ls and lq are the
lengths of the sentence and question, and d is the output size of the encoder (in the case
of the bidirectional encoders, the output is the double cell size). The matrix G can be
perceived as a similarity function between each word in the question and each word
from the sentence, which also takes into account the context in which they occur, since
the similarity is computed on the encoders’ outputs.

G = tanh
(
StUQ

)
(1)

Afterwards, the attention vectors (ws and wq) are constructed, which reflect the
importance of each word in the sentence/question by applying max-pooling row-wise
for the question, and column-wise for the sentence, followed by a softmax normalization.
The question and sentence representations (rq and rs) are obtained by computing the dot
product between the attention vectors and the encoders’ outputs, as shown in Eq. 2.

rq = wt

q
Q; rs = wt

s
S (2)

The resulting representations are concatenated and passed through a dropout layer
in order to minimize overfitting, followed by a hidden layer with the tanh activation
function. Last, a softmax layer is applied to compute the probabilities for the four
possible output classes. Training is performed using the Adam optimizer [50] and the
cross-entropy loss function.
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4 Results

The corpus was randomly split into training, validation, and test partitions each
containing approximately 60%, 20% and 20% from the whole dataset. No texts were in
two different partitions. Several experiments were performed with different network
architectures and embedding models. Not all the results are included in this paper. Only
the best configurations, with performance measured as accuracy on the validation set,
were further fine-tuned with grid search, varying the cell size (50–300), hidden size (50–
100), dropout probability (0–0.5) and training epochs (1–30). The reported results (see
Table 2) were obtained on the test set, with the best hyper-parameters detected by the
grid search. Experiments using linear regressions instead of a 4-way classification were
also performed, but the results were less predictive and were not included in Table 2.
LSTM results were also dropped because lower accuracy.

Table 2. Accuracy on 4-way classification on test set.

Model Embeddings Cell
size

Hidden size Accuracy (%)

BiGRU text, GRU question Glove-100 75 50 75.22
GRU sentence, GRU question Glove-100 175 50 77.11
BiGRU sentence, BiGRU question Glove-100 100 100 78.11
BiGRU sentence, GRU question Glove-300 100 75 77.11
BiGRU sentence, GRU question Glove-100 200 75 80.11
BiGRU sentence, GRU question with
attention

Glove-100 100 50 79.33

BiGRU sentence, GRU question FastText-300 100 75 81.22

5 Discussion

This study introduced a new approach to classifying student-generated questions during
reading, based on human ratings of depth. Using RNN architectures informed by GRU,
BiGRU and LSTM cell types of different sizes, and different word embeddings (i.e.,
FastText and Glove), results revealed that the strongest model achieved a classification
accuracy of 81.22%, which surpasses previous prediction results on the same dataset,
that reported an accuracy of 41.6%. However, the results are lower than accuracies
reported on other specific tasks of question classification using NLP techniques.

One observation that can be extracted from the results is that sentence encoding
performed slightly better than encoding the text, probably since the text contains a lot
of information not necessary to evaluate the question quality. In addition, the results
may indicate that the network was not able to learn how to ignore potential noise from
the text encoding. Arguably, adding more training examples would improve the results
for the text encoder version.

Regarding the type of encoders used, the experiments showed that GRU models
perform better than LSTM for this dataset likely because fewer parameters are required.
The same reasoning can explain the results of the bidirectional networks. Although
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BiGRUs have better expressing power (i.e., capability to encode the text based on word
embeddings) than normal GRU models, they did not improve the results when used for
questions. This indicates that the questions were short enough to be well represented by
a simple GRU and the extra parameters were not useful.

Albeit successful in recent studies [51, 52], adding an attention layer did not improve
the results, probably because of the additional matrix which needed to be learned by the
neural network. In all other experiments, max-pooling was used to reduce the dimen‐
sionality of the encoders’ output. Experiments using the concatenation between the last
outputs of the forward and backward direction were also performed, but were not as
accurate on the validation set, compared to the other solutions. As a result, they were
not included in Table 2.

The best result was obtained using FastText word embeddings, which performed
better than the equivalent network architecture relying on Glove word vectors of the
same size (300). Smaller Glove vectors (100) achieved a higher accuracy compared to
the larger ones (300) most likely because the network required fewer training parame‐
ters.

6 Conclusions

Many students, especially those with low prior knowledge, have difficulty making infer‐
ences necessary for text comprehension. iSTART is an ITS that provides reading
strategy instruction to promote self-explanation and inference generation, in order to
promote comprehension. Question asking can also improve readers’ comprehension,
especially when the questions generated are deep.

This study contributes to the development of question asking practice within
iSTART. As such, practice modules for question asking require the application of NLP
techniques to automatically assess the quality of students’ questions. Thus, an over‐
arching objective of this project is to create algorithms that are sensitive to the types of
questions students ask during reading. Identification of particular question types would
then trigger appropriate formative feedback with the hopes that the feedback would
promote generation of deeper questions and improve comprehension. For example,
when the algorithm detects shallow question asking, the feedback mechanism in
iSTART would trigger a message prompting the reader to ask deep questions that would,
for example, require learners to identify a causal mechanism.

This study describes a series of experiments that used recurrent neural networks to
assess the quality of questions. The obtained results are very promising, with the best
model exceeding 81% accuracy classifying questions into 4 classes of question depth.
The results reported here indicate that successful classification models for question depth
can be integrated into iSTART. These models could provide students with accurate
formative feedback that may lead to increased reading strategy skills and overall reading
comprehension.

Our next steps consist of implementing and testing these models in iSTART. More‐
over, experiments should be conducted to further development of question depth clas‐
sification. For instance, an experiment testing all three encoders at once (text, sentence,
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question) could assess how a network making more informant decision, at the cost of
increasing the needed parameters, could improve accuracy. Another experiment could
test the use of only one encoder for text and extract the sentence representation from the
hidden states corresponding to the words in that sentence. In addition, simpler solutions
could also be tested on this corpus and compared with the deep learning methods. One
example that proved successful on smaller datasets uses neural networks on top of string
kernels [53] for answer selection. Although the tasks are not identical, simple similarity
measures could be effective for evaluating questions, either stand-alone or as additional
features in a more complex network.
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