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Abstract. The increasing prevalence and sophistication of automated tutoring
systems necessitates the development of new methods for their evaluation and
improvement. In particular, data-driven methods offer the opportunity to provide
teachers with insight about student interactions with online systems, facilitating
their improvement to maximise their educational value. In this paper, we present
a new technique for analysing feedback in an automated programming tutor.
Our method involves first clustering submitted programs with the same func-
tionality together, then applying sequential pattern mining and graphically
visualising student progress through an exercise. Using data from a beginner
Python course, we demonstrate how this method can be applied to programming
exercises to analyse student approaches, responses to feedback, areas of greatest
difficulty and repetition of mistakes. This process could be used by teachers to
more effectively understand student behaviour, allowing them to adapt both
traditional and online teaching materials and feedback to optimise student
experiences and outcomes.

Keywords: Data-driven teacher support � Automated tutoring systems
Feedback improvement � Tutoring system evaluation

1 Introduction

In recent years, steady progress has been made towards developing new data-driven
methods for feedback generation in automated tutoring systems. These are online
systems which provide automated marking of submissions and feedback to students.
This work has led to an increase in the sophistication of tutoring systems, with great
potential to improve educational outcomes. However, it has also increased the difficulty
of analysing and assessing the automated feedback given by these systems. As the
systems become more complex, teachers become more distanced from the direct
feedback and instruction given to individuals, and this is exacerbated by the increasing
number of students. It is therefore very challenging for teachers to identify and

© Springer International Publishing AG, part of Springer Nature 2018
C. Penstein Rosé et al. (Eds.): AIED 2018, LNAI 10947, pp. 324–337, 2018.
https://doi.org/10.1007/978-3-319-93843-1_24

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-93843-1_24&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-93843-1_24&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-93843-1_24&amp;domain=pdf


diagnose issues with the system and monitor whether the instructional material they
have created is appropriate or could be improved.

Thus, to ensure that automated tutoring systems meet their potential to enhance
student experiences, it is essential to close the loop between teachers, systems and
students, by ensuring that information about student interactions with these systems is
passed back to teachers. In particular, it is important to develop data-driven methods for
assessing automated tutoring systems alongside methods of extending them. These
methods can allow teachers to use the wealth of data collected by the tutoring systems
to modify and improve these systems. They can also provide useful insights into
student learning, which can be applied in other contexts, such as inside the classroom,
to improve learning.

In this paper, we present a new data-driven method for assessing automated
tutoring systems in the context of a computer programming course. This method helps
teachers to understand the kinds of programs students write and how they change over
time in response to feedback. This allows them to: (i) gain insight into student learning,
e.g. by finding exercise parts where students have trouble, or identifying common
mistakes and difficult concepts, and (ii) improve the tutoring system, e.g. by revising
the pre-set feedback and testing cases in the system based on student behaviour. We
demonstrate an application of this method to real data from a beginner programming
course in Python, and also discuss possible extensions and broader applications of the
method to other areas.

2 Related Work

A variety of automated marking and tutoring systems have been reported in computer
science courses [1–7] and other areas [8–11] in recent years, and there has been much
work focused on improving the sophistication of feedback provided by these systems
[1, 5, 6, 8–11] Evaluations of these systems have often focused on functionality of the
system, including its usability [2] and the availability of hints [5, 6, 8, 10], student
opinions and engagement [4, 11, 12], before and after studies [11, 12] or comparisons
with expert opinions. These evaluation methods provide valuable feedback to teachers,
but some (e.g. comparative studies) do not scale well to large numbers of students due
to the significant manual work and time required, and the information provided about
how students interact with the system is often more general. Our work aims to address
this by providing teachers with a way to understand and visualise how large numbers of
students interact with an automated tutoring system, including how they respond to
feedback, which can lead to clear and actionable ways to improve the system.

An important part of our work involves clustering similar programs. Previous work
related to this includes clustering programs based on features or on their structure by
using metrics such as the tree edit distance [13]. Gross et al. [14] investigated the
usefulness of different similarity metrics in the context of programming and Paassen
et al. [15] discussed a scheme for learning parameters of structure metrics, which could
be used to determine program similarity. Another method is to focus on functionality or
semantics of programs. In [16], similar programs were grouped by renaming all similar
variables across programs (determined by running the programs), then combining
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programs with the same sets of lines of code. Our clustering involves applying
functionality-preserving transformations to programs, followed by further processing to
account for differences that are irrelevant in the context of the exercise.
Functionality-preserving transformations have been applied in other work for different
purposes and languages [1, 5].

Our work falls into the broader area of mining log data from automated tutoring
systems to provide teachers with information to improve educational outcomes. Other
related work includes predicting students at risk of failing early in the semester [17],
characterizing and predicting the performance of different groups of students [18] and
analysing student behaviour and its evolution throughout the semester [19, 20].

3 Data

Our data come from Grok Learning [19], an online platform offering various pro-
gramming courses of different difficulty levels to students, each consisting of a series of
interactive lessons and exercises for students to complete. The exercises are marked
automatically using a series of test cases written in advance by teachers, and students
are provided with feedback based on the tests passed and failed. The students can then
use this feedback to improve their programs, re-submit and re-test them, until all tests
are passed.

The dataset used in this paper is extracted from a beginner Python programming
challenge run through Grok Learning in 2017. It comprises of programming attempts,
failed or successful, from two programming exercises (‘What Rhymes with Grok’ and
‘Letter from the Queen’). Each exercise was attempted by over 5000 students, and the
data includes all student programs that were run through the system or submitted for
marking, any tests passed or failed by the programs, the feedback automatically gen-
erated by the tests, submission times and information on any errors from running the
programs.

4 Method

The method we propose aims to give teachers an overview of student interactions with
an automated tutor for computer programming for a given exercise. This includes: the
types of programs students submit, how students respond to the given feedback, the
student progression through the exercise and the exercise parts where students expe-
rience difficulty. This knowledge can assist teachers in identifying system strengths and
areas for improvement, and also in gaining insights into student learning.

Importantly, as our method is data-driven, using real student programs and their
subsequent revisions after receiving feedback, it can reveal underlying problems
experienced by students that were not necessarily anticipated by the teacher when
devising the test feedback. For example, in Table 1, a sample student submission for an
exercise discussed in the next section is shown, along with the feedback received. The
issue with the program is that it prints a hardcoded answer, instead of the user’s input,
and the feedback given addresses the issue by reminding the student to use a variable
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instead. However, our data-driven approach reveals that 100/172 students in this sit-
uation simply changed their hardcoded message after receiving the feedback. This is
not what a teacher would expect, and so highlights the value of data-driven analysis
techniques. Our approach can also reveal bugs in test cases, opportunities to make these
tests more targeted and whether students make similar mistakes in later exercises.

Our approach consists of two main steps, summarised in Fig. 1. The first is to
cluster student programs based on their functionality, and the second is to extract useful
information from the clusters by building an interaction graph and using sequential
pattern mining. We describe these steps in more detail below.

4.1 Clustering

To allow teachers to interpret a large number of student program submissions, we begin
by clustering programs based on their functionality. Two programs are considered to
have the same functionality if an observer with access to any input/output examples
cannot distinguish between the two programs. This definition is consistent with how

Table 1. Sample student program and feedback received. The feedback seems useful, but many
students do not respond as expected to it.

Fig. 1. Summary of our approach to closing the loop between teachers, systems and students
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the testing is done using the pre-specified test cases. The advantage of using this
clustering approach is that a group of programs functioning similarly is easily exem-
plified by a single example, so the clusters are easy to interpret. Though differences in
syntax and efficiency can reveal further interesting information about student under-
standing, we do not focus on these here.

The clustering in the form we describe is applicable to ‘calculation-based’ pro-
grams. That is, programs employing any of the following: literals, mathematical
operators, variables, simple functions and console-based input and output. However,
this could be extended to broader classes of programs in future.

The method consists of three steps: the application of functionality-preserving
transformations, considering context and filtering, which we outline in turn.

Functionality-Preserving Transformations. We describe a number of transforma-
tions with Python in mind, but these could be generalised to other languages. Some
examples are shown in Table 2.

Variables. In general, transformations are applied so that variables are used only and
always for values that can vary on different runs of the program. Such values include
the output from random or input functions. If variables are not being used for these
values, they are introduced. Variables used for all other values (such as literals) are
removed and any occurrences of them are replaced by their value. The names of
variables are then standardised.

Expressions. Expressions are simplified where possible. This includes the evaluation of
consecutive literals or literals in commutative expressions and the elimination of trivial
operations, such as empty string addition. If the value of an expression can be deter-
mined without complete knowledge of all operands, it is also evaluated (e.g. an
expression with multiplication by 0).

Expressions are also expanded to standardise their form. This includes application
of distributive laws and replacement of some operations involving literals. For

Table 2. Examples of Python programs and their standardised forms
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example, a**2 would be replaced by a*a. For consistency, commutative expressions
are ordered by operand types, e.g. integers are placed first.

Function-Specific Transformations. Transformations specific to allowed functions are
applied to standardise programs further. For example, an input call can be separated
into a print call followed by an input call with no arguments. Consecutive print
statements are collapsed into a single statement with no varying keywords. Type casts
are removed where possible.

Other. If two variable declarations can be swapped without altering the function of the
program, a standardised ordering is applied, for example, based on the variable used
first. Whitespace, comments and any lines that do not affect the program’s functionality
are removed.

Considering Context. After transformations are applied and functionally equivalent
programs are clustered together, the number of clusters is then reduced by ignoring
differences that do not matter. An example of such a difference is whether a program
prints ‘hi’ or ‘hello’ in an exercise where the goal is to print ‘How are you?’: in
both cases, the programs are incorrect for the same reason.

This reduction is achieved by combining programs with a similar standardised form
together, so long as they fail the same test cases. For simple programs, this can just be
differences in strings or numerical values. For more complex programs, some mathe-
matical expressions could be treated as equivalent, or some statements with the same
general purpose. In our case study, we combined programs with exactly the same
abstract syntax tree structure and node types so, for example, differences in strings
would be ignored, so long as the same tests were passed and failed.

Filtering. Finally, to ensure teachers are left with a manageable number of clusters to
consider, clusters containing less than a specified number of programs are filtered out.
In the case study we describe next, this threshold was 10.

4.2 Analysis

After clustering, student interactions with the system are analysed using a combination
of different methods: building an interaction graph and finding frequent patterns.

In the interaction graph, nodes and edges represent student program clusters and
their transitions between these clusters respectively. By providing a general overview
of how students progress through the exercise, this graph can reveal places where
students struggle and therefore can be used to improve feedback. For example, cycles
in the graph could be indicative of student confusion or misleading feedback. Student
starting positions in the graph could also indicate how prepared students were for the
exercise, and ending positions in the graph could highlight areas of difficulty.

Next, sequential pattern mining is used to find common consecutive transitions
between clusters. This is done by iterating through the transitions of each student and
adding all unique paths of a given length to a tally. For example, a tally of 370 for the
path abc would indicate that 370 unique students submitted three consecutive programs
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in clusters a, b then c at some point when completing the exercise. Paths can then be
assessed for their efficiency and how reflective they are of the teacher’s expectations.

Any potentially interesting areas can be analysed in conjunction with other data
from the tutoring system, including submission times, how often students run their
code before marking it, which tests are passed and failed and samples of feedback for
different program clusters. This can allow teachers to assess whether feedback was
appropriate and students responded to it as expected, and how it could be improved in
future. It can also highlight opportunities to make testing more targeted if different
types of programs are failing the same test, and reveal issues with testing procedures if
some programs are passing tests they shouldn’t pass.

Finally, the performance of students across exercises can be observed to assess their
learning progress. For example, teachers can see if students continue to make similar
mistakes or continue to require similar feedback to earlier exercises.

5 Case Study

We demonstrate the application of this method using two beginner programming
questions from the Grok Learning programming challenge. These questions are par-
ticularly interesting because their completion rate is very high (over 97%), so a tra-
ditional analysis could risk skipping over them. However, the small percentage of
students who do not complete the tasks still represent a large enough group to be
interested in helping, and any improvements could help all students to interact more
usefully with the system.

In the first example, we will show how the method can be used to assess whether
student responses in different contexts reflect what an instructor might expect, and how
this can be used to improve the system test cases and the feedback provided to students.
In the second example, we focus on how the method can be used to understand student
learning and help to develop more targeted testing and feedback.

5.1 Example 1 – What Rhymes with Grok?

In this exercise, students write a program to print user input. Details of the exercise
from a student’s perspective are shown in Fig. 2, with instructions on the left, sample
code in the top right and details of tests run on the code in the bottom right.

Figure 3 shows the interaction graph produced by clustering programs of 5874
students who attempted this question. Circular nodes represent student program clus-
ters, and edges show the number of times a submission in the source node cluster was
followed by a submission in the target node cluster. Node and edge size correspond to
the number of submissions, so larger nodes and edges are more important. Edges from
the start and end nodes show the number of students who started and ended in each
cluster. Table 3 shows the most common cluster paths of length 3 and 4 among
students from the sequential pattern mining, ordered by the number of students taking
the paths.
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Identifying Areas of Interest. From the graph and common paths, we can make some
general observations about student interactions with the system. Firstly, cluster b is the
most common starting point, followed by a, f, c and d. In the graph, there are self-loops
on a, f, c and d and a cycle between p and k, and repetitions of these also appear in
many common paths. The paths cab and dab, with three different nodes, could also be
interesting. Table 4 shows a summary of the potentially interesting clusters just
identified, including a sample program from each cluster.

Fig. 2. A screenshot from a student’s perspective of the exercise “What Rhymes with Grok?”

Fig. 3. Interaction graph for the exercise “What Rhymes with Grok”
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Investigating Areas of Interest. From where students began, it is clear many were
generally well prepared for the exercise: cluster b indicates a correct solution, and
clusters a, c and d are close to a correct solution, with just some issues with the prompt
string. The students who began at f, however, were missing some key concepts as they
were only using the print function.

In relation to the cycle between p and k, both clusters are similar in that students
used the input function, but printed out a hardcoded message instead of the user’s
response. When this hardcoded message was not ‘rock’, the first example test was
failed. Otherwise, the second test was failed. A cycle between these clusters suggests
students were changing the hardcoded string instead of correcting the issue. The
feedback given to these students, shown in Table 5, consisted of a notification that their
output was incorrect and, in the case of p, a suggestion on how to correct this was
given. However, according to the data, 50% of submissions (200/397) in cluster p were
followed by a submission in cluster k, and this involved 58% of unique students
(100/172) who had a program in cluster p. For k, the figures were similar: 171/338
submissions (51%) and 84/139 students (60%). Though a teacher might expect students
to change the hardcoded string based on the feedback at k, the fact that the same is true

Table 3. Path patterns for the exercise ‘What Rhymes with Grok?”

Table 4. Cluster summaries
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of p is surprising. One possibility is that students try to modify their code as soon as
they see the output is wrong, without reading all of the feedback. This could perhaps be
addressed by including the suggestion at the beginning of the feedback.

The common paths, dab and cab, are examples of students responding to feedback
as expected, being guided efficiently to the solution. At d, c and a, the feedback directs
students to correct the words, capitalisation and whitespace respectively in their input
prompts. The median time taken for each of the transitions (ca, da and ab) was 54, 32
and 44 s respectively, and the median number of times students ran their code after
correcting their code was one, the required number. This suggests students on these
paths quickly understood and responded to the given feedback.

Of the clusters with self-loops, students in f seemed to experience the most diffi-
culty: it has the largest proportion of repeated submissions (38%) by the largest pro-
portion of unique students (42%), and the largest median time between repeats (42 s).
In fact, 24% of the 161 students who did not complete the exercise stopped at f. Though
this number was still small relative to the total number of students, it could still be an
opportunity to improve feedback. The feedback given for the sample program in cluster
f focused on the input prompt not containing the correct words, but perhaps it could be
changed to target the presence of certain features in a student program instead, such as
an input function.

Unexpected Clusters. This exercise provides an example of how unexpected clusters
of programs can reveal potential issues with test cases. One small cluster of programs
(21 instances) that failed the first example test had an interesting structure: the pro-
grams asked for input from the user and printed it correctly, but the input prompt was
incorrect. This was interesting, because they passed the four tests checking the input
prompt. By analysing the programs in this cluster, teachers could correct the tests,
which could improve not only this exercise, but any others using similar tests.

Table 5. Sample feedback for programs in clusters k and p

k Sample Feedback p Sample Feedback

Testing the first example in the question.
Your submission did not produce the correct
output. Your program output:
What rhymes with Grok? rock
clock
when it was meant to output:
What rhymes with Grok? rock
rock

Testing the second example in the question
(when the user enters sock). Your submission
did not produce the correct output. Your
program output:
What rhymes with Grok? sock
rock
when it was meant to output:
What rhymes with Grok? sock
sock
Remember to store the user input in a
variable, and to use the variable name with
print
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5.2 Example 2 - Letter from the Queen

We briefly discuss a later exercise to show how this method can be used to measure
student improvement over time. This exercise requires students to prompt the user for
their age, convert the input to an integer, subtract it from 100 and print out the result.
The interaction graph for this exercise is shown in Fig. 4.

Measuring Improvement. Despite the exercise being more difficult, a greater pro-
portion of students (69% compared to 50%) submitted a correct program on their first
try, and 99% completed the exercise, indicating students improved in this later prob-
lem. A similar hardcoded cycle as in the last problem can be seen (between e and j),
suggesting some students were repeating the same mistakes, but this occurred for a
smaller number of students. Similarly, the cycles on f and c are similar to the cycles on
d, c and a in the earlier exercise in that they involve mostly correct student programs
with incorrect prompt strings. These too involve fewer students than previously, sug-
gesting improvement. Cluster d represents programs attempting to read too much input,
which was much less frequent in the previous exercise. This new issue could be a result
of students needing to print more output, which they mistakenly did by overusing the
input function. This overall suggests students were generally improving, with less
making the same mistakes as before and more making new mistakes as the question
increased in difficulty.

Targeting Tests. In this exercise, 9 tests were run on student programs, but almost all
failing programs were caught by the first three tests. This suggests there is an oppor-
tunity to make the tests more targeted to student code. From the clustering, teachers can
see different kinds of programs failing the same test, such as is shown in Table 6. This

Fig. 4. Interaction graph for the exercise “Letter from the Queen”
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can then be used to create tests targeted at the different approaches. For example, one
could be targeted towards hardcoded answers (t), another could check the subtraction is
done correctly (g) and another could check for correct strings (f).

6 Discussion and Conclusions

In this paper we have explored a new data-driven method for the assessment of online
automated tutors in the context of computer programming. This method involves
clustering student programs based on their functionality, building an interaction graph
and applying sequential pattern mining, while also using other data from the system, to
analyse student interactions and progress.

Our method can be used to gain insights into student learning, including how
students begin and end an exercise (e.g. indicating if they had the required prior
knowledge), common paths taken and cycles that may be indicative of difficulty. By
investigating these areas, teachers can identify difficult concepts and common mistakes.
The differences in student behaviour across exercises can allow teachers to measure
student learning by observing similarities and differences in the types of progressions
and mistakes made by students in each exercise.

This information can also facilitate the improvement of tutoring systems. For
example, the identification of areas where the feedback provided to students works
well, and areas where it can be improved, including in places where student responses
may be unexpected, can help teachers to revise automated feedback. In addition, it can
assist in the improvement of test cases: unexpected student program clusters can be
used to find problems with the sequence of tests, and different program clusters that fail
the same test can be used to create more targeted tests. This information can also be
used to provide feedback to students within the classroom, e.g. by explaining common
issues and how to address them before attempting an exercise.

In future, this method could be improved by evaluating it with other teachers and
extending it to a broader class of computer programs and languages. It could also be
combined with other methods for clustering and analysis to provide further information
to teachers on the quality of the student programs, such as style, time and space
complexity, and could possibly be applied to all exercises in the course at once rather
than individual exercises.

Table 6. Sample programs from clusters that fail the second test, which checks grammar
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Another direction for future work is extending the method to generate automated
feedback for students. For example, students could be encouraged to try new styles of
coding: by identifying parts of their code that functioned similarly to parts of other
students’ code, a tutoring system could suggest they try the other style, which might be
shorter or more efficient. Our method could also potentially be used in the generation of
feedback by identifying functionally similar past examples and adapting the given
feedback to new problems.

Ultimately, in a society where automated tutoring systems are becoming increas-
ingly complex and serving larger and larger cohorts of students, data-driven methods
such as the proposed method are essential to support teachers in their assessment with
empirical evidence. In this way, we can close the loop between teachers, students and
tutoring systems, ensuring teachers can diagnose and correct unexpected issues and, in
doing so, allow these systems to meet their full potential as effective learning tools.
Thus we believe the method we have presented is useful, not only to aid teachers now,
but as a stepping stone to the continued improvement of tutoring systems in the future.
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