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Series Editors’ Foreword

Sustainability has become an important issue for manufacturing companies within
the last years. This includes three closely connected dimensions—economy, envi-
ronment and society. Legislative issues, energy/resource prices and availability as
well as customer and general expectations clearly underline the strong interde-
pendencies of economic and environmental goals when planning and operating
factories. Companies strive towards both lean and “green” factories, ideally with an
integrated approach seamlessly bringing together both target dimensions. They also
increasingly realise the potential of addressing environmental issues as drivers for
product and process innovations and the opportunity for differentiation in the global
competition.

In the last decade, numerous contributions towards sustainable factories were
published in academia and industry—also in our series “Sustainable Production,
Life Cycle Engineering and Management”. Those approaches typically address
specific analyses and improvements in designated fields of action, e.g. energy
efficiency of production machines and processes. Obviously, a factory consists of
various constituting elements and, thus, there exist many different possibilities
towards improving factories.

As a result, this book gives a compact overview of selected solutions on different
factory levels based on a common factory framework. This will create awareness of
different options towards more sustainable factories while also emphasising the
need of a systemic perspective. Contributions from different international authors,
from academia and industry, were compiled. The solutions contributed by leading
research institutions and companies have been mostly developed in large EU or
nationally funded research projects and were tested in industrial pilot projects
across Europe. Besides technological solutions, also methodological approaches are
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presented, which cover topics such as factory planning, manufacturing simulation,
energy management or life cycle evaluation of production systems. This will be
another invaluable addition towards promoting sustainability in manufacturing.

Sydney, Australia Sami Kara
The University of New South Wales

Braunschweig, Germany Christoph Herrmann
Technische Universität Braunschweig
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Preface

Without a question, the generation of valuable goods is the main purpose of
industrial companies, and manufacturing is still a cornerstone of a positive devel-
opment and prosperity of countries. Traditionally, the focus of improvement
activities is on manufacturing goods in defined quantities and qualities for the
lowest possible costs and in a short time.

In the last decades, the environmental perspective strongly grew in importance
and added new goals that need to be dealt with. Originally strongly driven by “end
of pipe” approaches and typically by separate departments, the main focus was on
avoiding emissions or treatment of waste in order to cope with legislative
requirements. Nowadays, producing companies have realised the extended and
economically relevant scope of addressing environmental issues. Thus, a more
proactive perspective moves into the spotlight, trying to integrate topics such as
energy and resource efficiency into the daily production business. New dynamics on
the energy market such as the increasing integration of volatile renewable energy
sources in the energy grid lead to even more challenges, but also potentials in this
context. Nowadays, not only the efficient and also the flexible utilisation of energy
carriers are of both economic and environmental relevance. Recent trends such as
digitalisation open up new ways to deal with those aspects through innovative
approaches for metering, data analytics, simulation as well as decision support
systems and control approaches. However, the question arises where benefits can be
achieved through those approaches, while additional efforts and expertise might be
necessary.

To realise those benefits, an integrated perspective is necessary which enables
companies to balance different target criteria and strive towards “Eco-Factories
of the Future”. Therefore, it is important to pursue a holistic factory perspective
which takes into account all factory elements—production machines, technical
building services and the building shell—and their dynamic interdependencies.

Against this background, this book presents technologies as well as digital
methods and tools which help to foster future eco-factories. After setting an overall
framework, the different chapters cover various topics from the perspective on
single machines and process chains, technical building services (e.g. compressed
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air, energy storage) and the factory as a whole. The editors sincerely want to thank
all involved authors from industry and academia for their valuable contributions,
which completed this comprehensive and interdisciplinary perspective on
eco-factories of the future.

Braunschweig, Germany Christoph Herrmann
Sebastian Thiede
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Chapter 1
Towards Eco-Factories of the Future

Denis Kurle, Sebastian Thiede and Christoph Herrmann

Abstract One-third of the global greenhouse gas emissions is caused by combusting
fossil fuels to manufacture products and goods. Contemporary initiatives to lower
the emissions chiefly focus on eco-efficiency, seeking for minimized energy demand
and to a smaller extend also for minimized resource consumption. In addition to
that, new technologies, a demographically changing workforce and the desire for
new individualized products put further pressure on manufacturing companies. To
encounter all those new trends and challenges successfully, various perspectives of
a factory have been proposed to improve the understanding of all involved interde-
pendencies between the factory elements. However, most of those perspectives lack
to take all contemporary challenges and trends into account. Therefore, this chapter
provides an extended perspective on the elements of a future factory.

1.1 Introduction

Various examples from history substantiate the important role of manufacturing for
the development and prosperity of nations and hence also the growing wealth of the
population (Gutowski et al. 2013; Reinert 2007). A key part for that development
plays the machinery industry. Since the manufacturing of goods needs adequate pro-
duction machinery including different components made for specific machine tools
to produce in turn parts for diverse goods, manufacturing has strongly contributed to
the vast economic growth of the last two hundred years (Rynn 2011). The importance
of manufacturing can be also derived by comparing, for example, the world trades
allocated to merchandise export (US$ 18.3 trillion) with the amount of commer-
cial services (US$ 4.3 trillion) (World Trade Organization 2013). Based on that, a
country’s trade balance often reveals information about its wealth in two ways since
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2 D. Kurle et al.

services often depend on manufactured goods and cannot be offered independently
(Aurich and Clement 2010; Kuntzky 2013).

In the light of the outlined importance of manufacturing related to a country’s
development and wealth, it is a country’s objective to sustain or re-establish a strong
manufacturing industry. However, to achieve this factories have to adapt to new
and evolving challenges in manufacturing to remain competitive. This requires a
responsible dealing with those challenges, which primarily involve among others:

• Digitalization as an industrial and societal challenge affects many areas of work
and private life. From a manufacturing perspective, particularly more mature and
economically feasible technologies in conjunction with evolving technologies and
approaches from the Industry 4.0 umbrella offer significant potentials for improve-
ments (Kagermann et al. 2013).

• The advancing urbanization process poses a challenge for industrial societies,
since 66% of all people are expected to live in cities in 2050 (acatech 2016). This
means that urbanization is of particular importance in industrialized countries,
while cities are also drivers for the depletion of new knowledge and therefore offer
the best prerequisites for disruptive innovations in industry as well as society.

• This comes along with a people’s increasing desire for individualization. As a
result, higher product varieties with lower specific lot sizes follow, which implies
a rethinking of current manufacturing practices for instance based on economies
of scale.

• As a consequence of the aforementioned challenges, a change of work towards an
increasingly digitized working World 4.0 requiring new skills, qualifications and
knowledge will follow. Although many effects of the digitized working World 4.0
are not regarded as determinable, they are often considered to be designable due
to its often interdisciplinary context (Bundesministerium für Arbeit und Soziales
2016; Bundesministerium für Bildung und Forschung 2016; Hirsch-Kreinse 2014;
UnitedNations 2014). This challenge of qualifying employees is further reinforced
by the demographic change in societies.

• Another challenge relates to sustainability aspects in manufacturing, which is
associated to a lack of natural resources and therefore prices and legislative regu-
lations to comply with in terms of greenhouse gas or volatile organic compounds
emissions as well as many others. As a result, energy and resource efficiency
improvements have been and still are high on the agenda of manufacturing com-
panies. In that context, the matching of factory internal energy andmedia demands
with external volatile renewable energy sources grows in importance for manu-
facturing companies and is summarized as energy flexibility (Duflou et al. 2012).

The complex influence of those challenges on manufacturing companies implies
that many of them cannot be viewed in isolation from each other to meet customer
needs on the one hand and comply with emerging market situations on the other hand
(e.g. in product volume per variant). As a result, the contemporary situation for the
manufacturing industry is on a verge of change, which can be best understood by
looking at its evolution over the last two centuries. This evolution involves several
paradigm changes fromCraft Production overMass Production to LeanManufactur-
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Fig. 1.1 Relationship between volume and variety in manufacturing paradigms (reproduced from
reference Koren 2010 with permission)

ing, Mass Customization, while it is still ongoing as manufacturing companies are
in the process of adopting to new challenges and trends (Hu et al. 2011). Figure 1.1
illustrates the evolution of the aforementioned manufacturing paradigms, which are
described in more detail in the following.

Thefirst paradigm is known as craft production since it responded to a specific cus-
tomer order. The manufactured products were unique, which implies a high product
variety through a high flexibility. However, since all products were created manually,
they incurred relatively high costs as no automated manufacturing systems were in
place for this paradigm (Hu 2013).

Mass production denotes the second paradigm, which fosters the production of
products at lower cost through large-scale manufacturing. However, there was only
a limited variety of products applied. Typical characteristics of this paradigm were
Henry Ford’s moving assembly line and his statement: “Any customer can have a car
painted any color that he wants so long as it is black” (Ford and Crowther 1922). The
peak of themass production paradigmwas reached afterWorldWar II, since demands
for products increased rapidly. In general, mass production comprises three different
principles. The first one regards interchangeability to improve the assembly selection
of parts. The second principle denotes the concept of a moving assembly line, which
transports the products, e.g. cars, to the workers. Since the workers executed the
same tasks repeatedly, the products could be manufactured with lower tolerances,
quicker and therefore at lower assembly costs (EyeWitness to History 2005). The
third principle describes what is commonly known as Taylorism. With the help of
Taylorism, work is subdivided into several specialized but repetitive tasks.

Lean manufacturing also emerged as a result from World War II in Japan due to
the country’s limited resources and is often referred to as the “Toyota Production
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System” as its major developer. From a manufacturing perspective, this paradigm
aims at minimizing all sorts of waste—also known as Muda—through maximizing
customer value along the product’s value chain. The widespread application of this
paradigm in contemporary production systems underlines the importance of the Lean
Management Philosophy (Womack et al. 1990).

Mass customization originated from the customer demand for increased product
variety at the end of the 1980s. Particularly, the automotive industry adopted that
principle quickly, leading, for example, to 1017 different possible combinations for
the BMW 7 series alone (BMWGroup 2014). Again, three principles constitute this
paradigm (Hu 2013). At first, different family architectures are introduced which
differentiate between product modules that are shared among each product while
others are only provided individually upon customization request (Tseng et al. 1996).
This helps to manifest the second principle, which describes the distinction of the
manufacturing process into a rather push- and pull-oriented production and assembly
part. This implies a delayed differentiation of products, which is typically known
as a customer decoupling point to customize the final product while saving costs
and increasing the responsiveness of the assembly system (Lee and Tang 1997;
Ko and Hu 2008). The reconfigurability of a manufacturing system states the third
principle and denotes the prerequisite for changing product mixes and demands to
improve the overall system’s performance (Koren et al. 1999; Koren et al. 1998).
This, however, comes at the expense of handling a manufacturing system with an
increased complexity (Hu et al. 2008).

As a result from smaller product volumes and a rising variety (see Fig. 1.1),
it emerges a trend towards more personalized products (Hu 2013) Thus, various
different work steps and cycle times are involved which are often independent from
typical manufacturing KPIs, such as tact times of typical assembly lines. Ultimately,
this may lead to the economically feasible manufacturing of very small lot sizes as
a gain from improved production system flexibility.

Another arising trend is the need for environmentally benign manufacturing due
to higher living standards, a growing demand of consumers for products and con-
sequently more resources for energy production, which lead to rising energy and
resource prices (Herrmann 2010). Stricter legislative regulations to comply with
emission boundaries follow, which is why a sustainable production is more impor-
tant than ever for manufacturing companies.

Furthermore, information and communication technology (ICT) will play an
important role in the future manufacturing sector. This is already reflected by the
past progression: Starting with first NC machines in the 1950s (Pease 1952) over
computer-controlled production cells in the late 1960s (Talavage and Hannam 1987)
to the idea of computer-integrated manufacturing (CIM) in the late 1970s (Mitchell
1991) a constant advancement is notable. Since the costs of ICT components have
dropped significantly while the technology becomes more versatile and powerful,
there will be multiple new ways how these components will change future pro-
duction systems, as indicated by the present research trends towards cyber-physical
systems (CPS) (European Commission 2014).
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The aforementioned trends bear also a social influence on future manufacturing
companies inmultipleways.At first, professionalswill have to learn how to copewith
thenew trends throughproduction-related learning environments to familiarize them-
selves with the new technologies and circumstances (DIHK 2011; VDI Nachrichten
2014; Damodaran 2001). Secondly, personal desires gain in importance so that living
circumstances, for example in the light of a progressing urbanization, will further
reinforce the wish for short commuting distances (The World Bank 2013). Hence, it
remains questionable whether factories and therefore production systems might be
integrated into residential areas as good neighbours (Chertow 2007). Thinking and
taking this idea one step further, future production ecosystems, may be considered
as a place which is not only ecological efficient in itself but also enables benefits
for its environment from a holistic perspective. In that context, factories may be in
a symbiosis with their surroundings in terms of their role in smart grids, local (cli-
mate) constraints or sharing conditioning and treatment units e.g. for fresh, process
or wastewater with and from residential areas (Chertow 2007; Greenpeace 2012).

1.2 Factories of the Future Framework

To respond to the outlined trends such as urbanization or digitalization in form
of cyber-physical production system (CPPS), Herrmann and colleagues propose a
renewed holistic understanding of a factory of the future (Herrmann et al. 2014).
This understanding seeks to address more than ever all three dimensions of sustain-
ability—economy, ecology and society. While aiming at higher profitability from an
economic perspective, the factory should also be associated as a place with a positive
impact on its surrounding area by improving the quality of air and water, exploiting
local waste flows, providing renewable energies or by acting as storage for surplus.
From a social perspective, future factories should be perceived as a people’s place,
where they can focus on collaborative learning and developing new skills. Figure 1.2
shows this new perspective and differentiates between four main aspects worth con-
sidering in the planning of future factories which will be further explained in the
following:

• Symbiotic flows and urban integration of the factory
• Adaptable factory elements: adaptive building shell, modular and scalable TBS,
and flexible production system

• Production cloud and cyber-physical systems
• Learning and training environments.
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Fig. 1.2 Holistic understanding of a factory of the future and its flows (Herrmann et al. 2014)

1.2.1 Symbiotic Flows and Urban Integration of the Factory

While many contemporary approaches of sustainable production are chiefly con-
cerned about minimizing resource and energy input flows as an efficiency effort
(Despeisse et al. 2012; Braungart et al. 2007), this may not be a remedy for an
adequate long-term solution. This is because efficiency efforts describe strategies
for damage management as opposed to strategies that rather focus on new shifts in
strategy. Such a shift could imply for future factories to cease opportunities for a
potential upcycling of material or media quality over time. Consequently, factories
will be capable of generating a positive recoupling between the two sustainability
dimensions of economy and ecology, which is known as eco-effectiveness. Thus,
eco-effectiveness helps to close loops between material and energy flows within
the factory itself but also in collaboration with the factory’s external environment
(Braungart et al. 2007). Positive effects may entail that solid waste will be used
for new products while wastewater will be treated and renewable energies will be
produced or stored helping to neutralize local emissions.

An eco-effective production resembles strong similarities to a biological system,
where material flows serve as biological nutrients for living systems while “waste”
does not exist, as it is an input for another living system (Ayres and Simonis 1994).
This idea is also adopted by the concept of a factory of the future as it incorporates
a symbiotically sharing of material and energy flows with its (urban) infrastructure
and/or with other factories to foster the integration of smart grid technologies. Some
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examples of this idea have already been rudimentarily implemented in form of so-
called industrial symbioses within eco-industrial parks, such as Kalundborg or the
Haven in Rotterdam. Chertow gives an overview of further realized projects in the
context of industrial symbioses (Chertow 2000).

1.2.2 Adaptable Factory Elements

The literature presents a variety of perspectives and slightly different terms regarding
the structure, composition and elements of a factory (Wiendahl et al. 2007; Müller
et al. 2009). However, among those perspectives there is a consensus to group the
elements of a factory into the building shell, the technical building services (TBS)
and the production equipment, which include single machines or process chains
(Hesselbach 2012; Thiede 2012). This categorization helps to emphasize the mani-
fold connections (e.g. regarding production system utilization, machine states, media
demands, weather) between all involved factory elements and its entities with each
other. This connection is realized through different material, energy, media and infor-
mation flows, which have to be maintained and controlled subject to induced internal
or external changes on the production system (Westkämper and Zahn 2009). Thus,
a factory and its production system can also be perceived as a complex control sys-
tem with internal and external influencing variables (Thiede 2012). To transform
factories, it is important to bear the following five principles in mind while design-
ing future factory elements: modularity, scalability, universality, compatibility and
mobility (Wiendahl et al. 2007).

1.2.2.1 Adaptive Building Shell

The building shell mainly insulates the factory and separates the other factory ele-
ments from the outer conditions and the local climate, respectively. Future require-
ments concerning the building shell regard their potential of flexibility in terms of
changeability. As the whole factory is chiefly determined by its primary structure,
e.g. the distance between the supporting columns of the building, it seems beneficial
to use larger distances of 30–40 m between two pillars instead of 20 m, which is
state of the art at the moment. This helps to gain spatial flexibility and therefore
higher degrees of freedom regarding utilization for only little increased invests by
approximately five per cent (Wiendahl et al. 2005). Since the structure of a factory is
commonly planned upfront, the building shell and its pillars are hardly changeable
afterwards. Thus, flexibility limits can be extended by adopting those new principles
in the early planning stage or by thinking about completely new building concepts,
which are more flexible to changing requirements. Examples of such new building
concepts and structures are factories comprisingmodular containers, factories within
transportation systems such as ships or trains as well as air-inflated factory structures
(Wiendahl et al. 2005).
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From an ecological perspective, the building shell can contribute to either being
made of appropriate building materials, such as cement, or by incorporating useful
functions, e.g. for cleaning the air by absorbing and photocatalytically decomposing
various pollutants from the air (Chen and Poon 2009). The roof of a factory is pre-
destined for the installation of renewable power plants to acquire and save energy
from solar and wind. To support the power generation new materials with inte-
grated energy generation capabilities like building-integrated photovoltaics (BIPV)
and superseding retrofit solar power systems can be employed (Eiffert and Kiss
2000). Provided that enough energy can be stored within the factory, this could
enable energy-self-sufficient factories, which can act independently from the grid
and may be a favourable solution for rural areas of developing countries.

1.2.2.2 Modular and Scalable TBS

In production systems exist diverse media flows which are directly linked to the
manufacturing operations. Many of those media flows are provided by TBS, which
pre-process energy andmedia flows including compressed air, heating, cooling,water
and coolants subject to the required production conditions (Thiede 2012). In future
factories, TBS will be linked both physically and virtually to the production systems.
This will enable to go beyond mere production monitoring purposes through an
automated optimization production condition concerning controlling variables such
as temperature, lighting, humidity.

Apart from factory internal energy and media provision, the TBS technologies
may also be used to integrate factory external energy and media demands and sup-
plies to interact symbiotically with the factory surroundings. As a positive effect
from this potential collaboration, future factories may be used as energy and media
buffers to level fluctuating inputs and outputs in certain areas and thus help stabiliz-
ing, for instance, the electric grid as a backup for power blackouts (Eyer and Corey
2010; Masaud et al. 2010). With respect to the realization of factory internal storage
options, central battery systems or compressed air energy storages as well as decen-
tralized systems such as electric vehicles or even products, which imply an increased
production in times of energy availability, appear to be reasonable.

To be able to incorporate such changes resulting from the integration of surround-
ing energy and media flows as well as renewable energy technologies, future TBS
must be designed and controlled to react quickly on fluctuating demands and sup-
plies. In addition to that, fluctuating customer orders and a high degree of product
individualization leading tomore fragmented process chainswith unequal energy and
media demands further emphasize this need of quick TBS responsiveness. Because
of decreasing product life cycles, more frequent changes of the production system
can be expected, which will also entail an impact on the TBS. Therefore, a modular,
expandable and partly decentralized TBS structure could be more suitable than tra-
ditional centralized systems, although it may come at the expense of lower a degree
of efficiency of small or decentralized systems compared to larger, monolithic TBS
structures. The design of decentralized TBS modules may be similar to the idea
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of plug-and-produce, which has been derived from the plug-and-play principle of
computing (Hildebrand et al. 2005). In that sense, the high degree of hardware and
software standardization facilitates the integration of additional elements and devices
by simply plugging them to machines, transport systems or TBS and start working
instantly, similar to an USB device connected to a PC. Consequently, increased
demands of, for example, compressed air could be handled with a plug-and-produce
extension for the existing compressor, which therefore owns standardized interfaces.
This could help to avoid an over-dimensioning of systems as upgrading and down-
grading would be possible at all times with minor efforts.

1.2.2.3 Flexible Production System

A flexible production system of a future factory is capable of responding to an
increased variety and complexity of future products. To operate such a system prof-
itablywhile usingminimal resources, a high degree ofmachine utilization is required.
However, particularly for assembly operations, traditional concepts are not able to
maintain an optimal utilization of machines while producing components with a high
variance in processing times on the sameproduction line (Krajewski et al. 2010) Since
all product variants require a different work content, varying processing times and
hence cycle times for all products and processes follow. Thus, traditional produc-
tion and assembly lines seem to be not suitable to respond to future requirements in
terms of flexible production and assembly. A promising approach to alleviate this
issue could be an increased versatility of the production machines. This allows every
machine to assemble a big variety of different product variants. As a consequence,
products may choose different paths through the production system subject to their
preferred objective, which could be a time, priority or energy optimized path for
each individual product variant. The preferred paths for each product further depend
on the properties of the other product variants currently in the system as well as
the individual states of the machines in the multi-machine production environment.
To implement such a flexible production system, an appropriate flexible transport
system, allowing an individual distribution of material to the production resources,
is needed as well.

Similar to the TBS, a flexible production system may also follow the plug-and-
produce philosophy (Hildebrand et al. 2005) to provide a high degree of scalability
to respond to changing market demands. Such a system can be well represented
by multi-agent system (MAS) approaches, which base upon a set of distributed
autonomous but cooperative entities such as products and machines (Wooldridge
2002). In that sense, many decisions then can be made decentralized and collab-
oratively by the agents, based on their individual logic, resulting in an optimized
performance of the whole production system. This approach also facilitates a quick
reconfigurability of the system, because no fixed central systems for production plan-
ning and control have to be changed. As appropriate information flows are essential
for operation,most elements of the systemwill be equippedwith sensors and empow-
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ered to communicate with each other about their current states and potential orders
or product queues waiting in suitable buffers.

Apart from all technical aspects, it is important for future production systems to
be designed around human employees as they will be needed in all phases of factory
operations, from the planning through operation to maintenance and repair (Zuehlke
2010). Furthermore, technologies should be designed and developed in such a way
so that human cognitive and sensomotor abilities can be used and/or systematically
developed, e.g. using learning and training environments (see Sect. 1.2.4). Thus,
technology has to be adopted to human needs instead of a conversely adaption of
human action to technological constraints.

1.2.3 Production Cloud and Cyber-Physical Systems

Since information technology (IT)will further increase overall factory layers, includ-
ing a wide application of sensors on shop floor level, the collection, consolidation
and processing of those information will be very important. As monolithic IT archi-
tectures will fade, there will be space for new, agile platforms, which can gather data
and use them to provide different services and/or make decentralized decisions. Inde-
pendent entities or agents can then perform those services or decisions. For example,
CPS can support human workers on shop floor level by providing context-specific
live information gathered by the sensors from the production system, which will be
pre-processed for the specific task.

The vast amount of gathered data in the factory of the future requires the setup
of a decentralized data pool, the “production cloud”, which collects and allocates
all information from the production system as well as TBS entities. Typical data
include productivity (e.g. processing and cycle times), energy and resources data
(e.g. energy demands per process/machine/part), product-related information (e.g.
product quality indicators) or data concerning the production conditions (temper-
ature, humidity, lighting etc.) as well as the current status and state of all factory
elements and its entities. Having all those data stored and accessible in a produc-
tion cloud entails several benefits, such as a high degree of transparency through
embedded monitoring and control functions, which provides useful information for
future improvement measures. The production cloud could also serve as a link to
cloud manufacturing services (Tao et al. 2011), which appears to be an adequate
approach for the manufacturing of individualized products within virtual manufac-
turing networks. Every factory of the network can offer its services with regard to
free capacity, deliverable quality or achievable delivery times, causing individual
supply chains for every product or variant. This idea is very similar to the concept of
an Internet of things (IoT), which was presented in the 1990s (Weiser 1991; Ashton
2009). According to the IoT, all physical elements also have a virtual representation
in an Internet resembling structure. To achieve such a virtual representation, a broad
installation of sensors, actuators and processors including distinct identifiers of all
objects, e.g. realized by integration of RFID tags, are required to duplicate the phys-
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ical system and its behaviour. Such a vision of a Factory of Things, composed of
self-organizing smart objects without a traditional hierarchy, is also known as Smart
Factory (Zuehlke 2010).

1.2.4 Learning and Training Environments

Regardless of all technological progress, human abilitieswill still be a significant suc-
cess factor of future factories. Therefore, highly educated employees are required
which undergo continuous training to keep pace with changing external require-
ments and technological improvements. To facilitate this learning and training pro-
cess, “Learning Factories” (also referred to as Teaching Factories) could play an
important role in educating the employees since they can experiment and research
new topics at realistic production processes (Chryssolouris et al. 2013). Those pro-
cesses can typically be adjusted for case-specific teaching purposes of different target
groups. Furthermore, such learning environments also allow for the communication
and testing of theoretical knowledge in practical application and learning results can
be transferred to real factory applications. A Learning Factory can comprise both
physical and digital environments. Physical environments contain real system com-
ponents such asmachines, assembly, logistics, information and energy flowmodules,
while the digital environments include planning, modelling, visualization and sim-
ulation tools to experience different effects and measures virtually. Physical and
digital environments can also work together, where some improvements scenarios
can be first modelled and evaluated virtually and subsequently be tested and assessed
in the physical learning environment (Wagner et al. 2012). The concept of Learn-
ing Factories is an established concept in academic research, but also an increasing
implementation of Learning Factories and scenarios can be observed in industry.

Future factoriesmay involve fabrication laboratories or “FabLabs”, which contain
a collection of tools for design andmodelling, prototyping and fabrication, instrumen-
tation, testing, debugging and documentation for a wide range of production relevant
applications (Gershenfeld 2012; Mikhak et al. 2002). This will empower people to
design, physically realize and test their own personalized product creations in the
FabLab by using the provided infrastructure and machines. Since this enables an
easy entrance to new technologies, this approach may be especially beneficial for
regions with lower education or prosperity, as they support regional development by
catering specific individual needs of the people. In addition to that, FabLabs also
state a platform for knowledge transfer to broad parts of the society in industrial
countries (The International Fab Lab Association 2012).
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1.3 Conclusion and Outlook

Manufacturing constitutes an important factor for the prosperity of nations and a
vital source of innovation and development. To guarantee the competitiveness of
the manufacturing industry, factories had and always have been under pressure to
adapt to new challenges and trends. This resulted in several changes of manufactur-
ing paradigms over the last two centuries. Today and future factories face various
evolving trends. Those trends involve highly customized products manufactured by
an eco-friendly production system with significantly lower environmental impacts.
This is often realized using new ICT technologies while providing social options for
production-related learning and an integration of the factories into its spatial (urban)
surrounding.

To face those trends, this chapter presents a holistic factory perspective of the
future, which addresses the contemporary trends in manufacturing. The presented
vision contains four main aspects: first, a symbiotic integration of the factory into its
surroundings and in particular to urban or domestic areas as well as an orientation
towards eco-effectiveness, heading for a positive recoupling between economy and
ecology. Second, since a high degree of flexibility of the factory infrastructure is
needed, adaptable and modular main factory elements, namely building shell, TBS
and a flexible production system, are needed. Third, as the operation of such a sys-
tem is only feasible through a decentralized gathering and use of information, the
integration of a production cloud concept is proposed. Furthermore, a widespread
application of ICT is indispensable, which will help to link the physical and digi-
tal factory representations with each other. The fourth and last aspect addresses the
necessity to provide learning and training to hone human skills and abilities as future
production system will be still human-centred. To achieve that, the implementation
of specific learning environments such as Learning Factories seems promising.
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Chapter 2
Integrating Variable Renewable
Electricity Supply into Manufacturing
Systems

Jan Beier, Sebastian Thiede and Christoph Herrmann

Abstract Expanding renewable energy (RE) generation has been increasingly rec-
ognized as a central strategy for climate change mitigation. A substantial share of
renewable energy generation comes from variable renewable energy sources (e.g.
wind and solar), which are increasingly installed in decentralized structures. As such,
integrating decentralized, variable RE generation into existing supply and demand
structures is required to successfully further increase their share. Several different
approaches and technologies are available for overcoming intertemporal and spatial
demand and supply mismatches. Among them are conventional energy storage tech-
nologies as well as implicit energy storage options such as embodied energy in prod-
ucts, enabled through load shifting of energy-flexible production and manufacturing
systems. This contribution begins with an overview of current challenges toward
RE integration, followed by a discussion of available large-scale grid integration
measures. Within the following, a focus is set on options for integrating decentral-
ized variable RE. A promising approach is storing embodied energy in products. Its
enabling method, energy flexibility of manufacturing systems, is detailed. A method
to improve energy flexibility is discussed and its potential application demonstrated
in a case study.

2.1 Decentralized Electricity Generation from Renewable
Energy Sources

For decades, most energy systems have been relying on fossil fuel-based energy
generation. Especially the energy and power sector is characterized by utilizing
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carbon-based fuels for electricity generation, among them black coal, lignite, natural
gas, and petroleum. Global anthropogenic greenhouse gas (GHG) emissions from
the energy supply sector amounted to approximately 35% of all GHG emissions in
2010.Withoutmitigation strategies, emissions fromenergy generation and utilization
are expected to increase between 80 and 130% until 2050, compared to 2010. A
central strategy for climate change mitigation is centered around switching energy
and electricity generation from carbon-intensive (and thus GHG intensive) sources
to alternative, less carbon-intensive sources such as renewable energy (RE) sources
(IPCC 2014).

The importance of increasing the share of RE sources, especially for electricity
generation, has been recognized by several nations, and thus targets for the increasing
contribution of RE to (national) energy and electricity mixes have been formulated.
For example, Germany has enacted a national policy calledEnergiewende (lit. energy
turnaround) to reduce carbon emissions from energy and electricity generationwhile
achieving a nuclear-free energy supply. Specifically, quantitative goals include cut-
ting primary energy demand into half by 2050 compared to 2008 while increasing
RE generation as share of final energy demand to 60%. Further, electricity generation
from renewable sources is targeted to contribute 80% of the gross electricity demand
in 2050 (Bundesministerium für Wirtschaft und Energie (BMWi) 2014).

Consequently, a set of incentives to increase electricity generation from RE
sources has been enacted. Guaranteed grid feed-in tariffs for RE electricity genera-
tion were enacted, providing required financial predictability to promote investments
in RE electricity generation capacities. Figure2.1 illustrates German renewable elec-
tricity generation in 2000 and 2014. From 2000 to 2014, electricity generation from
renewable sources increased from 6% to more than 27% in 2014. In particular,
generation from wind and solar increased most significantly, with two-digit annual
growth rates, surpassing all other renewable sources in 2014. Considering remaining
opportunities for deployment of RE generation sources, (offshore) wind and addi-
tional photovoltaic (PV) systems for solar-based generation are expected to further
increase their share toward fulfillment of statedREenergy generation goalswithin the
next years (Bundesministerium für Wirtschaft und Energie (BMWi) 2014). Another
factor is the relatively high social acceptance of RE generation, arising, for example,
from environmental concerns, which supports future increase in RE penetration, also
in other regions than Europe (Yuan et al. 2015).

WhenREstarts to supply a substantial share of total energy and electricity demand,
integration into an existing energy system needs to be performed. Some RE sources
are characterized by intermittent availability, i.e. power/electricity output varies over
time. Output from conventional power generation facilities, e.g. fossil fuel or nuclear
power plants, is controllable. Depending on the specific technology, electricity output
can be increased or decreased, with varying time periods required for adjustment
(e.g. minute ramp-up and -down times for gas turbines and up to multi-hour lead
times for coal-fired plants). For the case of variable renewable energy (VRE)-based
electricity generation, output can generally only be decreased. For example, wind
and solar generation are, among others, dependent upon local weather conditions
and solar radiation. Output can be reduced, e.g. by reducing the rotation speed of a
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Fig. 2.1 German renewable electricity generation by source and remaining gross electricity demand
in 2000 and 2014, percentage increase per annum (p.a.) from 2000 to 2014 (Bundesministerium für
Wirtschaft und Energie (BMWi) 2015, own calculations)

wind turbine, while it cannot be increased (if output has not been curtailed before).
Further, reducing output is usually unfavorable as marginal costs of VRE generation
are low compared to other generation sources and maximum output is targeted to
fulfill RE goals (IPCC 2012). To illustrate variation and time dependency, Fig. 2.2
shows wind and solar outputs from installations based in Braunschweig, Germany,
over five days in October 2013. The first two days are characterized by high solar
output during daytime and high, but fluctuating wind output, also during the night.
The third day depicts a change in weather conditions. Solar output fluctuates during
the day, indicating partly cloudy weather, while wind output declines at the end
of the day. During the last illustrated two days, wind and solar outputs are both
very low (10–20%) compared to the first three days. In summary, VRE generation
can substantially vary over time, with second, minute, hourly, daily, and seasonal
changes. Predicting VRE generation is a complex and difficult task due to inherent
dynamics and stochastic behavior of several influencing factors. Substantial effort
has been made to increase reliability of forecasts, for example, conditioning artificial
neural networks (Qazi et al. 2015). However, residual deviations are unavoidable as
a result of stochastic components (IPCC 2014).

Another characteristic of VRE is its decentralized generation. Wind and solar
resources are usually geographically spread-out, i.e. geographic conditions deter-
mine the potential for RE generation (e.g. high wind resources are usually found
within coastal regions, solar radiation increases in southern regions and with height).
Consequently, electricity generation takes place where efficiency is expected to be
high. Technologies which are used for decentralized generation are PV, wind-based
generation, small hydropower, and biomass. Decentralized generation is expected to
also increase within the next years (IPCC 2014).
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Fig. 2.2 Wind and solar generation at IWF,TUBraunschweig (latitude 52.2767, longitude 10.5369)
from October 2 to 6, 2013, one-minute averages (second sample period), normalized to period’s
maximum demand

From an industry perspective, decentralized (on-site VRE) generation plays a vital
role to reduce cost and increase independence from grid supply. About 18% of total
industrial electricity demand was supplied by industry itself in Germany in 2013,
which is equivalent to 45 TWh or 8.9% of Germany’s gross electricity generation
(DESTATIS 2014, 2015, own calculations). In 2013, approx. 16% of all companies
have enacted measures for own supply in Germany, which is expected to increase in
the following years. With 62%, realized and planned PV generation had the largest
share of all utilized technologies (DIHK and VEA 2014). Due to economic benefits
(e.g. reduced network charges), companies usually aim at maximizing the demand
of on-site generated electricity.

Taking above considerations toward mitigating climate change through RE gen-
eration capacity increase, combined with decentralized generation in industry, into
account, integrating VRE into an existing grid infrastructure is of special interest. As
outlined above, VRE generation can only be influenced to a certain extent, and dis-
patchability is limited. Consequently, measures are required to overcome intertempo-
ral and local discrepancies between volatile electricity supply and demand. Aligning
electricity demand and supply can either be targeted on a grid level, i.e. large-scale
storage, or performed on-site for the case of decentralized generation. Within the
following, options for both strategies are discussed (compare to Fig. 2.3), starting
with large-scale grid storage options.

2.2 Large-Scale Electricity Storage for Grid Integration

On a power grid level, large-scale electricity storage aims at overcoming temporal
demand and supply mismatches, traditionally caused by low demand during night-
time and a (relatively large) baseload power plant fleet with limited adjustability
(e.g. nuclear power plants). Common energy storage technologies currently used on
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VRE integration options

Large-scale/central storage Small-scale/decentral integration

• Pumped hydro
• Compressed air energy storage

• Thermal energy storage and HVAC
• Compressed air in production
• Electrochemical storage
• Embodied energy in products
• Supercapacitors
• Flywheels
• Superconducting electromagnetic fields

Focus

Fig. 2.3 Overview of electricity storage options

a commercial scale include pumped hydro storage and compressed air energy storage
(CAES) (IPCC 2012).

Pumped storage is regarded as the only economic method for large-scale elec-
tricity storage at present (Deutsche Energie-Agentur GmbH (dena) 2010). During
charging, water is pumped in a reservoir which lies geographically elevated. Dur-
ing discharging and thus electricity generation, the process is reversed, and water is
released through turbines for electricity generation. However, remaining potential for
additional pumped storage is, depending on the region, limited due to lacking geo-
graphic conditions, ecological concerns or political resistance (Germany Trade and
Invest 2015). For the case of Central Europe, options for additional pumped storage
in Scandinavian countries and the Alps are investigated, which would cause substan-
tial transportation requirements. However, Norway, for example, has the potential
for an additional 10–25 GW pumped storage capacity, which would result in about
doubling the currently available capacity (IPCC 2012).

CAES plants store energy in compressed air, e.g. in an underground cavern. Dur-
ing excessive electricity supply periods, air from the surrounding environment is
compressed into the cavern. However, during discharge and thus electricity gen-
eration, heat is required as the air temperature is reduced during expansion. Heat
exchangers (storing heat from compression) or additional firing, e.g. using natural
gas, are commonly used. Currently operated CAES plants include the 1978-built,
290 MW plant in Huntorf, Germany, and a 110 MW plant from 1991 in McIntosh,
Alabama,USA (Crotogino et al. 2001). Initially, CAESwas built to compensatemen-
tioned demand/supply mismatches between night and day caused by baseload power
plants. CAES integration into a system with a large VRE share has recently been
investigated, among others due to their fast response times (Lund and Salgi 2009;
Lund et al. 2009). Conversion inefficiencies of around 50% and related challenges
for economically profitable operation currently prevent widespread application of
CAES. Recent developments mainly target increasing conversion efficiency, e.g.
adiabatic compressed air energy storage technology (AA-CAES) with an approxi-
mate conversion efficiency of 70% and, with an expected efficiency of 80%, isobaric
adiabatic compressed air energy storage plantwith combined cycle (ISACOAST-CC)
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(Zunft et al. 2006; Bullough et al. 2004; Karellas and Tzouganatos 2014; Nielsen
and Leithner 2009).

Other grid-wide/large-scale storage options which are currently investigated
include batteries (chemical/redox-flow), fuel cells and thus hydrogen storage, (other)
power to gas methods, flywheels, and supercapacitors (Deutsche Energie-Agentur
GmbH (dena) 2010). However, technical (e.g. high energy losses in flywheels over
time), environmental (e.g. batteries), and economic (e.g. conversion and economic
efficiency of fuel cells) challenges prevent current implementation for large-scale
electric energy storage. However, some of the mentioned technologies are used for
providing ancillary services, e.g. frequency control.

2.3 Options for Integrating Decentralized Generation

Integrating decentralized generation into an existing power grid can either be targeted
by applying previously discussed measures on a grid-wide scale or by increasing
direct demand of on-site generated electricity. Increasing direct demand for decen-
tralized electricity has multiple benefits: From a utility perspective, less transporta-
tion requirements and thus grid infrastructure is required to supply companies with
electricity and to transport surplus on-site generated electricity to other customers.
Further, if on-site electricity generation demand achieves to reduce volatility in grid
demand and supply, less backup generation resources are required. From a company
perspective, direct demand is favorable as companies which have on-site generation
facilities usually face a lower marginal cost of on-site generation than grid supply
costs, i.e. demanding a kWh of on-site generated electricity is usually cheaper than
demanding one kWh from the public grid. Related to this are additional economic
incentives, for example, avoiding grid charges and taxes (e.g. subsidies for RE inte-
gration, for example, under the German Erneuerbare Energien Gesetz) (DIHK and
VEA 2014).

Within the following, options for increasing direct demand of on-site VRE gen-
eration are discussed. A focus is set on a production/manufacturing perspective. For
each option, the general idea is briefly discussed, followed by advantages and disad-
vantages. Challenges toward implementation and main influences, which need to be
considered, are included.

2.3.1 Thermal Energy Storage and HVAC

Thermal energy storage can be used for VRE generation in two different ways: (1)
thermal storage can be used to store heat, e.g. from solar radiation, to be converted
to electricity at a later point in time and (2) electricity can be converted to thermal
energy for later use, e.g. by converting thermal energy back to electricity or for heat-
ing/cooling purposes (which might substitute electricity use) (Denholm et al. 2010).
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Utilizing thermal storage for later conversion to electricity is, for example, applied in
concentrated solar power plants. However, round-trip efficiency for electricity-heat-
electricity cycles is usually relatively low.

Utilizing thermal energy storage for air conditioning (cooling/heating) purposes
is a well-known approach to accommodate variable energy supply and/or to profit
from variable prices. Storage options include thermal building mass, where a build-
ing’s heat capacity is used for pre-cooling or -heating in periods where high (VRE)
electricity supply is present (Braun 2003; Reynders et al. 2013). Utilizing build-
ing thermal mass to shift electricity demand for heating is considered a promising
approach toward influencing the demand for VRE integration (Reynders et al. 2013).
Further, chilled water and ice, e.g. on rooftop tanks or submerged underground, can
be used to increase control range and/or heat capacity (Ashok and Banerjee 2003;
Arteconi et al. 2012; Rankin and Rousseau 2008). This might also include utilizing
underground rock formations for heat/cool storage capacities, where hot/cold water
is pumped into suitable geological patterns, which can even be used for seasonal load
shifting.

Related to cooling and heating applications as part of heating, ventilation, and air
conditioning (HVAC) is ventilation, especially in industrial setting. Clean air is used
for load shifting, i.e. ventilation is switched-off during low electricity availability if
emission levels allow for reduced ventilation, and emission reduction is performed
during periods of high electricity availability. Further, increased heating might be
required if ventilation is switched on, which can increase emission-related load-
shifting opportunities (Junge 2007).

Other thermal storage applications, especially in the context of VRE integration
into a production facility, include process cooling and heating. For example, super-
critical steam can be stored and supply process heat in production facilities (Oertel
2008). Further technologies include thermo oil and solid materials, while the latter
is not (yet) commercially established. Process cooling can be supplied similarly, e.g.
by chilled water or ice storage.

From a technology perspective, thermal energy storage can be realized by chang-
ing the temperature of a material or by latent thermal storage (Oertel 2008; Arteconi
et al. 2012). The latter principle is based on a change of state of matter, i.e. from
liquid to solid. These so-called phase-change materials have the advantage of stor-
ing a significantly higher amount of energy (per volume/mass), while energy flows
are realized at nearly constant temperature. However, challenges include low heat
transfer capabilities, requiring large surfaces for transmission.

2.3.2 Compressed Air

Compressed air (CA) used in production and manufacturing can be used as direct
energy storage option. In general, compressed air can be generated during times of
high electricity availability and stored in tanks andwithin theCA system volume (e.g.
pipes). Shifting CA production can, for example, be used to profit from fluctuating
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electricity prices (Kleiser and Rauth 2013) or to integrate VRE generation into a
production/manufacturing facility (Beier et al. 2015). An advantage compared to e.g.
CAES or battery storage is the avoidance of an additional conversion cycle, as CA is
generated and stored for direct use in production. CA is required independent of the
point in timewhen it is generated. Therefore, conversion inefficiencies are not a result
of possible load-shifting and related energy conversion actions, as long as technical
parameters are held constant. Nonetheless, in order to increase the amount of storable
energy, the operating pressure band needs to be adjusted and/or the CA system (tank)
size increased. While the first measure can increase compression inefficiency, the
latter requires additional investments. Further, CA losses need to be accounted for,
which can also increase as a result of load-shifting actions (e.g. higher pressure level
over longer periods of time increases losses through leaks). Another limitation is
provided by production system characteristics: only the share of total energy demand
which is supplied by CA can be used for load shifting, i.e. even with high compressor
capacities and large storage tanks, total CA demanded by processes and facilities
defines the amount of load that can be potentially shifted. In addition, operational
constraints for compressors, such as switch-on time and maximum allowed number
of switches to prevent motor wear-out need to be taken into consideration (Ruppelt
2003).

2.3.3 Electrochemical Storage

Considered electrochemical storage options for VRE integration include conven-
tional, high-temperature and redox-flow batteries. Conventional rechargeable bat-
teries include, for example, lead–acid batteries, nickel–cadmium, sodium–sulfur,
lithium-ion, zinc–air and lithium-air batteries (Oberhofer 2012; Deutsche Energie-
Agentur GmbH (dena) 2010). Under the goal of VRE integration, most relevant
parameters include energy and power density (e.g. per mass and volume), invest-
ment/operating costs and environmental impact (caused mainly by utilized mate-
rials). As the amount of different battery technologies indicates, a wide range of
technical and economic parameters can be achieved. For example, lead–acid batter-
ies are a mature technology which is frequently used for hybrid energy systems, e.g.
VRE and battery/diesel backup generation (Bernal-Agustín and Dufo-López 2009).
Their relatively low energy density is offset by possible high discharging power
(which has also established their use as starter batteries in cars) and relatively low
cost. However, availability of other, more economic storage options in a grid infras-
tructure (such as pumped hydro) has so far limited lead–acid battery applications
mostly to stand-alone/island scenarios where no grid access is provided (Oberhofer
2012). A second battery type is lithium-based (e.g. lithium-ion, lithium polymer,
lithium–air) batteries. They currently undergo a rapid development toward their use
in mobile applications such as electric vehicles (Gallagher and Nelson 2014). Their
energy density compared to lead–acid batteries is relatively high, cycle lifetime is
significantly increasing as a result of ongoing research efforts and the main material,
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lithium (and currently graphite) is an abundant mineral resource (Oberhofer 2012).
However, current technical parameters combined with costs make lithium-based bat-
teries mainly suitable for balancing power applications in a VRE context.

Considering advantages anddisadvantages of batteries forVRE integration, charg-
ing and discharging efficiency of batteries can be very high with values above 95%.
Self-discharge losses are relatively low, with single-digit percentages per month
(depending on technology and operating parameters such as temperature) (Deutsche
Energie-Agentur GmbH (dena) 2010). Response rates are fast, making them suit-
able for both decentralized energy storage and balancing power-related applications.
Depending on technology, batteries can impose serious environmental and opera-
tional hazards, which can include toxicity (e.g. large amounts of lead in lead–acid
batteries) or flammability when ruptured (e.g., lithium is flammable when exposed
to atmospheric moisture) (Oberhofer 2012). Further, especially in a VRE setting
where demand and supply peaks are shaved, batteries might experience a high num-
ber of charge and discharge cycles, causing fast deterioration and wear-out, reducing
economic and ecologic efficiency (Deutsche Energie-Agentur GmbH (dena) 2010).
However, current research and development efforts are indicating that especially
lithium-ion batteries might be a promising technology for future VRE integration.

High-temperature batteries, among them the mature sodium–sulfur (NaS) and the
newer sodium–nickel chloride (ZEBRA) battery, have a solid electrolyte and liquid
electrodes (Oertel 2008; Oberhofer 2012). As such, temperatures above 300 ◦C are
required to keep the electrodes molten. Challenges include operational safety (fires)
and reduced efficiency due to required heating. However, their energy density is rel-
atively high and their lifespan is favorable. For example, Japan extensively uses NaS
batteries, mostly for balancing power. Recent developments indicate that operational
and economic improvements can make high-temperature batteries suitable for VRE
integration.

The technical principle of redox-flow batteries is similar to conventional batteries,
with the difference that the electrolyte within a cell can be exchanged during opera-
tion. This feature allows advanced configuration of redox-flow batteries, i.e. power
and energy can be changed separately from each other. Capacity can be adjusted
by altering the size of electrolyte storage tanks. Recharging the battery is possible
by replacing the electrolyte, which favors mobile applications, e.g. in electric vehi-
cles. Cycle and temporal lifetime, start-up time and efficiency (around 80%) are
relatively high. However, costs prohibit large-scale industrial applications if other
(e.g. compressed air, pumped storage) options are available. Common technolo-
gies include vanadium redox and zinc–bromine redox-flow batteries (Denholm et al.
2010; Deutsche Energie-Agentur GmbH (dena) 2010; Oberhofer 2012; Oertel 2008).

In summary, electrochemical storage options are currently mainly used for
hybrid-/stand-alone energy systems and to provide balancing and regulatory power.
Cycle lifetime, costs and environmental concerns are main barriers for increased
utilization for VRE integration. However, strong R&D efforts cause electrochemical
storage to become increasingly competitive.
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2.3.4 Embodied Energy in Products

Embodied energy in products can be used to store energy by shifting production from
times with low electricity availability to times with high electricity availability. As
such, embodied energy in products can contribute to integrate VRE and/or account
for volatile supply and/or prices in general. In contrast to other storage options, recov-
ering energy is not targeted, i.e. the stored energy is already in the form of its desired
end-use. For example, energy can be stored in chemical bounds, e.g. in free aluminum
during aluminum electrolysis (reduction of aluminum oxide), steelmaking from
iron ore or, in general, contained in chemicals obtained by (endothermic) reactions
(Allwood and Cullen 2012). Another example is joining two workpieces, e.g. by
drilling, threading, and connecting both parts with a screw. Most of the energy
demanded during the process is dissipated into the environment as a result of inef-
ficiencies and thus energy storage is rather latent. However, assuming that a value-
creating process requires a certain amount of energy to be fulfilled, this total energy
can be regarded as embodied energy in the product (for an overview of energy
demand modeling of manufacturing processes and discussion of components see,
e.g., Gutowski et al. 2006). Consequently, utilizing, for example, VRE during value
creation of a product and not (fossil fuel)-based supply improves integration of VRE
and reduces demand for conventional supply. Nonetheless, opportunities for increas-
ing demand of VRE and thus load shifting are subject to operational constraints, most
notably potential impact on throughput and technical constraints. Further, opportu-
nities to increase demand of VRE supply is limited to energy/electricity demand of
processes. For example, a battery could be used to supply electricity to processes and,
e.g. HVAC facilities and thus increase the use of VRE for both applications. Embod-
ied energy flow into products is limited to the influenceable demand of processes.
Further, the amount of embodied energy which can be stored is strongly dependent
on (intermediate) product storage opportunities (more storage space results in more
embodied energy storage), i.e. energy demand of processes can only be flexibly
adjusted if material flow is sufficiently decoupled.

The inherent advantage of embodied energy storage is avoidance of additional
energy conversion (similar to compressed air). Assuming that electricity demand is
only shifted and not decreased or increased in its total amount, and holding (technical)
parameters constant, results in no additional inefficiencies (compared to traditional
energy storage technologies such as pumped hydro, CAESor batteries). However, the
dynamic nature of production and manufacturing systems, compared with nonlinear
energy demand (e.g. idle and production demand), requires detailed evaluation of
embodied energy storage opportunities and their change of operational, technologi-
cal, and environmental impacts.

Fromaproduction technologyperspective, embodied energy inproducts to implic-
itly store (renewable) energy is discussed in the context of energy flexibility of manu-
facturing systems (while other options to flexibly adjust energy demand, such as bat-
tery storage, might also be included in a wider energy flexibility definition). Energy
flexibility can be defined as “[...] the ability of a production system to adapt itself
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fast and without remarkable costs to changes in energy markets.” (Graßl et al. 2013).
Examples which explicitly consider intermediate product storage to shift electricity
demand of manufacturing systems include (Ashok 2006; Middelberg et al. 2009; Li
et al. 2012; Fernandez et al. 2013; Sun et al. 2014; Schultz et al. 2015; Keller et al.
2015; Beier et al. 2015). Utilizing energy flexibility ofmanufacturing systems to inte-
grate VRE, especially decentralized generation, is regarded as a promising approach
and can reduce requirements for traditional energy storage, which involve additional
conversion cycles and infrastructure. Further, utilizing energy flexibility of industry
provides additional opportunities for creating new business models (Lorenz et al.
2012). Dependent upon specific system design and technology and thus required
investments and additional operating costs, companies can generate additional profit
by, e.g. reduced energy costs and participating in reserve markets.

Energy flexibility of manufacturing systems can also be used for grid-wide inte-
gration of VRE. From a power system operator’s/utility’s perspective, demand-side
management (DSM) encompasses the two main strategies energy efficiency and
demand response (Paulus and Borggrefe 2011). Demand response aims at reshaping
demand of customers to increase demand and supply matching, but is, in contrast
to energy flexibility, driven by utilities (and not an electricity customer-centered
method) (Elkarmi and AbuShikhah 2012). Common strategies include price-based
and incentive-based programs, i.e. customers are faced with time-dependent elec-
tricity prices or they receive an incentive if demand is altered upon request from the
utility (Albadi and El-Saadany 2008).

2.3.5 Supercapacitors, Flywheels, Superconducting
Electromagnetic Fields

Supercapacitors (also called ultracapacitors), flywheels, and superconducting elec-
tromagnetic fields (sometimes called superconducting magnetic energy storage
(SMES)) are summarized as they are rather used for power quality and frequency
regulation than for substantial (VRE-) energy storage (Denholm et al. 2010).

Supercapacitors are mostly used for frequency regulation and to smooth out-
put/stabilize power in VRE-based electricity generation settings (Seo et al. 2010;
Denholm et al. 2010). Supercapacitors can reach an energy density beyond 20 kWh
per cubic meter, and they exhibit high cycle stability values with more than 100,000
charge and discharge cycles. Their efficiency might reach 80–95%, and mainte-
nance costs are relatively low compared to other available technologies. Costs were
estimated to be around 320 EUR per kW, while both energy density and cost are
expected to improve significantly in the future (Deutsche Energie-Agentur GmbH
(dena) 2010). However, due to their relatively low energy capacity, supercapacitors
are unlikely to be used for extended energy storage, also in the near future.

Flywheels store energy in a rotation mass by converting electricity into kinetic
energy during charging and back to electricity during discharging. Fast response but
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limited capacity make them especially useful for frequency regulation rather than
(long-term) energy storage (Denholm et al. 2010). Single flywheels can have capaci-
ties of 100 kWh and are installed in larger arrays to increase capacity. Their relatively
high cycle efficiency of more than 90% is offset by high discharge rates of several
percents per hour (Deutsche Energie-Agentur GmbH (dena) 2010). Advantages of
flywheels include their relatively high reliability and utilization of less hazardous
materials than, for example, in batteries. Further, expected lifespan and cycle sta-
bility are high, with nearly no maintenance required if magnetic bearings are used
(Oberhofer 2012). One of the first large-scale flywheel energy storage plants started
operation in 2011 in Stephentown, New York (Beacon Power 2015). The plant has a
capacity of 5MWhat 20MWcharge and discharge rate and consequentlymainly par-
ticipates in reserve markets. However, current large-scale application still faces eco-
nomic challenges, indicated by, e.g. bankruptcy of the first operator of the described
plant. Therefore, utilizing flywheels for decentralized VRE integration is only suit-
able under specific circumstances, e.g. high temperatures or if hazardous materials
cannot be used.

SMES can reach efficiency values of beyond 90% with very fast response times,
which is offset by their relatively low capability to store energy (Oberhofer 2012;
Denholm et al. 2010). As such, they are mostly used for power quality and frequency
stabilization. In addition, costly setup and operation, partly induced by required
cooling to achieve superconductivity, combined with two-percent discharge losses
per day, prevent SMES to be (solely) applied for VRE integration.

Storage technologies discussed in this subsection (supercapacitors, flywheels,
SMES) are also used in hybrid storage technologies to increase efficiency. For exam-
ple, one application is their combination with conventional batteries in electric vehi-
cles to improve efficiency and response to short-term, high-power requests, e.g. dur-
ing acceleration or braking (energy recovery) (Neugebauer 2014; Butterbach et al.
2011).

2.3.6 Intermediate Summary

Several different approaches and technologies exist to directly and indirectly store
energy from decentralized VRE generation for integration into industry and manu-
facturing systems. An overview, including advantages and disadvantages and factors
for application, can be found in Table2.1. Depending on system structure, VRE
supply and individual goals for VRE generation and integration, different options
are available. These options need to be evaluated in detail, e.g. under economic,
ecological, and operational aspects, to support decision making.

In order to integrate decentralized VRE-based electricity generation, embodied
energy in products, compressed air and battery storage, including electric vehicles,
are promising approaches. As mentioned, energy storage in embodied energy of
products and flexible compressed air generation has the advantage that no additional
conversion cycle is required (as, for example, compared to battery storage). However,
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as a result of inherent dynamics of energy supply andmanufacturing systems, several
challenges exist. Within the following, energy flexibility of manufacturing systems
to enable embodied energy storage is discussed in more detail.

2.4 Enabling, Improving and Evaluating Embodied Energy
Storage in Manufacturing Systems

Energy flexibility of manufacturing systems for embodied VRE energy storage is
enabled through load shifting of manufacturing system energy demand. Within this
section, a focus is set on electricity demand as a primary energy carrier in most
manufacturing systems and on embodied energy storage using energy flexibility as
an emerging method to integrate VRE. However, discussed approaches, including
challenges and requirements toward implementation, are also applicable for other
energy carriers, e.g. direct heat demand from solar radiation.

Figure2.4 illustrates an example for load-shifting opportunities to accommodate
(on-site, renewable) variable electricity generation (note that the given example is for
illustrative purposes only and includes no measured values). Before load shifting,
demand is characterized by two (flattened) peaks, e.g. from running production
equipment with a dedicated production and thus energy demand cycle. The two
peaks are followed by a fluctuating demand pattern. Electricity supply exhibits an
unstable pattern with small-scale, short-term volatility combined with longer term,
larger volatility, for example, found in wind generation output patterns (compare
also to Fig. 2.2). The difference between supply and demand is compensated by a
connected grid, i.e. if demand is higher than on-site supply, electricity is drawn from
the grid and, for the case of an excessive on-site generation, electricity is fed into
the grid. Before load shifting, total absolute difference between demand and supply
(area under the curve from the lower graph in Fig. 2.4) is 399 kW · time units (203
kW · time units grid supply and 196 kW · time units grid feed). Shifting demand
by postponing the two peaks in demand and scheduling the fluctuating demand first
results in an improved match between demand and supply (right graphs of Fig. 2.4).
Total absolute deviation is decreased to 171 kW · time units (89 kW · time units grid
supply and 82 kW · time units grid feed), resulting in more than halving grid support
requirements (electricity supply and feed-in). However, load-shifting opportunities
depend on process characteristics, system dynamics, and operational constraints, e.g.
if the fluctuating pattern has been caused by cleaning or setting-up the machine after
processing two parts which caused the spikes, load shifting is not possible (at least
not in the way the example assumes).

The capability of a manufacturing system to store embodied energy in products
via load shifting is influenced by process-related and system-related factors. For
example, Graßl defines a dimensionless indicator for evaluating energy flexibility of
a manufacturing process (Graßl 2015). Among others, flexibility is enabled through
the variation potential of process energy demand. For example, a machine which can
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Fig. 2.4 Example for industrial load shifting under variable (renewable) electricity supply (illus-
trative example)

c.p. assume more different energy states than another machine is considered more
energyflexible. Further, reflection of a broad energy demand continuum (i.e. different
states with significantly different electricity demand as opposed to states with similar
electricity demand) is beneficial for energy flexibility. In addition, further indicators
such as costs or required time for adjustment are discussed. In (Graßl and Reinhart
2014), a set ofmeasures to enable energy flexibility is discussed, among them altering
machine schedules and process starts (compare to graphical load shifting example
in Fig. 2.4), operational measures such as adjusting workforce schedules (free time
and shift times) and switching of energy carriers.

For the case of interlinked manufacturing systems, discussed load-shifting meth-
ods for single processes are also applicable.However,material flowdynamics deserve
special consideration as energy flexibility measures might have an impact on the
overall system performance. In connected manufacturing systems (i.e. the number
of possible ways a product can take through the system is fixed and product storage
between processes is limited), rescheduling of a process can impact adjacent pro-
cesses (upstream and downstream). For example, deferring a process start can block
an upstream process if the storage capacity between the two processes is exhausted.
For the case of downstream processes, processes might be starved if no intermedi-
ate products in a connecting buffer are available (Beier et al. 2015; Fernandez et al.
2013). For multi-product systems, altering schedules including job sequencingmight
cause a required input product type for downstream processes not to be available on



32 J. Beier et al.

time. From a total system perspective, rescheduling processes can result in missing
required delivery time of products. Further, maximum throughput of a manufactur-
ing system is determined by one or more bottleneck processes (Zhai et al. 2011). If
a bottleneck process is rescheduled, blocked or starved (i.e. increasing nonproduc-
tive time), the total throughput of the system is reduced. As a consequence, energy
flexibility benefits (such as integrating VRE and reducing grid electricity costs) need
to be compared to economic disadvantages due to lost production (e.g. lost product
margin of sales). Another option is introducing a control method which ensures that
no throughput due to energy flexibility measures is lost.

In general, energy flexibility via embodied energy storage of a manufacturing
system, i.e. how much energy can be stored in embodied energy, is influenced by
two components: the amount of electricity demand that can be shifted and used for
energy flexibility purposes and secondly the amount of products and thus embodied
energy that can be stored. The first component is closely related to energy flexi-
bility of single machines as outlined above: a machine which has a nearly fixed
energy demand (e.g. a washing machine) independent of state/throughput (exclud-
ing switch-off) is not suitable for load-shifting purposes. In general, machines with a
high idle electricity demand and small production-related demand only offer limited
opportunities for rescheduling as their main demand (idling) cannot be influenced
by production scheduling. Another aspect is the adjustment time of processes, i.e. a
process which requires significant time to change its energy demand state compared
to the frequency in which energy supply changes is less suitable for energy flexibility
purposes than a process which can rapidly adapt itself. For example, a machining
process with a cycle time of several minutes, which is not interruptible, might not be
suitable to follow minute or second-based changes of electricity supply. However,
combining inert processes and systems with short-term electricity storage (e.g. bat-
teries, flywheels, capacitors) can overcome differences due to delayed adjustment
or supply/demand peaks. The second important metric, embodied energy storage
amount, is influenced by (intermediate) product storage opportunities. If more prod-
ucts can be stored in between processes, more opportunities (in general) exist to
shift demand of a single process without impacting adjacent processes. For exam-
ple, if processes can run through times of high electricity availability (e.g. a sunny
day and PV generation) and store products in intermediate buffers, processes can be
switched-off or set to idle longer during times of low electricity availability while
adjacent (bottleneck) processes are not required to curtail production as a result of
missing inputs or insufficient output product storage. Another influencing parameter
is the position of product storage buffers within the value chain: installing storage
after processes with low electricity demand and thus less added embodied energy
compared to processes with high electricity demand and added embodied energy
results in less embodied energy storage capabilities (compared to installation after a
process with high energy demand and flexibility).

In general, energy flexibility of manufacturing systems and embodied energy
storage are enabled and increased by multiple factors, including system design and
operation. Further, energy flexibility and embodied energy storage in products can be
enhanced by including, for example, flexible compressed air generation. However,
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mutual influences and dependencies of material and energy flows require a dynamic
approach to enhance energy flexibility of manufacturing systems. The next section
describes an initial system design and real-time control approach toward energy
flexibility improvement and illustrates its applicability and effectiveness in relation
to other energy storage options using an example case study.

2.5 Example Case Study: Self-Sufficient Manufacturing
System

Acase study is used to demonstrate the potential of integratingVRE into an (existing)
manufacturing system via different (direct and indirect) energy storage options.

2.5.1 Concept Description

Figure2.5 illustrates the basic steps of the proposed concept and their application in
the example case study. Initially, energy flexibility objectives (1) need to be defined.
Within this example, achieving an electricity self-sufficient factory/manufacturing
system (i.e. autarkical factory), which is independent from external grid supply, is set
as a goal. Based on this goal, hypotheses are formulated (2) to achieve the stated goal.
For example, embodied energy storage, battery storage, energy efficiency measures,
VRE supply capacity, and their combination could be investigated. In a third step,
the considered dynamic system needs to be modeled (3), bearing in mind the formu-
lated hypotheses. Dynamic system modeling is required to investigate dependencies
between energy and material flows in a (highly nonlinear) system. The case study
uses an example manufacturing system from an experimental laboratory in combi-
nation with recorded wind and solar supply data. The next step is to derive scenarios
(4), which are capable of providing results for previously defined hypotheses. For
example, different intermediate product storage sizes or battery sizes are examined.
Dynamic system behavior is calculated based on model and scenario input parame-
ters (5). In this study, a simulation prototype is used to evaluate the system behavior
over time. Based on the obtained results for different indicators (e.g. self-sufficiency
of the manufacturing system’s electricity demand), results are interpreted and con-
clusions are drawn (6). If desired results toward defined objectives are achieved (7),
the preferred solution can be implemented. If goals are not (yet) reached or additional
findings result in new hypotheses to be tested, hypotheses are restated and re-tested.
The next section describes the application and results in more detail.



34 J. Beier et al.

Define energy flexibility objective

Model dynamic system

Formulate hypotheses

Derive scenarios

Evaluate system behavior

Perform interpretation and conclusion

Implement solution

Concept Example application

• Enable self-sufficient manufacturing system through 
decentralized VRE generation and energy storage

2 

1 

3 

4 

5 

6 

Results
ok?

7 

8 

• Investigate embodied energy storage, battery 
storage and energy efficiency options

• Alter system VRE supply
• Use combination of all above

• Example case study from manufacturing lab
• Collected wind and solar generation data

• Variation in intermediate product storage volume
• Different battery sizes
• Use intermediate product storage for machine switch-off
• Scale VRE supply

• Use simulation prototype for evaluation
• Collect indicators in database

• Compare indicators for different scenarios

• Target: 100% self-sufficient manufacturing system

yes

no

Al
te

r h
yp

ot
he

se
s 

an
d 

fo
rm

 n
ew

 h
yp

ot
he

se
s

• Implement required system changes

Fig. 2.5 Energy flexibility concept and example application case

2.5.2 Case Study Manufacturing System and Results

The considered manufacturing system layout and energy demand parameters are
illustrated in Fig. 2.6. The manufacturing process that consists of nine connected
steps, cycle time, and state-based energy demand data has been obtained. The pro-
cess CNC (last process) has the longest cycle time of all processes (72 s) and thus
establishes the bottleneck of the system. To enable some operational flexibility, the
manufacturing system is assumed to have a target production rate of one product
every 80 s, thus denoting 90% system output of maximum possible output. A com-
pressor park is attached to the system with three compressors and a seven cubic
meters storage tank. Energy supply profile data has been collected from wind and
solar generation facilities located in Braunschweig, Germany, from September 3
to 31, 2013, with one-second sample rate and aggregated to one-minute arithmetic
average values.

In order to achieve an energy self-sufficient manufacturing system, different
hypotheses are formulated (compare to Fig. 2.5) and scenarios derived. In partic-
ular, the following experiments are conducted:
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H

Distri-
bution A 

Distri-
bution B 

Trans-
port A 

Assem-
bling Press Switch Furnace Trans-

port B CNC

Elec. idle 960 W 990 W 1,000 W 1,400 W 920 W 1,160 W 4,430 W 1,080 W 4,060 W

Elec. prod. 3,230 W 3,150 W 3,120  W 1,950 W 1,080 W 2,500 W 6,070 W 2,860 W 7,800 W

CA idle 380 W 140 W 140 W 620 W 110 W 120 W 120 W

CA prod. 1,000 W 400 W 1,970 W 2,590 W 120 W 320 W 140 W

Cycle time 8 sec. 2.5 sec. 4 sec. 10 sec. 8 sec. 6 sec. 17 sec. 4.5 sec. 72 sec.

I I I I I I I I I I 

I Process Buffer

Fig. 2.6 Case study manufacturing system process structure and parameters (scaled by factor 100
from original system)

• Buffer size indicating different intermediate product storage capacity is varied
from 5 to 700 pieces in every buffer between processes. In order to enable energy
flexibility, an energy-related scheduling is required. The scheduling approach
described in Beier et al. (2015) is applied, which finds the combination of non-
throughput critical processes for which system demand is expected to fit VRE
supply best, considering operating constraints such as non-interruptible process-
ing. Both manufacturing processes and compressors are controlled according to
energy flexibility targets (for additional background on, e.g. CA tank size variation
to support flexible CA generation see also Beier et al. (2015)).

• Battery size is varied from 0 to 700 kWh capacity, with charge and discharge time
of three hours in every scenario, and a one-piece flow for products (replacement
of a product if withdrawn from a process’ outgoing buffer, compare also to Beier
et al. (2015)).

• Different VRE supply levels indicated by the ratio between total VRE supply
and total system demand under one-piece flow control over total simulation time
are varied. For example, a VRE factor of 1.2 indicates that average VRE supply
is 1.2 higher than average total system electricity demand.

• Process switch-off indicates that processes switch themselves off if a one-minute
idle wait time has passed and sufficient products are in outgoing buffers to have
downstream processes prevented from being starved (which is also an energy
efficiency control measure). For the case of battery size variation and process
switch-off, an intermediate product storage of 200 pieces has been chosen, with
switched-on energy flexibility control.

The results for described scenarios can be found in Fig. 2.7. The indicator self-
sufficiency is used to describe the system’s time-dependent energy demand ratio
from VRE supply (i.e. a 70% self-sufficiency indicates that 70% of total electricity
demandwas supplied byVRE, considering temporal dynamics). Constant throughput
was achieved for all scenarios.

Looking into different intermediate product storage levels (left graph in Fig. 2.7),
self-sufficiency can be increased by up to four percent by deploying additional buffer
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Fig. 2.7 Values for self-sufficiency indicator under different scenarios (w/o s/o: without process
switch-off, w/ s/o: with process switch-off)

capacities (for a 1.0 VRE supply case) compared to a case with low buffer capacity.
However, increased intermediate product storage is only beneficial up to a certain
level (between 200 and 300 pieces), wheremarginal improvement is getting very low.
Further, intermediate product storage is relatively more beneficial for lower VRE
supply scenarios than for high VRE scenarios. In summary, the example illustrates
that the amount of embodied energy storage is defined by both flexible and thus
variable demand of processes and intermediate product storage. Increasing product
storage above a certain level is not beneficial, as the variable share of demand limits
further increase in embodied energy storage potential. For the case of switching
processes off when enough intermediate products are available (dashed lines in left
graph), self-sufficiency can be significantly increased if enough intermediate product
storage is available. However, even with high VRE supply levels and process switch-
off, increasing self-sufficiency beyond 90% is not achievable.

The right graph of Fig. 2.7 illustrates the results for different battery capacity
values. First, considering different VRE supply levels without embodied energy
storage, battery capacity beyond 700 kWh is required to enable full self-sufficiency
for the case of 1.0 and 1.2 VRE supply capacity. The first full self-sufficient case
within evaluated scenarios is achieved at approx. 500 kWh battery storage and 1.4
times VRE supply. However, including energy flexibility and thus added embodied
energy storage and process switch-off, a fully autarkical scenario can be obtained
with a 350 kWh battery for a 1.0 VRE supply ratio, and a 150 kWh battery is
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sufficient in a 1.6 VRE supply case. Further, significant improvement, also below
full autarkical operation, can be achieved with small batteries in combination with
energy flexibility.

In summary, the case study illustrates that self-sufficiency and thus energy storage
and integration of VRE can be enabled by different methods, including embodied
energy storage and battery storage. Embodied energy storage can result in higher uti-
lization of VRE by increasing intermediate product storage. Nonetheless, in order to
obtain a fully self-sufficient setup, battery storage is unavoidable. However, required
battery storage can be significantly reduced in combination with embodied energy
storage. A combination of different storage options, including, for example, embod-
ied energy storage and batteries, appears to be a favorable solution. Depending on
system-specific values, substantial economic and environmental benefits might be
gained by avoiding additional battery capacity or avoiding VRE overcapacity. How-
ever, operational indicators such as system residence time and increased inventory
levels might need further detailing before deriving a (cost efficient) strategy.

2.6 Discussion, Conclusion, and Outlook

Integrating VRE into an existing electricity grid and decentralized generation into a
local grid can be achieved utilizing different methods to match volatile energy supply
and demand. Most common methods include electricity storage through conversion
into an energy form/carrier which is easily storable, e.g. potential energy. For exam-
ple, pumped hydro storage is the most common application for large-scale electricity
storage. For the case of decentralized VRE generation, especially wind and solar-
based electricity generation, currently available energy storage technologies include,
for example, thermal energy storage or electrochemical batteries. However, all tech-
nologies which involve additional conversion cycles induce inefficiencies, i.e. the
amount of usable energy is reduced.Anovel approach is embodied energy storage, for
example, in intermediate products or compressed air. The difference is the avoidance
of an additional conversion cycle, i.e. rather than storing VRE in a battery through
charging and discharging, manufacturing systems can be enabled to process products
or generate CA when VRE is available and reduce energy demand when VRE is not
available. This method is enabled by decoupling manufacturing processes, i.e. by
introducing intermediate product storage or CA storage.Within this context, the term
energy flexibility can be used to describe the ability of a manufacturing system to
adapt energy demand to volatile supply. However, several challenges exist, among
them operational challenges such as keeping throughput constant or avoiding exces-
sive increase of products’ system residence time. As such, a manufacturing system
control approach is required to enable energy flexibility of manufacturing systems.

A concept for successfully integrating and improving energy flexibility of man-
ufacturing systems is presented. A case study from a manufacturing laboratory is
used to test different hypotheses toward full self-sufficiency of the manufacturing
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line. The results indicate that a combination of embodied energy storage and battery
storage is a promising approach to enable electricity autarky of the system.

Summarized, new methods such as embodied energy storage can complement
traditional energy storage options for VRE integration. Their clear advantage is the
avoidance of (substantial) additional infrastructure (e.g. batteries) and conversion
inefficiencies.However, operational challenges and dynamic systembehavior require
careful evaluation of energy flexibility methods. A combination of available options,
e.g. thermal storage, batteries, embodied energy storage, and potentially dispatch-
able backup generation (e.g. diesel generator) can be used to successfully integrate
decentralized VRE generation. Further, grid feed-in and central, large-scale storage
can complement decentralized integration efforts. Available measures can support
each other and partly be substituted for each other. As such, a preferred/optimal
solution for widespread VRE deployment and integration is likely to include several
options in combination. Multi-criteria evaluation and combined modeling of meth-
ods are required to find this preferred solution, which is a central research lead in the
context of VRE deployment to mitigate climate change.
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Chapter 3
Development of a Sustainability
Assessment Tool for Manufacturing
Companies
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Abstract Regarding the increasing global population and the related demand for
natural resources, the societal and political demand for a sustainable development has
increased significantly over the last decades. Although the traditional definition of a
sustainable development “development that meets the needs of the present without
compromising the ability of future generations tomeet their ownneeds” (WCED,Our
Common Future (the Brundtland Report), Oxford, 1987) appears comprehensible, it
still poses a challenge to actually assess a sustainable development. As a result, sus-
tainability assessment is becoming a rapidly developing area with a growing number
of frameworks and tools with a wide range of different focus levels. Despite the vari-
ety, many of these tools are not adaptable for manufacturing companies. They are, for
example, too general or focus only on specific elements. Furthermore, the existing
tools usually require a lot of effort and insight data in order to be applied. Against
this background, the development of a tool at the level of manufacturing companies
is presented. Based on existing integrated sustainability assessment tools, a set of
indicators is compiled and integrated into a framework that calculates an overall com-
posite index combining different indicators. The developed tool distinguishes itself
from other tools because it can be used from an external as well as from an internal
perspective and it allows the assessment of a manufacturing company’s overall and
relative sustainability with minimal time effort.
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3.1 Introduction

For the last two centuries, industry and economy have evolved on the premise that
the earth is an unlimited “store of resources” and a stable ecosystem (Graedel and
Allenby 2010). However, as the population exceeds 7 billion and the standards of
living improve enormously, the attention and awareness toward the limited natural
resources increase as well. The general interest should be to use resources con-
sciously in order to satisfy human demand (Davidson et al. 2010). One approach to
this challenge can be found in the key concept of sustainability. By regarding the three
dimensions—society, environment, and economy—it aims for our society to meet
present as well as future needs worldwide. Obviously, manufacturing is a major
factor in this approach toward a more sustainable society (Gutowski et al. 2013).
Against this background, many manufacturing companies have already started to
reconsider the idea of being “green” and how to deal with sustainability. However,
this change of attitude was of course supported by even more factors. Environmental
regulations have a significant impact, especially if they are supported by legal conse-
quences. Therefore, many global manufacturers feared to be locked out of the market
if they do not change their policies toward the concept of sustainability (Srinivasan
2011). Furthermore, investors are also interested in the sustainability performance of
manufacturing companies and an increasing number integrates it into their portfolio
decisions. They are one of the target groups that use indexes and tools to evaluate
manufacturing companies. This trend toward socially responsible investing is another
important factor that forced companies to adapt their strategy (DJSI 2013).

Although there has been a lot of work on researching sustainability on different
levels, the research on rapid sustainability assessment tools at the level of manufac-
turing companies and factories is still insufficient. None of the existing tools fulfills
the criteria of a generic applicability and holistic view on sustainability simultane-
ously (Chen et al. 2013). Thus, the paper focuses on this gap and additionally aims at
the external perspective of a company without insight information. For this purpose,
a tool is being developed that can be used as decision support by benchmarking
unknown manufacturing companies and by evaluating them over time.

A brief overview of different state-of-the-art sustainability assessment tools is
presented and discussed in Sect. 3.2 of this chapter. In the following section, the
methodological procedure on the development of the sustainability assessment tool
is presented, along with the selected key performance indicators and the framework
of the tool. Section 3.4 applies the tool in a case study and presents the results.

3.2 Literature Review—Categorization of Sustainability
Assessment Tools and Indicators

Over the last years, a number of researchers and organizations focused on the chal-
lenge not only how to become sustainable but also how to assess it. They have defined
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frameworks and developed tools that can be used to assess sustainability of different
subjects in different ways and have proved effective in practice. In the literature,
several authors categorized these tools and frameworks based on numerous factors
and dimensions. For example, Ness et al. conducted an overview of tools by consid-
ering the focus of the tool (i.e., product level or policy), the temporal characteristics,
and the degree to which it integrates environmental, social, and/or economic aspects
(Ness et al. 2007). Feng et al. on the other hand categorized sustainable assessment
tools into a hierarchy of global, country, sector, corporation, process, and product
levels (Feng et al. 2010a, b). Labuschagne et al. conducted an overview of tools that
include a set of indicators, integrate all three dimensions of sustainability, have a
wide focus, and are independent (Labuschagne et al. 2005). Additionally, Chen et al.
evaluated representative tools that are most related to manufacturing companies by
four criteria: generic applicability, rapid assessment, application on factory level, and
holistic view of sustainability (Chen et al. 2013).

To demonstrate the research background, this paper combines the different clas-
sifications and categorizes tools by considering the following three factors:

• Integration of all three dimensions of sustainability, i.e., if the tool considers envi-
ronmental, social, and economic aspects.

• Hierarchy/focus level, i.e., if the focus is on the global, country, sector, corporation,
or product level.

• Scope of application, i.e., if the tool was developed by a company or by an orga-
nization.

The developed categorization and overview of sustainability assessment tools are
illustrated in Fig. 3.1 including the most quoted tools at each level. It consists of two
main branches: the non-integrated and the integrated indicators. The non-integrated
indicators include indicators that do not consider all three dimensions of sustainabil-
ity simultaneously, but they are especially designed for one dimension and are widely
used. Therefore, they are further broken down into development-based, economy-
based, and ecosystem-based indices. The second branch on the other hand covers all
integrated tools and divides them first into macro- and micro-tools and subsequently
into a hierarchy of global, country, sector, corporate, and product level. While the
macro-tools are developed by superordinate organizations, the micro-tools are devel-
oped by a company. This separation is based on the main issue of macro-frameworks
and macro-tools. Their focus is mainly “on the external reporting for stakeholders,
rather than on internal information need to decision-making and re-design or opti-
mization for actual eco-innovation” (Feng and Joung 2009, p. 2). The tools developed
by a company (micro-tools) on the other hand give the manufacturers the possibility
to evaluate and track the sustainability performance within their own environment.
However, the issue with those tools concerns the fact that they are designed mainly
for the specific environment of a company or supply chain. Therefore, it is important
to include both and distinguish them in a comprehensive overview. The distinction
between intra- and inter-company is additionally important, because it showswhether
the tool is used internally within one company or between companies, for example,
to assess suppliers.
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Fig. 3.1 Categorization of assessment tools

The categorization of common sustainability assessment tools demonstrates that a
wide range of toolswith a focus on different subjects exists in practice. However, each
category of tools shows different characteristics and a different area of application.
The tools categorized as micro-tools have proven to be designed specifically for their
industry and do not apply for general use. Additionally, they require a lot of insight
data, because they are intended to be used internally within a company or supply
chain. Regarding the tools categorized as macro-tools, it shows that most of them are
not related to manufacturing companies. However, the application of the tools that
are actually related to manufacturing companies usually requires a great quantity of
data and effort in order to be applied.

Based on these results, this paper aims to develop a tool that assesses a manu-
facturing company’s sustainability performance and ensures a rapid and integrated
assessment for all industries with a minimal time effort. Its main characteristic, how-
ever, concerns the data the tool is based on. It should be possible to use the tool as an
external user without internal information, meaning the data for the indicators should
be available through published sustainability reports, Web pages, etc. Therefore, it
should be possible to evaluate two or more unknown companies and assess them as
alternatives against each other. It should also be possible to evaluate one company
over time, in order to observe its sustainable development. Against this background,
the tool’s purpose is intended for external investors as main users who integrate sus-
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tainability consideration into their portfolio. The tool is supposed to provide a quick
and general overview of the sustainability performance and shall support the com-
parison of different alternatives. At the same time, internal factory managers may
also use the tool to compare themselves to other companies or to identify possible
improvements or deteriorations in terms of sustainability.

The overview of existing sustainability assessment tools provides the basis upon
which the new assessment tool will be created in the following of this paper.

3.3 Methodology

With regard to the described purpose of the new assessment tool, this chapter presents
the methodology for developing it. The first step presents general criteria for indica-
tors and a hierarchy of the framework. Based on those criteria, appropriate themes
and indicators are then derived for each dimension. The derived indicators are further
judged as to whether an indicator has a positive or negative influence on a company’s
sustainability. The next step requires a normalization of the indicators to avoid adding
up incompatible data sets that can lead to inaccuracies in further steps. After evalu-
ating and normalizing the indicators, they also have to be weighted in order to obtain
a meaningful evaluation of the sustainability performance. From this model, it is
possible to calculate a subindex for each sustainability dimension. Finally, all three
subindices are combined into one overall composite sustainable performance index.
The process is visualized in Fig. 3.2.

3.3.1 Criteria of Sustainability Performance Indicators

Indicators provide key information about a condition or state in a numerical form on
the basis of a scale. Thus, indicators are usually a step beyond primary data (Veleva
and Ellenbecker 2001). They vary depending on the type of system they monitor. In
terms of this study, sustainability indicators can be defined as “information used to
measure and motivate progress toward sustainable goals” (Ranganathan 1988, p. 2).
However, there are certain characteristics that effective sustainability indicators have
in common. The Sustainable Measures Group (Sustainable Measures 2010) as well
as Anderson et al. and Feng et al. (Feng et al. 2010a, b) have established the following
criteria:

• Measurable: Indicators need to be capable of being measured quantitatively or
qualitatively.

• Relevant: Indicators have to fit the purpose of measuring sustainability perfor-
mance and provide useful information on it.

• Understandable: Indicators should be easily understood by people who are not
experts.
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Fig. 3.2 Methodology for
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• Manageable: Indicators have to be limited to the minimal number required to meet
the purpose of measuring.

• Reliable: Indicators need to provide trustworthy information.
• Data accessible: Indicators have to be based on information that are available or
can be easily accessed.

• Timely manner: Indicators should be measured on a regular basis to enable timely,
informative decision-making.

The characteristics listed above help to distinguish indicators from primary data,
goals, parameters, or issues.

3.3.2 Identifying and Grouping of Sustainability
Performance Indicators

In order to identify and group indicators, it is necessary to define a hierarchical
structure for the framework (see Fig. 3.3).

According to this hierarchical structure, the tool consists of different superordi-
nate and general dimensions, which are further divided into themes. These themes
describe a broader subject area within the dimensions and include several indicators.
As shown in the figure, the dimensions are derived from the literature. This can be
done easily because the general literature focuses on the three traditional dimen-
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Fig. 3.3 Structure of the
framework for sustainability
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sions of sustainability: social, environment, and economy. Therefore, the framework
adopts this view and contains the same three dimensions. In contrast to the dimen-
sions, the themes and indicators require more effort as each sustainability tool in
the literature focuses on different aspects. Therefore, it is important to analyze and
compare the main sustainability assessment tools that have already been identified
in the literature review above, with regard to the relevance to the assessment of man-
ufacturing companies. Table 3.1 organizes the most important sustainability tools
from the previous chapter by focus level, dimension, themes, and subthemes. Based
on this information, it is possible to derive dimension-specific themes, which are
discussed in the following section.

3.3.2.1 Themes for Environmental Sustainability

The environmental dimension traditionally gainsmost of the attention in terms of sus-
tainability, and it is the dimension discussed inmost detail in the literature. Therefore,
current-integrated tools use a wide range of themes to evaluate the environmental
performance. With regard to Table 3.1, however, it can be identified that most tools
use relatively similar themes and subthemes. Furthermore, all of them focus on the
external impact on the environmental system. Based on Table 3.1, the followingmain
themes are derived:

(a) Natural resources and assets: This theme assesses a company’s use of energy,
water, and material as well as the amount of waste created by the manufacturing
company.

(b) Pollution: This theme evaluates a factory’s contribution to climate change and
global warming. Additionally, it takes substances into account that present haz-
ards to human health or the environment. This theme is commonly expressed
by the global warming potential and acidification potential, which are not inde-
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pendent from other themes and indicators, such as the use of energy or material,
but they are widely used in practice and can often be found in public records.

3.3.2.2 Themes for Social Sustainability

Recently, the public and especially stakeholders have expanded the focus from
environmental-related to social-related issues. Therefore, businesses pay increas-
ingly more attention to the social dimension of sustainability, although the work
on this topic is still insufficient (Labuschagne et al. 2005). It is striking that the
more modern tools like Electronic Industry Code of Conduct (EICC) and BASF
SEEBALANCE contain significantly more social aspects than the older tools, such
as Dow Jones Sustainability Index (DJSI) or Core Environmental Indicators of the
Organization for Economic Cooperation and Development (CEI-OECD).

In contrast to the environmental dimension,most of the tools considering the social
dimension have an internal view (influence on the social system of the company)
instead of an external view (influence of the company on the social system of the
broader society). Since the tool developed within this paper is aimed at assessing the
social sustainability at the manufacturing company, the focus is also internal. The
following themes are derived from Table 3.1 and describe the main issues of the
social dimension with regard to manufacturing companies:

(c) Health and safety: This theme focuses on the security and well-being of all
employees. It evaluates the preventative measures as well as the risk potential.

(d) Labor development andwork satisfaction: This theme assesses the generalwork-
ing conditions and the continuous development of the employees and their tal-
ents.

(e) Equal opportunity and decent work: This theme evaluates the compliance of
equal rights and fair employment practice standards. It contains aspects such as
gender equality and equal career chances.

3.3.2.3 Themes for Economic Sustainability

In termsof economic sustainability, the reviewof current-integrated frameworks from
Sect. 3.2 shows that there are twodifferent understandings of economic sustainability.
Since OECD and United Nations Commission on Sustainable Development (UN-
CSD) are located at the global and national level, it is obvious that they take impacts
from the economic system at the national and global levels into account. However,
Global Reporting Initiative (GRI) assesses sustainability at a company level and con-
siders “organization’s impacts on the economic circumstances of its stakeholders and
on economic systems at the local, national, and global levels” (Global Reporting Ini-
tiative 2011). All three frameworks focus on the general economic performance and
development (see Table 3.1). However, the DJSI and the EICC consider economic
performance in terms of the internal management, while the BASF SEEBALANCE
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and Ford Product Sustainability Index (FPSI) frameworks attempt to minimize their
costs (see Table 3.1). Thus, there are two different approaches to choose from: One
approach takes the external impacts on the entire economic systems into considera-
tion, while the other approach focuses on the internal economic impacts of a business.
With regard to the statement that the first goal of businesses toward sustainability is
to stay in business, the focus within this study is internal. Activities at the factory
level contribute to the overall profitability of the company and only subsequently
contribute to the economic system on a broader, national level (Labuschagne et al.
2005). Therefore, the following themes are derived based on the DJSI, EICC, BASF,
FPSI, and Walmart scorecard:

(f) Financials: This theme takes the internal financial stability of factories into
account by assessing the profits.

(g) Development: This theme focuses on the investment and expenditures on future
development and environment, health, and safety compliance.

3.3.2.4 Sustainability Performance Indicators

After defining themes for each dimension and the general criteria for indicators, it
is now required to define and constrain the concept to a number of key performance
indicators that meet all the criteria and can be measured, monitored, and recorded on
a regular basis. A wide range of possible sustainability performance indicators can
be found in the literature (see Sect. 3.2). However, every indicator is not relevant to
industry and can be evaluated from an external perspective. Therefore, suitable key
indicators have to be identified, by comparing the existing tools from Sect. 3.2 and
identifying the most common key indicators. Additional sets of indicators found in
the literature that focus on sustainable manufacturing are included as well: Krajnc
and Glavič (2005), and Veleva and Ellenbecker (2001). These indicators are then
tested and compared with sustainability reports published by different companies to
ensure the data availability for the external use of the tool. To achieve this, the BMW
Group Sustainable Value Report 2012, the BASF Report 2012, and the AkzoNobel
Report 2012 are analyzed. These reports are published annually by the companies
to report their figures and goals in terms of sustainability.

Generally, the study aims for using only quantitative indicators, as these are more
objective and less biased than qualitative ones. It should also be possible to express
each indicator in relative terms and not only in absolute terms, as different manu-
facturing companies have to be compared on a meaningful level. Social indicators,
for example, should be expressed relative to the size of the workforce and environ-
mental indicators relative to an appropriate measure of production, such as produced
units of product or an indication of produced weight. The identified key sustain-
ability indicators along with their dimensions, themes, and units are summarized in
Table 3.2.
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Table 3.2 Key performance indicators of factory sustainability

Dimension Theme Indicator Unit

Environment (a) Natural resources
and assets

1. Energy use MWh

2. Material use kg

3. Freshwater
consumption

m3

4. Waste generation kg

(b) Pollution 5. Global warming
potential

t CO2-eq

6. Acidification
potential

t SO2-eq

Social (c) Health and safety 7. Working accidents –

8. Safety training –

9. Hazardous
materials

kg

(d) Labor
development and work
satisfaction

10. Training and
education

h

11. Sickness
frequency

Days

12. Employee attrition
rate

%

(e) Equal opportunity
and decent work

13. Share of women in
workforce

%

14. Share of women in
management
positions

%

15. Wages at lowest
wage group

$

Economic (f) Financials 16. Net profit margin %

17. Return of capital
employed

%

(g) Development 18. Investment in
R&D

$

19. Investment in staff
development

$

20. Expenditures on
EHS compliance

$
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Table 3.3 Judging of key performance indicators

Indicators of positive sustainability Indicators of negative sustainability

Safety trainings Net profit margin Energy use Working accidents

Training and
education

Investment in R&D Material use Sickness frequency

Share of women in
workforce

Investment in staff
development

Freshwater
consumption

Employee attrition
rate

Share of management
positions

Waste generation Hazardous materials

Wages at lowest wage
group

GWP Expenditures on EHS
compliance

Return of capital
employed

AP

3.3.3 Judging of Sustainability Performance Indicators

After identifying the key indicators, it is necessary to determine whether an indica-
tor has a positive or negative influence on a company’s sustainability performance.
This judgment of each indicator becomes important for the normalization and the
aggregation in the next steps. Positive indicators are considered as sustainability con-
tributing and should therefore be maximized. Negative indicators on the other hand
should be minimized to support sustainability. Thus, the results are summarized in
Table 3.3.

3.3.4 Normalizing of Sustainability Performance Indicators

The next step toward calculating a composite sustainability performance index
focuses on the normalization of indicators. This step is important because the indi-
cators are expressed in different units, and the combination of the indicators into
the performance index requires common units to achieve a representative result. A
number of normalization methods exist in the literature, and the main procedures are
presented in the following.

3.3.4.1 Normalization Methods

Minimum–Maximum
This method normalizes indicators with a positive impact on sustainability by the
equation:
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I +Ni jt
� I +i j t − I +,Min

i j

I +,Max
i j − I +,Min

i j

(3.1)

Indicatorswith a negative impact on the other hand are normalized by the equation:

I−
Ni jt

� I−
i j t − I−,Min

i j

I−,Max
i j − I−,Min

i j

(3.2)

where I +i, j,t and I
−
i, j,t are the values for indicator i from the group of indicator j in year

t with positive and negative impacts on sustainability, respectively, while I +N ,i, j,t and
I−
N ,i, j,t are the normalized positive and negative indicators, respectively. Overall, this
transformation results in a clear compatibility of different indicators, but it requires
a valid database in order to be carried out (Zhou et al. 2012; OECD 2008).

Distance to a reference
This method calculates the ratio between the indicator and an external benchmark.
The normalized indicators are described in the following equation:

INi j � Ii j
I Benchmark
i j

(3.3)

I Benchmark
i j is the benchmark for indicator i from the group of indicators j . In this
case, it is possible that the normalized value is higher than 1, which indicates that the
performance of the factory is better than benchmark. Similar to the previous method,
this approach can only be carried out if more than one set of data is available (Zhou
et al. 2012; OECD 2008).

Percentage over annual differences
Finally, themethod “percentage over annual differences” is the thirdmain normaliza-
tion approach discussed in this paper. It focuses on the development of the indicators
over time. Therefore, each indicator is transformed using the following formula:

INi jt
� Ii j t − Ii j,t−1

Ii j,t−1

∗ 100 (3.4)

Nevertheless, the disadvantage of this method concerns the case t � to. In that
case, the indicators cannot be normalized by the given equation and the data would
be lost during the analysis (Zhou et al. 2012).

3.3.4.2 Evaluation of Normalizing Method for Factory Sustainability

All of the described methods require a database or a set of reference data in order
to transform the indicators. However, since there is no database available for the
indicators, normalization is not possible for one data set of indicators. Nevertheless,
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this tool does attempt not only to assess a single factory but also to compare different
factories with each other and to evaluate the development over time. These three
different cases lead to the following conclusion:

• Assessing a single factory→no normalization possible.
• Comparing different factories→“distance to a reference,”
• Development of a factory→“percentage over annual differences.”

3.3.5 Weighting of Sustainability Performance Indicators

The next step focuses on weighting the indicators in order to determine the individ-
ual importance of the indicators toward an overall goal. Although this purpose is
understood easily, it remains difficult to determine weights with sufficient accuracy
(Krajnc and Glavič 2005). “The relative importance of the indicators is a source of
contention” (OECD 2008, p. 33). Therefore, a number of different weighting tech-
niques exist in the literature. Some are derived from statistical methods such as the
data envelopment analysis and others from participatory methods like the analytic
hierarchy process.

3.3.5.1 Weighting Methods

Budget Allocation Process (BAP)
This weighting procedure determines the indicator weights based on expert opinion.
In general, the BAP has four different phases. First, experts in the field have to be
selected for the assessment. It is essential that the experts represent awide spectrumof
knowledge and experience. Second, the selected experts have to allocate a “budget”
of one hundred points to the indicator set, based on their personal judgment of the
relative importance. In a third step, weights are calculated as average budgets. As
an optional fourth step, the procedure could be iterated until convergence is reached
(Hermans et al. 2008; OECD 2008).

The main advantages of BAP are its transparent and simple application as well
as its short duration. On the other hand, it also contains several disadvantages: The
weights are fairly subjective and could reflect specific conditions that are not trans-
ferable from one factory to another (Zhou et al. 2012).

Analytic Hierarchy Process (AHP)
The analytic hierarchy process is another participatory method similar to the bud-
get allocation process. However, this method is far more complex and consists of a
mathematical approach. As a first step, it is necessary to translate a complex problem
into a hierarchy. The second step requires a pair-wise comparison between each pair
of indicators. Experts have to judge “how important is indicator j relative to indicator
i ?”. Values on a scale from 1 to 9 are assigned to show the intensity of preference
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(Saaty 1980). In the next step, the results are presented in a matrix to obtain the
relative weights of each indicator (OECD 2008). Finally, it is required to find the
eigenvector with the largest eigenvalue from the matrix. The eigenvector presents
the weights, and the eigenvalue evaluates whether the judgment is consistent or not
(Saaty 1980; Singh et al. 2007).

Aside from the problem of possible inconsistency, the subjectivity of judgment is
another negative characteristic of themethod. Each expert judges the indicators based
on his or her own knowledge and experiences. Thus, the possible inconsistency is
also related to subjectivity (Hermans et al. 2008). Despite these disadvantages, AHP
is a comprehensive and popular technique, and the information from well-selected
experts is valuable for weighting indicators. Singh et al. used thismethod to develop a
composite sustainability performance index for the steel industry (Singh et al. 2007),
Krajnc et al. applied it to a case study on the sustainability performance of the oil
and gas industry (Krajnc and Glavič 2005), and Hermans et al. implemented it to a
limited extent in the road safety research (Hermans et al. 2008). In contrast to most
other methods, AHP allows both, quantitative and qualitative criteria, to be entered
into the model and it assesses different levels of criteria.

Data Envelopment Analysis (DEA)
The data envelopment analysis, developed by Charnes, Cooper, and Rhodes (CCR)
in 1978, is a linear programming method that can be used for calculating the relative
efficiency of decision-making units (DMUs). In the context of this study, each factory
can be considered as a DMU.

TheDEA is different compared to the other weightingmethods. Themodel results
in factory-specific weights instead of one set of weights for all factories. This is a
disadvantage because factories can only be ranked and compared if they are based on
the same set of weights. Furthermore, in this approach theweights do not sum up to 1,
which makes the comparison with other weighting methods difficult. Nevertheless,
this method has already been used for a number of indices such as the technology
achievement index (Cherchye et al. 2007). The strength of the method lies in the fact
that the optimal weights are directly derived from the data and that no normalization
is needed.

Benefit-of -the-doubt (BOD)
The benefit-of-the-doubt presents another application of the DEA in the field of
composite indicators. In contrast to the original DEA model, BOD evaluates the
relative performance of the factories and not the efficiency (Cherchye et al. 2004).
However, it is based on the samemodel and follows the same process. The composite
index C I in this case is calculated as the ratio between the actual performance of the
factory and the external benchmark.

Since BOD can be seen as a specialized version of the original DEA model,
the DEA’s advantages and disadvantages also apply to this method. However, this
method has already been used for a number of indices. It was originally proposed
in the context of a macroeconomic performance assessment by Melyn and Moesen
in 1991 and later adapted by Cherye and Kuosmann for a cross-country assessment
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of human development and sustainable development performance (Cherchye et al.
2004).
Equal Weighting (EW)
As its name already indicates, the same weight is assigned to each indicator. This
implies that all indicators have the same importance and that no statistical or partici-
patory approach is used to determine the weights. The value of the weights is simply
calculated by 1

l where l is the number of all indicators and 1 represents the sum of
all weights (Zhou et al. 2012; Hermans et al. 2008).

Although this method appears too simple from a scientific point of view, several
composite indicators like the environmental sustainability index or the European
Innovation Scoreboard are constructed by equal weighting (Hermans et al. 2008).
The main disadvantage is the fact that it does not offer any insights into indicator
importance and it does not reflect reality. However, this method can be considered
as a solution in case no other weighting method presents valid results.

3.3.5.2 Selection of a Weighting Method for Factory Sustainability

In order to analyzewhichweightingmethod is best fitted and suitable for a framework
to assess sustainability of manufacturing companies, it is required to develop specific
criteria that have to be fulfilled.

• Quantitative and qualitative data: Since the set of indicators that are used for
this framework may be extended by qualitative indicators, it is necessary that the
weighting method can handle both types of data.

• Objectivity: Indicators should be weighted without bias in order to be meaningful
and to decrease personal preferences.

• Insights into indicator importance: The overall goal of the tool developed within
this study is to assess the sustainability performance of manufacturing companies.
Therefore, it is important that indicators reflect their individual importance toward
company sustainability.

• Transferability: The developed tool is supposed to allow the user to compare
companies with each other. In order to do so, it is required that the indicator-
specific weights are always valid and transferable from company to company.

• No need for a database: Due to the fact that there is no large accessible database
for each indicator, the weighting has to be possible without including a lot of data.

In order to identify a weighting method, the methods introduced previously are
presented in a structured way in Table 3.4, where each method is assessed toward
the fulfillment of the before-derived criteria.

A method fulfilling all the criteria cannot be identified. However, of all the
reviewed weighting methods the AHP gives the best results. It is therefore used
to weight the different indicators within this study.
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Table 3.4 Evaluation of weighting methods

Method Quantitative/
qualitative
data

Objectivity Insights into
indicator
importance

Transferability No need for a
database

BAP + – O O +

AHP + O + + +

DEA O + O – –

BOD + + O – –

EW + – – + +

3.3.6 Calculating the Subindices and Composite Index

After weighting and normalizing each indicator, the next step requires grouping
them into subindices for each group of sustainability indicators. In the context of
this study, there are three groups of indicators (environmental, economic, and social)
and therefore also three subindices, respectively. They can be derived as shown in
the following equation:

ISj �
n∑

j i

w jt ∗ IN ji (3.5)

s.t.
n∑

ji

wji� 1,wji ≥ 0 (3.6)

where SIj is the sustainability subindex for each group of indicators j. Since the
framework uses the AHP weighting method, the first constraint restricts the sum of
all weights wji of indicator i for the group of sustainability indicators j to be equal to
1.

As a final step, it is required to combine all three subindices into one overall
composite sustainable performance index.

C I �
n∑

j�1

wj ∗ ISj (3.7)

s.t.
n∑

j�1

wj � 1,wj ≥ 0 (3.8)

where C I is the overall sustainability composite index for the factory that has been
assessed.
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Development of a 
Company – Case 3

Judging of indicators

Fig. 3.4 Scheme of the framework

3.3.7 Framework of the Factory Sustainability Assessment
Tool

Regarding the developed framework, it shows that three different cases can be eval-
uated using this assessment tool (see Fig. 3.4).

First, it is possible to consider only a singlemanufacturing company. The collected
data for this case can be judged according to the results of Sect. 3.3.4, but since there
is no reference data available, normalization cannot be performed. This process ends
here with the presentation of the results. The next case regards the comparison of
two or more manufacturing companies. After collecting the relevant data for each
indicator, they can be normalized by using the method “distance to a reference.”
However, some aspects of this method have to be slightly modified in order to meet
the requirements within this study. As there is no large database available, there is
also no external benchmark value available. Although it is not possible to normalize
one company with a benchmark value, it is still possible to compare two or more
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companies by assigning the value 1 to the inferior company for each indicator and
therefore making it a reference company. The remaining manufacturing companies
are evaluated relatively to that company with a value between 0 and 1. The closer the
value is to 0, the better the performance of the company according to that indicator. In
the next step, each indicator can be weighted according to its importance toward the
overall goal by using the “analytic hierarchy process.” Using this method, a group
of sustainability experts with different industrial backgrounds were asked to judge
the indicators by estimating a preference factor of each indicator relative to another.
To ensure the consistency of the judgment, a consistency ratio was calculated and
confirmed the assumption. Afterward, the normalized and weighted indicators can
be combined to a subindex and then to an overall composite index. The third case
considers the development of a company over time. This case is similar to the second
case. However, this case uses the normalization method “percentage over annual
differences.” It is the best-suited method because only one company is considered
over time. Nevertheless, if only a few data sets are available, it is recommended to
use the same normalization method as explained above, because the data for t � to

would be lost during the analysis.

3.4 Case Study

After implementing the framework into a computer-based tool, it has been applied
to a practical case study in order to demonstrate its usability and effectiveness. The
case study is divided into two parts. The first part focuses on the comparison of
different manufacturing companies (Case 2) by analyzing three leading automotive
manufacturers. The second part of this case study considers the assessment of a
manufacturing company over time (Case 3). In this case, the results of one automo-
tive manufacturer are compared for the years 2010, 2011, and 2012. However, the
assessment of a single company (Case 1) is not considered in this chapter because
it is already included, while Case 2 or Case 3 is performed. The entire case study is
carried out by using the developed sustainability assessment tool and data based on
public available records.

3.4.1 Comparison of Different Manufacturing Companies

This section of the case study evaluates the sustainability performance of three dif-
ferent companies from the automotive industry that produce a similar product in the
period from January 1 to December 31, 2013. For the most part, the data were taken
from sustainability reports, because all data in these reports were audited and verified
by a third party and are therefore a reliable source. Other data had to be taken from
press releases or Web pages. The data entry and data processing are then carried out
by using the developed assessment tools.



3 Development of a Sustainability Assessment Tool … 63

Environmental Dimension Social Dimension Economic Dimension

Fig. 3.5 Presentation of assessment results by environmental, social, and economic indicators—-
Case 2
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Fig. 3.6 Presentation of assessment results by dimensions—Case 2

In the first step of the analysis, the results of each indicator are illustrated in a
spider chart and are compared for all three companies. The results of this comparison
are presented in the following figure. The closer the value is to “0” the better the
performance. The results of the comparison are presented in Fig. 3.5.

This comparison demonstrates that company C performs better than company A
and B in terms of most environmental indicators. Also, it can be determined that
company A shows the weakest performance, except for the acidification potential.
Regarding the social and economic dimension, the results are not that as clear. The
performance varies from indicator to indicator. However, it can be seen that company
B has a general trend to perform better regarding the social indicators and weaker
regarding the economic indicators. In order to make a general statement about the
sustainability performance, the results of each indicator have to be weighted and
combined into a composite index. The results of this process are visualized in Fig. 3.6.

Regarding the subindices, it can be concluded that company C performs the best
and company A the weakest in terms of the environmental dimension. Regarding the
social dimension, companyBperforms the best, but theworst regarding the economic
dimension. However, looking at all three dimensions the overall composite index
(CI) displays that company C shows the best results. This clear and comprehensible
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Environmental Dimension Social Dimension Economic Dimension

Fig. 3.7 Presentation of assessment results by environmental, social, and economic indicators—-
Case 3

presentation of results might be interesting for a factory manager of either one of
the three companies in order to improve the performance in the future. On the other
hand, these results are also interesting for any investor with a focus on sustainable
investing.

3.4.2 Assessment of a Manufacturing Company over Time

In this section, the sustainability performance of only one company from the auto-
motive industry is assessed over time. For this case study, the evaluation period for
all three periods is again the calendar year from January 1 to December 31. Again,
all data and information are gathered from public records, e.g., environmental dec-
larations, Web pages, and sustainability reports.

After gathering and entering the data for each evaluation period, the data pro-
cessing is performed. According to the previous section, the first step of the data
processing considers the data for each indicator and compares them for each evalu-
ation period. The results are shown in Fig. 3.7.

The spider charts present clearly the development of each indicator. With regard
to the environmental dimension, it can be seen that the sustainability performance
for almost every indicator improves steadily over time. Only the indicators acidifi-
cation potential and waste generation show minor differences. Regarding the social
dimension, it is significant that the employee attrition rate has increased from 2011
to 2012. Furthermore, it is striking that safety trainings show a discontinuous devel-
opment. Additionally, all indicators concerning the economic dimension are rather
unremarkable and present only minor differences.

In the next step of this case study, it is important to analyze the weighted and
combined subindices. The results are visualized in Fig. 3.8. Recalling that the closer
the index is to 0 the better the sustainability performance, it can be determined that the
environmental and social indices have improved significantly over time. However,
the economic dimension shows a minor difference. Here, the index for the year 2011
is slightly better than the index for the year 2012. Nevertheless, the overall composite



3 Development of a Sustainability Assessment Tool … 65

0 0,2 0,4 0,6 0,8 1
Environmental

So
ci
al

0,
25

0,
5

0,
75

1
0

good poor

poor

good

poor

Economic:

Company 2011 Company 2010Company 2012

CI: 0.84
CI: 0.89

CI: 0.97

Fig. 3.8 Presentation of assessment results by dimensions—Case 3

sustainability index indicates again the continuous improvement of the sustainability
performance from CI 0.97 to CI 0.84 over the last 3 years.

As a conclusion of this case study, it can be summarized that the general devel-
opment of the sustainability performance demonstrates a continuous improvement.
However, it shows also that in the future the factory managers should focus more on
economic indicators and also on the employee attrition rate.

3.4.3 Results of the Case Study

The case study has been carried outwithout any significant complications. The results
of the study are clearly visualized and provide detailed information that might be
used by factorymanagers as well as investors to support decisions and to guide future
activities.

However, the data collection based on public records required more time than
expected. Generally, sustainability reports provide most of the data for each environ-
mental indicator and also for some social and economic indicators. Other indicators
had to be sought in press releases or Web pages, and especially the data collection
for the indicator “wages” has proven to be difficult. In this case, it is, for example,
necessary to refer to wage agreements of trade unions. Nevertheless, if detailed sus-
tainability reports are not available for smaller companies, the time effort to collect
all data increases enormously. Besides the problem of data availability, most com-
panies publish their figures and data with different units. Therefore, it is sometimes
necessary to convert the units, whereby accuracy might be lost. However, after col-
lecting all numbers and figures, data entering and processing can be performed with
minimal time and effort.

Overall, it can be concluded that data collection for large companies with a focus
on sustainability is significantly easier than for small and individual production sites.
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However, since sustainability is attracting more and more attention, it becomes also
more important for companies to be certified by environmental audits such as Eco-
Management and Audit Scheme (EMAS) and therefore they have to publish more
figures and data in the future. For now, it cannot be guaranteed to find all data on
public records, but there is always the option to get in touch with the sustainability
contact person in order to gather more information about a specific production site.

3.5 Conclusion and Outlook

In this study, the focus is on developing a new integrated and rapid sustainability
assessment tool at the level of manufacturing companies and from an external and
internal perspective. Therefore, a categorization of existing assessment tools as well
as the requirements for a new tool is described. To meet the requirements, the paper
presents amethod to develop an integrated frameworkwhich is especially designed to
assess amanufacturing company and considers all three dimensions of sustainability.
Using this framework, it is possible to assess a single company, to compare different
companies, and to assess a company over time. A practical case study confirms that
the tool needs less than 30 min for data entering and data processing and it can be
mostly completed without internal information. It can be concluded that the tool
provides clear results and presents them in a comprehensible form. Based on these
results, the tool supports investor’s decision on sustainable investing and it may
also guide factory managers to think and act in the right direction and to discover
possible improvements in order to increase the sustainabilitymetrics related to factory
operations.

However, there is still potential for future research on this topic. The significance
of composite indicators should be further discussed, as they may provide misleading
and non-robust messages. A single indicator is heavily summarized so that it does
not allow any detailed conclusions on the results. Therefore, a sensitivity analysis of
the composite index might be useful and the subindex as well as the single indicators
should be considered as well. Further, the framework of the tool provided in this work
does not offer the calculation of an index for the assessment of a single company.
This is due to the fact that no database or standardized scale for the assessment
values is available and the values cannot be normalized. This issue might be solved
by collecting data for the leading company in each industrial sector. In case a single
company is being assessed, the results can be normalized relative to the benchmark
company of the specific industry. Another step of further improvement considers the
weighting of indicators by using the AHPmethod. Since it is a participatory method,
the results will be more sophisticated the more experts participate. In the future, it
might also be possible to place the entire tool on a public Web page. Therefore,
different users have access to it and they would be able to share a database. The
variety of factories in the database would increase, and the users have the opportunity
to compare the results of different factories with a minimal amount of effort. This
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may also solve the problem concerning the complicated and time-consuming data
collection for small and midsize factories based on public records.
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Chapter 4
Sustainability Assessment
in Manufacturing and Target Setting
in Highly Automated Production

Jan-Markus Rödger and Niki Bey

Abstract The interest in sustainability in manufacturing is growing. The European
Commission elaborated in collaboration with the European Factories of the Future
Research Association (EFFRA) a road map until 2030. The revised ISO 14001 stan-
dard, released end of 2015, emphasizes the integration of a life cycle perspective in
production. External stakeholders like the Carbon Disclosure Project are striving for
very detailed sustainability-related information. Therefore, this chapter will describe
the latest approaches of how to assess sustainability in manufacturing, how produc-
tion planning works in automated production and how sustainability thinking might
be integrated in a feasible way. Additionally, a new framework is described which is
able to link and allocate the product-related life cycle emissions in a consistent way
from the large context down to the individual machine tool level in manufacturing. In
essence, this chapter points out that efforts in manufacturing improvements need to
be done with a view on entire systems rather than with a view only on single “island
solutions”—and it shows a way how to do this.

4.1 Introduction

In Europe, the share of manufacturing of the gross domestic product (GDP) was 15%
(equals 17.7 trillion USD) in 2011, employing 30 million people (about 16% of the
working population) according to the ISIC Rev. 4 statistics of the OECD and World
Bank (2011a, b). Irrespective of this relatively small share of societal activity, the
environmental impact of manufacturing activities needs to decrease substantially in
the future, for two reasons:

Firstly, when applying generic sustainability equations such as I�P * A * T
(Graedel and Allenby 1995), which related overall “Impact” (I) to the product of
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“Population growth” (P), “Affluence” (A), i.e. “Standard of living”, and “Tech-
nology” (T), the two factors P and A will increase steadily in value. This leaves
the factor “Technology” (T)—and hereunder “manufacturing” in general including
“highly automated production” in particular—as the only “lever” left to generate
the required substantial reductions in overall Impact (I). This reduction of overall
impact needs to be done in a balanced approach considering environmental protec-
tion, economic growth and social well-being—also referred as “the three pillars of
sustainability”—in order to be in accordance with the generally accepted definition
of sustainable development coined in 1987 by the so-called Brundtland Commis-
sion. Secondly, when extrapolating current developments in deployment of renew-
able energy sources and resulting reductions in product-use-stage impacts, it can be
expected that impacts of manufacturing will become the dominating ones in the life
cycles of any electricity-intensive product type. For example, in 2010 the manufac-
turing sector contributed with around 19% to the worldwide carbon dioxide (CO2)
emissions (World Bank 2011a, b). Between 2005 and 2010, these CO2 emissions
increased on average by 2.8% per year. In the same period, the population size
increased by 1.2%, and the GDP per capita (i.e. the factor “Affluence”) increased by
5.6% (inflation-adjusted) annually.

In recognizing the described special influence that manufacturing can have on the
reduction of overall impact and thus on improving sustainability performance, this
chapter argues for the key understanding that efforts in manufacturing improvements
need to be done with a view on entire systems rather than with a view only on sin-
gle “island issues”. Failing to look at entire systems may provoke sub-optimizations
or—in the worst case—even lead to directly unintended outcomes, such as prob-
lem shifting, e.g. from one impact category to another one (e.g. less CO2 but more
chemicals) or from one life cycle stage to another one (lower impacts during use but
higher impacts in end-of-life). Possible improvements, only visible from the sug-
gested “helicopter perspective” that covers the entire system, may otherwise not be
identified and utilized—and the actual problem may not only remain unsolved but
may unintentionally even be made worse.

In addition, assessing highly automated production systems within such a holistic
context also yields potential for reaching win-win situations. Assessment results
can be communicated as response to increasing company-external pressures, such
as market and legislative requirements, and at the same time may release earlier
not identified improvement potentials, which is a characteristic company-internal
interest.

In addressing the challenge of making such holistic assessments, this chapter first
gives a brief overview of main approaches suggested of sustainability performance
assessment, then discusses sustainability aspects particular to automated production
and further describes the way in which sustainability issues currently are included
in typical decision-making processes for automated car production. Based on this,
a key section introduces a new framework for sustainability assessment of highly
automated productions, and the chapter closes with a number of conclusions and
suggestions for further work.
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4.2 Approaches Towards Holistic Sustainability Assessment

In the context of this chapter, the term “sustainability assessment” covers any system-
atic way of analysing and assessing human-activity-caused potential adverse effects
on the environmental, social and economic sustainability of a system. Such a system
would typically be a product system, covering all life cycle stages of that product
(thus also any manufacturing activities) including all ingoing and outgoing flows
crossing the system’s delimitations.

The theoretical foundations for sustainability assessment were laid in the 1960s
by, for the first time, establishing cause–effect chains, i.e. relationships between
emissions to the environment (causes) and effects in the environment. Focus was on
single environmental causes, such as certain chemical pesticides and their harmful
(side) effects in the environment—a prominent example being the insecticide DDT
and the identification of its potential for human-health-impairing effects described
by Rachel Carson in her book “Silent Spring” (Carson 1962). Already this example
demonstrated the inherent issue that sustainability assessments typically have to cope
with trade-offs consisting in the fact that the desired effects of the particular human
activity may have unwanted side effects. In the DDT case, the intended protection of
farming crops from destruction by insects had the unintended side effect of human-
health impairments of people being exposed to the insecticide. Since such trade-
offs are characteristic for sustainability assessments, they need to be identified and
addressed by any practitioner.

Building on this, multi-issue approaches emerged such as Environmental Impact
Assessment (EIA), Environmental Risk Assessment (ERA) and Life Cycle Assess-
ment (LCA) (Hauschild 2005). LCA is ISO-standardized (in ISO 14040/44) and
is the dedicated approach to assessing diffuse, i.e. not location-specific, sources
through introducing the product life cycle perspective. Instead of “just” covering
single sources (e.g. effluents from a production site), the life cycle perspective allows
assessing diffuse multiple sources—this is enabled by looking at and in the assess-
ment always relating to the “cause” of emissions, which is the product (or service)
and the activities (processes) taking place over the product life. Taking such a life
cycle view is referred to as “Life Cycle Thinking”, and the life cycle approach is the
backbone in relevant legislation and standardization.

The “life cycle” of a product covers all stages during the products’ useful life;
starting with extraction of raw materials (e.g. iron ore) and production of materials
(e.g. steel), over manufacturing of the product (e.g. a car manufactured in a factory),
use and maintenance of the product (e.g. driving a car) to end-of-life (e.g. landfilling,
incinerating or recycling of the car). An advantage of using a life cycle approach
is that shifting problems from one part of the life cycle to another part will not
go unnoticed. Burden-shifting can thus be avoided, including potential unintended
shifts from one impact type, e.g. energy-related emissions, to another type (e.g. toxic
substances) since the view is always on the entire product life cycle system. In order
to make comparisons of different products possible, incl. their individual entire life
cycle systems, any LCA requires the definition of a so-called Functional Unit, a
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description of the functionality that the product (or service) fulfils. Any comparison
has to be done on the same Functional Unit, i.e. the functionality fulfilled by the
compared product life cycle systems has to be the same.

Among the life cycle-based approaches, the methodology developed furthest is
Life Cycle Assessment, LCA, allowing assessment of the environmental sustain-
ability of a product system within defined system boundaries. Applying the same
system boundaries, Life cycle costing (LCC, e.g. UNEP/SETAC 2011) can be used
to map all costs and revenues in the life cycle of a product. Social or Societal LCA
(SLCA, e.g. Jørgensen et al. 2010) covers the third pillar of sustainability. The latter
method is still very young and under development, but it aims to cover the positive
and negative social and socio-economic aspects along the life cycle of a product (Du
et al. 2015).

While most approaches towards sustainability assessment in fact focus highly or
even exclusively on assessing the environmental dimensionof sustainability, develop-
ments are ongoing towards holistic assessments, i.e. towards life cycle system-wide
assessments that consider all three sustainability pillars. An example is “Life Cycle
Sustainability Assessment” (LCSA, e.g. Finkbeiner et al. 2010) which combines the
methods LCA, LCC and SLCA.

The above methodological approaches inevitably produce complex, multidimen-
sional results. An effort to operationalize result presentation was made by Traverso
et al. (2012): in their so-called sustainability dashboard, ten indicators in each of the
pillars of sustainability were selected. The indicators chosen by the developers of
the sustainability dashboard are shown in Table 4.1. In order to arrive at an overall,
single-figure sustainability score, a method to weigh each indicator, was suggested.

In another principle effort of improving the communication of such multidimen-
sional results and support decision-making regarding individual key issues, simpli-
fied “footprinting” approaches are established. Most of them keep the product life
cycle perspective, while focusing on single impact categories (e.g. global warming).
Examples are Carbon Footprint (BSI 2011), Product Environmental Footprint (EU
JRC 2014) and Water Footprints (Hoekstra 2010).

A prominent emerging type of sustainability assessment frameworks particularly
recognizes the finite boundaries of Planet Earth (Planetary Boundaries, Absolute
Sustainability). As opposed to assessing product systems and measuring relative
improvements (under a regime of eco-efficiency), these emerging frameworks sug-
gest assessing product systems (and services/activities) against absolute boundaries,
thus particularly including “rebound effects” and other important effects, which oth-
erwise are not considered. A “rebound effect” is the overall adverse effect occurring,
when a product generation is improved relative to a previous product generation (e.g.
by 10% in a given impact category) and when the producer then sells for instance
twice as many units of this improved generation—meaning that the overall impact
caused by the new product generation still increases. Examples for this type of
approach are “Ecological Footprint” (Borucke et al. 2013), “Blue Water Footprint”
(Hoekstra and Mekonnen 2012), “Planetary Boundaries” (Rockström et al. 2009;
Steffen et al. 2015) and “Absolute Sustainability” (Bjørn and Hauschild 2013).
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Table 4.1 Indicators used in the “Sustainability Dashboard” (Traverso et al. 2012)

Sustainability pillar Background method Indicators

Environment Life Cycle Assessment, LCA Embodied energy, global warming,
human toxicity, photochemical
oxidation, acidification,
eutrophication, abiotic depletion,
ozone layer depletion, terrestrial
ecotoxicity

Economy Life cycle costing, LCC Extraction costs, manufacturing
costs, finishing costs, waste
disposal costs, electricity costs,
equipment costs, revenues, fuel
costs, raw material costs

Society Social LCA, SLCA Salary per employee, percentage of
female workers, percentage of
females at the administration level,
percentage of employees with
limited contracts, percentage of
workers with yearly check up,
number of accidents, percentage of
child labour, number of
discrimination cases, social
benefits per employee

Related to manufacturing, there are numerous additional approaches, indicator
sets and principles available to support companies in assessing their sustainability
performance (Amrina and Yusof 2011; Schrettle et al. 2014; Warhurst 2002). Duflou
et al. (2012) described a structured approach for energy-related aspects where dif-
ferent system levels were distinguished: from a unit process over a multi-machine, a
factory, a multi-facility to supply chain level. For instance, Garetti and Taisch (2012)
have considered education and technology as additional factors in sustainable man-
ufacturing.

The European Commission elaborated in collaboration with the European Facto-
ries of the Future Research Association (EFFRA) a road map in 2013 of factories
in 2030, addressing several key aspects like lower resource consumption and sus-
tainability in production processes to improve the competitiveness (EFFRA 2013).
According to Thiede (2012), sustainable manufacturing might lead to some draw-
backs for the manufacturability. Baldwin et al. (2005) and Bey et al. (2013) address
that not the lack of strategies, models and tools are the main barriers, but how to
implement them and more importantly how to introduce them into existing prac-
tices. To solve these concerns, an understanding of relevant aspects in production is
needed and will be described in the following paragraphs.
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4.3 Sustainability Aspects of Automated Production

The integration of economic, environmental and social requirements, the
development of innovative products and services, and the comprehensive usage of
available knowledge are core factors for business success and sustainable develop-
ment (Herrmann 2010). The car industry, as one of the most automated sectors in
particular (IFR 2013), which acts mostly on the international market, always strug-
gles to predict the actual market demand (the so-called functionality) and is affected
by several international and national regulations. This implies new chances but also
new risks, uncertainties and dynamic changes. Each market has its own require-
ments towards the life cycle of a product, which can be expressed in quantitative
way using the concept of a “Functional Unit” (FU) of a product, which is part of
LCA methodology (see Sect. 4.2 of this chapter).

Today, total turnover and revenue are the key indicators for the companies and
their stakeholders. But the market already asks for more sustainable products, which
is reflected by, e.g., new CO2 emission regulations (e.g. EU 2014). Although it is
not statutory, companies assessing their products over the entire life cycle by using
Life Cycle Assessment standards like ISO 14040/44 (2006). In those LCAs, a car is
analysed over its entire life cycle in detail to assess different potential environmental
impacts (e.g. global warming, eutrophication) during the manufacturing, use and
end-of-life (EoL) stage.

The main car manufacturers publish simplified LCAs of their latest products to
inform the customers or use it for internal purposes. Based on 21 publicly available
analyses, it can be stated that around 17% of the carbon dioxide emissions are due
to manufacturing, the use-stage accounts for 82% and the EoL stage only 1% to the
overall life cycle (see Fig. 4.1). If all other greenhouse gases (e.g. methane) would
have been reported consistently in the LCAs, the share of manufacturing would even
increase slightly.

Improvements were achieved in lowering the specific fuel consumption of road
vehicles over the last two decades (OECD/IEA 2012). This trend will be most likely
amplified by additional research and development efforts for new technology like

Fig. 4.1 Comparison of cumulative carbon dioxide emissions (CO2) during manufacturing, use
and end-of-life based on 21 different LCAs published by car manufacturers and normalized to
200.000 km travel distance and prospective development of the stages (black arrows)



4 Sustainability Assessment in Manufacturing and Target Setting … 75

electrified or hydrogen cars, with a prospective share of around 10% in 2020 (Schlick
and Bernhart 2013). But these improvements in the use-stage will lead to addi-
tional environmental burden and financial efforts in the manufacturing stage of a car
(Rödger et al. 2016). The production and provision of high-end batteries for electric
cars cause environmental impacts and in the use-stage due to the additional weight
as well (Helmers and Marx 2012; Frischknecht and Flury 2011). In terms of relative
sustainability (each car seen in isolation) the sector is on a good way, but as soon as
absolute sustainability (total impact of the car sector) is considered, a contradictory
picture can be drawn. Increased global car sales diminish the specific savings per
car due to larger population and higher prosperity around the world—the so-called
rebound effect (as mentioned in Sect. 4.2). It can be concluded that a more sustain-
able car sector can only be achieved if the manufacturing and the EoL stage of the
single car experience a similar interest of effectiveness compared to the use-stage of
the product (Rödger et al. 2016).

To meet the increasing market demand for cars, automation technologies experi-
enced a tremendous increase of interest (IFR 2013). Automated production is usually
applied where it provides a possibility of capacity increase, improved productivity,
reduction of manpower, reduction of repetitive and hazardous work tasks and higher
product quality (Bellgran and Säfsten 2010). The car body production, as a good
example due to its high degree of automation (>95%), consists usually of three sep-
arated production lines, which are producing the underbody, the body frame and
the doors, fenders, etc. These lines are designed with the focus on two main indica-
tors—the annual output and the required cycle time. In a typical body shop, around
300–500 parts are assembled by about 1.200 robots before sent to the paint shop
(Galitsky and Worrell 2008). The degree of automation increased over the last years
and the vehicles-produced-per-robot-ratio is declining, e.g. in Germany since 2007
from around 72 down to 62 in 2014 (Rödger et al. 2016). This trend is set to continue
in the main robot markets (Japan, Rep. Korea, China, North America, Germany and
Brazil), and an increase of industrial robots in operation of up to 23% until 2016 is
expected (IFR 2013).

To illustrate the impact of automation, the direct energy consumption of robotic
body shops compared to the entire production is shown in Fig. 4.2. Only 6% of the
overall consumption is directly due to the body shop with all its different compo-
nents. Of this, robots consume around 30%, the joining technologies 20% and the
infrastructure (like ventilation, lighting and cooling) the remaining 50%.

The average CO2 equivalent emissions over the life cycle of an industrial robot
(with a payload up to 250 kg) used in Germany in a typical body-in-white line can
be assumed with around 24–42 tons over up to seven years of operation (Drechsel
et al. 2015; Dijkman et al. 2015). Klüger (2013) states that a typical body-shop robot
consumes around 4.500 kWh of electricity per year. Based on the analysis from
(Dijkman et al. 2015), it means that roughly 65% of the overall emissions are caused
during the use-stage and additional 35% must be considered due to the production
and end-of-life. It has to be mentioned that the direct energy consumption of the
robot is highly dependent on the application and should be analysed case specific.
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Fig. 4.2 Estimation of the share of energy consumers in a European car production from top down
according to Heil et al. (2014) and Klüger (2013)

Another aspect is the additional initial investments for automation. A price of
20.000–35.000 e can be assumed for an industrial robot, although considerable dis-
counts are often available, e.g. depending on the number of robots ordered. Consid-
ering an industry price for electricity of 0.08–0.12 Euro-cent per kWh (BDEW2013)
and an operating life of 6 years for a robot, total direct costs of around 27.000–38.000
e can be expected for the robot user. Considering the rise in robot units used per
production facility expected in the future, increasing investment costs and increasing
electricity expenses for the companies can be expected. Due to this fact, new meth-
ods for investment decisions are already applied in industry which consider the life
cycle—total cost of ownership (TCO) or life cycle costing (LCC) (UNEP/SETAC
2011).

Social aspects are the last but not least pillar in sustainability. In automated pro-
duction, social impacts are a challenging topic. The latest developments indicate that
Social LCA (explained in Sect. 4.2) is used as a tool for corporate social responsibil-
ity (CSR) to screen an organization’s supply chain for social hotspots or to support
socially sustainable procurement (Norris and Revéret 2014). The planning of an
automotive production line typically includes a number of stakeholders such as the
original equipment manufacturer (OEM, car producer), the system integrator plus
suppliers of application, software and equipment. Defining generically applicable
social indicators for all stakeholders is challenging, since contexts are different for
each stakeholder. TheUNEP/SETACmethodological sheets do offer a great choice of
indicators, but many of those are not suitable for the direct production as they capture
impacts late in the impact pathway and do not offer enough detail to establishwhether
or not the current production is socially sustainable (Norris et al. 2013). To determine
which type and composition of indicators may bring the most useful contribution to
the planning of a socially sustainable industrial production, a characterization step
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has to be discussed as an option. Especially, the quantification of potential impacts
due to physical and physiological exposures on social and psychological mid- and
endpoints is not solved yet.

4.4 Sustainability-Related Decision-Making in Highly
Automated Car Manufacturing

The planning process of the production is closely linked to the product. Everything
starts with a company’s strategy and the product concept around six years before
the serial production of a car can start. Along this process, several quality gates
must be passed. After around 2.5 years, the quality gate “design freeze” has been
reached, where design and concept of the car are finished. Based on the product
data and design, the layout of the production line and specific machine tools will
be developed. From that point until the start of production (SOP), there are several
decisions to be made which may have impact on the sustainability performance. But
the question is how and where these decisions should be implemented in the most
feasible way without compromising the established production planning process.

In general, the planning process is a top-down approach and therefore targets
should be considered as early as possible to exert the greatest influence with limited
financial effort (Bellgran and Säfsten 2010). The production line of a car must be
capable of several derivatives (i.e. versions of a car model), heterogeneous processes
and meet the expected sales figures (VDI 2008). To achieve these needs, the plan-
ning is done with Digital Factory Planning software (e.g. from Dassault Systèmes
or Siemens). The planning process is usually divided into three phases which are
explained below, including a description of impacts which each phase has on the
three dimensions of sustainability:

1. Original Equipment Manufacturer (OEM) supplies a complete resource list, and
system integrator (SI) elaborates a functioning model of the production line
including investment costs
Impacts:

a. Economic: High, due to the predefined resource list and the layout of the
production line.

b. Environmental:Anumber ofmachinery and tools are defined that leads to—in
terms of the life cycle perspective—afixed amount of contributions to impacts
already from the beginning. Although the use-stage is still dominating (as
long as the carbon dioxide intensity of electricity is high), indirect effects
like occupied area and occupied volume have been already decided upon as
well and these are associated with additional contributions to impacts.

c. Social: Only small number of decisions, e.g. how many workers should be
considered in the different line.
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2. Subsequent product changes (like joining sequences) are integrated by the SI
and the model is adapted. The SI assures a full functional line in terms of annual
output and cycle time.
Impacts:

a. Economic: Although a lot of important decisions regarding the manufactura-
bility (e.g. detailed cycle times of each cell) or rather regarding the actual use
of the line are made here, only small changes compared to the fixed initial
costs from step one can be estimated. The expenses for direct energy con-
sumption in automated manufacturing are very low, compared to the invest-
ment costs.

b. Environmental: The environmental impacts are fairly high, because the use-
stage of the line will be defined. However, the direct energy consumption of
automation systems is roughly 50% of the overall consumption in a produc-
tion line; therefore, the impact is limited as well.

c. Social: Some impacts regarding noise and emissions have to be dealtwith, due
to the technology choice and design (e.g. gluing andwelding have completely
different emissions and noise levels).

3. New planning of the line with individual ideas. The provided machine operating
times and non-productive times from the OEM Standard must be complied with.
Anew resource list, layout and cycle time diagrammust be prepared incl. adjusted
investment costs.
Impact:

a. Economic: High, because the system integrator can supply a completely new
solution.

b. Environmental: Fairly high, the system integrator can design the line in the
most sustainable way regarding direct energy consumption. The machine
tools and so forth, still carrying a lot of impact, and the indirect consumption
like lighting and some parts of the ventilation depend on the infrastructure
of the factory.

c. Social: Fairly high, because emission levels and working environment can
be enhanced.

It can be concluded that the existing planning process is capable of three sus-
tainability assessments with small additional time effort under the condition that all
relevant information can be provided by the planning software. Additional benefit
would be that the planners could compare their ideas in all stages, implementing
improvements at the same time and use these results to create competitive edge.
Especially, the first planning phase where the main decisions are taken could bene-
fit from implementing sustainability performance data like life cycle inventory data
from EcoInvent® or thinkstep® (formerly known as PE-International).

The above-mentioneddecisions are only viable along the production line planning.
Other sustainability-related impacts are made additionally during the realization and
ramp-up phase. Especially, the social dimension is very important along the realiza-
tion phase, because the facilities are tested regarding compliance of certain thresholds
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Fig. 4.3 Illustration of principle influence on sustainability aspects (economic, environment and
social) exerted by the planners during the planning process of a production line for greenfield
projects (Rödger et al. 2016)

like dust, noise and fumes. Figure 4.3 illustrates and summarizes the influence of the
decisions on the three sustainability dimensions along thewhole production planning
process in a qualitative way.

The economic aspects are dealt with very early in the planning process compared
to the environmental aspects.Also the basic layout, the joining sequence and therefore
the number of robots have been designed early, which is represented by the increase
of impacts at the end of the production system concept phase. Along the detailed
planning, the direct energy consumption can be adjusted or even new concepts can
be presented (illustrated by the second steep increase at the end of the second phase).
The possibility to influence social aspects increases along the planning process, and
during the realization and ramp-up phase all measurements are implemented and
adjustments are made, illustrated by the steep increase.

It can be concluded that the first phase of the planning process is most important,
and within the first six months it seems possible to enhance the sustainability profile
of the production significantly. To support this, a method is needed, but no method-
ological framework exists so far which links the product emissions to the production.
Therefore, a new approach (Rödger et al. 2016) describes how to combine absolute
targets for the product and the allocation to the various production levels. These
sub-targets should be used and met by the production line developers.

4.5 Framework for Sustainability Assessment of Highly
Automated Production

Automated manufacturing is part of a complex system with many layers that ulti-
mately contributes to fulfilling a demand from the market for a given functionality.
This demand is satisfied by new products and therefore new production lines have to
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Fig. 4.4 Sustainability cone—framework of absolute goals for the functionality and allocation of
specific targets to different levels in manufacturing (Rödger et al. 2016)

be developed. To meet this demand in a sustainable way, the life cycle impact of the
product must be considered, specifications have to be passed, top down, frommarket
demand (functionality) down to the resulting product, the components, the produc-
tion system of these components, down to among others the automation solutions
used. This is illustrated in the cone-shapedmodel in Fig. 4.4 and leads to a framework
which combines absolute life cycle targets of products with the ones in production
and is able to define sub-targets for the whole production chain and therefore avoid
sub-optimization or problem shifting (Rödger et al. 2016).

Starting with the assumption that each of the levels will have its own life cycle and
thus individual environmental and financial targets. To get comparable results, the
system boundaries of the life cycle were adjusted slightly by including the research
and development (R&D) as well as the design stage. This means in particular that,
e.g., the price of a car includes the costs for R&Dbutmost environmental assessments
do not.

To understand the brief description above, a detailed real example of a car is given
below. The customer asks for a new car that is able to provide a reach of 200.000 km
over 10 years (the so-called Functional Unit in Life Cycle Assessment). The strategy
department besides others sets absolute environmental and financial targets for this
product and those are translated by the designers into base specifications of a car, e.g.
middle-class version and fuel consumption. These assumptions predetermine more
or less the shares of the manufacturing stage, use-stage and EoL stage in regard to
the strategy goals and have to be at least fulfilled or even exceeded.

In the early stage of product development, specifications are set to fulfil the Func-
tional Unit (FU) that actually influences the manufacturing system. Components of
the product are developed, and further detailed specifications will evolve for the
components and for how they will be manufactured in the production system (e.g.
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layout of the body-shop line). According to, e.g., Heil et al. (2014), the material
composition of the car body, the design, number of derivatives or even the location
affect the layout of the system, the technology and the tools to choose. All this leads
to specifications for the manufacturing technology, such as welding or cutting, and
those need different machine tools (e.g. robots).

To explain the approach itself, the global warming potential over 100 years will
be used as an exemplary impact category, but several other categories can be imple-
mented in this approach to avoid sub-optimization between them, based on a middle-
class carwhich emits 38.3 tCO2 over the entire life cycle (see third column inFig. 4.4)
and reflects the median of the available simplified LCA results (as-is situation, see
Sect. 4.3). If a successor has to be developed, the designer and developers have to
consider and comply with various prospective circumstances. Assuming that the car
manufacturing does not want to increase their total greenhouse gas emissions and
comply with new directives (to avoid fines), the manufacturing emissions have to be
reduced by 40% because of the increased number of sales until 2025 (in order tomiti-
gate rebound effects) and fuel consumption by 21% to comply, e.g., the EU-directive
333/2014. This leads to about 8.3 t of CO2 less along the life cycle compared to
the predecessor, whereas manufacturing has to contribute with about 2.7 tons (1.7
t in material and 1 t in production). Assuming the same share between material
and production intensity on the product level and similar energy intensity of the
production steps (25% for body-in-white), the new car body is allowed to emit 1.2
t in total including material, infrastructure and indirect energy consumption. The
body-in-white production line consists of three different lines, and it is assumed
to consume around 40% in the as-is situation as well as in the scenario (63.4 kg).
Including direct energy consumption for technologies and machine tools as well as
infrastructure, indirect energy consumption for ventilation, heating and media sup-
ply, the production line is consequently allowed to a specific amount per underbody.
The production system usually consists of three lines (e.g. Z1, Z2 and Z3), thus
each line can get its specific target based on the superior level. Based on several
widely used critical success factors, like number of joining equivalents, number of
processes, occupied area, number of machinery, vertical range and empirical values,
the targets can be determined and will be allocated. Assuming that Z2 and Z3 just
get refurbished, Z1 (FU�one underbody) would receive most of the budget (e.g.
31.1 kg CO2-eq). Those targets will be passed on to each subordinated level and
therefore sub-optimization can be avoided. They can be used as targets for suppliers,
e.g. as part of the tender. This approach can be applied in even more subordinated
levels, and the carbon dioxide emission allowances for each robot in a specific cell
can be determined (see Rödger et al. 2016).

To summarize, the above-mentioned amounts of carbon emissions always reflect
the total amount of the life cycle of each level including the levels below. These
specifications are determined always by the superior level and the levels beneath
have to report their life cycle emissions to show if they have fulfilled or even exceed
the targets. It can be concluded that by this approach the functionality and therefore
the life cycle emission of the product can be allocated to the sub-levels to fulfil
strategic targets of the product. To achieve this in a feasible way, these targets should
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be included in the already existing and well-established process of specifications for
the internal departments, which are involved in the production line planning process.
Additionally, the planning software must be enhanced with life cycle inventory data
to enable the planners and designers to develop the line in the most sustainable way.

4.6 Conclusions

The prosperity and the population are increasing steadily in the main Asian and
African countries, and therefore, more products are demanded and have to be pro-
duced. To limit the environmental impact, or at least to keep it at the same level,
the only lever to generate the required substantial reduction is the factor technology,
which directly relates to products and manufacturing.

There are several approaches available in the scientific world to assess sustainabil-
ity in manufacturing, but two crucial elements to reach holistic solutions are often
not covered—firstly, considering the life cycle of the product in strategic planning
and secondly, deriving product-related sub-targets for the production system which
contributes significantly to the environmental and financial targets.

Automated manufacturing will play a major role in maintaining or increasing
competiveness of the companies globally. This implies that the sales of industrial
robots will increase due to demand of capacity increase, improved productivity,
reduction of manpower, reduction of repetitive and hazardous work tasks and higher
product quality. However, this trend will also lead to some drawbacks like higher
initial costs and environmental impacts in manufacturing.

As a response, the decision-making has to be improved by using already existing
tools and software solutions and integrating specific targets for all levels in complex
production systems. In order to achieve this, digital factory planning software should
be enhancedwith LCA and cost data to support, in particular, the crucial first phase of
production line planning. In thisway, the sustainability performance of the production
line can be tracked and improved already from the early planning stages.

As a mean to set targets on each level of the product development process, the
sustainability cone is introduced as a new framework. By using this framework,
production line planners and others are able to break down life cycle emission targets
of a product to subordinated levels, incl. the manufacturing. To implement resulting
sub-targets in such amature industry, we suggest to integrate them in already existing
and used specifications sheets, which internal departments and external suppliers
have to comply with.

There are several challenges ahead to integrate this framework in the decision-
making process of such a mature industry. Firstly, the strategic department and prod-
uct developers have to adopt the life cycle thinking approach and should be keen
on integrating it into the planning procedure. Secondly, planning software must be
enhanced with life cycle inventory data to enable planners and designers on the
different levels to assess their ideas in a feasible way. Thirdly, the communication
between the levels (e.g. between system integrator and robot supplier) should be
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enhanced strongly. This might be the biggest challenge, because the subordinated
levels always have to reveal a lot of information about their products (e.g. mate-
rial compositions of what they supply). However, such a requirement can evolve
into providing a competitive edge for those suppliers who are willing to share their
information.

Applying this framework in several industries is planned in order to verify assump-
tions and the approach.
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Chapter 5
Piloting Comprehensive Industrial
Energy Efficiency Improvement
in a European Rolling Stock Factory

Nils Weinert, Rafael Fink, Christian Mose, Friedrich Lupp,
Florian Müller, Jan Fischer, Ingo Bernsdorf
and Alessandro Cannata

5.1 Introduction

Amajor share of the primary energy consumed globally has to be accounted to man-
ufacturing, as well as related emissions have to. Improvement of energy efficiency
in factories is therefore a key driver to support the achievement of the European
20/20/20 goals. Hence, industry has to rethink current approaches about design and
management of manufacturing systems to take a significant step towards energy-
efficient factories.

However, the task is challenging, since factories are complex systems made of
interacting elements such as people, production assets, material handling equipment,
building service equipment. A holistic approachwhich,moving away from local opti-
mization, considers the factory as a whole has been developed within the European
Research project EMC2-Factory.

To show the industrial applicability, the approach has been tested in a real case, a
European rolling stock factory. For this factory, several measures to improve energy
efficiency have been identified and were developed, of which the most relevant and
impactful are presented in this book section.

5.2 Approach Adopted

The EMC2-Factory project aims at developing new solutions for planning and oper-
ating eco-efficient factories, as well as using existing methods and tools combining
them in a more effective way. An integrated view has been adopted in the project
to prevent problem shifting due to the mentioned complex system interconnections,
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Fig. 5.1 Prioritization of Solution Elements in the solution finding process (based on Fischer et al.
2014)

e.g. from production to technical building services. This integrated view fully con-
siders all the components in a factory and their reciprocal influence on each other.
Solutions (both developed within EMC2-Factory and available externally) for this
variety of fields are very diverse and end up in a high number of alternatives that the
decision maker can choose from.Moreover, since factories are significantly different
for every specific case, this complicates the decision-making for energy efficiency
improvement in the individual industrial case.

Hence, a methodology for systematically and objectively prioritizing these possi-
ble improvement measures (here called “Solution Elements”) for concrete factories
is required that was developed within the scope of the project. This “Solution Finding
Methodology”, of which details were presented in (Fischer et al. 2014), allows the
structured and objective evaluation of all kinds of possible Solution Elements in a
widely automated way. In order to allow an easy applicability, it was implemented
in a prototype software tool.

The methodology is substructured in two phases (see Fig. 5.1):

• Phase 1: A (quick check) prioritization phase where the properties of the Solution
Elements arematchedwith the current demands and user preferences coming from
the current perspective of the factory and the step in the optimization process;

• Phase 2: A detailed prioritization phase where the Solution Elements are weighted
based on a multi-step selection process, using actual factory data as derived in an
extended value stream analysis (and then further analysed).

The separation in these two phases allows the exploitation of both, the quickly
evaluable but partially subjective characteristics of Solution Elements on the one
hand and the more detailed and objective evaluation based on factory data on the
other hand.

In order to allow the Solution Element’s evaluation by the described process
phases, they were formalized and stored in a machine-interpretable form. This stan-
dardized form was defined in the Solution Elements Standard Sheet, allowing the
description of the Solution Elements among a defined set of seven properties and
their possible property values as, e.g.:

• The type of Solution Element (e.g. technical solution, framework, process descrip-
tion, software tool);
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• The applicability during problem-solving steps (e.g. data gathering phase, analysis
phase, implementation phase);

• The type of goals that are targeted (e.g. energy efficiency, quality improvement,
cost efficiency);

• The applicability at a factory level (e.g. site level, building level, area level,machine
level)

• The maturity level (e.g. under research and development, in use in some areas,
widely used).

In the quick check phase of the solution finding process (SFP), these properties are
evaluated in a matching process, comparing the user’s preferences with the values of
the Solution Element’s properties. In order to account for the sometimes fuzzy rela-
tionship of Solution Elements towards some property, assignments can be specified
by numerical values, hence representing a fuzzy-like connection.

The second phase of the SFP makes use of the fact that Solution Elements have
different strengths of correlation with certain reoccurring areas of improvement in
factories (Step 5 in Phase 2 in Fig. 5.1)—here calledDesign Parameters. For example,
the Kanban methodology mainly targets the production control mechanism in a
factory while the use of light-emitting diodes (LEDs) mainly affects the lighting
technology that is used. The numerical correlation between Solution Elements and
the Design Parameters is described by a property in the Solution Elements Standard
Sheet, using Likert scales in order to translate a verbal strength of correlation into
an approximated numerical one. In total, 25 Design Parameters are used that were
previously derived (during the development of the methodology) in a systematic
selection process.

In order to make use of this correlation, in Step 4 the relevance of the Design
Parameters was weighted by a set of indicators that have a direct influence on the
financial expenses and the energetic consumption of a value stream. The weighting
is conducted by a matrix multiplication that maps these indicators (e.g. the process
time, the set-up time, the energetic idle load or the bound capital of a machine) to the
Design Parameters (Step 4). These indicators were previously derived via formula
from the total energetic and financial consumption of a value stream that were derived
in an extended value stream analysis EEVSA (Step 2 and Step 3).

This extended value stream analysis puts a special focus on financial and energetic
expenditures related to value streams. In addition, all levels of peripheral systems
in the actual factory buildings are considered as their consumptions are dependently
allocated to the individual processes of the value stream (according to Posselt et al.
2014).

The required data in order to conduct the extended value stream analysis were
collected in a structured process (during the first process step) and transferred in
a digital factory model, describing the physical elements of a factory that have a
relevant energetic or financial impact.

All steps of the described process are supported by the methodology developed
within the project (e.g. the generic class structure of the factory model, the allocation
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formula for the extended value stream analysis or the correlation matrix between
Design Parameters and consumption-related indicators).

5.3 Pilot Case Selected and Motivation

The selected pilot case is a Siemens AG rolling stock manufacturing site located
in Vienna. It produces rail vehicles of stainless steel or of aluminium for metros,
coaches and light rail. In the factory, several processes are performed, from machin-
ing and grinding to joining, coating and final assembly, in an area broader than 120
000m2.Before this research activity, the site already addressed the topic of energy and
resource efficiency with different projects on building renovation (insulation, venti-
lation systems, etc.), a new surface treatment centre and product design improvement
from life cycle perspective (e.g. lighter materials to consume less energy during the
use phase of the trains, use of recyclable material); however, the holistic perspective
adopted in this project was not yet part of the considerations.

In order to show the impact of the developed approach on energy efficiency, the
pilot has been focused on a single building of the site. In this building, the main
train components such as undercarriages, roofs and sides of a train car are manually
grinded and manually and/or automatically welded. Moreover, in the same building
two machining centres are available for pre- and post-welding processes.

The main processes are the following, described in a simplified way (different
products have different process chains):

• Milling (machining): It is carried out by two large machining centres. Machining
is in this case usually needed to prepare the large components for the welding
process.

• Welding: Large components are moved with cranes to the welding stations where
different automatic and/or manual welding processes (GMAW) are performed.

• Grinding: This operation is performed to deburr welding seams for quality issues.
• Milling: Depending on the product and part, the component may be needed to be
moved again to the machining centre (e.g. to prepare the next welding processes).

Some relevant features of the production environment in the selected building are
worth to highlight:

• There is a high mix of automatic machines and manual work.
• Material flow within the building is very complex and product-dependent.
• Components are difficult to be moved within the building; usually, two cranes
are simultaneously required to move long components. Hence, the availability of
cranes is sometimes an issue limiting proper material flow.

• Welding produces gases which go into the building. Sometimes, windows are
opened to dissolve welding gases into the open air.

• Workers can significantly influence energy consumption by controlling technical
building services (lighting and ventilation system) and by using production equip-
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ment (e.g. detection of leakages when using compressed air, rules for switching
equipment on/off).

With an area of ca. 5000 m2, the building was chosen for three reasons:

• Representative: It includes typical manufacturing processes of train production.
• Relevant: It shows complex material flow and interaction among processes.
• Challenging: It was recently improved from energy perspective such as air heat
exchangers, building insulation and air doors.Hence, further improvement requires
going beyond the state-of-the-art technologies and approaches.

5.4 Selection of Energy Efficiency Improving Measures

For the investigated building and the affected part of the metro car’s value stream,
the solution finding process was applied as described in the previous chapter. First,
the as-is analysis has been performed, gathering both energy- and production-related
information.

Based on one-time measurements, several shop floor visits and available produc-
tion data, the required information to set up the hierarchic factorymodel and to derive
the extended energy value stream could be acquired. The total energy consumption of
the building (visualized as Sankey diagram in Fig. 5.2) indicated high consumption
of peripheral hardware like lighting, heating and ventilation among others. It needs
to be highlighted that although ventilation and exhaust have been distributed pro-
portionally (space-/time-related) among grinding machining and welding in order to
represent the actual current situation in the building, the main cause for the need of
a ventilation system requirement is due to the welding process.

Using the results of the EEVSA, the solution finding process was performed with
several iteration loops. Each iteration loopwas definedwith different user preferences
according to themomentary step in the problem-solving process and the related focus
of application (e.g. analysis vs. solution phase, process vs. process chain perspective).
Figure 5.3 depicts the results of one exemplary iteration loop, targeting the analysis
and data gathering phase and the value stream process utilizing the biggest electrical
consumer.

After several iterations, the solution finder indicated the biggest potential for
energy management, production planning, alternative welding technologies and lay-
out.

5.4.1 Energy Transparency and Management System

One of the commonly adopted principles in engineering is that improvement has to
be founded on exact (more or less) data; thus, knowledge gained from transparency
is often seen as a prerequisite for improvement. Following this guideline, certain
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Fig. 5.2 Representation of energy Sankey diagram performed for the pilot case

Fig. 5.3 Results of exemplary iteration cycle of solution finder

relevant production entities have been energetically measured using one-time mea-
surements as a first step. The gained insights on energy consumption and distribution
were used as input for applying the solution finder (Weinert et al. 2013).

One-timemeasurements are sufficient for providing a basic knowledge on the con-
sumption in a steady application, but not in a dynamic environment like present in
production, where continuous monitoring and analysing are required to detect short-
ages. Beyond developing the transparency required, actual management of energy
consumptions becomes possible, leading to the decision to implement an energy
management system (EMS) for the investigated building in the given case. The sys-
tem consists of several measuring points for electrical energy and pressurized air and
was designed for easily integrating further measured variables like heating or water
supplies. As general for EMS Applications, an on-site display was implemented for
providing direct feedback to shop floor or maintenance personnel (see Fig. 5.4).
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Fig. 5.4 Exemplary visualizations of energy consumed at on-site display

Fig. 5.5 Energy management system—concept

Measured consumptions are automatically monitored in real time on an industrial
PC, generating signals for control measures likemachine standby opportunities or air
leakage detection. The overall system architecture (see Fig. 5.5) is designed for later
enhancements, e.g. automated interventions in those cases, or for being integrated
into an overall factory-wide energy management system as required, e.g. by ISO
50001, or even for future integration in smart grid environments.

5.4.2 Production Planning

Depending on the range and the complexity of the goods produced, production plan-
ning can be a difficult task. Presumably that is one of the reasons why most contri-
butions from scientific literature and scheduling principles applied in practice just
focus on single economic aspects like the adherence to delivery dates or the min-
imization of the make-span. Yet, production planning is a highly multi-objective
task, in general. If, for instance, production planning does not explicitly account for
potentials to improve energy efficiency, these potentials will probably not be tapped
in the production execution phase, either.

In the following, there are therefore provided some levers related to energy effi-
ciency that can be integrated into the production planning process:
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(1) A minimization of non-value-adding work (e.g. set-up and transportation activ-
ities) helps to avoid the wasting of time and energy. Additionally, it reduces the
logistic complexity of the production process.

(2) An appropriate choice of the utilized production machines and modes can help
to reduce the energy costs without harming other planning objectives (e.g. if
alternative machines are available or velocity can be regulated).

(3) A smart production organization (e.g. synchronization of individual shift sys-
tems) can help to reduce energy costs related to technical building services like
air conditioning, lighting, heating and exhaustion systems.

(4) Load balancing and the minimization of peak loads can contribute to signifi-
cantly lower energy costs if the peak load is charged and the production process
is very energy intensive.

(5) The anticipation of applied control strategies (which, e.g. determine if and when
machines are switched off during idle periods) can lead to a smoother course of
production and therefore contributes to improve the energy efficiency.

Based on the circumstances that we found at the industrial pilot case, a multi-
criteria production planning software tool was developed and implemented within
the EMC2-Factory project that addresses levers (1)–(3) besides the original economic
objective.Hence, by using our software, production planners can now simultaneously
optimize the production process with respect to different KPIs like the adherence to
delivery dates, the needed transportation and set-up effort or the overall energy con-
sumption. Trade-offs between these KPIs can be quantified by calculating and eval-
uating not just one single solution but a set of alternative non-dominated schedules.
The algorithmic approach relies on the framework for multi-start priority rule-based
schedule construction heuristics that we introduced in (Fink 2013). Therefore, in
Fig. 5.6, we only summarize how we transferred that framework into the algorithm
that we implemented in the software.

Levers (1) and (2) are directly addressed via the stochastic multi-criteria prior-
ity rules that determine the planning sequence of the orders and the choice of the
machines and modes. Lever (3) can be integrated by simulating different shift sce-
narios independently from each other.

5.4.3 Evaluation of Process Energy

In a factory, the total energy consumption is significantly higher than the actual energy
required for the main, value-adding manufacturing steps of a product. Besides, a
complete process chain includes several pre- and post-processes consuming energy
themselves, e.g. milling the edge of a work piece as preparation for a joining process.
Furthermore, a large variety of secondary energy consumers is required, including
maintenance and transport operations and technical building services (TBS).

All of those pre-, post- and secondary processes can be understood as additional
energy consumers for enabling the actual value-adding manufacturing steps. Con-
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Fig. 5.6 Algorithmic concept of the production planning tool for the pilot case

sequently, in the design of a process chain it is not sufficient to focus on the main
steps, but rather to investigate energetic demands holistically to achieve an overall
optimum.

For doing so, process designers need the option to compare alternative process
chains by providing an indicator, including the energy demand of all relevant pri-
mary and secondary consumers. This key element has been developed as a process-
dependent normative energy indicator. Focusing on welding processes as the preva-
lent manufacturing process in the railcar industry, the specific energy demand per
welded length is used. The indicator was defined as the accumulated energy over all
considered process states of the manufacturing equipment and the whole production
sequence, divided by the total length of weld created in that time resulting in the
units [kWh/m] (Mose and Weinert 2013, 2015). Dominant factors influencing the
indicator are found within the areas of:

• A particular process technology (e.g. GMAW or FSW);
• Particular process parameters for the observed work piece;
• Auxiliary systems implemented in the observed manufacturing equipment;
• Amount of non-productive time and associated energy demand on the equipment;
• Organizational influence by equipment’s productive and non-productive time ratio;
• Organizational influence through the load of the equipment.

The approach introduced was applied in the Siemens plant to investigate alterna-
tive welding processes. Essential results are that major welding processes, like gas
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Fig. 5.7 Comparison of the differences in process chains for GMAW and FSW as core processes

metal arc welding and friction stir welding, have an energy demand within the same
magnitude regarding the core processes. In contrast, energy demand differs signifi-
cantly for secondary consumptions—mainly caused by different needs for exhaust
systems—emphasizing the need to explicitly consider these in process chain design.
However, a short-term change of process chains for existing products is difficult to
realize due to the reasons like approved designs and processes, but will be considered
for future product generations.

Different joining technologies, GMAW and FSW, were compared for similar
joints. The particular energy demands are split into certain shares of demand accord-
ing to different machine states. Technical building service (TBS) demands and addi-
tion processes were added as required to result in the similar outcome. All shares are
considered as energy demands per welded length. The overall energetic balance of
the process chains shows the result depicted in Fig. 5.7, with the main differences
regarding energy demand being:

• Energy demand for the core process reduced to half (“FSW—Operation”).
• Ventilation system is not required for FSW in difference to the GMAW process
(no critical emissions).

• Massive reduction in heating demand for FSW being caused by not requiring
the ventilation system compared to GMAW case (heat is not removed from the
building through the ventilation system, and less fresh air has to be heated up for
cold outside conditions).

• FSW process requires a higher surface quality than the GMAWprocess; therefore,
an additional milling process is required as a joint preparation is necessary.

These single energy savings do addup to a 50%advantage for theFSWtechnology.
As the surface requirements at the component’s edges are higher for FSW, a share of
this advantage is compensated by an additional milling process that is required as a
preparational step for the FSW. Adding a process to the process chain in this case has
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a relatively small disadvantage compared to many other cases. The reason for this is
that the equipment used for FSW is basically a retrofittedmillingmachine. Therefore,
the milling process can be realized without additional handling and transportation
of the work pieces, which would cause the major share of additional processing
times and costs. Also, additional non-productive times can be kept very small. Of
course, the additional tool for milling is required and the clamping fixture needs to
be designed to support these two processes that are being realized on the machine
just after each other. What was accomplished from the analysis done for this case
was that considering the appropriate system borders is extremely important for any
kind of analysis, even more when energy plays a major role. Of course, it is possible
to optimize single manufacturing processes from an energetic prospective, but the
major impacts that were discovered within this research showed that starting with
a wider scope brought the main advantage. On the one hand, the indirect demands
of energy and non-productive times both were identified to cause the major share of
energy demand. On the other hand, it turned out that the consideration of the overall
process chain is important. Calculating the same case with doing the milling on a
different machine could add so much non-productive times and additional standby
demand for milling machines to the calculation that there might not be an energetic
advantage left.

5.4.4 Process Energy from the Plant Perspective

5.4.4.1 Plant Dilemma

Enhancing the approach further, it has to be considered that optimizing the manufac-
turing phase of an existing and of a new product cannot be investigated in an isolated
manner. It has to consider the context of a manufacturing plant, where typically
several products or product variants are manufactured, and therefore manufacturing
phases meet. Focusing on the manufacturing phase, Fig. 5.8 displays process chains
of three products with their processes of that particular phase lined up horizontally.
Each workstation within a chain covers certain process steps. These can be under-
stood as the implementation of particular manufacturing technologies, which are
required at a certain point within one or more process chains for manufacturing. A
plant then typically covers a certain segment of process chains, usually including
several workstations. Process steps not covered by the plant can be understood as
either outsourced processes, respectively, purchased services or components.

The economic optimization nowadays has led to a production planning behaviour
of highly loading manufacturing stations with the purpose of lowering the manufac-
turing costs for optimization. Therefore, on manufacturing equipment it is common
practice to use the equipment for processing a product mix to achieve the maximum
equipment utilization. Changing process technologies in most cases requires equip-
ment to be replaced. Introducing the replacement as a modification for one solely
product—like it could be suggested as the first step and outcome of the comparison
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Fig. 5.8 Plant perspective on products’ process chains and manufacturing station

of welding technologies—will have an economical impact not only on the modified
production process but also on the factory’s remaining product mix. This is caused
by increased capacities which lead to a lower utilization of the workstations, and
by required investments for new process technology. These effects result in higher
manufacturing costs and make ecological-induced process adaptations both expen-
sive and risky. Investing in environmental benign technologies therefore becomes
economical malicious in multiple way and can be seen as a dilemma.

5.4.4.2 Sustainability Technology Roadmap

Although designing more energy-efficient process chains is possible by using the
presented methodology, a great challenge is the implementation when facing today’s
predominantly economically driven decision-making in production planning. Sin-
gle measures for raising the production sustainability or lowering a factory’s CO2

footprint in most cases are still economically disadvantageous. Today’s predominant
investment time frames are hard to be combined with CO2 reductions requiring long
amortization times. Targeted payoff periods which are derived from the pressure for
rationalization do not leave much space for investing in sustainability improvements
at the same time.

However, environmental performance of products and deriving from there to com-
panies and factories increases in society’s perception. With a growing demand for
more transparency on the one hand, and environmentally consciousness on the other
hand, sustainability becomes a competitive advantage. It is evident that in the long
term sustainable production will become a necessity but also a matter of course for
manufacturing companies.

As many of the identified more sustainable solutions are already economical
bearable—just not in short term—it is necessary to find a way for harmonizing eco-
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nomical and ecological objectives. The required harmonization, as started in product
development for the use phase (see “Eco CareMatrix” in Rohrmus et al. 2011), has to
be started on factory level, based on the design and selection of process chains. As a
tool for the systematic development of one’s current manufacturing competences and
technologies towards sustainable production, alternative process chains of different
products have to be implemented stepwise, following a sustainability technology
roadmap. When defining this roadmap, innovation and investment cycles have to be
considered.

Following a roadmap-based approach fosters an adjusted planning of investment
and innovation cycles. Investments for new technologies have to be adjusted with
times of technology readiness in a meaningful way, what in an individual case
could mean to adapt an existing process chain later than reasonable from an energy
consumption perspective. To smoothen the transition towards a more energy- and
resource-efficient production on the other hand, combined investments for produc-
tion technology need to be considered.

A practical example for this idea is investing in a milling centre for modernization
and extension of capacities of manufacturing processes, which contains an optional
extension for friction stir welding (FSW), as compared to milling congener joining
technology. The milling centre will be used for a period comparably long to the
average production period of a product, and thus the existence of a particular process
chain. In this example, the FSW ability will cause a higher invest at the time of
purchase, although the process is not being implemented at that time. However, by
providing the FSW option, this energy-efficient technology can be implemented for
joining purposes later (following the sustainability roadmap for manufacturing) and
then—when being implemented—with a significantly lower invest as if purchasing
a FSW single-purpose machine at that point in time. Overall, this example illustrates
the strategy for a smoothened transition from the current to a future technology and
competence state of a factory, respectively company.

5.4.5 Extension Towards Factory Planning

Approaches in the field of factory planning differ in their adaptability to cases and
the related degree of standardization. As demonstrated before based on factory opti-
mization measures, challenges for green factories—factories both, environmental
conscious and economically sound—cannot be addressed by solely adding environ-
mental aspects to existing planning approaches, because interactions between factory
elements are weakly addressed there. Moreover, every factory has its own drivers for
energy consumption (e.g. production processes). This requires a planning which is
unique for every factory planned and allows addressing its specific energy drivers.

The environmental performance is under constant cause-effect relations (between
internal elements, external elements and Green Factory elements, see Fig. 5.9). Thus,
green performance has to be integrated into a comprehensive concept rather than
being an add-on to established approaches. Factory elements cannot be separated
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Fig. 5.9 Interconnected elements and factors for the planning of green factories (Müller 2015)

from each other; they compose the system factory and need to be specified as com-
ponents that represent a high green performance. Internal (e.g. awareness or commu-
nication) and external factors (e.g. climate, skills or society) interact continuously
with factory elements and green elements. For an optimal performance of the inte-
grated factory, those interconnections have to be addressed.

The factory elements are defined as follows (Müller 2015):

• Organization: The organization sets the strategic and operation boundaries,
requirements and structure for resource.

• Production Processes and Technologies: Several technologies that are used to fulfil
a process function (e.g. GMAW or FSW for joining).

• Machines and Equipment: Equipment executes the production process or supports
their execution (first periphery) which consumes energy.

• Supply and Disposal infrastructure: It connects all factory elements with each
other to transport resources to the place where they are needed.

• Production System Layout: The whole value creation process takes place and
is determined through material flow and storage. The production system is effi-
ciently organized in terms of surface, and it serves as the area where production
environment conditions interact with the equipment.

• Production Control: The way and infrastructure to process information and to
intervene in a regulatory capacity in the production process predefines the load
profile.

• Building—HVAC and Shell: Functions that ensure a regulated production envi-
ronment and that separate production from the surrounding natural environmental
influences.

An overall factory planning concept was developed that consists of five items
(see Fig. 5.10): it is made of a philosophy to deduct the Green Factory vision (1) and
align it with the strategic constituent parts towards green, the setting of targets and
prioritizationwithKPIs (2) and aprocedure (3) tomanage the planningwhich consists
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Fig. 5.10 Conceptual framework of Green Factory Planning (Müller 2015)

of an integrated evaluation and decision-making (4) to assess the specifications from
planning modules (5). The coherence of items is considered in the concept of Green
Factory Planning.

Overall, the factory element “production system layout” is of special interest for
an energy-efficient design of buildings. A production system is the surface orga-
nization and the area where production environment conditions (e.g. illumination,
temperature) interact with the equipment. While general planning guidelines like
minimal floor load zones are state of the art in planning, the planning of elements
like layout, TBS and disposal infrastructure across interfaces proofs to enforce com-
munication, collaboration and a faster decision-making. Additionalmultidisciplinary
experts provide knowledge and analytical methods together if the planning activity
is properly designed.

For the pilot case, Green Factory Planning was tested by application of the plan-
ningmodule green layout planning.As a supportingmethod, aworkshop-based green
layout planning was developed to position machines and equipment with environ-
mental aspects in mind (for details see Müller et al. 2013). Concerning the pilot case,
three alternative layouts were developed that can be beneficial:

• Separation of welding and machining: Welding and machining of metal parts
require filtering and exhaust ventilation of a different kind. If welding andmachin-
ing operations would be locally separated smaller and better, designed TBS for one
specific function could be used. A local decentralized exhaust system would be
another option to avoid a central TBS system completely, but security and process
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barriers caused by electrical conductibility of carbodies make this an unrealistic
option.

• Isolated preheating zone for carbody: Because of quality reasons, the carbody
needs to have a certain temperature to be processed, so a preheating time up to
24 h can be necessary in the facility. Therefore, additional heat will be supplied
through the radiators. Preheating next to surface treatment to use waste heat from
there would make the heating system consume less energy and reuse otherwise
wasted thermal sources.

• Discrete milling area: Despite local chip disposal, coolant system and workplace
lighting, the twomilling centres are onboth outsides of the buildingwithmachining
and welding operations. If the milling would be separated, there would be no
exhaust and TBS system required. As a consequence, the volume that needs to be
serviced by the TBS system is 33% overdimensioned. Additional transport way
and handling effort have to be considered for the production planning.

Since cost for a building and TBS change is disproportionately high, the implica-
tions have to be considered in the future building (re-)planning of the site. Neverthe-
less, they are general principles whose implications from environmental side can be
easily identified in the layer evaluation approach (for details see Müller et al. 2013)
for assessment.

Overall, the pilot case highlighted several insights to be considered for the appli-
cation of Green Factory Planning in an industrial environment; for details, seeMüller
(2015):

• This work was based on the assumption that a more collaborative and communica-
tive planning would be able to provide better performance of a developed factory.
As demonstrated, the consideration of the complete system composed of produc-
tion machines, processes, TBS and building shell enables better decision-making
in reality. For example, the selection of production equipment solely on the energy
intensity of the welding process would have had little impact, especially in com-
parison with addressing the substitution of welding technologies to avoid fumes
at all.

• A further novelty of developed factory planning is the procedural description
of planning modules like green layout planning, which guide experts towards
considering green aspects in planning.

• Each case for environmental methods has unique features and characteristics. It
is sufficient to apply a case-specific procedure that has methodical support for
prioritization, because the created green factories have a better green performance
than standard approaches. In the regarded pilot case, TCO and GHG emissions
do not vary substantially if the additional building walls for spatial separation of
welding and machining are not considered.

• The factory element production system layout does not cause energy consumption
on its own, but it is a very intuitive and figurative base for factory planning. The
layout has an integrative character since several technical elements interact on its
base. Thus, planning can be improved with appropriate methods and tools, such
as the layer visualization, if the layout is targeted.



5 Piloting Comprehensive Industrial Energy Efficiency Improvement … 101

5.5 Conclusions

The proposed approach started from creating transparency with an energy man-
agement system and covered different areas normally assessed only for production-
relatedperformance (productionplanning, substitutionof processes and layout recon-
figuration). The solutions highlighted from the approach are highly interdisciplinary,
and they address the challenge of energy efficiency from different perspectives.

Some main remarks emerged from testing the approach:

1. Transparency is always the key starting point to initiate any energy efficiency
program. Although energy is being monitored at factory level, more fine-grained
data gathering is required in order to identify measures.

2. Energy efficiency should always be addressed comprehensively and considering
case-specific features of a factory. To fully address energy efficiency, the complete
system made of production machines, processes, TBS and building shell has to
be analysed, thoroughly considering the interaction of all main components.
For example, local optimization, such as the improvement of the direct energy
requirement for welding process, can lead to little impact in comparison with
addressing the reduction of the energy consumed by auxiliary systems for fume
exhaust or by substituting process technologies to avoid fumes at all.

3. Although countless measures for energy efficiency improvement are available,
each case has specific features and issues that can be almost unique. An approach
that helps to structure the problem and focus on the most impactful measures is a
promising approach to extend and facilitate decision-making when implement-
ing energy efficiency measures in the industrial domain, either during factory
planning or operation.

4. Financial return on investments on energy saving projects is still a transversal
barrier. If on the one side economical impact is increased by more effective
technologies and volatile energy prices, on the other side the effort in developing
suitable solutions to finance energy saving projects should be continued.
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Chapter 6
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Abstract Because of nowadays complex and highly automated industrial produc-
tion lines, every stoppage involves the danger of a massive economic harm. That’s
why companies use already various production, quality and maintenance methods
to reduce—or at least to handle—unforeseen stoppages. This paper presents a novel
approach to improve the reliability of production fields by supporting predictive
maintenance under the combination of systems from energy and maintenance man-
agement. Wireless sensor networks and mobile devices are integrated into a cyber-
physical system to gain real-time transparency of energy demands within production
environments. Being aware of challenges introducing cyber-physical systems into the
brownfield, the proposed solution considers needs of data standardisations, IT secu-
rity, staff participation, big data handling, long-term technical risk and cost-benefit
estimations. The developed methods are considered by user-oriented design princi-
ples to deliver role-specific information. Therefore, the derivation of these informa-
tional requirements is based on production unique job activities. Allocating time and
component-based energy demands whilst taking machine and environmental con-
ditions into account enables a basis of comparison and a continuous improvement
process of energy efficiency and maintenance. These demands are fulfilled by the
methods of a continuous energy value stream mapping, an energy efficiency tracker
and an integrating energy and maintenance monitoring. This proposed approach is
based on the ESIMA project funded by the German Federal Ministry of Education
and Research. The project aims for “Optimised resource efficiency in production
through energy autarkic sensors and interaction with mobile users”.
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6.1 Introduction

Apart from the enhancement of conventional production-related objectives like cycle
time and quality, the improvement of the efficient use of energy is becoming one of
the most relevant industrial developments. This is mainly driven by the European
ambitions to reduce energy demand as well as carbon dioxide emissions by 20%
compared to 1990 until 2020 (European Commission 2018). With a share of around
30% of Germany’s energy demand, the industry (Umweltbundesamt 2018) is forced
to contribute by improving their own energy utilisation. In addition to legal require-
ments the rising energy demand, rising energy prices and sophisticated environmental
requirements of the consumer enforce the enterprises to develop.

One leading movement in factories is the increasing digitalisation and intercon-
nection betweenmachines, which allow a higher transparency, performance and flex-
ibility of production processes. This progress is initiated as a part of the high-tech
strategy proclaimed by the German federal government in 2011 (Bundesministerium
für Bildung und Forschung 2018). The vision of the fourth industrial “revolution” is
essentially impelled by the technological concepts of cyber-physical systems and the
Internet of things (Hermann et al. 2015). The consolidation of both is supposed to
enable real-time communication between human–machine and machine–machine.

Expecting to benefit from the assumed potentials, new fields of research are
coined, for example in order to identify synergies between energy management and
predictive maintenance. The subsequent approach combines the aspects of machine
condition and energy monitoring under consideration of a minimally invasive inte-
gration into the brownfield.

Thereby, this paper describes efforts to design anddevelop software-assistedmeth-
ods for the analysis and visualisation of energy and machine data. A particular focus
is being placed on an approach for predictivemaintenance and also in order to provide
an energy monitoring and management system. Concrete ambitions are for example:

• To support a continuous improvement process, a certain concept for evaluating
measures of improving energy efficiency and to support maintenance activities
was developed.

• By visualising and overlaying the machine data and the energy demand, a higher
transparency is provided concerning the correlation between the operating modes
and the energy demand.

• By energy value stream mapping, productive and unproductive rates of produced
components can be revealed.

However, due to their high variety of action, the sense of responsibility and the
individual reaction ability, humans in the production environment will continue to be
the master control instance of the system within the cyber-physical casual network
(Bauernhansl et al. 2014a, b). As shown in Fig. 6.1, the human (employee) is centred
between the physical and the virtual components. System behaviour of the physical
components becomes more transparent and replicable for the employee by the com-
pound and information exchange of software elements within the cyber (virtual and
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Fig. 6.1 Cyber-physical system casual network (Gorecky and Loskyll 2014)

digital components) and physical components. Gorecky et al. describe that either
direct interaction takes place between the employee and the physical component
or indirect manipulation of the physical components takes place across the virtual,
digital component (Gorecky and Loskyll 2014).

Thus, the software-based visualisation and interaction of the developed meth-
ods were compiled with regard to human centred designed principles (DIN EN ISO
9241-210 2011). Therefore, the users of these approaches were placed at the centre
of the development process to reach a high usability (Chamberlain et al. 2006). Pro-
duction workers, energy managers, maintainers, team leaders, operating engineers
andmanagers have been identified as beneficiaries of the above-mentioned solutions,
since they will be enabled to assess energy efficiency measurements and to facilitate
condition-based maintenance strategies.

6.2 Challenges by Introducing CPS into Brownfield

Apart from these potentials, enterprises are facing various obstacles, regarding
Fig. 6.2, when introducing cyber-physical systems into brownfield environments.
The following listing gives an overview of challenges that are arising while creat-
ing an increasing interoperability of different systems by merging production and
information technologies (DFKI 2014):

• Lack of standardisation of data and interfaces
In addition to the known difficulties, such as underdeveloped standards for data
interfaces and communication protocols, a practical realisation rises to following
challenges: on the one hand, for the implementation of interfaces in consisting
systems, experts with knowledge of often outdated programming languages are
needed. On the other hand, bureaucratic obstacles have to be overcome in order
to gain access to a running and established system. The inability in mastering
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Fig. 6.2 Challenges for
cyber-physical systems
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the system complexity as well as the common stable opinion of “never change a
running system” substantially impedes progress.

• Assuring IT security
The development of cyber-security and data protection is of particular importance
for the industry (Ziesemer 2015). Especially, frequently arising issues concerning
topics like the Internet of things and cloud computing cause distrust towards IT
applications.
Due to the increasing interconnectedness of systems, the production and business
IT have to face higher requirements for security technologies, such as anti-virus
protection, firewalls, virtual private networks and user authentication (Fallenbeck
and Eckert 2014). According to Fallenbeck and Eckert, security gaps pose tremen-
dous risks even potentially for the physical world, e.g. real physical harm can
originate from hacked production equipment. High standards and real-time con-
ditions of industrial systems need to be fulfilled here. In order to obviate or at
least reduce these risks, it is necessary to implement innovative security solutions,
which is particularly difficult in brownfields, as they were once designed for a
long-term use (>20 years) and in no case dimensioned for the safety aspects of
today (Ganschar et al. 2013). Especially, the implementation of cryptographically
protected network interfaces and a comprehensive authorisation management is
affected, because user authentication, encryption and decryption of data need to
be done in a minimum of time (Fallenbeck and Eckert 2014).

• Enabling and convincing employees
On the one hand, introducing new technologies causes insecurity due to a lack of
knowledge and overextension of some employees. On the other hand, it leads to
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distrust and resistance of employees, who consider their knowledge of their per-
sonal property and assume their jobs being endangered by an increasing automa-
tion. While a lack of knowledge can be addressed by qualification and training
measures, a lack of acceptance is very difficult to overcome. The technological
development from an exclusive data preparation to a self-organising and decision-
making system is often construed as an ethically critical development in which the
employee, the former controller of the system, becomes a system-controlled pro-
duction good. In order to avoid or at least slow down this process, some employees
eschew to feed in their knowledge into the system.

• Difficulties in preparing for technical long-term risks
Due to insufficient possibilities of technical testing, a risk estimation of industry
4.0 technologies is yet rather challenging, especially in the long term. Therefore,
the constant availability of infrastructure and system components (e.g. WLAN by
the use of new wireless communication technologies; keyword: denial of service)
as well as the compatibility with existing highly diverse components and systems
within brownfields cannot be assured adequately.

• Reliable and convincing cost-benefit analysis
At present, cost-benefit analysis of industry 4.0 technologies either cannot bemade
adequately due to a lack of experience or cause caution because of an insufficient
calculated profitability. In particular, concerning energy costs, high investments
often do not simultaneously imply high savings. Especially for companies that are
mainly driven by short-term goals, the payback period of energy-saving models is
too long.

• Organisational obstacles
From an organizational point of view, a lack of responsibilities and inadequate
management support are the main barriers for the adoption of industry 4.0. The
cross-department cooperation is indispensable for a successful implementation of
complex systems and applications with widespread information demands.

• Ensuring occupational safety and health protection
At times, implementing new technologies could affect occupational safety and
health protection notelessly. For instance, the long-term effects of using data eye-
glasses are yet not investigated adequately. Conceivably, they could distract the
employee or even cause fear of surveillance, which could possibly endanger their
safety and health.

• Big Data handling
Filtering and aggregation of a various big data volume for a comprehensive, close
to real-time and reliable use (Tole 2013) are a relevant challenge of industry 4.0.
Nevertheless, large companies already reached a high level of data acquisition in
comparison to small and medium-sized enterprises, which has been proven by
established systems like monitoring and management of power screwdriver data,
pick to light and laser-based commissioning.
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6.3 Concept Development

Based on the rapid developments in Information and Communication Technol-
ogy (ICT), new opportunities open up, as well in manufacturing environments.
Cyber-physical systems (CPSs) offer direct interaction possibilities between virtual
software-based systems (“cyber-world”) and physical objects (“physical world”),
e.g. manufacturing equipment. Interaction between different components of a CPS
is provided due to wired or wireless communication networks. In conjunction with
an energy management system, assistance to achieve energy objectives and policies
by interrelated or interacting elements is provided. Bymonitoring of energy demands
and key performance indicators (KPIs), organisations are able to save resources and
to obtain a financial benefit (Posselt et al. 2014). By incorporating process and PLC
data an integrated maintenance management system supports advanced scheduling
activities and reduces machine failures.

Figure 6.3 shows a framework of cyber-physical (production) systems with the
four subsystems (I–IV), their single elements and the necessary interfaces (a–h).
Information transfer between the physical and the cyber-world is donewithin a closed
control loop including different means for data acquisition and storage, appropriate
models and decision support or even automated control schemes. Data acquisition on
physical level could be realised by energy self-sufficient sensor nodes placed beside
or in a machine’s electric cabinet and additionally in the environment to monitor
production conditions. To reduce costs and expenses for wiring, data acquisition on
field level could take place with energy-autonomous sensor nodes and wireless data
transfer (Neef et al. 2017).

The human stays in the centre of attention, as the operational instance in the
real world and the beneficiary of the provided methods and tools provided by the

Fig. 6.3 Functional diagram of a physical production system and mapping into a virtual environ-
ment (Thiede 2018)
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cyber-layer. Hence, within a factory environment, different user roles have to be dis-
tinguished since they incorporate different tasks, responsibilities and qualifications.
Thus, in context of the envisioned integrated energy and maintenance management,
they need to be addressed through different means. Those roles are derived and
described in the following section.

6.4 User Roles and Derivation of Information
Requirements

Production-related roles can be found in almost every largemanufacturing enterprise.
In general, these user roles differ in the amount of strategic and operative tasks they
have to fulfil. While management positions also have strategic tasks, executive roles
mostly fulfil operative tasks. Staff responsibilities and the authority to make strategic
decisions are themain characteristics formanagement positions. The energymanager
as a staff position gives support for strategic decisions along all hierarchy levels while
also executing management decisions concerning energy efficiency.

The higher a role is classified within the hierarchy, the higher is the amount of
his strategic tasks and the more aggregated the information need to be for him. Vice
versa, the more operative the daily work, the higher is the employee’s demand for
detailed information concerning his specific tasks.

Therefore, the information demandof a specific role depends on their positions and
activities. Some identified professional activities of these user roles and the derived
informational requirements of an integrated energy monitoring and maintenance
approach are shown in the following tables. Table 6.1 displays some main activities
and informational requirements ofmanagement positions. In order to plan operational
and strategic measures under consideration of their personal and financial resources,
these leadership members need aggregate information and figures on the current
situation and expected developments with regard to energy and maintenance issues.
Meanwhile, the CEO and managers focus on corporate objectives; team leaders
and foreman are measured on achievements of specific production domains. All of
these management members can delegate tasks to their subordinated employees, e.g.
operators.

Table 6.2 have their high operative activities and mostly immediate influence on
production in common. The operating engineer has a more future oriented planning
focus in comparison to the maintenance employee and the machine operator, which
both have a more day-to-day driven business.



110 B. Neef et al.

Table 6.1 Management positions, activities and informational requirements

Activities Informational requirements

CEO • Defining corporate goals for energy
and maintenance issues

• Corporate energy demand and CO2
emissions

Manager • Planning and decision-making of
strategic targets in consideration of
corporate goals

• Providing production forecasts
• Initiating and executing change
processes

• Aggregated key figures (energy
demand development, maintenance
activities) of specific department

• Graphical preparation of trends

Team leader • Fulfilling operative targets
• Developing, coordinating and
implementing of maintenance
concepts

• Qualify and promote his employees
for maintenance and energy issues

• Aggregated key figures
• Energy value stream of assembly
lines

• Environmental conditions
(illumination, temperature, etc.)

Foreman • Coordinate repair orders and
employees

• Define measurements of
manufacturing, assembly and
maintenance plans

• Adhere deadlines of maintenance
• Problem analysis and forward of
recommendations for process
improvements

• Evaluate maintenance measures

• Assembly line energy demand
Energy value stream of assembly line
• Individual KPI for energy efficiency
and maintenance-based failure safety

Table 6.3 exemplifies the abundance of the activities of an energy manager. As an
expert for energy efficiency, his informational demand focuses on energy issues.

6.5 Introducing Methods and Tools

Figure 6.4 depicts the identified user roles with the derived specific informational
requirements. Depending on the hierarchical position of a user role, varying demands
concerning the granularity of information must be considered. Consequently, user
role depending aggregation of data and information is requested and provided by
customisable key figures and meaningful charts. The user-specific informational
requirements are drawn on methods and tools that will be presented in the further
sections. An essential enabler to apply the derived methods and tools is the aspiration
to allocate reproducible time and component-based energy demands (compressed air
and electricity) during processing while taking machine and environmental condi-
tions (e.g. temperature, humidity, luminous flux, carbon dioxide and airflow) into
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Table 6.2 Executive positions, activities and informational requirements

Activities Informational requirements

Operating engineer • Achieve manufacturing and
maintenance targets under
strategic guidelines

• Analyse and identify effects of
assembly lines and possible
weaknesses

• Realise optimisation measures
• Create service specification for
utilities and machines

• Energy value stream of
assembly lines and machines

• State surveys of machines and
assembly lines

• Flexible demand measurements
and documentation

Maintenance employee • Ensure machine uptime
• Maintenance (shutdown,
inspection, servicing, repair,
optimisation,
recommissioning)

• Supervise condition monitoring
and maintenance management
system

• Analyse and remedy error and
weak points

• Optimise utilities and machines
Document and track performed
measures

• Graphics of assembly lines and
machines structures

• Customisable key figures and
trends

• Measurement data overview
• Sensor infrastructures
• Machine state-based energy
demand (also after
maintenance activities)

• Machine control data

Machine operator • Analyse work pieces and
machine faults

• Remedy by low complexity and
ordering maintenance by
serious faults/failures/errors

• Partially preventive
maintenance and repairing

• Documenting of faults and
failures

• Machine and energy states

account. The presentation of method and tool-based computational outcomes can be
provided on mobile devices, e.g. a tablet pc or smart phone.

6.5.1 Allocation of Specific Energy Demand as an Enabler

Energy demand of a machine tool is highly dynamic and depends on the interaction
of different machine components which results in distinctive machine states. Assign-
ment of energy demand to components or an allocation to the originator is highly
dependent on clear and meaningful data sets, particularly to assign energy or auxil-
iary demand to products. The United States Environmental Protection Agency (US
EPA) firstly introduced the allocation of energy use to products as an extension to
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Table 6.3 Energy manager, activities and informational requirements

Activities Informational requirements

• Achieve corporate energy objectives by
energy efficiency optimisation and CO2
reduction measures

• Supervise energy monitoring and
management system

• Review current state energy situation
• Identify and analyse energetic wastage and
derive optimisation measurements

• Consult management for planning and
realisation of energy objectives

• Develop and implement an optimal resource
usage

• Accomplish economic feasibility studies of
machines and processes

• Evaluate possible invests in energy
optimisation

• Benchmark machines and processes

• Key figures and trends
• State-based demand of machines and
assembly lines

• Energy demand and CO2 emissions
of departments and whole company
• Track of energy efficiency measures and
energy optimisation process

The informational requirements of these user roles need to be fulfilled by the methods and tools
presented in the following sections

Fig. 6.4 Linkage of user roles, informational requirements and methods and tools to achieve
requested requirements

the existing value stream mapping methodology. By adding energy aspects to value
stream mapping, energy costs can be reduced and the productivity can be improved
(US EPA 2011).
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Fig. 6.5 Schematic allocation of electricity demand for identical products

As stated above, production processes in general require different energy carriers
and auxiliary supplies to create value. The demand and type of media to operate
the production process vary over time. The production cycle can be principally dis-
tinguished into value-adding and non-value-adding times (Erlach and Westkämper
2009). If the supply of the production process is not disconnected, there is typically
a certain amount of energy and periphery media needed to keep the process in ready
for operation state. This time is called non-value-adding time that can take place in
different machine states, e.g. during standby (e.g. machine idling while waiting for
parts), maintenance or failure.

The use of real-time machine data combined with metering data of energy and
auxiliary flows to allocate energy and auxiliary demands to discrete products is the
key in derivingmeaningful performancefigures and characterise industrial processes.
The unique assignment of energy use to certain products during the value-adding
time makes the process itself comparable. Figure 6.1 Cyber-physical system casual
network (Gorecky and Loskyll 2014)

Figure 6.5 depicts an exemplary load profile and indicates graphically how the
allocation of the value-adding electricity demand can be performed. The dashed ver-
tical line represents the starting time of the value-adding process (processing). The
solid line represents the end time of the value-adding process (and start time of the
non-value-adding process time duringmachine’s idle mode). Both events can be read
from machine’s programmable logical controller (PLC) or production planning sys-
tems. The energy (e.g. electricity and compressed air) and auxiliary (e.g. lubrication,
water) demands for identical products (e.g. area A, B and C) are reproducible within
specified tolerances. Therefore, the part-specific measured demands are suitable for
energy efficiency monitoring and tracking of energy efficiency measures.

To reduce internal costs of energy for themanufacturing industry, the implementa-
tion and tracking of energy efficiencymeasures as a part of a continuous improvement
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Fig. 6.6 Monitoring for an energy efficiency measurement with part-specific energy demand

process are an indispensable part. To establish a continuous improvement process,
the possibility to evaluate implemented energy efficiency measures is a fundamen-
tal condition (May et al. 2015) Adequate reproducible key performance indicators
should be periodically reviewed to conform to the requirements of a continuous
improvement process, e.g. within the framework of ISO 50 001 energy management
(DIN EN ISO 50001 2011–12).

To support this systematic approach, different interactions and evaluation possi-
bilities drawn of the collaborative data pool were implemented. According to the
causative principle, the distinction between different energy carriers and the exami-
nation by different machine states is an important aspect. To achieve intended energy
efficiency goals, the user can set milestones with information concerning time, type
(e.g. compressed air or electricity), reference quantity and tracing of the applied
energy efficiency measurement. By the use of steadily monitored mean values, the
user can spot the achievement of target values and acting up to the ISO 50 001
procedure “plan, do, check, act” will be simplified.

Figure 6.6 shows exemplarily the layout of amonitoring view for energy efficiency
measures. The view includes the mean value of part-specific value-adding energy
demand. The essential outcome is indicated in the row “optimising measure xyz”
and shows the decrease in value-adding part-specific energy demand.

6.5.2 Dynamic Energy Value Stream Mapping

Energy value streammapping (EVSM) evolved out of value streammappingmethods
developed for lean manufacturing purposes. The extension by the energy dimension
allows the designing of time and energy-efficient production systems simultaneously.



6 Cyber-physical Approach for Integrated Energy … 115

Fig. 6.7 Energetic adjacency of TBS to manufacturing entities (Posselt 2015)

Awide range of possible approaches can be found in the current state of research (US
EPA2011;Erlach andWestkämper 2009),mainly addressing the samebasic set of key
performance indicators extended by their specific performance indicators to ensure a
more holistic perspective on energy flow transparency. Bogdanski et al. introduced an
extended energy value stream approach that includes the technical building service
(TBS) dimension (Posselt et al. 2014; Bogdanski et al. 2013). As shown in Fig. 6.7,
Posselt further distinguishes the energetic adjacency of TBS providing equipment in
relation to the value-adding manufacturing entity (Posselt 2015).

The comprehensive assessment regards energy shares demanded by direct value-
adding core processes of production machines up to unlinked equipment with lowest
possible adjacency to the core process as, for example, floor heating systems. The
used energy for the value-adding process time of the core process EV A can be deter-
mined as a function of the arithmetically averaged power during value-adding P̄V A

and the sum of the work piece-specific value-adding time �tw,V A:

EV A � P̄V A ·
k∑

w�1

�tw,V A (6.1)

Further information about calculation for non-value energy and consumers on
higher peripheral order can be found in (Posselt et al. 2014). Figure 6.8 depicts the
considered elements up to the fourth order in an energy value streambox (Posselt et al.
2014). With this holistic assessment perspective, a true cause and effect analysis can
be achieved through creating energy value streammaps in a reoccurring, comparative
manner.

So far, the methodology of EVSM was widely applied in a pen and paper-based
manner, representing only a temporal snapshot of a current condition which comes
with an evident pair of disadvantages as shown in Table 6.4.

The concept introduced in Fig. 6.9 now offers the possibility to implement the
EVSM methodology within a dynamic data stream that is based on a collaborative
data pool within the cyber-layer. The new cyber-physical approach allows having a
total process chain perspective and hence preventing the phenomenon of problem
shifting caused by local improvement activities.
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Fig. 6.8 Energy value stream box (May et al. 2015)

Fig. 6.9 Visualization of energy and conventional value stream KPIs (Posselt 2015)
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Table 6.4 Disadvantages of the static pen and paper-based approach and new specifications of the
dynamic approach eliminating these drawbacks

Disadvantages of static pen and paper EVS
mapping

Specifications of new dynamic EVS
monitoring

No differentiation of productive and
non-productive time shares

Application of intelligent PMPs (IPMP) to
automatically detect entity states

Before and after acquisition of EVS maps
requires a repetitive, time-intensive
measurement

Low effort to create EVS maps from dynamic
data streams

Improvements in the system need yet another
temporary measurement to evaluate possible
benefits

Immediate indication of differences between
two EVS maps, in an accumulated and process
quantity view

Interdependency effects between entities in the
linked process chain are not intuitively
identifiable

Intuitive visualisation to identify
interdependencies

Different aggregation periods rely on
extrapolation of temporary short-term
measurements

Reliable, full-term, parallel monitoring of
actual power demands and calculatory
integration (tool supported)

Support of a continuous improvement process
is cumbersome

Easy to use and quick to apply approach to
support continuous improvement actions and
reporting

The dynamic energy value stream mapping procedure has to follow a standard
set of calculation rules for the desired performance indicators in order to obtain
reproducibility. All entities monitored have to be describable with a consistent set
of entity states in order to allocate productive and non-productive energy states
(energy effectiveness). To estimate the energetic and economic effect of measures
on longer periods of time, simple extrapolation functions must be incorporated.
To consider peripheral entities of different orders, the metering strategy has to be
extended accordingly. In order to ensure quick implementation and later extension,
common industrial interfaces of energy flow sensor shall be considered (e.g. standard
interfaces for three-phase electric power, analogue inputs for non-electrical energy
flows). To support the intuitive understanding of the KPI evaluation, a dynamic
visualisation with the already present layout and design of the material-oriented
value stream must be realised.

The energyperformance indicators in the categorybelowgivedetailed information
about any of the utilised energy types (external and internal ones). The values and
units displayed vary, depending on the selected view. The user can decide on a
dynamic view showing actual values (process quantities), specific process quantities
in a reference unit of one piece of processed goods or the accumulated values since
the beginning of the accumulation period (e.g. start of a test series). The user can,
at any time, save the set of specific and accumulated views to a database for later
comparison. The accumulated productive energy PE is calculated for each energy
type as PE � PL · PT · GO � [Wh].
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The accumulated unproductive energy NE is calculated for each energy type as

NE � NL · (CT − PT − OT ) · (GO + BO) � [Wh],

with OT being the off time share within the CT of a resource. The indirect energy
I E for the case of the fourth peripheral order is calculated as

I E � I L · CT · GO � [Wh].

Correspondingly, the key energy performance indicator of a process E I is calcu-
lated as the sum of productive- and unproductive- and also indirect energy shares:

E I � PE + NE + I E[Wh],

and the specific key performance indicator as

E Ispec � (PE + NE + I E)/GO[Wh].

Saved data is regarded as historic data. It serves as a basis for a series of EVS
map comparisons to accompany the start of production of new products, or for the
implementation of energetic or conventional improvement measures. The saved his-
toric views can be printed or directly compared by difference indication to allow the
identification of bottleneck processes, energetic drivers and different types of lean
and energetic wastes (e.g. idle times, high idle loads, uneven levelling of process per-
formances, overproduction, unproductive energy demands and ineffective utilisation
of energy types).

For the utilisation of the dynamic EVS monitoring, a metering strategy is to
be applied by means as described by Posselt (Seera et al. 2014). The focus can
be narrowed down to the entities of the desired process chain, but to be able to
incorporate the indirect energy demands (I/L), peripheral entities are recommended
to be included by making sure to define the source–sink relationships as well as the
energetic adjacencies of each manufacturing entity.

Hence, the capability to interact with real EVSM live data is given. Computation
results and consequential recommendations for action are displayed target-oriented
as a control strategy or as a recommendation for a specific action within e.g. a mobile
application. As a result, energy value stream mapping becomes easier when using a
consolidated ICT system as introduced. The presented ICT system covers the relevant
data path from shop floor level to the specific user. Three stages of data transfer can
be distinguished:

• Data acquisition on field level:
To meet the requirements of the presented methodology, data acquisition on field
level is necessary. Power measurement of the actual power of the core process
and the attached peripheral units with an update frequency of one second and
as well event based process information read from a machine execution system
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Fig. 6.10 Dynamic energyvalue streammonitoring applied on aFestoDidacticmodular production
system for educational purposes (Posselt 2015)

(MES) or from the machine’s programmable logical controller (PLC) represent
the collaborative data basis for computation.

• Preprocessing and computational analysis within the cyber-layer:
The cyber-layer represents the unit to synchronize and perform syntactic analy-
sis of raw process and measurement data. Depending on the available prepared
data from field level, several methodologies—besides EVSM—could be provided
within the cyber-layer to satisfy the informational requirements of the user. Cal-
culation algorithms, e.g. Eq. 6.1, are implemented within a backend unit.

• (Mobile) presentation within value stream boxes:
The mobile presentation represents the interface to the user, e.g. the mobile main-
tainer. Target-oriented indicators to evaluate manufacturing processes (calculated
within the cyber-layer) are graphically prepared and displayed. Figure 6.10 depicts
schematically a structure outline to displayEVSMspecific performance indicators.

The implementation of the methodology and dynamic performance indicator cal-
culation is realised on the PLC of the energy transparent machine hardware concept,
but with a higher performing processor for the operating system of the IPC operating
the PLC. The main view of the developed frontend is shown in Fig. 6.10, depicting
the typical value stream map and the new energy-aware performance indicators.

As soon as the application is started, the status indication of the three stations
comes up. Upon the activation and initialisation of the stations, the idle signal indi-
cates ready for production. The idle load is indicated, and for the aggregated indicator
view, the non-productive energy share integrates the load for each station, differen-
tiated into its supplied energy types. As soon as the first work pieces are processed
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and throughput is generated, the resulting OK parts are accounted as yield. At this
point, the specific energy indicator set can be called up, as shown in Fig. 6.10. The
energy intensity per part is accounted in the header of each station. At the bottom,
the productive and idle time shares are indicated.

On this basis, the users can make test runs with a representative number of work
pieces to create a benchmark and save it as a static energy value stream map in the
history data. Now technical alterations by changing the compressed air pressure at
the air preparation unit, changes in the machine control, smart local controls of the
vacuum gripper or new electrical components can be tested. The influence on the
whole process chain can be evaluated at an instance through higher or lower actual
loads and changes in the processing times. Most suitable configurations can be tested
again for the benchmark number for yield, and a secondary static energy value stream
map can be saved and compared directly to the historic benchmark.

It has been proven in the experimental demonstration that the dynamic and instan-
taneous feedback of energy performance indicators is highly important for a con-
tinuous improvement process. Furthermore, the effect of a single parameter on the
whole picture (in this case the process chain, in the real case the whole factory) is
important to understand. Without instant informational feedback, a cause and effect
relationship can hardly be generated by the involved persons. Especially, when it
comes to more complex setups, it is recommendable to also include the direct energy
in the dynamic monitoring system, as it helps to integrate facility and production
domains with one tool (Posselt 2015).

6.5.3 Integrated Energy and Maintenance Monitoring

The German Institute for Standardisation defines maintenance as the “combination
of all technical, administrative andmanagerial actions during the life cycle of an item
intended to retain it in, or restore it to, a state in which it can perform the required
function” (DIN EN 13306 2010–12).

From an economic point of view, a fundamental goal in maintenance is to keep
the reliability of a facility at a high level while simultaneously optimising the
overall costs consisting of maintenance and downtime costs as depicted in Fig. 6.11
(Herrmann 2010). The left side represents breakdownmaintenance strategies. Break-
down maintenance ensures the functional integrity of production machines by inter-
vention in case of breakdown. In contrast, preventive maintenance follows the strat-
egy of scheduled preventive replacement of abrasion-prone parts before a breakdown
occurs (Reichel et al. 2009). This approach is located on the right section of Fig. 6.11
and is characterised by minimal downtime costs.

The optimal maintenance strategy tagged with the black dashed line is based
on the knowledge when a maintenance action should be performed and represents
the most economically reasonable solution. To operate a maintenance workforce at
this optimal point, either real-time information about the condition of a component
achievable by ad hoc monitoring is required or an integrated system can be set up.
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Fig. 6.11 Optimal maintenance strategy (US EPA 2011)

By setting up an integrated system, a collaborative data pool to obtain necessary
information can be used. The information provided by this data pool forms the basis
for several methodologies. In this manner, the necessary data is already existent
within the cyber-layer and is part of the closed-loop system introduced in Fig. 6.2.
Additional measurement technology or equipment is no longer required. Nowadays,
computational performance of an embedded system is sufficient to use data of simple
measurement technology, e.g. electricity measurement to gain further information
about the condition of a component or a machine.

In this context, the correlation between current signature and wear out of machin-
ery and components is scientifically proven by several authors. Seera et al. detected
three different common induction motor faults by using real current signals (Seera
et al. 2014). Anwar K. Sheikh et al. experimentally state the correlation between drill
wear out and increased power demand of a milling machine (Sheikh et al. 2005).
Sami Kara et al. demonstrated the correlation between operating time of electric
drives (for the case of washing machines) and several state variables. He could prove
that the rotational motor speed, the power demand, vibrations and temperature of the
motor were reasonably related to the age of the motor (Kara et al. 2005).

Assume that the specific demands of electricity, compressed air and lubrication
per produced part follow a normal distribution N(μ, σ) with mean μ and standard
derivation σ over the time as shown in Fig. 6.12. The mean will be calculated by
a finite set of time independent measurements of energy or auxiliary demand. As a
result, a discrete sequence of mean values will be achieved. Occurring systematic
measurement errorswill be equalised.Derivations of thismean values can be detected
automatically. The abnormal change of the mean energy demand per part (e.g. as a
result of machine wear out over time) is indicated by the dashed vertical red line.
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Fig. 6.12 Change in energy demand per part over time and detected abnormal threshold

6.5.4 Prognosis

A reliable estimation of a components condition is naturally a necessary but also not
sufficient condition to improve maintenance activities. Additionally, the prediction
of possible future states of a component and its overlying system is crucial. Studies
indicate that for the estimation the actual operating time of a component, different
state variables (e.g. vibrations, temperature, voltage or electrical power demand) in
combination with methods like regression analysis or artificial neural networks can
be used (Kara et al. 2005). Based on these values, also an estimation of the remaining
lifetime and, thus, potential maintenance demand can be given. However, this mainly
relates to the exchange of components as maintenance strategy and also neglects
the stochastic nature of the problem. Simulation, and more specifically Monte Carlo
simulation, is an appropriate approach here. Based on values like mean time between
failure (MTBF) that can be derived from the above-mentioned data analysis, failure
rates and failure probabilities can be calculated and used for the simulation. To
achieve the necessary statistical robustness, a sufficient quantity of simulation runs
needs to be conducted which results in a distribution of result values. Figure 6.13
shows the example of an industrial robot with four different drives. In this case, the
total cost of ownership (TCO, includes maintenance, failure and energy costs) was
used to compare the effect of different maintenance strategies—breakdown, periodic
and condition-based maintenance with varying intervals were analysed (Herrmann
2010). For decision support, the average value over all simulation runs (here 385 runs
per scenario) but also the spread of the values as measure for the risk of a strategy
is of importance. It gets quite clear that maintenance strategies significantly differ in
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Fig. 6.13 Exemplary results of Monte Carlo simulation of different maintenance strategies (case
study for an industrial robot) (Herrmann 2010)

terms of their impact on component behaviour and, thus, related TCO. The example
also underlines the necessity to consider the specific circumstances of the situation;
for example, a new system should be maintained different compared to an operating
system where all components show varying conditions.

Data-based analysis and prognosis functionalities can give distinctive decision
support for maintenance. On the one hand, the example underlines the potentials,
but on the other hand, the inherent complexity and simulation efforts are certainly
a barrier for industrial application on a continuous base. However, being clearly
related to current developments in context of cyber-physical systems, increasing IT
performance and intuitive applications will allow to conduct those simulations in
daily work and even decentralized on smart devices.

6.6 Critical Review and Outlook

The described solution gives reason to expect synergies for predictive maintenance
and energy management, as the integrated energy and condition monitoring system
achieve a high transparency of the machines energy demand and support an opti-
mised maintenance strategy. The use of a collaborative data pool provides sufficient
information to cover a wide range of profitable methods and tools. The software
implemented methods and tools enable users with mobile devices opportunities
for analysing, controlling and improvement of machine-specific energy demands
and maintenance issues on the basis of the same hardware. Further categories of
smart environment sensors like rel. humidity, brightness, carbon dioxide, airflow
and motion will be introduced.

The distinction between different user roles and their specific information require-
ments is important to prepare and provide custom-tailored information.

Nevertheless, the introduction of such a system into brownfield requires the con-
sideration of awide range of subjects. Therefore, it is necessary to achieve acceptance
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of the employees for the system by supporting their daily work and not to sense that
they might get replaced by the machines. Furthermore, topics for IT and security
are important, like standardisation of data and interfaces, an extensive authentication
management and the encryption and decryption of data. Also, the lack of reliable
cost-benefit analysis and difficulties in estimating long-term risks for technical and
occupational safety does impede the introduction of the suggested system.

It can be noted that due to a high number of different machine controls and
production planning systems, the application of such an approach becomes highly
complex.

Next work of the authors will be to extend the methodology to more advanced
data mining methods relying on the examination of high-resolution load profiles.
Figure 6.2 opens up further possibilities for the analysis of production equipment
and the derivation of decision rules. The application of effective feature extraction
strategies and the use of proper evaluationmodels pave theway for reliable prediction
on wear out of manufacturing machines and facilities.

The presented approach will be proved within research and industry demonstra-
tors. Hence, a wide range of different manufacturing systems can be considered.
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Chapter 7
Two Practical Approaches to Assess
the Energy Demand of Production
Machines

Eberhard Abele, Philipp Schraml, Martin Beck, Dominik Flum
and Christian Eisele

Abstract Energy efficiency becomes an increasingly important quality attribute of
modern machine tools. In order to stay competitive and in liability toward our envi-
ronment, the energy consumption of machine tools must be significantly reduced
without deteriorating the productivity and the quality of manufacturing. In line with
the rising importance, the number of available energy efficiency solutions is increas-
ing. However, a broad application of these solutions does not exist since the hypothet-
ical saving potentials are hard to evaluate. This chapter presents two self-developed
software solutions designed for different application levels. The presented assess-
ment tool allows for a quick and easy assessment of the energy demand of a given
production machine and is therefore intended for utilization in the procurement pro-
cess of production machines. In contrast, the production machine simulation tool is
designed for an assessment of the energy demand in the early product development
stages by providing detailed energy and power demand information for all energy-
relevant functional modules as well as for the entire production machine. For both
approaches, no additional hardware measurements are required as input.

7.1 Introduction

In recent years, the awareness of society, politics, and industry on the subject of
energy efficiency has increased. One reason for this is the noticeable environmental
impact, which yet again leads to both rising customer awareness and additional
legislative regulations. The manufacturing industry, as one of the main consumers
of global primary energy and producer of related emissions, represents a great lever
to reduce the energy demand worldwide (IEA 2008). Furthermore, energy is an
increasingly important cost factor.Within production engineering, themanufacturers
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Fig. 7.1 Life cycle costs of an exemplary cutting machine tool (PTW 2008)

of production machines can notice a high customer demand for energy-efficient
machines.

Studies have shown that the energy costs formachine tools are already responsible
for up to 26% of the running costs—excluding labor, tooling, and material costs (see
Fig. 7.1) (PTW 2008). Due to rising energy prices, this share is expected to increase
further and consequently the significance of the energy efficiency factor, as one target
dimension for production machines besides the classic dimensions precision, power,
investment costs, and reliability, will rise (Eisele 2014; BDEW 2013).

7.2 Energy Efficiency of Production Machines

In past research, various approaches have been considered in order to optimize energy
efficiencywithin production engineering. In the context of energy-optimized produc-
tion machines, the research project “MAXIEM (maximizing the energy efficiency
of machine tools)” demonstrates the maximum achievable energy efficiency. Based
on the sample four-axis machining center MAG XS 211, various measures for a
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Fig. 7.2 Realized energy-saving measures on a machine tool of the type MAGXS211 (Abele et al.
2012)

component-oriented optimization and evaluation of energy efficiency have been per-
formed. By analyzing the energy consumption of individual components, the actual
delivery state of the machining center was determined. The cooling lubricant system,
the machine cooling, and the hydraulic system were found to be the most energy-
intensive modules. By using an energy-optimized configuration, it could be shown
that energy savings of over 50% in relation to the initial state are possible. These
results are based on the assumption of a mass production with a three-shift operation
and six working days per week (see Fig. 7.2) (Abele et al. 2012).

7.3 Barriers for Implementing Energy Efficiency Measures

As shown in the last chapter, large energy efficiency potentials do exist. However,
they are often not seized. This gap between technically and economically feasible
measures and the actual implementation in industry is called the “energy efficiency
gap” (Jaffe 1994). As possible reasons, Schmid identifies three key factors: market
failures, organizational weaknesses, and inadequate possibilities for the evaluation
of the economic potential (Schmid 2004).

Market failures arise if market participants are not able to include all the necessary
information in the decision-making process and so do not use their resources in
the most efficient and cost-minimizing way. As an example, a company might not
have sufficient information about available energy efficiency measures or could be
uncertain about their applicability within the company (Schmid 2004).
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Deficiencies within internal company processes and corporate structure can lead
to organizational barriers for implementing energy efficiencymeasures. For example,
the energy efficiency factor might not be taken into account in the company’s objec-
tives since the focus might be on short payback periods (Schmid 2004). In addition,
no tools or methods are currently available to assess the impact of an energy-saving
measure. The result is an inadequate evaluation of the economic potential, which
prevents investments in energy-efficient technologies (Schmid 2004).

Organizational weaknesses, market failures, and inadequate evaluation possibili-
ties of the economic potential can be ascribed to a lack of transparency concerning
energetic and economic impacts of energy-saving measures. Precisely, this trans-
parency would be necessary to overcome the efficiency gap by using well-grounded
data. One approach for this purpose is the evaluation of the energy demand of pro-
duction machines by modelling their operating behavior.

7.4 Modelling the Energy Demand of Production Machines

7.4.1 Theoretical Background

Subsequently, the existing scientific approaches for both the simulation and the
approximation of the energy demand of production processes and machines are
presented.

7.4.1.1 Process Modelling and Machine Simulation

In the field of cutting machine tools, Reeber has performed basic research on energy
consumption. He developed an approach which allows for the calculation of the
specific cutting energy. He drew on an empirical cutting force model developed by
Victor and Kienzle, which enabled him to determine the cutting energy depending
on various process and material parameters (Reeber 1980; Kienzle and Victor 1957).
The calculations do not include the energy consumption of the machine, but only the
energy required for the cutting process (Eisele 2014).

Wolfram and Degner studied various manufacturing processes in terms of their
specific energy demand. They presented an approach that complements the approach
of Reeber to the additional energy demand of the machine tool. For this purpose,
electrical power measurements were made in the air cut to determine the electrical
idle power (all aggregates enabled, no tool contact) (Degner and Herfurth 1983;
Degner and Wolfram 1983; Degner et al. 1984; Wolfram 1986, 1990; Eisele 2014).

For the first time, Schiefer observed the energy consumption of a machine tool
in production-free periods. He assumed a constant power consumption when the
machine axes are stationary (Schiefer 2001).
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Gutowski developed a similar approach on the basis of electrical power measure-
ments on various machine tools. Additionally, the energy demand of the process-
specific portion resulting from the processing load and a base load is calculated.
While the base load is assumed to be constant, various milling tests are carried out
with varying cutting removal to determine the processing load (Gutowski et al. 2006,
2007).

Draganescu assessed the energy efficiency of machine tools by analyzing the
energy effectiveness, which is defined as the ratio of theoretical cutting energy to
the total energy demand. By means of statistical methods and empirical data, a
mathematical model was developed mapping the relationship of various operating
parameters such as spindle speed, torque, and feed rate in order to approximate the
specific power consumption of a machine tool (Draganescu et al. 2003; Abele et al.
2015).

7.4.1.2 Machine Modelling and Simulation

Based on graph theory, Dietmair used an empirical model to predict the energy
demand of cutting machine tools. For every machine component, a certain electric
power demand, corresponding to the actual machine mode, was set. By specifying
the sequence and the duration of the individual machine modes in the respective
observation period, the power consumption and the energy need for the individual
components could be concluded. Hence, it was possible to calculate the energy
demand of the entire machine (Dietmair et al. 2008; Dietmair et al. 2009; Dietmair
and Verl 2009; Dietmair 2010; Eisele 2014).

Bittencourt enlarged the approach of Dietmair by assigning a certain time
and power demand to the transition between different machine modes. Both, the
approaches of Dietmair and Bittencourt, neglect dynamic effects. Each machine
mode is associated with a single power demand (Bittencourt 2013).

On the basis of a dynamic simulation, Schrems developed an approach to predict
the energy demand of various production machines and processes. The production
machines included in a process chain are presented by generic models. By imple-
menting the data sheet disclosures, the energy demand of specific configurations can
be assessed. As a result, the energy demand can be taken into account when planning
process chains and selecting alternative production machines (Schrems 2014).

7.4.1.3 Energy Demand Approximation of Production Machines

For a prospective assessment of the energy andmedium demand,Kuhrke developed a
methodology that can already be used in the offer phase of machine tools. Therefore,
a foundation for machine tool manufacturers as well as for operators for a coherent
evaluation of the energy and medium demand is provided. Based on the analysis of a
samplemachine, he developed calculation rules for each energy-relevant component.
In order to achieve this, he used both information from data sheets and data gained by
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measurements if the required information was not at all or insufficiently available in
the data sheets. Finally, the total energy demand of themachine tool can be calculated
by aggregating the individual demands (Kuhrke 2011).

In his work, Rief presents a predictive model for the energy demand of machine
tools. As a modelling base, electric power measurements were made at various mod-
ules at different operating conditions of the production machine. For modules with
process-dependent power consumption, further series of experiments were carried
out at various load conditions. By means of spline curves, a characteristic model was
developed which enables the calculation of the energy consumption depending on
the production task (Rief 2012).

7.4.1.4 Summary

In contrast tomany of the previousworks, the approaches presented below do not rely
on energy measurements on existing production machines. For one thing, electrical
power measurements are often unsuitable in a production environment because they
are associated with an increased effort and high costs, since the performance of
measurements is time-consuming and the production might need to be stopped.
Furthermore,measurements canusually not be used in the planningphase of a product
or production due to missing physical components.

The simulation approach illustrated below allows a demand-actuated dimension-
ing of the modules and the selection of energy-efficient components in the product
development phase of production machines. In contrast, the presented assessment
tool can especially be used in the procurement process of production machines,
providing a quick and easy evaluation of the energy demand of a given production
machine.

7.4.2 Quick Scan: Energy Efficiency for Machine Tools

7.4.2.1 Scope of Application

General recommendations for the implementation of specific energy efficiency mea-
sures need a dedicated analysis of the use case of a production machine, such as a
machine tool. Still, users intend to find appropriate measures enhancing the energy
efficiency of their production machines while increasing the profitability simulta-
neously. For a final user of machine tools, a quick scan is needed to identify key
levers. Conventionally, such methods are based on energy measurements of relevant
machine tools and their components or on a simulation approach. An easy to appli-
cate approach avoids costly generation and interpretation of energy data, retaining a
sufficient accuracy of the obtained recommendations.

Easily accessible data are the basis of a quick scan approach. In existing production
environments, the following data sources are of major interest:
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• Technical documentation of machine tools,
• Historical production data and future production plans (Thiede 2011), and
• Expert knowledge (Böhner 2013).

In the following, a three-step approach is presented to identify energy efficiency
measures and its economic potential:

1. Identification of relevant machines,
2. Definition of energy-relevant components and identification of discretion to act,

and
3. Derivation of economic potential of energy efficiency measures.

7.4.2.2 Identification of Relevant Machines

To identify machine tools with a high energy-saving potential, a bundle of informa-
tion is needed. The operational modes of a producing business small-, medium-, or
large-scale production are usually proportional to the load of a production machine
and herewith with the load of its components. Information on operating hours of
the machine tool is the basis for further investigations. To assess whether saving
potentials are rather high or low, the power rating of the machine tool is additional
information to be collected.

Operating hours can be derived locally from the production machine by operating
hour counters (e.g., spindle hours) or from a central registration of production data,
e.g., out of a manufacturing execution system (MES). Information about the power
rating can be obtained directly at the machine or is documented in the machine
maintenance department.

Beyond this, further data are needed as the energy-saving potential is not neces-
sarily linked to the power rating. These information concerns:

• Main time/secondary time ratio,
• Machine mode outside business hours, and
• Standby management.

To assess these data, a systematic procedure has been developed involving data
from technical documentations, historical production data, future production plans,
and expert knowledge. As the assessment uses qualitative data, it has turned out to
be appropriate to use a relative scale to rate the information gained in the categories
described above and thus to obtain priorities for action.

Additionally, the knowledge of the assessing energy expert is indispensably to
prioritize, as priorities for action can differ between different production environ-
ments. An example of the procedure is shown in Fig. 7.3. The result is a list of the
ratings for production machines obtained by the described procedure.
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General Machine data Rating
Machine Number 290-06
Manufacturer? PTW
Year of construction 2011
Residual using time > 5 years

Power rating [kVA] 35 7
Is the machine set to a energy efficiency mode (stand-
by,swiched off) outside business ours? no 10

Total operating hours per week
Shifts (8 h) per day

168 10
3 shifts

working days per week 6 days
Main time/ secondary time ratio
Average main time share [%] 45% 35,5 [h] 7Average secondary time share [%] 55% 43,4 [h]

Number of work pieces 
produced on the 
machine per week

machining
time [min]

1st work piece 500 2 16,7 [h]
2nd work piece 280 3,5 16,3 [h]
3rd work piece 230 6 23,0 [h]
4th work piece 170 5 14,2 [h]
5th work piece 150 3,5 8,8 [h]

Total 78,9 [h]

Non working time within operation hours per week [h] 53% 89,1 [h] 7
Total rating 8,7

Fig. 7.3 Identification of energy efficiency-relevant machine tools

7.4.2.3 Definition of Energy-Relevant Components and Identification
of the Potential for Action

The starting point in order to identify relevant machine components is the determi-
nation of a component condition matrix. Predefined energy-relevant components of
the machine tool have to be analyzed regarding their state of operation in differ-
ent machine modes. To define energy-relevant components, information about the
machine tool structure and expert knowledge is essential. An established classifica-
tion (VDMA 2014) distinguishes the following machine modes:

• Working
• Operational
• Powering up
• Standby
• Off.

It has turned out to be appropriate to differentiate the mode operational further in
setup/tool change and in waiting. Themode powering up normally can be aggregated
usually to the working mode.
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Fig. 7.4 Identification of relevant components based on the component condition matrix

Based on the derived timeshares, the state of operation of the machine tool com-
ponent has to be determined. Herewith, a matrix for each energy-relevant component
can be created (according to Fig. 7.4). Of prior interest are components which are not
operating need-based. These are components which are running even if the machine
is not set to the working mode, while there is no need for specific useful energy.
This may be the exhaust system, the cooling fan of a decentral cooling device of a
machine tool, pumps in the cooling lubricant system, or the chip conveyor.

In the following, the overall using time of each component can be calculated and
the energy demand of each energy mode can be assessed. Therefore, the working
mode (e.g., pressure and volume flow) as well as information about the efficiency
level in the nominal operating point of the component is necessary. Additionally,
appropriate assumptions have to be made which (part load) operating modes the
component can be set.

The same procedure can be conducted with the technical alternatives. The result
is a comparison of the prevailing component setup with an energy-efficient setup
and the assigned overall energy demand of the setup alternatives derived from the
methodology described and shown in Fig. 7.5.

To derive the economic potential of different energy-efficient component config-
urations, the average energy price has to be set as well as the target amortization
time. Based on a static investment calculation, the maximal investment amount can
be derived. This amount can be the basis for negotiations with component suppliers.
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Cutting lubricant pump (high pressure)
Working 4106 [h/yr.] switched on

Main time 1848 [h/yr.] switched on
Secondary time 2258 [h/yr.] switched on

Opera-
tional

Set-up / tool change 1198 [h/yr.] switched on
Waiting 2172 [h/yr.] switched on

Stand-by 0,00 [h/yr.] switched off
Time share of cl usage during 

chip removal 65%

Share small tools 60%
Share medium tools 25%

Share big tools 15%

Pressure regulation concept pressure 
control valve

Maximum pressure 50,00 [bar]
Volume flow 38,00 [L/min]

Overall efficiency of motor-
pump-system 75%

Hydraulic capacity 3,17 [kW]
Electrical power demand 4,22 [kW]

Usage during
chip removal

Needed
hydraulic
capacity

Electric power demand

Current Optimized

T
im

e 
sh

ar
es small tools 9,6% 60% 4,2 kW 2,53 kW

medium tools 4,0% 80% 4,2 kW 3,38 kW
big tools 2,4% 90% 4,2 kW 3,80 kW

pressure control valve 
without chipping 83,9% 100% 4,2 kW 0,00 kW

Energy demand standard system 48.899 [kWh /yr.]
Energy demand optimized

system 5.459 [kWh /yr.]

Engergy costs 0,15 [€/ kWh]
Target amortization time 2 [yr.]
Energy saving potential 43.439 [kWh /yr.]

Max. recommended investment 13.032 [€]

Fig. 7.5 Derivation of the economic potential of energy efficiency measures

7.4.3 Energetic Simulation of Production Machines

Apopular approach in order to predict the behavior of productionmachines is the use
of simulation models. According to VDI3633, simulation can generally be applied
for technical systems within every life cycle phase: During product development,
the predicted system behavior can be verified; in the use phase, potential changes to
the utilization profile or retrofit measures can be evaluated in advance (VDI 2013;
Abele et al. 2015).

In this context, the aim of the presented work is the development of a simulation-
based assessment for the energy demand of production machines. Through the use
of the developed simulation approach, production machine manufacturers as well as
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operators should be enabled to assess the energy demand of a production machine
in an easy and standardized way. With minimal input data and most importantly
no additional hardware power measurements, maximal prediction accuracy is to be
achieved. Throughmodelling all components, relevant to the energy demand, and the
energetic interconnectivity, all functional modules of a production machine are set
up. Besides electrical energy, all other energy types are taken into account influencing
the electric behavior (e.g., hydraulic and mechanical energy). The simulation model
is implemented within the software environment MATLAB/Simscape.

The presented simulation approach covers the relevantmechanisms for calculating
the energy demand of production machines. In general, the simulation structure
distinguishes between three model layers (compare to Fig. 7.6) (Eisele 2014):

• Process layer (NC code interpreter): Within the process layer, the interaction
between the workpiece and tool is mapped. Cutting force calculations, as well as
tool engagement estimations, are performed in this part of the simulation model.
By transforming the calculated cutting forces into torque on the main spindle as
well as forces on the feed drives, the load on the drive system of the production
machine can be predicted.

• Machine layer (machine simulation): Every functional module relevant to the
energy demand of a production machine is mapped in the machine layer. Depend-
ing on the available data sheet information of the component manufacturer, phys-
ical/mathematical interrelationships and characteristic curves/maps are used for
setting up the simulation models. Besides fixed component parameters, the model
behavior depends on dynamic interactions on functional module level, process-
dependent loads from the process layer, and control commands generated by the
control layer.

• Control layer (model control): The control layer represents the physical machine
control of a productionmachine.Using input data from the process layer set, speeds
for feed and spindle drives, as well as switching information of peripheral systems,
are provided to the machine layer.

7.4.3.1 NC Code Interpreter and Model Control

The basic functionality a production machine has to offer is the desired value-adding
process. All peripheral systems of a production machine support and depend on this
aim. Thus, a detailed production machine simulation has to include a machining
model since it builds the basis for the behavior of almost all other functional module
simulation models. The developed NC code interpreter module consists of two parts
(compare to Fig. 7.7).Within the interpreter part DIN66025 conform parts programs
can be evaluated regarding

• Switching commands: Time or event-triggered control commands leading to
binary on/off operations of functional modules or components of functional mod-
ules. An example of a time trigger command is the activation/deactivation of the
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Fig. 7.6 General simulation structure

high-pressure coolant lubricant system. In contrast, a programmed tool change
can lead to several event-triggered events.

• Technology data: Machining relevant information such as spindle speed, feed
rate, and tool number.

• Movement data: Position data of tool and workpiece.
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Using a plane MATLAB script with simple mathematical operations, the parts
program is evaluated line by line.Bycombining themovement and feed rate data, time
and event (axis position, switching commands, etc.) vectors are generated through
interpolation.

The cutting force/contact model of the NC code interpreter module is responsible
for calculating the cutting forces related to the machining process and for transform-
ing them into corresponding loads on feed drives and spindle systems. Starting point
for the calculations is technology and movement data extracted from the parts pro-
gram in addition to geometrical and material data of the active tool and workpiece.
Thus, the torque acting on the main spindle Mc can be determined as a function of
the specific cutting force Fc, number of teeth in mesh ze, and tool diameter Dtl:

Mc � Fc ∗ ze ∗ Dtl

2
(7.1)

The specific cutting force Fc is obtained using the empirical model of Victor and
Kienzle and the model extension of Pauksch including correcting values, e.g., for the
use of coolant lubricant and different cutting materials (Kienzle and Victor 1957;
Paucksch et al. 2008; Eisele 2014).

Similar to a real machine control, the model control is responsible for controlling
the single functional module simulation models. Taking the extracted NC code data
as input, the model control enables or disables modules, and sets limits to axis
movements and spindle speed, etc. (Eisele 2014).

7.4.3.2 Machine Simulation

Themain driver for the energy demand of production machines is auxiliary functions
supporting the actual machining process (Abele et al. 2012). Thus, one focus of the
presented simulation approach lies on the exact modelling of all functional modules
relevant to the overall electric energy demand. In general, the operating behavior and
thus the corresponding energy demand of all functional modules can be classified
into the following three categories (Kuhrke 2011):

• Constant demand—e.g. 24-V supply and machine control,
• Cyclic demand—e.g. chiller systems and lift pumps, and
• Variable demand—e.g. main drives.

Corresponding to the operating behavior, the single functional module simulation
models are set up. The input variables for the simulation model are the extracted
switching commands, technology andmovement data, as well as physical parameters
taken from the data sheets provided by the component manufacturers (e.g. motor
inductivities, characteristic curves of fluid pumps, etc.).Dependingupon the available
information from the modelled component data sheet, the simulation models vary.

If detailed characteristic curves/maps, representing the components behavior, are
available, they are transformed into MATLAB readable lookup tables and directly
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equations
%Voltage

%Stator
U_al == Rs*i_sa + Psi_sa.der;
U_be == Rs*i_sb + Psi_sb.der;
%Rotor

Electric System

Hydraulic System

Fig. 7.8 MATLAB/Simscape model of a simple hydraulic system

used for a simulation. A common example is fixed displacement fluid pumps where
often characteristic curves illustrating the relationship between acting pressure and
required mechanical energy exist.

For other functional module components, such information is not available. In
these cases, the component behavior is modelled using their representing physi-
cal/mathematical model. This is the case, e.g., for all electric drives.

The functional module models are implemented within the simulation environ-
mentMATLAB/Simscape. Simscape, as an extension ofMATLAB/Simulink, is soft-
ware for dynamic simulation of technical systems. In contrast to plain Simulink,
Simscape allows modelling of physical components using an independent program-
ming language. With its object-oriented approach, it is easy to build simulation
model libraries. Simscape offers the possibility to integrate commercial MathWorks
libraries for all kinds of technical systems (mechanics, hydraulics, power systems,
etc.). Since those libraries are connected to additional software license costs and
do not offer the needed flexibility for adaption, all simulation models on compo-
nent level are developed independently. Figure 7.8 exemplarily displays a Simscape
simulation model of a simple hydraulic system.

Bymerging and interlinking the developed component simulationmodels to func-
tional modules, production machines can be mapped successively (Eisele 2014).



142 E. Abele et al.

7.4.3.3 Exemplary Simulation Application

During the project EMC2, the developed simulation approach was applied to a five-
axis machining center which was used for titanium alloy machining in the aerospace
industry. The machined part was a structural element of an aircraft belly with dimen-
sions in length exceeding width and height by far. The machining process itself
involved a multitude of different machining operations with a total duration of about
2 h.Within a first step, the main electric energy-consuming functional modules of the
production machine were mapped in the previously presented simulation environ-
ment. Based on the actual parts program, the power/energy demands for all relevant
functional modules, as well as the entire machine tool, were predicted.

The simulation results for a dedicated finishing operation with a face milling tool
are displayed in Fig. 7.9.While the graphical results of the contactmodel are shown in
a, simulated as well as measured power demand of the total machine tool is presented
in b. During the first seconds, the drive system as well as the coolant lubricant system
is switched on. The tool and workpiece engagement occur at about 22 s (simulation
8 s). The load jump between 190 s and 470 s (simulation 195 s and 450 s) is due to
the chiller system of the machine tool. At 505 s (simulation 510 s), the tool retracts
from the workpiece. The relative deviation between measured and simulated energy
demand is less than 5% and is mainly due to differences between real occurring cut-
ting forces and the simulated cutting forces based on an empirical model. Switching
to a more advanced model could improve the accuracy. The other obvious deviation
is the difference in length of the load jump induced by the chiller system. Since the
chiller model is based on information publicly available from the manufacturer’s
data sheet, such variances can occur. By adapting the chiller parameters (e.g., real
cooling capacity), the simulation results can be further enhanced.

7.5 Summary and Outlook

Due to the rising share of energy efficiency solutions available on the market, it
becomes even harder to evaluate the hypothetical saving potential for a given appli-
cation. Thus, there is a lack of information preventing a broad application of energy
efficiency solutions. Within this chapter, several approaches to reduce this infor-
mation asymmetry for production machines are presented. The chapter especially
focuses on two self-developed software solutions designed for different application
levels. While the presented assessment tool is designed for an application within the
procurement process of production machines, allowing a quick and easy assessment
of the energy demand of a given production machine, the production machine sim-
ulation tool can give detailed energy and power demand information for all relevant
functional modules as well as the entire production machine. Thus, the application
of the production machine simulation tool is especially intended for the machine
design process. Both approaches have in common that no additional hardware mea-
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Energetic Evaluation of Production Machines 
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the energy demand of 
production machines

Detailed assessment of the 
electric load profiles of 
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existing machinery
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design
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Fig. 7.10 Comparison of the two presented production machine evaluation tools

surements are required as input information. A general overview of the two presented
approaches is displayed in Fig. 7.10.

While both presented approaches focus onmachine and submachine level, a future
application could be the simulation of an entire factory building, not only to evaluate
single energy efficiencymeasures but to have a tool for supporting the design process
of energy networks on process chain as well as factory level. For this purpose, the
presented production machine simulation models need to be extended with adequate
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model interfaces to be connected to technical building services and factory building
simulation models. By doing so, all relevant electrical and thermal energy flows
within a factory can be mapped and factory system designs are tested.
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Chapter 8
Analysis of Production Lines with
Switch-Off/On Controlled Machines

Nicla Frigerio and Andrea Matta

Abstract The implementation of control strategies that reduce energy demand dur-
ing the machine idle periods is becoming a challenging goal to achieve energy effi-
ciency in production systems. A general policy for switching the machine off/on
has been recently proposed in the literature for single machines when a transitory is
needed to resume the service. This work analyzes the performance of a production
line when a control policy is applied at machine level. In more details, the control of
onemachine at the time and the control of all machines simultaneously are compared.
The considered performance measures are the total energy demanded per part and
the system throughput. Numerical results are based on discrete event simulation, and
a comparison with the most common practices in manufacturing is also reported.

8.1 Introduction

In the last years, energy efficiency in manufacturing is becoming a challenging goal
due to the demand of this sector in the worldwide scenario. Indeed, energy saving
in production plants is becoming more and more important to contain the environ-
mental impact of manufacturing, and, nevertheless, to reduce costs. One of the most
discussed technical solutions to reduce energy waste in production systems is the
implementation of energy control strategies during the machine idle periods. This
work studies the performance of a production line when a state control strategy is
applied at machine level toward the improvement of energy efficiency.
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8.1.1 Literature Review

Thepower requirement of amachine tool can be divided into twomain components.A
FixedPower, demanded for the operational readiness of themachine and independent
from the process, and a Load Dependent Power, demanded to distinctively operate
components enabling and executing the main process (Dahmus and Gutowski 2010;
Gutowski et al. 2009). Indeed, the machine auxiliary equipment keeps consuming
energy during machine nonproductive periods. This generates a supply excess that
could be reduced by controlling the machine state. As a consequence, the energy
required by amachine tool can be significantly reduced applying a control at machine
level that aims at reducing the machine fixed power demand, which is required even
if the production is not requested. Recently, the potential of machine state control
during nonproductive periods has been highlighted by several researchers. To give
some examples, Ghadimi et al. estimated up to 26% of energy consumption savings
in the analyzed scalping process line by applying a switch-off policy (Ghadimi et al.
2014). Weinert and Mose simulated different production scenarios where advanced
standby strategies are implemented on production equipment to save energy during
short interruptions (Weinert and Mose 2014). The potential saving is shown to be
up to 53% of the energy consumed in nonproductive periods. Langer et al. showed
the effectiveness of their energy sensitive manufacturing execution system (MES)
using a simulation model (Langer et al. 2014). The energy control strategies applied
reached significant savings (16–24%) during the nonproductive periods. The use of
simulation which allows an energy simulation of machines under several production
scenarios is a powerfulmethod to analyze complex systems.Among the others, Abele
et al. proposed a methodology to parametrize and simulate the energy behavior of a
machine tool according to its state (Abele et al. 2012). Heinemann et al. proposed a
hierarchical evaluation tool to analyze the impact at different level of several energy
measures, e.g., changing lot size, equipment, process parameters (Heinemann et al.
2014).

Currently, most of the machine tools do not have eco-green functionalities, and in
the industrial market there are only a few energy-saving control systems available.
Most of them have been developed by machine tool builders in order to support the
final users. As examples among the existing options in the industrial market, some
companies provide devices for shutdown the machine tool, or some functional mod-
ules, once the machine idle period exceeds a user-defined limit (DMG Energysave
2018; Heidenhain 2011a, b). However, the selection of the policy parameters is not
supported by any tool or method and is often experience based.

In the last years, several research efforts focused on controlling production sys-
tems by switching off and on the machines to minimize total energy demand when
a certain transitory is needed to resume the service. Mouzon et al. presented several
switch-off dispatching rules for a non-bottleneck machine in a job shop (Mouzon
et al. 2007). Chen et al. formulated a constrained optimization problem for schedul-
ing machines into on and off modes in a production line (Chen et al. 2011, 2013).
Sun and Li proposed an algorithm to estimate opportunity windows for real-time
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energy control in a machining line (Sun and Li 2013). Chang et al. analyzed several
real-time machine switching strategies using energy-saving opportunity windows in
a machining line under random failures, but no start-up time is considered (Chang
et al. 2013). The same approach has been applied to an integrated serial production
linewithHVAC (Heating, Ventilating, andAir Conditioning) system (Brundage et al.
2014). Mashahei and Lennartson proposed a control policy to switch-off machine
tools in a pallet constrained flow shop (Mashaei and Lennartson 2013). This policy
aims atminimizing the energy demand undermachine random failureswhere the pro-
cessing time and the start-up time are deterministic and constant. Frigerio and Matta
studied analytically the switching policy for single machines under the assumption
of stochastic arrivals, constant start-up, and no information from the buffer in front
of the machine (Frigerio and Matta 2015). Under quite general assumptions, they
showed that the switch-off and switch-on problems are independent. Therefore, it
is possible to independently find the optimal control for switch-off and the optimal
control for switch-on. An efficient algorithm has been proposed to find the optimal
control—i.e., when to switch-off and -on—considering also two constraints related
to production performance. This algorithm also requires less computational effort
yielding to a more efficient resolution. Moreover, the authors analytically demon-
strated that the optimal policy degenerates into simpler policies for increasing and
decreasing hazard rate distributions. In a different work, they modeled explicitly the
start-up time as dependent on the time period the machine stays in a low power
demand state (Frigerio and Matta 2014b).

Another stream of research related to the machine state control during nonpro-
ductive periods is the queueing theory where machines may become temporarily
unavailable. Themachine vacation usually starts at the completion of a busy period—
i.e., exhaustive vacation—and the service is resumed according to some policies. The
simplest resumption policies are theN-policy and the T-policy. TheN-policy resumes
the servicewhen the queue length accumulates N parts, whereas theT-policy resumes
the service according to a timer that counts down T time units after a certain event.
The combination of the two policies leads to the hybrid NT-policy. Detailed surveys
have been reported by Tian and Zhang (2006), Ke et al. (2010) and others. Of partic-
ular interest is the work of Yadin and Naor 1963, who proposed firstly the N-policy
in a queueing system where a random transitory is needed to resume the service.

In computer science, this theory has been applied in order to study the trade-off
between energy efficiency and mean delay in cellular network (e.g., Maccio and
Down 2013) and in server farms (e.g., Guo et al. 2013), when the buffer capacity is
assumed to be infinite.

In the manufacturing field, Frigerio and Matta (Frigerio and Matta 2014a) pro-
posed and analyzed an hybrid control policy—i.e., the TNT-policy—for machine
tools using buffer information. The closedown time is a control parameter (τoff), as
well as a threshold on buffer level (N ) and the vacation duration (τon − τoff). The
control parameters that minimize the machine expected energy demand are provided
numerically for an M/M/1/K system with exponential start-up duration.
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8.1.2 Objectives and Contributions

From the literature analysis, it emerges that the energy reduction problem has been
studied at local levelwhen a singlemachine can be controlled using local information,
such as arrivals and process time information. However, as far as authors knowledge,
the impact of controlling one machine on production system performance has never
been discussed yet.Moreover, at system level, some switching control strategies have
been proposed in the literature, but the structural properties of the optimal policy
have never been investigated. For instance, it is not known which machines, in a
manufacturing system, have to be controlled and which not, and how a simultaneous
control of the machines may affect system performance. Indeed, nowadays in most
of the manufacturing systems there is a lack of data in terms of energy demand
and about the savings achievable by properly controlling the production equipment.
Moreover, blocking and starvation can be caused by failures, long processing times
and process variability and they are known as symmetrical phenomena. Indeed,
blocking propagates upstream because of finite buffer capacity, whereas starvation
propagates downstream. However, the machines downstream the failure that are in
starvation can be switched off, while machines upstream may have to be kept on
while blocked because the part is loaded on the machine (Fig. 8.1). Therefore, a
control may create asymmetry.

This work studies the optimal control of a single server queueing system with
general arrival distribution. Particularly, the performance of a finite buffer production
line is analyzed when a general control policy is applied at machine level. Discrete
event simulation is used for the performance evaluation,with an ad-hoc template built
in ARENA c© software environment for modeling a general machine controlled with
an energy state control policy. Several simulation experiments are presented in this
work and a comparison with the common practice in manufacturing is also reported.
Moreover, in the study, a real CNC machining center is considered, experimentally
characterized to estimate the power demand in its different states.

Production lines are chosen as the subject of the analysis because switching poli-
cies may have a high impact in terms of machine nonproductive times.

Fig. 8.1 Blocking and starvation phenomena in controlled production systems
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Briefly, it will be showed that:

• A general switching off/on policy allows to reach high energy saving without
largely compromising the production throughput;

• Locating controlling machines at the beginning or at the end of a balanced pro-
duction line makes a difference;

• In balanced production lines where eachmachine is controlled, the optimal param-
eter values of the policy have a special, and nice, structure that can be profitably
used to identify the best system control strategy.

Since these results were obtained with simulation, there is no claim that they are
general and valid for any production line. However, this is the first study in which
a general policy is analyzed on a production line, and the considerations extracted
from this work will be helpful for many researchers and practitioners.

8.2 Assumption

A serial production line with m workstations, each composed by a finite input buffer
and a single machine working a single part type, is considered as the system to be
controlled (Fig. 8.2). This assumption is valid for lines specialized for one single
part type or for a family of similar items, and for lines working large batches while
considering a single batch. However, since the production system is assumed to have
one single part type, the arrival process is not renewable in general (Wu andMcGinnis
2013).

The notation used in this work is as in Table8.1.
At any station, a part is sent to the machine only during its idle periods, otherwise

the part has to wait in the queue. After the completion of the process, the part leaves
the station and enters in the downstream buffer. If there is no capacity to hold the part
in the buffer downstream, the part is stacked in the machine and the machine itself
is blocked—i.e., blocking after service. We assume the machine cannot be switched
off when is blocked. The control aims at selecting the optimal system configuration
so that the energy demand is minimal.

Fig. 8.2 Production line
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Table 8.1 Notation

ni Number of parts in station i [parts]

Ki Capacity of buffer i [parts]

Si Station i state set –

SX Machine state set –

Ta ∼ fa(t) Arrival time and PDF [s]

t̄a Mean interarrival time [s]

td,i Time instant of last departure at machine i [s]

Tp,i ∼ f p,i (t) Processing time of machine i and PDF [s]

t̄ p,i Mean processing time of machine i [s]

Tsu,i ∼ fsu,i (t) Start-up duration of machine i and PDF [s]

t̄su,i Mean start-up duration of machine i [s]

xi Energy state of machine i –

wx,i Power demand of machine i in state xi [kW]

wq,i Holding power demand per part of buffer i [kW]

yi State of station i (i.e., machine + buffer) –

αTNT Control policy –

ci Control parameters for machine i –

Ni Buffer level to switch-on the machine i [parts]

τoff,i Time interval to switch-off after the last departure
from machine i

[s]

τon,i Time interval to switch-on after the last departure
from machine i

[s]

E[Pi ] Expected power demand of station i [kW]

E[Qi ] Expected energy demand of station i [kJ/s]

E[Qtot] Total expected energy demand [kJ/s]

E[T Hi ] Expected throughput of machine i [ppm]

E[T H ] Expected throughput of the production line [ppm]

The following assumptions are assumed to be valid:

• The interarrival time is a random variable Ta with the probability density function
(PDF) fa(t) modeling the time between two part arrivals at the station—i.e., the
expected interarrival time is E[Ta] = t̄a ;

• The machine i processing time Tp,i is random with the PDF f p,i (t)—i.e., the
expected processing time is E[Tp,i ] = t̄ p,i ;

• The start-up duration Tsu,i of machine i is random with the PDF fsu,i (t)—i.e., the
expected start-up time is E[Tsu,i ] = t̄su,i ;

• Buffer i with finite capacity Ki controls the release of parts to the machine i and
the queueing rule does not influence the developed analysis;

• There is an infinite capacity buffer downstream machine m, and thus the last
machine cannot be blocked;
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• The stochastic processes involved in the system are assumed to be independent of
each other;

• Each machine is assumed to be perfectly reliable, thus failures cannot occur. This
assumption can be relaxed without requiring large extensions to the developed
analysis;

• All power and time values considered in the model are finite.

Let be xi ∈ SX = {1, 2, 3, 4} the i-th machine state: xi = 1 if out-of-service,
xi = 2 if on-service, xi = 3 if start-up, and xi = 4 if working. Moreover, let wxi ,i be
the power absorbed by the i-th machine in state xi . In the out-of-service state—i.e.,
the standby state—the machine is in a kind of “sleeping” mode and it is not able
to produce. The power demand of the machine when out-of-service is denoted with
w1,i , generally, lower compared to that in the other machine states. In the on-service
state—i.e., the idle state—the machine is ready to process a part. The machine power
demand when on-service, denoted with w2,i , is due to the activation of all machine
modules that have to be ready for processing a part. From the out-of-service to the
on-service state, themachinemust pass through the start-up state—i.e., the transitory
state where a warming-up procedure is executed to make the modules suitable for
processing. In this work, this transitory is referred as “start-up.” The power demand
w3,i is generally greater compared to that in the other machine nonproductive states.
The start-up duration Tsu,i is assumed to be a random value because the machine may
request variable time to reach the proper physical working condition according to
the system status—e.g., room temperature. If the start-up is long enough to ensure
machine proper conditions to work, the quality of processed parts is guaranteed. In
theworking state, themachine is processing a part and the requested powerw4,i varies
according to the process. If a part arrives when the machine is on-service, it can be
immediately processed, otherwise it waits in the buffer with a power demand wq,i

necessary for holding each part. The transition between two states can be triggered
by the occurrence of an uncontrollable event—e.g., the part arrival—or a controllable
event.

8.3 Control Policies

A general control policy, recently proposed in the literature (Frigerio and Matta
2014a), can be applied on each machine of the line. This general control policy is
now presented describing the machine-buffer behavior in terms of states visited and
transitions triggered.

Policy 1 (TNT-policy) If the buffer is empty, switch-off the machine after a time
interval τoff,i has elapsed from the last departure. Then, switch-on the machine when
the number of parts in the queue reaches a proper level Ni or after a time interval
τon,i has elapsed from the last departure—i.e., when τon,i − τoff,i has elapsed from
the switch-off command.
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Fig. 8.3 Station event-based model: x = 1 out-of-service (OutS), x = 2 on-service (OnS), x = 3
start-up (SUp), and x = 4 working (Work)

The behavior of the station i is represented in Fig. 8.3. From the initial on-service
state (ni = 0), two situations may happen: an arrival occurs and the machine starts
working the part, or the time interval τoff,i has elapsed and the machine is switched
off. During the processing time, other parts can enter into the system until the station
is full and the machine continues processing the parts in the queue until the last part
is cleared from the system. The number ni of parts in the system is incremented
and decremented by arrivals and departures, respectively. Once in out-of-service, the
machine is warmed up when the number of parts in the queue reaches a certain level
Ni ∈ [1, Ki ]. Otherwise, after τon,i the machine can be switched on in advance to
be ready to process the next part, even if the queue did not accumulate Ni parts. If
the machine is in out-of-service, but not switched on yet, the system cannot contain
more parts then ni = Ni − 1, because the machine is switched on upon the Ni -th
arrival. Moreover, in order to be consistent, the switch-off command has to be issued
before the switch-on command as follows:



8 Analysis of Production Lines with Switch-Off/On Controlled Machines 155

τon,i ≥ τoff,i . (8.1)

If a part arrives while the machine is in the start-up state, the part must wait in the
queue. The station cannot containmore parts then ni = Ki if themachine is executing
the start-up because there are only Ki positions available for holding parts inside the
buffer i . As the start-up procedure completes, the machine enters in the on-service
state, if the station is empty (ni = 0), or in a working state, otherwise.

Defining td,i as the time instant of the last departure at station i , the TNT-policy
at machine i is as follows.

αTNT =

⎧
⎪⎨

⎪⎩

switch-off if xi = 2 ∧ t − td,i = τoff,i

switch-on if xi = 1 ∧ (ni = Ni ∨ t − td,i = τon,i )

do nothing otherwise.

(8.2)

Moreover, ci = {τoff,i , Ni , τon,i } is defined as the vector composedby the three control
parameters applied at machine i .

8.3.1 Special Cases

A TNT-policy is applied at machine level such that themachine is switched off to save
energy, and, once in out-of-service, it is warmed up to resume the service properly.
Some simpler strategies for managing a machine tool are discussed as special cases
of Policy 1. The control parameters are summarized in Table8.2.

The extreme situation inwhich themachine is always kept on-service is considered
as the Always on policy (P2): The machine is never switched off neither the produc-
tion is delayed. This control type represents all machines that do not have ‘green’
functionalities, or alternatively these situations where the controllable machine tool

Table 8.2 Control parameters for special case policies

Control policy (P#) Control parameter Number of control
parameters

TNT-policy P1 c = {τoff, N , τon} 3

Always On P2 c = {∞,∀,∞} 0

N-policy P3 c = {0, N ,∞} 1

TN-policy P4 c = {τoff, N ,∞} 2

NT-policy P5 c = {0, N , τon} 2

Off P6 c = {0, 1,∞} 0

Switch-off policy P7 c = {τoff, 1,∞} 1

Switch-on policy P8 c = {0, 1, τon} 1

Switching policy P9 c = {τoff, 1, τon} 2
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should not be switched off. The N-policy (P3) represents a policy where the machine
stays out-of-service if there is no part to work. The machine is switched on when
the station has accumulated a certain amount of work, therefore, the machine starts
the warming-up procedure. Two hybrid policies are the TN-policy (P4) and the NT-
policy (P5) where the control parameter N is coupled with τoff or τon, respectively.
Moreover, policies that do not consider buffer level information can also be con-
sidered as policies where N = 1. Indeed, the Off policy (P6) represents a special
case of the N-policy. The Switch-off policy (P7), the Switch-on policy (P8), and the
Switching policy (P9) are particular cases of a TN-policy,NT-policy, and TNT-policy,
respectively.

8.3.2 Energy Measures

The machine expected energy demanded per part E[Qi ] is the ratio between the
expected power and the expected throughput at the same workstation i :

E[Qi ] = E[Pi ]
E[T Hi ]

[
k J

part

]

i = 1, . . . ,m (8.3)

The expected total energy demanded per part E[Qtot] is the sum of the machine
expected energy demands:

E[Qtot] =
m∑

i

E[Qi ]
[

kJ

part

]

(8.4)

In the following, the energy demand values are reported in kJ per part (kJ/part).
The workstation state is defined as yi = {xi , ni } ∈ Si , whereSi is the irreducible

set of feasible states of theworkstation i as inFig. 8.3. Therefore, the power demanded
by the station i in state yi can be defined as:

h(yi ) =
{
wx,i + wq,i (ni − 1) if xi = 4

wx,i + wq,i ni if xi 
= 4
(8.5)

As a consequence:

E[Pi ] =
∑

yi∈S i

Pr(Yi = yi )h(yi ) [kW ] ∀i = 1, . . . ,m (8.6)

E[T Hi ] = 60

E[Tp,i ]
∑

yi∈S i∧xi=4

Pr(Yi = yi ) [ppm] ∀i = 1, . . . ,m (8.7)
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The system throughput is defined as the throughput of machine m, E[T Hm] =
E[T H ], and, due to the conservation of flow, it is E[T Hm] = E[T Hi ] ∀
i = 1, . . . ,m − 1. In the following, the throughput values are reported in parts per
minute (ppm).

8.4 Simulation Model

A template model—i.e., a library—has been created in ARENA c© environment for
modeling a general machine controlled by a general policy that considers the infor-
mation from the machine input buffer. By using the template, the developer can
rapidly build complex simulationmodels of production systems composed of energy-
oriented controlled machines (Fig. 8.4) together with other elements and blocks usu-
ally available in the discrete event simulation software.

Each station is represented by a single block where the buffer and the controlled
machine are embedded. The template is composed of around 60 embedded blocks
and can be easily integrated with the rest of the simulation model using standard
instructions. In more details, the template models the part flow through the buffer
and the machine. The switch-off and switch-on commands are issued using signals.

The instantaneous buffer level and the current machine state can be directly visu-
alized as in Fig. 8.5, together with the cumulative number of restarts executed from
the simulation beginning and the average energy demanded per part. The machine
parameters can be input using a convenient user interface in which the developer can
introduce several data. In the first panel, labeled “GreenMach”, the user must give a

Fig. 8.4 Example of a production serial line built in ARENA c©
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Fig. 8.5 “Green Machine” template with user interface and power input panel

unique name to the block aswell as a sequential number: These elements characterize
uniquely the block in the simulation model. The (finite) buffer capacity should also
be inserted. Furthermore, the power demand in each machine state and the holding
power demand can be set in the power data panel, labeled “Input power data of the
machine”. The processing time can be modeled as a random variable. Specifically,
the processing time distribution can be set according to ARENA c© expressions for
stochastic processes, e.g., the processing time input can be “EXPO(t̄ p).” The start-up
time is also modeled as a random variable such that any distribution can be set as
input.

The template allows to model a wide range of controls since five policies can
be selected: Always on (P2), N-Policy (P3), TN-Policy (P4), NT-Policy (P5), and the
general TNT-policy (P1). For each policy, the control parameters can be specified.
All other policies described in Sect. 8.3—i.e., from P6 to P9—can be implemented
as special cases with N = 1.

The “Green Machine” template can be connected to other simulation blocks
through an input connector and an output connector. If the green machine cannot
be blocked because the part can always be unloaded, the blocking condition is set
to“1.” Otherwise, the blocking condition should be specified. The power demand
when the machine is blocked should also be set in the power panel. For example, it
can be considered a system of two machines in series with a finite buffer each. Both
machines are controlled and the system can be modeled using the proposed tem-
plate. Assume that the template block Machine(1) is connected downstream with
Machine(2), and that Machine(2)_K is the buffer capacity of Machine(2).
The blocking condition on Machine(1) is:
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“NQ(Machine(2)_buffer) <Machine(2)_K”

whereas the blocking condition on Machine(2) is “1”.

8.5 Optimization of Production Line with Buffer
Information

A production line composed of single machine workstations is the system to be
analyzed in this work. The machine tools considered are CNC machining centers
with small-medium workspace cube and locally chilled.

Two main control strategies at system level are considered in the experiments: the
single control of the system, and the complete control of the system. As far as the
single control, the system can be partially optimized by controlling the state of one
machine, i.e., minimizingE[Qi ] at a certain workstation i . Considering one machine
at the time, m optimizations are needed for each scenario. In the complete control,
the system is globally optimized by controlling all machines simultaneously, i.e., by
minimizingE[Qtot]. As a consequence, one optimization is needed for each scenario.

The goal is to assess the impact of controlling a specific machine instead of
another, and the advantage of controlling the whole production line simultaneously.
The starvation/blocking effect of the control will also be investigated. The Always
on represents the reference case for evaluating the impact of the control.

8.5.1 Production Line Data

A real CNC machining center with 392 dm3 of workspace, five axes, horizontal
synchronous spindle, and local chiller—cooling both spindle and axes—is consid-
ered. This machine type requires w1 = 5.35 kW while on-service and blocked, and
w2 = 0.52 kWwhen out-of-service. Themachine start-up is characterized by a power
demand of w3 = 6 kW and a deterministic duration of twu = 20 s. These data have
been acquired with dedicated experimental measurements from a real machine con-
figured to operate in a powertrain manufacturing line. The power demanded during
the working state is not considered in the analysis because it does not affect the selec-
tion of the control parameters, being not dependent on control actions. Each machine
has the same power demand per stat—i.e.,w1,i = w1,w2,i = w2, andw3,i = w3. Each
buffer in the line has the same finite holding capacity and power demand wq,i = wq .
Since all machines and buffers are identical, the production line is balanced with no
bottleneck.

Two main scenarios are considered in the experiments: Case A, a line with three
stations, and Case B, a line with nine stations. The buffer capacity is equal to ten
slots at each workstation of the lines. In Case A, the part inter-arrivals at the first
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machine are assumed to be exponentially distributed with mean t̄a = 110 s. The
processing time is assumed to be deterministic and equal to tp = 100 s. Furthermore,
to evaluate how the control parameters are affected by the holding power demand
at buffers, the experiments are repeated for wq = 0 kW and wq = 0.1 kW. In Case
B, an holding power demand wq = 0.1 kW is considered and it is assumed that the
first machine is never starved for raw material. As a consequence, the first machine
(M1) is kept Always on. Therefore, the energy demanded by M1 is only associated
with the blocking condition and the holding power demand. The processing times
are identically distributed and follow a discrete distribution with two values: 100 s in
95% of the cases and 280 s in 5%.With this distribution, it is modeled in a simplified
way a server with failure durations of the length of 3 min in addition to the standard
processing times of 100 s.

8.5.2 Numerical Experiments

The simulation model of the analyzed production lines was developed in ARENA c©.
In these experiments, the control parameters are optimized to find out the optimal
values that minimize the energy demand. OptQuest is used in order to select a set
of nearly optimal solutions by varying the three control parameters (τoff, N , and
τon) for the controlled machines. OptQuest automatically compares solutions to be
significantly different on average (95%of confidence), and it selects the best solution.
However, some solutions can be statistically equivalent according to the simulation
results. Moreover, the interval of confidence is verified to be less than 5% around
the mean during the optimizations. Simulations were executed for 115 days with an
initial transient identifiedwith theWelchmethod (6 days) as detailed in Table8.3. The
solutions identified by OptQuest have been evaluated by running five independent
replications, and the results are reported in Tables8.4, 8.5, 8.6, 8.7, 8.8, 8.9, and 8.10.
The optimization duration is also reported, running on a notebookDELLXPS15with
Intel Core @2.20 GHz and 8GB RAM.

Table 8.3 Optimization duration for each case

Case A-Single A-Complete B-Single B-Complete

Start-up length 6 days 6 days 6 days 6 days

Simulation length 115 days 115 days 115 days 115 days

Policy optimized P1 P1 P1 P1

Max # iteration 50 100 100 1000 (150)

Optimization
duration

6 min 15 min 60 min 8h (1h)
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Table 8.4 Energy and throughput Case A—Always on

wq (kW) E[Q1] E[Q2] E[Q3] E[Qtot] E[T H ]
0 61.903 ±

3.310
61.891 ±
3.309

61.896 ±
3.315

185.681 ±
9.935

0.5376 ±
0.0011

0.1 94.983 ±
2.672

61.891 ±
3.309

61.896 ±
3.315

218.227 ±
9.269

0.5376 ±
0.0011

Table 8.5 Energy and throughput Case A (wq = 0 kW )—Controlled

Single control Complete control Combined control

on M1 on M2 on M3

c∗
1 =

{0, 6,∞}
c1 =
{∞, ∗,∞}

c1 =
{∞, ∗,∞}

c∗ = ({0, 3,∞};
{0, 5,∞};

{0, 10,∞})

c∗ = ({0, 6,∞};
{0, 10,∞};
{0, 10,∞})

c2 =
{∞, ∗,∞}

c∗
2 =

{0, 10,∞}
c2 =
{∞, ∗,∞}

c3 =
{∞, ∗,∞}

c3 =
{∞, ∗,∞}

c∗
3 =

{0, 10,∞}
E[Q1] 8.996 ±

3.373
61.893 ±
3.310

61.903 ±
3.310

10.067 ± 0.493 8.996 ± 0.373

E[Q2] 70.611 ±
3.022

7.013 ±
0.382

61.891 ±
3.309

8.208 ± 0.411 7.936 ± 0.305

E[Q3] 70.611 ±
3.315

61.877 ±
3.022

7.013 ±
0.382

7.268 ± 0.355 7.936 ± 0.352

E[Qtot] 150.218 ±
6.41

130.784 ±
7.034

130.798 ±
7.034

25.454 ± 1.259 24.869 ± 1.077

−19.29% −29.56% −29.55% −86.26% −86.61%

E[T H ] 0.5299 ±
0.0010

0.5376 ±
0.0011

0.5376 ±
0.0011

0.5351 ± 0.0010 0.5294 ± 0.0010

−1.43% – – −0.45% −1.52%

8.6 Numerical Results

8.6.1 Case A: A Line with 3 Machines

8.6.1.1 Always on Analysis

All machines are equally utilized and there is no bottleneck. The energy demanded
by each machine is around 62.1 kJ/part on average and the throughput is around 0.54
ppm as reported in Table8.4. Parts accumulate in front of the first machine because of
arrival variability, whereas there is no queue in front of M2 and M3 because theline
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Table 8.6 Energy and throughput Case A (wq = 0.1 kW )—Controlled

Single control Complete control Combined control

on M1 on M2 on M3

c∗
1 =

{0, 2,∞}
c1 =
{∞, ∗,∞}

c1 =
{∞, ∗,∞}

c∗ = ({0, 3,∞};
{0, 1,∞};
{0, 1,∞})

c = ({0, 2,∞};
{0, 1,∞};
{0, 1,∞})

c2 =
{∞, ∗,∞}

c∗
2 =

{0, 1,∞}
c2 =
{∞, ∗,∞}

c3 =
{∞, ∗,∞}

c3 =
{∞, ∗,∞}

c∗
3 =

{0, 1,∞}
E[Q1] 52.211 ±

0.416
94.438 ±
2.672

94.438 ±
2.152

49.625 ± 0.412 52.211 ± 0.416

E[Q2] 64.656 ±
3.201

17.643 ±
0.828

61.891 ±
3.309

13.552 ± 0.546 12.068 ± 0.493

E[Q3] 64.656 ±
3.201

61.896 ±
3.315

17.644 ±
0.829

13.552 ± 0.546 12.068 ± 0.493

E[Qtot] 181.525 ±
6.452

173.979 ±
6.794

173.975 ±
6.788

76.731 ± 1.098 76.347 ± 1.088

−16.81% −20.28% −20.28% −64.83% −65.01%

E[T H ] 0.5363 ±
0.0010

0.5376 ±
0.0011

0.5376 ±
0.0011

0.5363 ± 0.0011 0.5351 ± 0.0011

−0.24% – – −0.24% −0.7%

Table 8.7 Average energy demand for Case B—Always on

Station # On-Service En. Holding En. Blocking En. Total energy

E[Q1] 0 112.050 15.244 127.296 ± 1.450

E[Q2] 3.122 73.942 11.812 88.877 ± 2.620

E[Q3] 4.641 66.990 10.289 81.920 ± 3.790

E[Q4] 6.070 61.639 9.217 76.928 ± 3.711

E[Q5] 6.987 58.987 8.373 73.985 ± 2.786

E[Q6] 8.052 55.847 6.373 70.272 ± 1.953

E[Q7] 10.157 50.011 5.089 65.257 ± 1.774

E[Q8] 11.523 46.490 3.263 61.277 ± 0.876

E[Q9] 14.696 39.548 0 54.244 ± 1.696

E[Qtot] 65.248 563.912 67.534 700.056 ± 15.566

is synchronous and the second and third buffers are empty. Indeed, considering a
holding demand of wq = 0.1 kW per part, the first station consumes more than other
stations (94.983 kJ/part), whereas the energy demand of M2 and M3 is unvaried.



8 Analysis of Production Lines with Switch-Off/On Controlled Machines 163

Table 8.8 Average energy demand Case B—Single control (wq = 0.1 kW)

Control on E[Qi ] E[Qtot] E[T H ]
M2
c∗
2 = {0, 1,∞}

87.687(±1.143)
−1.34%

690.902(±7.876)
−1.31%

0.5368(±0.0006)
−0.001%

M3
c∗
3 = {0, 1,∞}

76.049(±3.031)
−7.17%

686.300(±13.075)
−1.96%

0.5370(±0.0005)
−0.004%

M4
c∗
4 = {0, 1,∞}

73.644(±0.123)
−4.27%

692.314(± 10.231)
−1.11%

0.5372(±0.0005)
−0.04%

M5
c∗
5 = {0, 1,∞}

67.980(±5.217)
−8.12%

682.756(±12.458)
−2.47%

0.5372(±0.0004)
−0.04%

M6
c∗
6 = {0, 1,∞}

60.767(±3.022)
−13.53%

678.801(±16.334)
−3.04%

0.5370(±0.0004)
−0.004%

M7
c∗
7 = {0, 1,∞}

57.684(±4.164)
−12.29%

690.826(±22.092)
−1.31%

0.5370(±0.0003)
−0.004%

M8
c∗
8 = {0, 1,∞}

52.684(±1.201)
−14.02%

685.105(±16.108)
−1.99%

0.5371(±0.0001)
−0.02%

M9
c∗
9 = {0, 1,∞}

44.350(±1.257)
−18.24%

695.988(±6.396)
−0.58%

0.5370(±0.0004)
−0.004%

Table 8.9 Energy and throughput Case B—Optimal complete control (wq = 0.1kW )

Average IC �% (%) ci

E[Q1] 130.854 ±1.035 2.80 {∞; ∗; ∞}
E[Q2] 99.089 ±2.586 11.49 {0; 9; ∞}
E[Q3] 88.047 ±2.572 7.48 {0; 8; ∞}
E[Q4] 60.815 ±6.176 −20.95 {0; 1; ∞}
E[Q5] 54.878 ±5.832 −25.83 {0; 1; ∞}
E[Q6] 53.359 ±4.669 −24.07 {0; 1; ∞}
E[Q7] 50.257 ±4.294 −22.99 {0; 1; ∞}
E[Q8] 45.682 ±2.235 −25.45 {0; 1; ∞}
E[Q9] 39.778 ±0.836 −26.67 {0; 1; ∞}
E[Qtot] 622.758 ±22.573 −11.04

E[T H ] 0.5341 ±0.0006 −0.5

8.6.1.2 Single Control (wq = 0 kW)

The single control is applied at each workstation one-by-one varying the machine
control parameters. Compared to the standard Always on policy, a control policy
may decrease the utilization of the controlled machine because of the period spent
in the out-of-service state. However, the impact on the rest of the system is not easy
to evaluate. For these reasons, during simulation, the energy demands are collected
along the line, as well as the line throughput (see Table8.5). The optimal control
parameters for each machine tool are also reported.



164 N. Frigerio and A. Matta

Table 8.10 Energy and throughput Case B—Constrained optimal complete control (wq = 0.1 kW)

Average IC �% (%) ci

E[Q1] 127.054 ±1.580 −0.19 {∞; ∗; ∞}
E[Q2] 89.968 ±3.368 1.23 {0; 5; ∞}
E[Q3] 73.068 ±3.650 −10.81 {0; 1; ∞}
E[Q4] 68.368 ±3.560 −11.13 {0; 1; ∞}
E[Q5] 65.505 ±1.737 −11.46 {0; 1; ∞}
E[Q6] 62.172 ±2.730 −11.53 {0; 1; ∞}
E[Q7] 57.760 ±3.553 −11.49 {0; 1; ∞}
E[Q8] 52.081 ±2.787 −15.01 {0; 1; ∞}
E[Q9] 44.023 ±1.186 −18.84 {0; 1; ∞}
E[Qtot] 640.000 ±15.000 −8.58

E[T H ] 0.5370 ±0.0003 −0.02

When the single control is optimized, the TNT-policy degenerates in an N-policy.
For the first machine (M1), the minimum energy demanded is associated with a con-
trol c∗

1 = {0, 6,∞}. It is noteworthy that a state control on a machine may influence
the energy demanded by the downstream machines (E[Q2] and E[Q3]) which are
starving due to the reduced throughput. As a consequence, the downstreammachines,
kept on-service longer, increase their energy demand.

For the second machine (M2), the optimal control is c∗
2 = {0, 10,∞}; hence, M2

is kept out-of-service longer compared to M1. Generally, the upstream machine is
subject to higher blocking probability because the number of parts in the queue of
the controlled machine increases. However, in this case, this effect is negligible. It
is similarly for the control on M3 (c∗

3 = {0, 10,∞}).
A comparison with the Always on scenario shows that the single control achieves

significant energy savingwithout significantly affecting the line throughput (Kruskal–
Wallis test with pvalue < 0.05). TheMann-Whitney test confirms that any single con-
trol reduces significantly the energy demanded at system level (p < 0.05).Moreover,
the position of the controlledmachine is also significant: ControllingM2has the same
effect as controllingM3, whereas the control onM1 performs better (Mann-Whitney
pvalue < 0.05) in this case.

8.6.1.3 Complete Control (wq = 0 kW)

When all machines are controlled simultaneously, as reported in Table8.5, the opti-
mal control c∗ = (c1; c2; c3) = ({0, 3,∞}; {0, 5,∞}; {0, 10,∞}) switches off/on
all machines with an N-Policy.

The complete control performs better than any single control achieving around
87% of average energy reduction (Mann-Whitney test with pvalue < 0.05). However,
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the combined control obtainedby locally optimizing eachmachine c = (c∗
1; c∗

2; c∗
3) =

({0, 6,∞}; {0, 10,∞}; {0, 10,∞}) is not significantly different from the optimal
solution c∗ = ({0, 3,∞}; {0, 5,∞}; {0, 10,∞}) identified by OptQuest.

8.6.1.4 Holding Power Effect

Now, it is assumed that the holding power of buffers in the line is wq = 0.1 kW (see
Table8.6). As a consequence, the energy demanded for holding parts in the buffers
affects the optimal control parameters since it is increasing in N . Generally, the opti-
mal control policy is an N-Policy, but the service is resumed sooner compared to the
previous optimization—i.e., N decreases compared to Table8.5—to avoid the hold-
ing power demand. The Kruskal–Wallis test confirms that the single control reduces
the energy demanded at system level (pvalue < 0.05). Moreover, the position of the
controlled machine—i.e., to control M1 instead of others—is also significant. The
complete control performs better then any single control (Mann-Whitney test with
pvalue < 0.05). However, the combined control obtained by locally optimizing each
machine c = (c∗

1; c∗
2; c∗

3) = ({0, 2,∞}; {0, 1,∞}; {0, 1,∞}) is not significantly dif-
ferent from the optimal solution c∗ = ({0, 3,∞}; {0, 1,∞}; {0, 1,∞}) identified by
OptQuest.

8.6.2 Case B: A Line with 9 Machines

8.6.2.1 Always on Analysis

As described in Sect. 8.5.1, the first machine is always fed: Its demand is related only
to blocking periods. The machine utilization decreases along the line as well as the
average queue length and the blocking probability. In Table8.7, the energy demanded
by each machine while on-service and while blocked, and by the parts waiting in the
buffer are reported. For this scenario, the total energy demand trend is decreasing
because the most important component is the holding power demand: the far the
machine in the line (higher i), the lower its energy demand. It is noteworthy that the
energies demanded in the blocking state and in the on-service state are symmetric
because the machine power demand is the same during starvation and blocking, and
because starvation and blocking effects are symmetric when the machines are not
controlled. The total average energy per part demanded by the whole line is around
700 kJ/part and the production rate is 0.5368 ± 0.0010 ppm.

8.6.2.2 Single Control

Similarly to Case A, the system performance is collected in Table8.8. The optimal
control c∗

i minimizing the machine energy E[Qi ] is also reported for each optimiza-
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tion. The single machine control influences the energy demanded by other stations
in the line. Thus, two effects can be identified: (i) starvation effect downstream and
(ii) blocking effect upstream.

(i) The downstreammachines are less utilized because of the reduced throughput of
the controlledmachine. As a consequence, the holding energy is reduced because
buffers are empty, the energy demanded by the machines on-service increases,
and the energy in blocked condition decreases.

(ii) The number of parts in the queue of the controlled machine increases: The
upstream machines have a higher blocking probability and longer queues.

As a consequence, the single control may achieve significant results on the con-
trolledmachine but not at line level. In order to give an example, theOff policy onM9
significantly decreases M9 energy demand (Mann-Whitney pvalue < 0.05), while it
is not effective on energy demand at line level (Mann-Whitney pvalue > 0.05).

8.6.2.3 Numerical Fact

Before the optimization of the complete control strategy, an interesting numeri-
cal fact related to the blocking/starvation effect is discussed. It is assumed that
the same control is applied to M2 to M9 except that the control parameter Ni is
increased on the machine i . In order to give an example, Fig. 8.6 represents the
machine energy demand along the line (M1 to M9). The control strategies repre-
sented are: the Always on case (black line/triangle), the case where the N-policy
with c = {0, 1,∞} is applied to all machines M2–M9 (blue line/circle), and the case
where the control of one machine j has a greater threshold compared to that of other
machines N j ≥ Ni ∀i 
= j (red line/cross). Particularly, the control c5 = {0, 10,∞}

Fig. 8.6 Example of a production serial line built in ARENA c©
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has been applied to M5 whereas ci = {0, 1,∞} has been applied to other machines
(i = 2, 3, 4, 6, 7, 8, 9).

(i) The upstream machines (M1–M4) have a higher blocking probability and they
cannot be ed off while blocked (as an assumption). Therefore, their energy
demand increases.

(ii) The downstream machines (M6–M9) can be switched off because of starva-
tion effect. Indeed, with the same control parameters, as far as the utilization
decreases, a machine stay out-of-service longer and the average queue length
decreases too. Nevertheless, the number of start-up increases, thus the energy
demanded by the machines downstream the controlled one may decrease or
increase according to this trade-off.

According to the numerical fact, increasing N at the last machines of the line
negatively affects the energy demand upstream. Thus, for the case study under con-
sideration, an optimal policy may have the following property:

Ni ≥ N j ∀i ≤ j; i, j = 1, . . . ,m (8.8)

A complete control with this structure keeps the first machines in the line accumu-
lating parts and doing less start-up procedures, whereas the last machines in the line
start processing parts before to avoid blocking upstream.

8.6.2.4 Complete Control

The system performance under the optimal complete control is collected in Table8.9.
Although some machines increase their energy demand (M1–M3), this control
achieves 11.04% of energy savings for the whole line, and the throughput is
reduced by 0.5%. Particularly, M2 and M3 are controlled with an N-policy where
c2 = {0, 9,∞} and c3 = {0, 8,∞}, respectively. M4–M9 are controlled with an Off
policy (c = {0, 1,∞}). Also in this case, the control is significant according to the
Mann-Whitney test (pvalue < 0.05) as well as the reduction of system throughput. In
this case, the combined control obtained by locally optimizing each machine with
a Off policy (650.566 ± 12.129 kJ/part) is significantly different from the optimal
solution (622.758 ± 22.573 kJ/part).

It is noteworthy that OptQuest needed around 1000 iterations to identify the best
solution (see Table8.3). However, it identified another solution that is not signifi-
cantly different (Mann-Whitney test pvalue = 0.60) after 150 simulations (1h). This
solution is an N-policy where c2 = {0, 10,∞} and c3 = {0, 8,∞}, for M2 and M3
respectively, and M4–M9 are controlled with an Off policy (c = {0, 1,∞}).

When a constraint for the minimum target throughput is included in the opti-
mization model, the optimal policy does not change structure. For instance, with a
minimum throughput of 0.5364 ppm (0.1% of reduction compared to the Always
on), the constrained optimal control achieves 8.58% of savings on the total energy
demanded. Actually, in this case, the control does not significantly affect the produc-
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tion rate (Mann-Whitney pvalue = 0.40). Particularly, M3 to M9 are controlled with
anN-policy c∗ = {0; 1;∞} andM2with c∗

2 = {0; 5;∞}, as in Table8.10. Compared
to the Case A, the energy savings are lower because of the high variability of the
machines. Indeed, the variable processing times give place to the presence of parts
in the intermediate buffers that do not allow a frequent switch-off of machines.

8.7 Unbalanced Lines

An unbalanced line (Case C and Case D) has been studied when a complete control
is applied. Cases C and D are the same as Case B except that one machine can be
identified as bottleneck. Indeed, onemachine has a different processing time: 100 s in

Table 8.11 Average energy demand for Case C—Always on

Station # On-Service En. Holding En. Blocking En. Total energy

E[Q1] 0 118.979 48.607 167.780 ± 1.504

E[Q2] 0.282 103.359 48.875 152.390 ± 1.889

E[Q3] 0.284 103.311 48.860 152.350 ± 0.977

E[Q4] 0.378 103.355 48.307 152.182 ± 2.514

E[Q5] 0.351 102.295 48.636 152.642 ± 2.426

E[Q6] 0.216 103.314 48.813 151.704 ± 3.084

E[Q7] 0.246 103.679 48.317 151.786 ± 2.712

E[Q8] 0.336 102.284 48.153 151.232 ± 2.968

E[Q9] 0.195 102.108 0 102.346 ± 1.285

E[Qtot] 2.289 943.981 388.565 1333.412 ±
17.032

Table 8.12 Average energy demand for Case D—Always on

Station # On-Service En. Holding En. Blocking En. Total energy

E[Q1] 0 119.609 48.607 167.826 ± 1.300

E[Q2] 0.258 103.790 48.032 152.702 ± 1.357

E[Q3] 0.391 103.546 49.123 152.574 ± 1.425

E[Q4] 0.353 103.471 48.939 152.092 ± 1.890

E[Q5] 0.158 102.761 0.193 102.850 ± 0.970

E[Q6] 49.082 15.180 0.263 64.372 ± 0.766

E[Q7] 48.959 15.862 0.278 64.908 ± 0.586

E[Q8] 49.302 15.750 0.202 64.921 ± 1.034

E[Q9] 48.618 15.994 0 64.467 ± 0.643

E[Qtot] 197.121 595.963 196.635 986.712 ± 8.471
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Table 8.13 Energy and throughput Case D—Optimal complete control

Average IC �% (%) ci

E[Q1] 165.912 ±1.337 −1.14 {∞; ∗; ∞}
E[Q2] 149.650 ±1.358 −2.00 {∞; ∗; ∞}
E[Q3] 148.858 ±2.024 −2.44 {∞; ∗; ∞}
E[Q4] 150.086 ±1.237 −1.32 {∞; ∗; ∞}
E[Q5] 102.786 ±0.546 −0.06 {∞; ∗; ∞}
E[Q6] 42.968 ±0.482 −33.25 {0; 1; ∞}
E[Q7] 41.809 ±0.788 −35.59 {0; 1; ∞}
E[Q8] 41.391 ±0.331 −36.24 {0; 1; ∞}
E[Q9] 40.919 ±0.676 −26.53 {0; 1; ∞}
E[Qtot] 884.380 ±5.288 −10.37

E[T H ] 0.5089 ±0.0006 −0.19

90% of the cases and 280 s in 10%. With this distribution, the stand-alone utilization
of the machine is reduced of around 8%. In Case C, the bottleneck is the last machine
(M9), whereas in Case D it is the central machine (M5). The OptQuest optimization
results for the complete control of the scenarios C and D are collected in Tables8.11,
8.12 and 8.13, respectively.

8.7.1 Case C

In this case, the bottleneck is M9 and all upstreammachines (M1-M8) are frequently
blocked and the average queue length is constant, compared to Case B where it is
decreasing along the line (as well as blocking probability). Therefore, the machine
energy demand is constant and mostly depends on the holding and the blocking
energy requests (Table8.11). The first machine (M1) is never starved and the queue
is always full; therefore, it has a slightly higher energy demand. The last machine
(M9) is never blocked and its energy is the lowest. The total average energy per part
demanded by the whole line is 1333.412 ± 13.717 kJ/part and the production rate
is 0.5082 ± 0.0010 ppm. The energy is greater than that of Case B because of the
holding power demand, whereas the throughput is reduced because of the bottleneck.
The optimal result by OptQuest (after 100 iterations—40 min optimization) is to
apply the Always on control strategy (P2) to all machines, in order to avoid the
starvation of the bottleneck.
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8.7.2 Case D

In this case, machines upstream the bottleneck (M1–M4) are frequently blocked and
the bottleneck (M5) is saturated, whereas machines downstream (M6–M9) are less
utilized compared toCaseBand they are often on-service. Thefirst groupofmachines
and the bottleneck have also a high holding energy demand (see Table8.12). The total
average energy per part demanded by thewhole line is 986.712 ± 8.471 k J/part and
the production rate is the same as in Case C (0.5081 ± 0.0009 ppm). The optimal
result by OptQuest (after 100 runs - 40 min optimization) is to apply the Always
on control strategy (P2) to machines (M1–M5), in order to avoid the starvation of
the bottleneck machine. Machines (M6–M9) are controlled with an N-Policy, as in
Table8.13, achieving around35%of energy saving at eachmachine. The total average
energy per part demanded by the whole line is reduced to 884.380 ± 5.288 k J/part
(−10.37%) without significantly affecting the productivity.

8.8 Remarks and Outlook

Ageneral control policy with three parameters has been applied tomachines in a pro-
duction line with finite buffer capacities. The template built in ARENA c© software
environment allows to study complex systems when the machines are controlled.
Comparing the controlled line performance with the common practice in manufac-
turing, it is remarkable that:

• A general policy may achieve significant energy savings without largely compro-
mising the production throughput;

• To locally control each machine is sub-optimal, indeed, to control simultaneously
the machines achieves the best results;

• The control of onemachine influences the energy demanded by the other machines
due to blocking and starvation effects;

• A control policy that is not uniform along the line may achieve significant results
both for balanced line and line with bottleneck;

• In a balanced production linewhere eachmachine is controlled, the optimal param-
eter values of the threshold N may have a special structure such as decreasing;

• Machine variability affects the potential energy savings.

Since these results were obtained with simulation, there is no claim they are
general and valid for any production line. Future developments will be devoted
to generalize these results for other production systems. A sensitivity analysis for
critical parameters is considered as an important extension for policy applicability.
Furthermore, multiple low-energy states can be considered, and a multiple-standby
energy control policy can be studied taking into account different start-up times for
each machine transitory.
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Chapter 9
Approach for Achieving Transparency
in the Use of Compressed Air
in Manufacturing as a Basis
for Systematic Energy Saving

Nico Pastewski, Susanne Krichel, Gerrit Posselt,
Johannes Linzbach and Martin Plank

Abstract The increase in energy efficiency in manufacturing and in particular in
the area of compressed air is becoming a top issue in the context of factory plan-
ning and operation. Facing this development, the European Commission entrusted
the Seventh Framework Program, Horizon 2020, to strengthen the research efforts
to hit the proclaimed environmental, energetic and economic objectives of the Euro-
pean Union. In this paper, the authors present selected results on how to re-engineer
brownfield factories to become clean and competitive factories of the future. Fur-
thermore, the focus is put on energy-efficient generation, preparation, distribution
and utilization of compressed air. It provides a systematic and practical approach to
re-engineer existing compressed air systems to become eco-efficient. In European
industries, around 10% of the final energy utilized is converted into compressed air
as a factory internal energy source and hence plays a vital role for various appli-
cations such as handling and assembly of parts. When generating compressed air,
it is important to use efficient compressor stations with optimized compressed air
preparation and appropriately designed compressed air systems for distributing and
utilizing the compressed air. However, due to a lack of transparency and knowledge
in terms of actual demands and technical dependencies, compressed air systems are
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often operated inefficiently. The holistic approach described in this article suggests
specific improvement strategies and innovative technology solutions based on pro-
found evaluations in industrial cases.

9.1 Introduction and Scope

A look at the power demand of industry in Europe emphasizes the role of compressed
air. In 2009, the industry sector accounted for a total energy demand of around 970
billion kWh (Eurostat 2009). Especially, the area of actuators and drive technology
is relevant, and more than 60% of the industrial electricity demand is attributable
to the provision of mechanical power, including about 63 billion kWh alone for
the compressed air supply (IEA 2009). Many companies nowadays see a need for
immediate action, especially in regard to rising energy prices and increased environ-
mental awareness. Already, simple measures help to reduce the energy demand and
significantly reduce energy costs. However, existing potentials are often unused.

In order to improve an existing compressed air system in terms of energy effi-
ciency, the identification of most relevant energy losses and the selection of suitable
improvement strategies are major tasks. In Fig. 9.1, the schematic sketch of a com-
pressed air facility and their roughly estimated saving potentials within four main
areas (air generation, air preparation, air distribution and air utilization) is shown.
This holistic perspective is necessary since losses such as leakages and pressure drops
within the upstream infrastructure mainly influence the efficiency of the overall com-
pressed air system. Therefore, this article summarizes identification and improve-
ment strategies for the overall compressed air infrastructure following a systematic
approach.

Saving Potential

Compressed Air Infrastructure
Air Generation
— 55%

Air Preparation
— 15% Air Distribution

— 10% Air Application
— 25%

Fig. 9.1 Distribution of saving potentials within the compressed air infrastructure (Hirzel and
Köpschall 2012)
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Fig. 9.2 PDCA—process with the four basic tasks and their key activities Adapted from (BMU
2012)

9.2 State of the Art in Energy Auditing in the Field
of Compressed Air

Within facility management and the operation of factories, energy management
gained importance during the last decades. In the meantime, systematic and normed
processes like described in the ISO 50001 are more and more common in the indus-
try. It is used for the systematic increase in energy efficiency in industrial production
environments. The EN 15900 on energy efficiency services (DIN 2010) is another
systematic approach, which aims at increasing the energy efficiencywithin the indus-
try. The basis of both approaches is depicted in Fig. 9.2 as an improvement process
which can be divided into four basic tasks.

The process starts with the identification of typical energy wastes, followed by
the derivation of improvement strategies and the implementation of appropriate mea-
sures. Finally, the verification and sustaining of suitable measures guarantee long-
term saving effects.

As the given approaches within ISO 50001 and EN 15900 focus on a general
management level respectively consider energy efficiency as a whole, important
aspects for the applicability within compressed air systems are not described in
detail.
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9.3 Approach

The nucleus of the developed approach follows a continuous improvement process
and can therefore be aligned with processes like proposed in ISO 50001 and EN
15900. Combined the approach includes four steps. The first step targets the identi-
fication of energy wastes in compressed air systems. Referring to the identification,
improvement strategies are shown. Subsequent the implementation of measures and
their verification are described.

9.3.1 Identification of Energy Wastes

Table 9.1 highlights typical losses. The identification of sources for energy losses is
explained in the following subsections, where additional strategies for avoiding the
detected losses are presented.

Each loss is related to either surplus flow rate or surplus pressure level and can
be directly converted into the energy demand at the compressor station. Leakages as
flow rate losses have to be compensated by more compressed air generation whereas
pressure losses have to be compensated by increasing the pressure level at the com-
pressor station. As a rule of thumb, it can be stated that the increase in 1 bar at the
compressor station leads to an increase in energy demand about 6%.

9.3.2 Compressed Air Generation

Compressors are the first element in compressed air systems. Losses in terms of sur-
plus electricity demand are often resulting from wrong dimensioning of compressor
stations and from wrong or inefficient supervisory control algorithms.

A suitable strategy for identifying losses within existing compressor stations is the
measurement of the demand profile. Themeasurement has to happen over a sufficient
long period of time, i.e. several days for capturing downtime and weekends with
basic and peak loads as well as fluctuations in demand. Parameters which need to be

Table 9.1 Main loss sources within the compressed air infrastructure

Air generation Air preparation Air distribution Air utilization

• Supervisory control
of compressors

• Dimensioning of
compressors

• Pressure level in
compressor station

• Level of air quality
• Pressure drops in
filters, dryers

• Choice of
components, e.g.
drying equipment

• Pressure drops in
pipes

• Leakages

• Dimensioning of
components

• Leakages
• Use of sealing air,
blow air
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captured for further loss detection are as follows: compressor operating times, energy
demandmeasurements (current and voltage of each compressor), compressed air flow
measurement (with analogous flow sensor) and pressure levels within compressor
stations as well as required range of pressure for control at compressors.

The conduction of measurements helps to improve:

• Costs transparency of compressed air demand: With the measurements of energy
demand of compressors and preparation equipment as well as the measurement of
supplied compressed air volume with analogous sensors, the costs of compressed
air demand can be calculated with energy intensity of produced compressed air
[kWh/Nm3] = total electrical energy demand [kWh]/supplied air volume [Nm3]
and the prices for electrical energy. As average values 2.0–2.5 cent/Nm3 are given
in practice, but values have in general to be checked and determined for each
individual industrial set-up. As further reference, the energy intensity should be at
about 0.1 kWh/Nm3 at a given pressure level of 8 bar (Gloor 2000).

• Transparency of energy demand of the entire system: The measurement of com-
pressor operating times and the pressure bandwidth at the centralized storage offer
possibilities to put transparency into the process of compressing air. Several things
can be detected such as performance of control of compressors (ratio between idle
time and run-time of each compressor and overall station, degree of capacity uti-
lization of compressors, matching of compressor power to required flow output).
Furthermore, information about output reserves of the system is available.

9.3.3 Compressed Air Preparation

Compressed air preparationmust be capable of supplying compressed air at precisely
definedquality. Since oil,water or particles in compressed air have anegative effect on
the service life span of pneumatic components, the air quality needs to be considered.
They causewashout of lifetime lubrication and increasedwear anddamage to gaskets.
Energy and operating costs rise; in worst case, it can lead to unexpected production
downtime. Losses are often resulting from excessive requirements regarding the air
quality or the use of outworn equipment.

A suggested strategy for identifying losseswithin existing air preparation facilities
is measurement for compressed air quality. Parameters like the pressure dew point
and oil concentration are needed to be captured for further loss detection and should
be measured centralized and decentralized.

This strategy aims at keeping the quality of compressed air at an optimum level:
the frequent inspection of centralized air preparation equipment helps keeping the
quality of compressed air at an optimum level. Maintenance engineers often install
surplus filters and dryers just to keep the air as clean as possible. If high quality of air
is not required for the application, surplus equipment needs to be removed to reduce
pressure drops (filters) and the usage of cleaning air (dryers).
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9.3.4 Compressed Air Distribution

Optimal leakage management radically lowers the cost of compressed air, as leaky
components are a great waste of energy and money. According to Radgen and
Blaustein, about 16% of the total potential savings can be achieved in this area
with the largest potential efficiency gain by just a single type of measure (Radgen
and Blaustein 2001, p. 52). In contrast, in the EnEffAH study, Hirzel and Köpschall
estimate the saving from regular leakage reduction measures with a 5% contribution
to the total efficiency gain (Hirzel and Köpschall 2012, p. 34). In fact, leakages do
not occur within widespread compressed air piping systems but within the tubing of
the compressed air applications. The losses that are to be identified within the com-
pressed air distribution are air flow losses due to outworn tubing or fittings as well
as not properly closed tube endings and pressure drops1 due to wrong dimensioning
of pipes and tubes.

The following strategies for identifying losses within the distribution network are
suggested:

(1) Measurement of leaks in the entire plant by either using hand-held ultrasound
detectors for manual leakage detection or installing an intelligent leakage detec-
tion system.

(2) Centralized and decentralized measurement of pressure, e.g. at centralized stor-
age as well as spot tests at supply units of applications with analogous pressure
sensors.

The conduction of measurements helps to improve:

• Categorization and recording of leakages: With the help of ultrasound detection
devices, leakages can be detected during operation thatmeans no production down-
time is required. Leaks can be rapidly identified and clearly categorized through
marking. The classification of leaks helps the calculation of air losses in [Nm3] or
[e] for further cost-benefit analysis.

• Check for complete compressed air system, from compressor to pneumatic
application: Test spot measurements of pressure within the overall compressed air
infrastructure help the recording of information needed for repairs and improve-
ments. As a rule of thumb, the pressure drop within the main piping system should
be less than 0.01 bar (between storage and main piping system) and 0.03 bar
(between main piping system and connecting pipe to application).

1Pressure drops will only influence the energy efficiency of a compressed air system negatively
if they occur between the centralized storage and the valve at the pneumatic cylinder that means
within the piping part that is constantly ventilated with compressed air. The pressure drops have
to be compensated by an increased pressure level at the generation unit in order to guarantee a
minimum supply pressure at the application. This results in higher costs for air generation. The
pressure drops within tubing between valve and actuator are similar to resistances and influence the
dynamic behaviour significantly.
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9.3.5 Compressed Air Utilization

Knowing the air demand of each machine is a vital prerequisite for optimal sizing of
the compressed air supply and distribution as well as for determining leakage losses.
But the application’s demand profile is not only required for the dimensioning of the
generation part. It can and should be used additionally to optimize the performance
of the application itself—according to the saying “if it’s not used, it doesn’t have to
be generated”.

The following strategies for identifying losses within existing applications are
suggested:

1. Measurement of compressed air flow profile with the help of analogous flow
sensors in supply unit as well as pressure measurements. The air demand profile
should be captured over several hours depending on the production sequence in
order to measure all the effects.

2. Measurement of air quality in decentralized supply unit based on the measure-
ment of the parameters such as pressure dew point as well as visual inspection
of air preparation units.

3. Measurement of leaks in individual machine with the help of manual ultrasound
detectors.

The conduction of measurements helps to improve:

• Identification of inappropriate compressed air usage: The information about poten-
tial savings within the compressed air application has to be gained from analysing
various characteristics such as: demand per machine cycle and per minute, aver-
age and max./min. pressure and max./min. rate of air flow. Therefore, the exact
demand during both downtime and operation has to be captured. With the correct
information on actual air demand, unnecessary energy demand due to oversupply
as well as undesired pressure drops due to undersupply can be identified. The
detection of leaks with ultrasound is a possibility to detect small leakages during
operation.

• Optimal configuration of compressed air supply to the machine: Continuousmain-
tenance of compressed air preparation favours the efficiency of the overall system,
such as an increased service life of pneumatic components due to adjusted air
quality. Similar to the optimization of centralized filters and dryers, the proper
equipment has to be chosen for the decentralized air preparation in order to avoid
surplus pressure drops and reduce demand.
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Fig. 9.3 Overview over improvement strategies with typical applicability and saving potentials

9.4 Improvement Strategies

In the following, suggested improvement strategies2 are summarized for the fourmain
areas of air generation, preparation, distribution and utilization. Figure 9.3 shows a
portfolio of all improvement strategies with typical values for their applicability and
saving potentials.

9.4.1 Compressed Air Generation

Current, voltage, pressure and flow rate measurements in centralized compressor
stations are used to locate loss sources during the process of generating compressed
air. Four main improvement strategies are suggested in the following.

• Dimensioning of compressors adjusted to the demand profile (app. 20%, pot.
20%): Optimized compressor stations are controlled by an overall control unit
which accounts for changes within the demand profile. Several smaller compres-

2The improvement strategies are result of the research project EnEffAH (Hirzel and Köpschall
2012). The abbreviation “app.” defines the degree of applicability of the shown improvement
method; “pot.” shows the possible saving potentials. Both values are rough approximations.
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sors as well as a mix of frequency-controlled and fixed compressors add to the
flexibility of modern stations.

• Centralized heat recovery (app. 50%, pot. 96%): The usage of centralized heat
recovery is one of the most promising improvement strategies for compressed
air installation. The amount of energy used for generating compressed air is not
lowered, but the emitted heat is recovered and used as process heat (water, air)
within the company and to support traditional heating.

• Use of frequency-controlled compressors (app. 25%, pot. 15%): The use of
frequency-controlled compressors should be always combined with fixed com-
pressor (no speed control). They can be perfectly used for balancing peaks within
demand profiles. It should bementioned that the efficiency of frequency-controlled
compressors drops significantly beyond their operation point.

• Reduction of main pressure level (app. 50%, pot. 15%): The reduction of main
pressure level offers high saving potentials since it directly relates to the energy
demand at the compressors. A reduction is often possible as soon as surplus pres-
sure drops have been avoided.

9.4.2 Compressed Air Preparation

Within the area of compressed air preparation, high pressure drops in outworn compo-
nents or the too restrictive air quality requirements are offering high saving potentials.
Three main improvement strategies are suggested in the following.

• Choice of drying technology (app. 50%, pot. 15%): The choice of technology
for drying the compressed air up to a defined dew point influences possible sav-
ing potentials. Since refrigerant-type dryer (minimum dew point 3 °C) requires
only 2% of the overall energy for generating compressed air, adsorption dryers
(minimum dew point −80 °C) use 30%.

• Dimensioning of air preparation unit (refrigerant-type dryer: app. 60%, pot.
2% and adsorption dryer: app. 10%, pot. 20%): Often, too restrictive require-
ments on the air quality add up to an over-dimensioning of air preparation equip-
ment. This fact results in surplus pressure drops—mains pressure level has to be
increased to compensate these pressure drops.

• Regular check of air preparation equipment (app. 80%, pot. 20%): The reg-
ular check of air preparation equipment is a relevant factor for guaranteeing the
efficiency of the overall system. There can be high and surplus pressure drops in
filters that are blocked by oil and dirt. A half-yearly check of filters can end up in
a reduction of the main pressure level by 1 bar. This results in a reduced energy
demand of approximately 6% due to the reduced pressure level at the compressors.
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9.4.3 Compressed Air Distribution

The correct dimensioning of the piping system influences the overall efficiency and
ismainly dependent on two loss sources—pressure drops due to wrong dimensioning
and leakages due to missing maintenance. Hence, four improvement strategies are
suggested:

• Optimized dimensioning of piping infrastructure (app. 20%, pot. 10%): Pip-
ing systems are often undersized. The reduced pressure level at the compressed
air utilization has to be compensated by increasing the main pressure level at the
generation unit. The pipes should better be oversized than undersized.

• Optimization of network topology (app. 40%, pot. 5%): The choice of net-
work topology decreases or increases the performance of the piping infrastructure.
Whereas branched networks suffer from constantly increasing pressure drops, net-
workswith closed circuits pressure drops can be balanced and the absolute pressure
level stabilized.

• Placement of decentralized storages (app. 40%, pot. 10%): Decentralized stor-
ages are a cost-efficient way of stabilizing pressure oscillations in piping networks.
They are frequently used close to consumerswith high dynamics and huge demand.

• Reduction of leakages (app. 80%, pot. 5%): Leakages have to be reduced (refer
Sect. 9.5).

9.4.4 Compressed Air Application

Typical machinery for automation processes consists of several components that are
using compressed air in different ways. For a better description of relevant improve-
ment strategies, compressed air utilization is divided into five categories such as
vacuum applications (1), use of blow and sealing air (2), grippers (3), pneumatic
cylinders (4) and pneumatic pivot drives (5). The following improvement strategies
for the aforementioned five application types are highlighted.

• Reduction of pressure level applicable to types (1) to (5): The pressure at
the decentralized supply unit (right before each application) should be reduced
up to the point where the machinery does not function anymore. This avoids
over-dimensioning. In case of modern machines with correct dimensioning, this
improvement strategy is not applicable!

• Replace double-acting cylinders by single-acting ones for types (3) and (4)
(app. 10%, pot. 50%): A spring is used for realizing the return stroke of the
cylinder. Hence, half the amount of air is saved within one stroke.

• Reduce size of components applicable to type (1) to (5) (app. 80%, pot. 40%):
The dimensioning of automation systems that means the choice of components
in type and size should always be done by experts. There are tools for optimized
dimensioning available by component suppliers. The correct dimensioning is the
most important step towards an efficient drive system.



9 Approach for Achieving Transparency … 183

• Reduce pressure level for unproductive return strokes applicable to type (3),
(4) and (5): In case of unproductive return strokes, the pressure level can be
reduced.

• Shorten tubing length applicable to types (1) to (5): As stated earlier, the size of
piping between valve and actuator influences the air demand of the drive system.
They represent a dead volume that needs to be filled within each stroke. Hence,
tubes should be shortened asmuch as possible. Additionally, the diameter accounts
for the air demand. Tubes with too small diameters function as resistance and
influence the dynamics negatively.

• Air-saving circuits (app. 30%, pot. 50%): There are several possibilities for
the implementation of air-saving circuits, e.g. for usage in vacuum generators.
Nevertheless, the shortening of running time of blow and sealing air components
is a simple but effective improvement method.

• Avoidance of dead volume (app. 30%, pot. 20%): Especially in cylinders and
tubing, dead volume should be reduced as much as possible.

• Elimination of leaks in application (app. 70%, pot. 20%): Most leakages occur
inside machinery and only a few within the overall piping infrastructure. Above
all, outworn and leaky fitting cause flow losses.

9.5 Implementing Measures

The implementation of appropriate measures calls for elaborated concepts. In the
following, the most relevant measures to improve energy efficiency along the whole
compressed air infrastructure are described.

9.5.1 Optimization of Parameters in Compressed Air
Generation and Preparation

The measurements and correct interpretation of the parameters should be in general
done by specialists for compressed air installations. These service providers often
offer trainings for customers such that they can do these measurements on their own
and/or derive the necessary plans of action.

9.5.2 Leakage Management System

The detection of leakages with ultrasound equipment is comparably time-consuming
in typical industrial plants. A leakage management system is according to the Plan-
Do-Check-Act (PDCA) management cycle supporting the continuous and automatic
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monitoring of compressed air systems. There are three different levels of leakage
management suggested (dependent on flow volume and power of compressed air
installation in factory)—Level 0: One-time manual leakage detection and repair
typically done by external service provider, e.g. for smaller outworn compressed air
installations; Level 1: Yearly manual leakage detection by trained employees as well
as yearly check by maintenance service for compressors; and Level 2: Installation
of distributed sensor equipment in piping system (e.g. at storage, junctions in main
piping system, at supply unit of each application) and automaticmonitoring byoverall
Supervisory Control and Data Acquisition (SCADA) systemwith alert function (e.g.
changes in demand profile, increase in pressure drops). The leakage management
concepts in Level 1 and Level 2 have to be defined as a personal action plan for
savings, with systematic documentation of leak elimination. Action plans have to be
defined for rapid and lasting leak elimination.

9.5.3 Condition Monitoring and Diagnostic Systems
for Application

Condition monitoring and diagnostic systems help to detect changes in pressure and
flow rates early and to prevent impending production downtime. If downtime still
occurs, they enable rapid detection of the problem. A condition monitoring sys-
tem has to fulfil the following objectives such as: continuous monitoring of critical
machine processes, prevention of unplanned downtime as well as permanent demand
monitoring and rapid detection of deviations. It supports the maintenance engineer
during the analysis of the process and the identification of the parameters to be
monitored. It furthermore saves the parameters. An elaborated condition monitor-
ing system guarantees energy-optimized system operation, transparency of demand,
constant production quality, maximum availability and budgeting for repairs.

9.5.4 Improvement of Existing Machinery

Improvement concepts for compressed air applications should obviously go beyond
fixing leakages. Further savings by strategically redesigning the compressed air sys-
tem for the future have to be addressed. This will not only stabilize the processes
but also reduce the costs. Based on the previous losses detection and improvement
strategies optimization, measures for relevant machines need to be implemented.
For the analysis of relevant applications in a machine, two main phases are sug-
gested, namely a general and detailed analysis which are shown in Fig. 9.4. Before
starting the analysis, a comprehensive picture about relevant data such as the energy
demand and expected cost-effectiveness should be available (initial phase). Themain
first phase as the general analysis allows a structured analysis of the components to



9 Approach for Achieving Transparency … 185

Initial Analysis General Analysis Detailed Analysis Summary

Gathering data
from compressed
air infrastructure
and machine data; 
e.g. questionary

Grouping of
compontents
and detailed
machine
consumption
data; e.g. 
measurements

Discussion and
verification of results; e.g. 
consumption measures

Detection and
priorisation of
saving potentials, 
choice of profit-able
optimization
methods; e.g. cost
benefit calculation

Energy Machine Analysis

Fig. 9.4 Main phases of the machine optimization concept

identify compressed air savings. The detailed analysis as the second phase deter-
mines the actual demand and the impact of the specified measures to optimize the
demand of the components. This can be the basis for the economic evaluation of
optimization measures and further recommendations. Finally, the optimization has
to be performed either by service experts or by trained employees. Within the sum-
mary phase, the verification of implemented optimization methods has to be done
by evaluating measurements.

The optimization of existing machinery aims at the reduction of energy and com-
pressed air demand as well as the shortening of cycle times, simplified installation,
simplified maintenance and improved process reliability.

9.5.5 Engineering of New Machinery

Instead of optimizing an existing machine, the correct dimensioning and engineering
of a new machine offers far more saving potentials also in case of drive systems. The
choice of pneumatic cylinders with or without rod as well as the choice of cylinder
diameter and damping technology influences the dynamics of the system as well as
the energy demand. The combination of “technology choice”, “operational strategy”
and “dimensioning” leads to the implementation of a modern and energy-efficient
actuation system. Most manufacturers for drive components offer engineering tools
supporting the customers during the process ofmachine engineering. Axle-type drive
components represent a small number of components since they can vary in diameter,
stroke and guide. The process of component choice is challenging and requires expert
knowledge.

The main steps during this process are as follows: the initial step is the definition
of the application and specification of requirements such as moving/gripping and
installation position. Relevant limitations such as existing infrastructure required
safety classes and environmental conditions are to be defined as well. With the help
of simulation software, a pre-assessment of components can be made respecting
defined technical criteria such as geometry aspects, accuracy limitations, dynam-
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ics and mechanical limitations such as guides. A set of possible solutions is the
results of the pre-assessment and needs further design criteria for the final choice
of components. Final selection criteria are stock availability of components at the
customers, effort for maintenance, life cycle costing (LCC) calculations as well as
existing technology know-how at customer.

9.6 Verification and Sustaining

9.6.1 Verification

Following the implementation, the improvement measures have to be verified. After
the improvementmeasures have been implemented, a furthermeasurement can deter-
mine the success of the actions taken. This can be done easily by performing the same
measurements as defined for the identification process. Finally, a sustaining process
has to be established in order to guarantee that losses are avoided in advance and
errors during design and operation of machinery are not to be repeated.

9.6.2 Sustaining

Section 9.5.2 described three different levels of leakage management. A professional
elimination of leaks, i.e. the repair or replacement of leaking or faulty pneumatic com-
ponents, has to be performed in order to stop wasting energy. This often provides the
earliest return on investment. Looking at long-term benefits, the mentioned activities
must be taken regularly to maintain the optimized condition of the machines and the
compressed air infrastructure.

The benefits from using external expert services are proven. With the help of
external maintenance services (ideally compressed air or pneumatics specialists),
the systems can be brought to the latest energy-saving standards. Typical preventive
and corrective maintenance services include:

• Inspection: Checking for damage, component inspection, checking of air prepa-
ration and filtration.

• Preventive maintenance: Air filter replacement, silencer replacement, lubrica-
tion/relubrication of guides, etc., tightening of loose fittings, screws and belts.

• Corrective maintenance: Elimination of leaks, component replacement, compo-
nent repair.

In a second step, employees’ awareness of energy efficiency should be raised and
barriers must be reduced. This is essential to ensure that the measures implemented
are successful in the long term. This newly raised awareness should also be com-
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municated to suppliers (e.g. in performance specifications) and customers (e.g. via
marketing).

The approach was evaluated at partner facilities of the automotive and rail indus-
try sector focusing on their specific needs (Chap. 4). The involved partners covered
a broad range of competences and interests such as technology provider, system
integrator, service provider and manufacturer. These different perspectives and con-
tributions are relevant to identify and implement the most promising optimization
potentials.

9.7 Application

The analysis at the partner’s facilities increased the level of transparency and clearly
indicated the hot spots in terms of areas with high compressed air demand levels.
Audits withmobile inspection andmeasurement equipment such as ultrasound detec-
tion devices provided an overview of occurring leakages in relevant application areas,
e.g. on machine level between valve and the clamping devices.

In the following chapters, chosen solutions for specific applications are described.

9.7.1 Supporting Technology Decision in Engineering
of Actuation Systems in Automotive Industries

Same as in every other industry, production processes in the automotive industry
are based on a number of various actuation tasks. Figure 9.5 shows a selection such
as gripping of car assembly parts, positioning of cutters and applying high forces
for pressing processes. Which technology to choose is first of all a question of
fulfilling technical specifications such as cycle time, forces and loads. Especially
in automation, one actuation task might be realizable with different technologies
(e.g. electrical, pneumatic and hydraulic) and nowadays with many components in
different sizes and power ratings. That degree of freedom offers the chance for an
energy-optimized design of actuation systems during the machine planning process,
namely the use of an assessment tool.

Within the shown case, a simple but every effective set-up for an assessment tool
for energy efficiency improvements within the application scenarios is identified,
while quantifying the potential energy savings as well as payback time for invest-
ments and maintenance costs at the same time. This way, decision-makers have the
possibility to carry out energy diagnosis focusing on most relevant alternatives and
getting reliable data during the planning process at comparatively low costs.

The principle set-up for the assessment is highlighted in Fig. 9.6 and depicted as
follows:

• Separation of process in single actuation tasks S
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Fig. 9.5 Manufacturing processes in the automotive industry require various automation tasks such
as horizontal or vertical movements and positioning, pressing, gripping or high-speed rotations
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Fig. 9.6 Step-by-step process for supported technology decision for actuation systems in automo-
tive industry

The separation should be done on component level. Several tasks could be later
aggregated on a cell or machine level to represent different application scenarios.

• Definition of technical parameters P for each task S
With a pre-done mapping of major tasks in automotive industry (e.g. gripping,
welding, positioning), the main parameters are easily added to each task. Typical
values are the load, the stroke length, cycle time and standby time, relevant forces.

• Specification of components fulfilling parameters P
To be evaluated, components are either given or can be gathered by an additional
design tool with dynamic simulation support. The result is a list of component
sizes and power ratings fulfilling the technical parameters P as well as investment
costs for each configuration. Sometimes, the dynamics simulation support already
calculates the energy demand for one cycle which can be used for the next step.

• Calculation of total costs of ownership (TCO).

For complex functions that cannot be described by formulas or empirically, it can
be helpful to use simulations, e.g. to determine the energy requirements of electric
drive systems in a control loop with different positioning profiles. The graphical and
numerical analysis can be performed with a simple break-even point determination.
At the end of the assessment, a mapping of the whole hierarchical system structure
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(e.g. whole production line) with an aggregation of the results on the individual
actuation tasks is possible.

On the basis of the derived data, a decision-maker can decide what type of, e.g.
clamping device is favourable in the long-term economic sense or at a specific amorti-
zation time for the machinery. Analogous, calculations can be done for other compo-
nents such as welding guns. The more detailed the back-end calculations for energy
costs are, the more precise the TCO forecast will be.

The shownway of technology assessment with demand data and break-even point
(compare Fig. 9.6) should be used nowadays when discussing of energy-optimized
production processes. They give a clear indication about the share of energy costs in
each production line and support approaches for energy-transparent machinery. The
decision-maker is now able to decide to what extent this information is relevant and
may support to switch to other actuation technologies.

9.7.2 Creating Energy Transparency on Machine Level

Energy data is important for a strategic energy management—especially, the iden-
tification of potentials as well as the verification of implemented measures depends
on the availability of this data. As Müller et al. state a typical challenge in produc-
tion is this availability of energy data from a top factory level down to the machine
level (Müller et al. 2009). Furthermore, bare energy data without additional data or
reference values makes a profound evaluation hard or even impossible. Additional
data can be machine data (e.g. machine states) or production data (e.g. information
about the processed order, the number of produced parts or the currently produced
part).

A possible solution to this problem is a continuous energymonitoring systemwith
distributed sensors on machine level, which is able to complete monitoring solutions
on building level (Posselt 2015). The following approach focuses on a solution that
monitors electrical energy and compressed air demand as well as the machine states
of the corresponding machine.

For a first practical implementation, a machine group with an estimated high
energy-saving potential was chosen and equipped with suitable sensors for electrical
energy and compressed air flows. The machines are part of a job-shop production as
it can be found for the production of automation components (e.g. valves and valve
terminals). To ensure the retrofit ability, clamp-on current transformers for electrical
energy measurement were selected. The compressed air demand is measured using
a pressure and a flow sensor.

An additional PLC captures the sensor values and obtains machine states via a
data connection to the main PLC of the machine. Both PLCs are placed within the
electrical cabinet of themachine. The additional PLC is able to pre-process the energy
and machine data and provides a basic visualization. The number of produced parts
is not provided by the main control of the machine group. To calculate KPIs like
“required energy per part”, the produced parts are estimated with a counter for the
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Fig. 9.7 Production state and non-value-adding states of a machine

machine state “changing workpiece”. The pre-processed data is made available to
supervising systems via OPC UA. Supervising systems can be SCADA, MES, ERP
or energy management software systems. Those systems are capable of automati-
cally evaluating the data from the machine. Further functionality could be intelligent
alerting, the generation of reports or the visualization of the data for different users.

With the additional equipment, a continuousmonitoring of the energy flows on the
machine level could be achieved. Energy flows can be separated into value-adding
energy, if the machine is in “production state”, and non-value-adding energy, in case
the machine is in states that are not productive like “standby” or “parts shortages”.
The base for new benchmarks and KPIs like “used energy per produced (good)
part”, “energy per processed order” or “percentage of power consumed in value-
adding machine states” (see Fig. 9.7) is now given. These benchmarks and KPIs can
be used for many purposes like:

• Supporting maintenance work (to identify issues or for predictive maintenance).
• Identifying optimization potentials.
• Tracing actions for increased energy efficiency with respect to their effectiveness,
adherence or the achieved savings.

• Allocation of energy costs to different organizational units.
• Raising awareness for energy usage.

In further steps, the developed solution will be transferred to more machines that
exceed a threshold in energy demand which makes them relevant for a continu-
ous monitoring. For machines with an energy demand below the threshold or old
machines with a low estimated remaining operating time, temporary measurement
can support the overall energy transparency. Equipping existing machines with hard-
ware to obtain energy transparency is just a first step towards an energy-transparent
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factory. The energy-transparent machines together with energymetres from the facil-
ity build the basis for an energy transparency system. The energy transparency system
has the following main features:

• Providing visualization of all relevant energy flows of a factory.

– Seamless integration of energy data from facility and production.
– Adapted visualizations for different user roles and their preformed tasks.

• Support of continuous improvement processes.

– Identification of improvement possibilities.
– Verification of improvement measures.

• Supervision of energy flows.

– Detecting leakages or pressure drops in compressed air networks.
– Detecting load peaks.
– Detecting unusual behaviour of machines as a precursor of machine fails.

9.7.3 Intelligent Machine Monitoring in Rail Industry

9.7.3.1 Problem Statement

The guidelines above provide various approaches to optimize compressed air instal-
lations and applications in new and existing factory environments, whereas assessing
saving potentials of compressed air distribution and utilization systems is a perpetual
issue in production environments. Especially, industries with a high degree ofmanual
manufacturing operations profit from stepwise improvement in production, follow-
ing the well-known lean principles. As an example, the manufacturing of metro cars
requires relatively a high share of manually performed operations, focussing on the
area of roof and undercarriage assembly. The dominating manual production oper-
ations are weld seam preparation (bevelling) and weld seam finishing (trimming).
Themanual chip-cutting operations are performedwith compressed air-driven power
tools (angle grinders, vertical grinders, die grinders, drills, tappers and riveting ham-
mers), as exemplarily depicted in Fig. 9.8.

Compressed air-driven tools are favoured over electric tools in the given produc-
tion site because of the presence of very rough working environments (high dust
and noise emissions), comparably lighter tools and very robust mechanics of such.
The disadvantage of the utilization of compressed air-driven tools in rough working
environments is the fact of seemingly rising leakages due to ageing and contaminated
joint and gaskets. Gaskets, couplings and pneumatic hoses are subject to frequent
connection and disconnection of power tools, which is accelerating and conveying
the contamination and ageing processes. These effects are even hard to reduce by fre-
quentmaintenance intervals. Therefore, the degree of leakages in the presentworking
environment is fairly high in comparisonwith higher automated production facilities.
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Fig. 9.8 Pneumatic power
tool (grinder) used in manual
post-processing of welding
seams

Due to the high noise emissions in the working environments, obvious leakages of
broken gaskets or joints are hardly perceptible. Hence, leakages are difficult to be
removed and are therefore omnipresent.

The operation of an optimized compressed air infrastructure can be further sup-
ported by decentralized, automated devices, which shut down the energy supply
(compressed air) of supply net branches during non-demand times. This approach
is described in the case at hand. To verify and assess the potential of an automated
compressed air supply management in production, a functional prototype was tested
at Siemens production site in Vienna. The goal was to counter the problem of wear-
out effects in train manufacturing. Therefore, a compressed air-saving module was
developed, which was placed in the branch lines of the compressed air distribution
infrastructure. The branches are leading to manual workstations. After laboratory
testing of the module, the smart distribution network was implemented in the pilot
demonstrator. The prototype of the air supply unitwas placed in the body inwhite pro-
duction for train coaches.Manualmanufacturing steps, such asmilling and deburring
after joining processes, are performed by various hand-held compressed air power
tools.

The module, depicted in Fig. 9.9, contains a smart control unit which is capable
of automatically recognizing demand and standby times of connected power tools.
During demand times, the smart distribution network supplies the power tools with
compressed air at grid pressure level. During standby times, the grid pressure is auto-
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Fig. 9.9 Mobile functional prototype of the smart air-saving unit

matically cut off and leakages in the downstream periphery are therewith reduced to
a minimum.When demand occurs again after an automated pressure cut-off, the unit
is capable of automatically recognizing the demand and seamlessly resupplying the
power tools with full grid pressure. This behaviour can be seen in Fig. 9.10. Addi-
tionally, the smart unit is capable of logging productive compressed air demands
and the saved amount of pneumatic energy on a continuous basis. For the demon-
stration case, an additional visualization unit allows to present these performance
indicators to the observer on a human–machine interface (HMI screen), as depicted
in Fig. 9.12. The testing period was set to 4 weeks of operation. The gained data
was evaluated according to the potentials, and qualitative interviews were conducted
along the working personnel to estimate the practical influence of the automated
shutdown functionality.

9.7.3.2 Functional Prototype

To reveal and assess saving potentials, a modified air supply unit with prototypical
functions, as described in Table 9.2, was installed at a compressed air supply hose in
a manual manufacturing workstation. The hardware of the module includes sensors
tomonitor the volume flow and the pressure level, as well as valves for safe switching
of the compressed air supply.

The installation was placed in a pipe of the compressed air infrastructure near
a manual working station, as shown in Fig. 9.11. The volume in the hose between
the module and the coupling was used for implementing the described functions
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Fig. 9.10 Ideal pressure demand profile of the manual working station

Table 9.2 Additional functions of the compressed air supply unit

Function Description

Automated shutdown The module shuts down the energy supply if
there is no active use of compressed air

Automated switch-on The module smoothly switches on the
compressed air supply with a short delay if a
demanding consumer is detected

Savings monitoring Based on pressure gradients in the closed
supply branch, the leakage rate of the
downstream branch is calculated

Estimation of potentials The potentials are estimated based on the
leakages and certain site-specific factors

(compare Table 9.2). For a period of 4weeks, data was acquired and saving potentials
were monitored.

Besides the leakagemonitoring, themodule is capable of performing network con-
dition monitoring (pressure level, pressure drops, maximum and average demands,
etc.). Leakage-level alarms can be triggered visually and as a digital output signal
for external alarms processing.
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Compressed Air Supply Infrastructure
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Saving
Module

Manual Work Stations

Power Tool Quick Couplings

Fig. 9.11 Application environment of the compressed air-saving unit prototype

9.7.3.3 Results

The environmental and economic benefits are potentially high, as leakages during
standby times are reduced to a technically possible minimum. During demand times,
when power tools are in use, the leakages cannot be reduced automatically, but
due to a continuous condition monitoring, alarms can guide energy-saving services
by providing an instant return of investment (human workforce and maintenance
material) calculation, as depicted in Fig. 9.12, in the screenshot from the detachable
HMI screen. The smart distribution network is installed for long-term testing at the
demo site to evaluate specific savings and suitable parameter values to improve the
control algorithms to be adaptable for varying application conditions.

The assumed high savings were validated by the conducted measurements. The
assessment during the testing period leads to high savings and hence quick amortiza-
tion times below 1 year. A challenge for a broad implementation of such a decentral-
ized solution is the unforeseen malfunctioning of the control unit, as the module is
designed to seemingly integrate in theworkflowsof daily operations. Thehuge advan-
tage of the developed solution is that shop floor personnel do not need to change their
behaviour during operation of the hand-held tools, which favours a high degree of
acceptance. Conclusively, retrofitting existing compressed air supply infrastructure
to a Smart Distribution Network is recommendable for certain industries branches
with a high share of utilized manual power tools, as the Siemens case above proves.
Furthermore, continuous monitoring of compressed air networks featured by those
decentralized devices provides the basis for the initiation of demand-oriented energy-
saving services and reactive maintenance approaches in production. Combined with
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Fig. 9.12 User interface for quick evaluation of the functional prototype in the demonstration
environment

advanced control and online analytics, even concepts approaching predictive main-
tenance become accessible.

9.7.4 Supported Technology Decision for Actuation Systems
in Automotive Industry

Same as in every other industry, production processes in the automotive industry
are based on a number of various actuation tasks. Figure 9.5 shows a selection,
such as gripping of car assembly parts, positioning of cutters and applying high
forces for pressing processes. Which technology to choose is first of all a question of
fulfilling technical specifications such as cycle time, forces and loads. Besides that,
and especially in automation, one actuation task might be realizable with different
technologies (e.g. electrical, pneumatic and hydraulic) and nowadays with many
components in different sizes and power ratings. That degree of freedom offers the
chance for an energy-optimized design of actuation systems during the machine
planning process, namely the use of an assessment tool.

Within the EMC2-Factory project, a simple but very effective assessment tool for
energy efficiency improvements within was developed, able to quantify the potential
energy savings as well as payback time for investments and maintenance costs at
the same time. This way, decision-makers have the possibility to carry out, with low
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cost, a thorough energy diagnosis focusing on most relevant alternatives and getting
reliable data during the planning process.

The principle set-up for the assessment is highlighted in Fig. 9.6 and depicted as
follows:

• Separation of process in single actuation tasks S
The separation should be done on the component level. Several tasks could be later
aggregated on a cell or machine level to represent different application scenarios.

• Definition of technical parameters P for each task S
With a pre-done mapping of major tasks in automotive industry (e.g. gripping,
welding, positioning), the main parameters are easily added to each task. Typical
values are the load, the stroke length, the cycle and standby time and relevant
forces.

• Specification of components fulfilling parameters P
To be evaluated, components are either given or can be gathered by an additional
design tool with dynamic simulation support. The result is a list of component
sizes and power ratings fulfilling the technical parameters P as well as investment
costs for each configuration. Sometimes, the dynamics simulation support already
calculates the energy demand for one cycle which can be used for the next step.

• Calculation of TCO costs (investment and energy costs)
A connection to backend simulation for those complex functions which cannot be
described through formulas or empiricallymight be helpful, e.g. energy demand of
electric drive systems in a feedback control-loopwith different positioning profiles.
The graphical and numerical analysis can be performed with a simple break-
even point determination. At the end of the assessment, a mapping of the whole
hierarchical system structure (e.g. whole production line) with an aggregation of
the results on the individual actuation tasks is possible.

On the basis of the derived data, a decision-maker can decide what type of, e.g.
clamping device is favourable in the long-term economic sense or at a specific amor-
tization time for themachinery. Analogous calculations can be done for other compo-
nents such as welding guns. The more detailed the back-end calculations for energy
costs are, the more precise the TCO forecast will be.

The shown way of technology assessment with demand data and break-even
point figures (compare Fig. 9.6) should be used nowadays when discussing energy-
optimized production processes. They give a clear indication about the share of
energy costs in each production line and support approaches for energy-transparent
machinery. The decision-maker is now able to decide to what extent this information
is relevant and may support to switch to other actuation technologies.

9.8 Results and Outlook

The described approaches provide a guideline for operational energy saving in the
area of compressed air. It has been developed together with the involved partners
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and evaluated at partner’s production sites as a part of the European research project
EMC2-Factory.

The implementation of the developed solutions as described in Sect. 9.4 has shown
that this has to be done under consideration of the specific needs, based on an iterative
analysis and covering a wide section of the live cycle. It begins with the consideration
of energy efficiency during the design and engineering, covers the operation phase
with new approaches for the energymonitoring during the operational phase and ends
with closing the control loopby automatically switchingof parts of the compressed air
distribution in unproductive times to make use of identified energy-saving potentials.

The described measures and solutions are rather to be understood as possible
blueprints and patterns than precise requirements. Each industry application has its
specific boundary conditions and calls for more or less tailored solutions which
should be developed together with partners.

The research work in the field of using compressed air more efficiently is ongoing,
and more innovative solutions are on the way. It is foreseeable that drive components
have to become smarter, e.g. tomonitor or control the energy demandmore effectively
and in correlation to the real demand of the desired application in terms of technical
parameters (such as force or velocity).
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