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10. Electrical Transport Properties of Glass

Koichi Shimakawa

The aim of this chapter is to review the current
understanding of various effects, both electronic
and ionic transports, in oxide and chalcogenide
glasses. Oxide and chalcogenide glasses are classi-
fied into an electronic or ionic transport materials
depending on the composition of their con-
stituents. Doping of transition metals or alkali
atoms into oxide glasses produces electronic or
ionic properties in electrical conduction processes.
Free carriers (electron and hole) in rigid mate-
rials are transported via extended states (band
conduction). Localized carriers are transported by
a hopping mechanism through localized states.
If carrier transport occurs in a deformable lat-
tice, either with strong or weak carrier–phonon
interaction, the carrier is accompanied by lattice
distortion. This is regarded as a pseudoparticle and
is called a polaron, producing a polaronic trans-
port in these media, which is usually discussed
for the transition-metal-oxide glasses (TMOGs). It
is suggested in this article that an alternative ex-
planation for the transport mechanism, instead of
the traditional polaron model, is also possible in
TMOG. When the conduction, either electronic or
ionic, is thermally activated, it is pointed out that
the Meyer–Neldel rule (MNR) or the compensation
law plays the principal role in the transport pro-
cess in glassy materials. A long-standing puzzle is
the mixed alkali effect (MAE) in oxide glasses, to-
gether with the power-law conductivity behavior.
A similar effect, i. e., the mixed cation effect, is
also found in chalcogenide glasses. All of these are
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still matters of debate for electronic and/or ionic
transport in glasses and there are many unsolved
and important problems on electrical conduc-
tions in glasses, which will be finally summarized.
Although the principal concern is with physics
involved in electrical transport in glasses, never-
theless it should bementioned at this juncture that
electrical transport phenomena also have many
technological ramifications.
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Electronic and ionic transport phenomena in glasses are
discussed in this chapter. The glasses discussed in this
chapter are not limited to the so-called glass, usually
prepared by the melt-quenched (MQ) technique, which
experiences the glass transition. When we consider the
materials (periodic table), there are two types: one is
the oxide glass (OG) based on silica, and the other is
the chalcogenide glass (ChG), which is composed of
VI-group elements such as S, Se, and Te.

The electrically conducting materials can be clas-
sified into the electronic and ionic conductions, as
outlined in Fig. 10.1. Both OG and ChG belong to the
electronic or ionic transport materials, which depend
highly on composition. Alloying of transition metals
(V, W, Fe etc.) and alkali atoms (Na, Li etc.) with OGs
leads to the electronic and ionic properties of electrical
conduction, respectively [10.1]. If carrier transport oc-
curs in a rigid lattice, electrons or holes are transported
via extended states (band conduction) and/or conducted
through localized states [10.2]. If a carrier is transported
in a deformable lattice, the carrier is easily deforms the
lattice (carrier–phonon coupling) and the carrier accom-
panied by such distortion is called a polaron. Polaronic
transport occurs in these media [10.3, 4]. Note that the
polaronic transport is further classified into the two lim-
its: either strong or weak coupling [10.3].

In ionic transport, on the other hand, it is remarkable
that the mixing of different alkalis or cations in glass
produces a pronouncedminimum in the conductivity (or
diffusion coefficient). This effect is called the mixed al-
kali effect (MAE) or mixed cation effect (MCE). The
MAE or MCE is an interesting issue in glass science

Electrical
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Ionic (power law, mixed alkali effect)

Rigid lattice

Deformable
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Band transport

Hopping transport
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Fig. 10.1 Electrical conduction processes in glasses. With
some alkali or metallic additives into glasses, ionic (cation)
diffusion dominates the electrical conduction

and has been a matter of debate for long time. Together
with the above issue, the power-law correlation between
conductivity and cation contents in OGs and ChGs is
also long-standing puzzling issue. A detailed discussion
of this unsolved problem will be given in this review.

When the conduction, either electronic or ionic, is
thermally activated, the Meyer–Neldel rule (MNR) or
the compensation law plays the principal role in the
transport process in glassy materials. This effect is also
a long-unsolved issue.

In this chapter, the current understanding of elec-
trical conduction processes, through both theories and
experimental data, is discussed in ChGs and OGs. There
are many unsolved and interesting problems in elec-
trical conductions in glassy materials, which will be
finally outlined in Sect. 10.6.

10.1 Electronic Transport Theory

The electronic transport in solids, in general, is con-
trolled by phonons.We should therefore discuss the two
extreme cases: the transport in a rigid lattice in which
the electron–phonon coupling is ignored, or transport
in a deformable lattice in which a carrier accompanies
lattice distortion. In the following, we briefly review
the theoretical background on these issues in disordered
solids such as glassy or amorphous semiconductors.

10.1.1 Electronic Transport in a Rigid Lattice

In a rigid network of atoms in a disordered semicon-
ductor, electrons (holes) are assumed to move through
the band (extended) states and/or through the localized
states, without being subjected to the lattice defor-
mations. The electron–phonon coupling is therefore
ignored in this case [10.2]. The electronic configuration

of individual atoms in a solid remains the same in both
crystalline and disordered solids. Therefore, the elec-
tronic density-of-states (DOS) for disordered solids in
the region of extended states deviates little from that
in crystalline solids and can be approximated by the
square root of the energy in three-dimensional (3-D)
configuration.

Figure 10.2 shows the electronic density of states.
The electronic conduction, through the extended states
(above Ec and below Ev), occurs in disordered solids,
similarly to crystalline solids. However, due to the lack
of long-range orders, the carrier mean free path ap-
proaches the length scale of atomic separation, which
may produce various anomalies in the electronic trans-
port in disordered solids [10.5]. The lack of long-range
order and presence of dangling-bond defects produces
localized tail states (shaded region between Ev and Ec)
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Fig. 10.2 Electronic density of states D (E). The mobility
edge divides the delocalized (above Ec and below Ev) and
localized states (shaded area)

and localized gap states, respectively. The electronic
hopping (or tunneling) transport occurs through these
localized states at relatively low temperatures [10.2].
The nature of carriers gets altered when a charge car-
rier crosses the energies Ec and Ev, which separate the
extended and localized states and are called the mobil-
ity edge. The transport above Ec is the band conduction
type for electrons and transport below Ev is the band
conduction type for holes.

Electronic Transport in Extended States
First, we discuss the band conduction in nondegener-
ate cases. The temperature-dependent number (density)
of free electrons n in the conduction band (CB) beyond
the energy Ec at high temperature T (near room temper-
ature) is given as

nD Nc exp

�
�Ec �EF

kBT

�
; (10.1)

where Nc is the effective density-of-states for the con-
duction band, EF the Fermi level and kB the Boltzmann
constant. The conductivity is therefore given by

� D en	0 D eNc	0 exp

�
�Ec �EF

kBT

�
; (10.2)

where 	0 is the microscopic mobility. As Ec �EF can
be approximated to vary linearly with the temperature
as Ec�EF D Ec�EF.0/��T , where EF.0/ is the Fermi
level at T D 0 and � the temperature coefficient, the
conductivity is given as

� D eNc	0 exp

�
�

kB

�
exp

�
�Ec �EF.0/

kBT

�

� �0 exp

�
�Ec �EF.0/

kBT

�
:

(10.3)

The conductivity is thermally activated with the activa-
tion energy �ED Ec �EF.0/. For p-type transport, the

activation energy should be given as �ED EF.0/�Ev:
EF.0/ lies between Ec and Ev. Note that the above equa-
tions rely on the Boltzmann transport theory and hence
depend on the assumption that the mean free path, for
example, is large compared with the lattice constant.
Equation (10.3) is therefore valid for ordered (crys-
talline) semiconductors. When the mean free path is of
the order of a lattice constant the Boltzmann formula
breaks down [10.5], in which �0 cannot be given by
eNc	0 exp.�=kB/.

Strictly speaking in glasses, a proper theoretical un-
derstanding of the prefactor �0 is still lacking.

For a degenerate electron in glasses (metallic
glasses), i. e., Fermi energy EF lies above Ec, metallic
behavior for electronic transport is expected. When it
lies below Ec, the transport can occur through local-
ized states at low temperatures and the conductivity at
zero temperature vanishes. Thus, when the Fermi level
crosses the mobility edges, a discontinuous conductiv-
ity, i. e., a finite value to zero, is expected to occur.
This finite value of conductivity is called the mini-
mum metallic conductivity �min: the prefactor �0 was
given by �min, being roughly estimated to be around
200S cm�1 [10.2, 5]. This famous idea of the mini-
mum metallic conductivity proposed byMott was alive
by the beginning of 1980 in the field of localization
theory [10.5]. However, the concept of minimummetal-
lic conductivity is no longer supported by the scaling
theory [10.6] and some experimental results in which
conductivity tends continuously to zero at zero temper-
ature [10.7, 8], while there was evidence to support the
concept of minimum metallic conductivity [10.5, 9].

Finally, it should be stated what happens in carrier
transport when the mean free path approaches the lattice
constant or the mean distance between carriers. This
condition should be met in glassy materials, in particu-
lar, when we discuss the conductivity prefactor. As will
be discussed in Sect. 10.3.1, the conductivity prefactor
involves another unknown factor (Meyer–Neldel rule).
Therefore, the term of minimum metallic conductivity
itself looked unattractive for most experimentalist in the
field of oxide and chalcogenide glasses.

For amorphous metals where the resistivity is large,
the temperature coefficient of the resistivity (TCR)
is predicted to be negative as observed experimen-
tally [10.5, 9]. A new idea with quantum corrections on
the Boltzmann equation was introduced to explain this
behavior [10.5]. Remember that the TCR is positive in
conventional metals. We will discuss briefly the modi-
fied Boltzmann equation in Sect. 10.A

Electronic Transport in Localized States
Carrier transport occurs between localized states, in
which a probability of tunneling (hopping) of local-
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ized carriers dominates the conductivity. The carrier
transport via localized states is therefore completely
different from that of the band conduction. The rate-
determining process is the hopping of an electron from
an occupied localized state (O) below the Fermi level
to an empty state above (E). The probability 
 per unit
time for this event to occur is given by [10.2, 5]


 D 
0 exp

�
�2R

a
� W

kBT

�
; (10.4)

where R and W are the spatial distance and the energy
difference between the states O and E respectively, a
is the Bohr radius of a localized state, and the prefac-
tor 
0 is of the order of phonon frequency (� 1012 s�1).
Note that the factor exp.�2R=a/ represents the extent of
overlapping of the wavefunction and exp.�W=.kBT//
is the Boltzmann factor.

The diffusion coefficient of localized carriers in 3-D
space can be given as

DD R2


6
: (10.5)

The hopping conductivity �h using the Einstein relation,
	kBT D eD, is given by

�h D enh	 D nh.eR/2

6kBT

0 exp

�
�2R

a
� W

kBT

�
;

(10.6)

where nh is the density of hopping carriers. When the
hopping occurs between the nearest neighbor sites, we
call it nearest-neighbor hopping (NNH) [10.2]. The
conduction in tail states at relatively low temperatures
can be dominated by the NNH mechanism. This means
that the conduction path moves from the band states to
localized tail states with decreasing temperature.

At low temperatures transport near EF may oc-
cur, since the number of carriers in the band and tail
states decrease significantly. In the so-called Fermi
glass, in which the Fermi level lies in localized states,
the density of hopping electrons nh can be given by
.NEF/kBT , where N (EF) is the DOS at EF. Since there
are .4 =3/R3N.EF/ states available in a spherical re-
gion of radius R, the average separation of these energy
levels can be given as

W D
�
4 

3
R3N.EF/

��1
: (10.7)

The hopping distance R is therefore correlated with the
energy difference W . An optimal hopping distance Ropt

is defined at which the hopping rate will be maximum.

This mechanism was proposed by Mott [10.10] and is
called variable-range hopping (VRH). It is known for
a uniformly distributed DOS near EF so that 
 is propor-
tional to exp.�.T0=T/1=4/ (non-temperature-activated
process), where T0 is the characteristic temperature re-
lated to the value of N.EF/ [10.2, 10].

Here we implicitly assumed the single phonon pro-
cess in which the Bohr radius a is required to be compa-
rable with the lattice parameter (� phonon wavelength)
andW is comparable or less than phonon energy. If not,
the hopping rate 
 should be significantly small. The
multiphonon transition may occur instead of a single
phonon process [10.2, 3, 11], which will be discussed
in the following section.

It is known that under an external AC field an en-
ergy loss can be induced by atomic or molecular dipole
relaxation. A hopping of carrier resembles the dipolar
relaxation, i. e., eR in (10.6) can be equivalent to the
electric dipole [10.12]. The complex dielectric constant
"�.!/, e. g., for the Debye response in the field direction
exp.i!t/, is given as

"�.!/ D "1 C "s � "1
1C i!�

� "1� i"2 ; (10.8)

where "s and "1 are the static (at low frequency)
and background (high frequency) dielectric constants
respectively, and � is the dielectric relaxation time.
The complex conductivity is defined as ��.!/ D
i!"0"

�.!/, where "0 is the dielectric constant in a vac-
uum. So-called AC conductivity or AC loss is the real
part of the conductivity given by !"0"2.!/.

Impedance spectroscopy (IS) is therefore useful to
understand its dynamics through the relaxation time � .
When the localized carrier is assumed to be confined
within a pair of localized states, it is called the pair ap-
proximation (PA) and AC hopping conductivity is given
in the general form as [10.12]

�.!/ D Np

Z
˛.�/

!2�

1C!2�2
P.�/d� ; (10.9)

where Np is the number of pairs (dipoles), ˛.�/ is the
polarizability, and P.�/ is the probability distribution
function of � . It is known for the most disordered solids
that �.!/ is nearly proportional to ! when P.�/ is pro-
portional to 1=� [10.13, 14]. Note, however, that �.!/
in this PA approximation cannot give DC conductivity
since �.!/ becomes zero at ! D 0. In the context of
the PA approximation in the IS technique, �.!/ cannot
account for the experimental data if both DC and AC
transports occur by the same mechanism.

A proper approach to hopping AC (and DC)
conductivity can be a continuous-time random-walk
(CTRW) approximation [10.15]. A simple form of the
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complex AC conductivity based on the CTRW, which
is strongly correlated to DC conductivity, is presented
as [10.16, 17]

��.!/ D �.0/
i!�m

ln.1C i!�m/
; (10.10)

where �m is the maximum hopping time (inverse min-
imum hopping rate) and �(0) is the DC conductivity
given as (10.6) [10.11]

�.0/ D nh.eR/2

6kBT�m
: (10.11)

Note here that the values of R and/orW in (10.6) are as-
sumed to be randomly distributed and among them the
maximum R and/or W produce the maximum hopping
time.

Each hopping event is treated equivalently as elec-
trical circuits, which are shown in Fig. 10.3. The pair
approximation, leading to zero conductivity at ! D 0,
can be treated as a parallel circuit (Fig. 10.3a). In this
CTRW approximation, on the other hand, each hop-
ping event is treated equivalently as a series sequence
of parallel connections of capacitance and resistance,
as shown in Fig. 10.3b. The overall value of admittance
(and hence complex conductivity) in a series sequence
of hopping events is known to be dominated by the min-
imum value of the admittance [10.16, 17]. Note that the
CTRW approximation predicts properly the DC con-
ductivity (10.11).

10.1.2 Electronic Transport
in a Deformable Lattice

An extra electron or hole in crystalline and noncrys-
talline materials can distort its deformable surround-
ings. A carrier accompanied by such distortion lowers
its overall energy and is called a polaron [10.2, 18, 19].
When the spatial extent of the wavefunction of such
a carrier is less than or comparable to the interatomic
or intermolecular separation, it is called a small po-
laron (strong electron–phonon interaction), otherwise it
is a large polaron (weak electron–phonon interaction)
[10.3]. It is known that small polarons exist, for exam-
ple in alkali halides, molecular crystals, rare-gas solids
and some glasses [10.2, 3, 5].

While it is believed that small polarons dominate
the electronic transport in some disordered materials
such as chalcogenides [10.3, 20] and transition metal
oxide glasses [10.1, 21], the issue still remain a subject
of debate. We discuss the two extreme cases for elec-
tronic transport for a deformable lattice in the following
section.

a)

b)

Fig. 10.3a,b Equivalent electrical circuits approximation
for (a) pair approximation and (b) CTRW approximation

Strong Carrier–Phonon Coupling Limit
Electrons are coupled with both optical and acoustic
phonons in a deformable lattice. First we must de-
fine the terms adiabatic and nonadiabatic conditions.
What do we mean by the adiabatic condition? A sim-
ple reply to this question is that the carrier follows
atomic vibrations, resulting in a high probability of
a carrier hopping to the adjacent site. The nonadia-
batic case has an opposite meaning: the carrier cannot
follow the atomic vibrations and hence its probabil-
ity for transfer is much smaller than in the adiabatic
case.

It is known that the adiabatic approximation can-
not explain the overall features of the DC and AC
conductivities in glasses [10.22]: the jump rate of
a small polaron in the adiabatic approximation at a high
temperature is temperature-independent and is simply
thermally activated, which is actually not observed ex-
perimentally.We therefore review only the nonadiabatic
regime in the following.

An exact formulation of the nonadiabatic multi-
phonon transition rate � for strong coupling (small
polaron) in disordered solids has been presented
as [10.23]

� D
�
Jij
„
�2

C.T/ exp

�
�Eop

A CEac
A C�=2

kBT

�
;

(10.12)

where Jij and � are the electron transfer inte-
gral and the energy difference between site i and
j respectively, and C.T/ is a weakly temperature-
dependent function. Eop

A and Eac
A are related to opti-

cal and acoustic phonons respectively, and are given
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as

Eop
A D 2kT

„!o
Eop
b tanh

� „!o

4kBT

�
; (10.13)

and

Eac
A D 1

N

X
g

2kT

„!g;ac
Eac
b tanh

�„!g;ac

4kBT

�
; (10.14)

where !o is the mean optical frequency (a small dis-
persion of optical modes is assumed), „!g;ac is the
acoustic phonon energy at wavevector g, N is the
number of phonon modes, and Eop

b and Eac
b are the

polaronic binding energies for optical and acoustic
phonons respectively. The nonadiabatic treatment of
small polarons requires Jij < 0:1 eV modes [10.18,
19].

Weak Carrier–Phonon Coupling Limit
The multiphonon jump rate R.�/ of localized electrons
coupled to one vibrational mode !c in the weak cou-
pling limit (kBT 
„!c) is derived as [10.3]

R.�/ D K
1X

nD�1
Ip.z/ cos.p�n/ ; (10.15)

where K is a characteristic frequency in the order of !c,
p is the number of participating phonons (D �=.„!c//,
�n is the lattice relaxation-phase shift, and Ip.z/ is the
modified Bessel function given by

Ip.z/ D
� z
2

�p 1X
kD0

.z2=4/k

kŠ W � .pC kC 1/
; (10.16)

where z is given by

zD 2Eb

„!c
An cosech

�„!c

kBT

�
; (10.17)

where An is the lattice relaxation amplitude function.

In the weak coupling limit (zŠ 0; small polaronic
binding energy, for example), R.�/ is given by [10.24]

R.�/ Š !c

h�
4Eb
„!c

� �
kBT
„!c

�ip
pŠ

; (10.18)

where Eb is the polaronic binding energy. When p is
a large number, the Stirling formula can be used to give

1

pŠ
Š 1p

2 p
p�p exp.p/ : (10.19)

Using

�
4Eb

„!c

�p

D exp

�
�

„!c
ln

�
4Eb

„!c

��
(10.20)

and

p�p D
�

�

„!c

�� �
„!c D exp

�
� �

„!c
ln
�

�

„!c

��
;

(10.21)

the multiphonon jump rate given by (10.18) can be
rewritten as

R.�/ Š !c exp.��p/

�
kBT

„!c

�p

; (10.22)

where � is given by ln.�=4Eb/� 1. The condition

G�
�
4Eb

„!c

��
kBT

„!c

�
	 1 (10.23)

should be satisfied in the weak coupling limit. However,
when p is large, the small argument approximation can
still be valid even for G� 1 [10.24]. Note that 1=R.�/
should be equivalent to �m in (10.11). We then obtain
the DC conductivity given by (10.11) under the weak
coupling limit.
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10.2 Ionic Transport Theory

While ionic conductors have been studied for long
time, the mechanism of transport in disordered mate-
rials is still not fully understood. There is no simple
broadly accepted model, since ion motion in disor-
dered solids is fundamentally different from electronic
transport in crystalline solids. Below typical vibrational
frequencies, ion motion can be described by thermally
activated hopping between sites separated by a po-
tential barrier. As shown in Fig. 10.4, ions must hop
by surmounting potential barriers (dashed line): the
potential-energy landscape for mobile ions in a glass
is expected to be irregular and contains a distribution
of depth and barrier heights in three-dimensional (3-D)
space, while Fig. 10.4 is a simple one-dimensional
(1-D) description.

10.2.1 DC and AC Transports

In disordered ionic conductors, the mobile ions show
a subdiffusive behavior (dispersive or anomalous diffu-
sion) in short time scales and show a normal diffusion in
longer time scales. This means that the mean square dis-
placement (MSD) of the mobile ions is given as [10.25,
26]

hr2.t/i D At˛ ; (10.24)

where A is a constant, and ˛ < 1:0 in a short time
range and ˛ D 1:0 in a longer time range. As the time
derivative of MSD is proportional to the diffusion coef-
ficientD,D on short timescales follows t˛�1 andD takes
a constant value on longer timescales, which is related
to the DC conductivity. The time-dependent diffusion
coefficient D.t/ itself implies the frequency-dependent
diffusion coefficient D.!/. Ionic conductivity there-
fore depends on the external frequency !, making the
ansatz [10.26],

�.!/ D �.0/CC!s ; (10.25)

E Um

Fig. 10.4 One-dimensional description of the potential-
energy landscape. At high frequencies, a local motion
(dashed line) contributes to the AC conductivity (loss). For
DC transport to occur, ions must hop over the maximum
potential barrier Um in the transport path

where �.0/ is the DC conductivity originating from the
constant D, C is a constant, the exponent s is less than
1:0, and the frequency-dependent term is from D.!/.
This kind of feature can be attributed to a random dis-
tribution of potential barriers as shown in Fig. 10.4.
Equation (10.25) is a just ansatz formula.

The CTRW approach already discussed in the pre-
vious section should give a nonansatz formula for ionic
transport processes. The random barrier model (RBM),
in which mobile ions hop the potential barriers are dis-
tributed randomly, is mathematically the same as the
CTRW of localized electrons under a certain condition.
The complex ionic conductivity ��

i .!/ based on the
CTRW is given as

��
i .!/ D �i.0/

i!�m

ln.1C i!�m/
; (10.26)

where �i.0/ is the DC conductivity and �m is the max-
imum hopping time among many jumping times. The
jumping time � required to surmount potential barrier
U is given as

� D �0 exp
�

U

kBT

�
; (10.27)

where �0 is a characteristic time. As will be discussed
later, it is known that �0 itself depends onU and is given
by

�0 D �00 exp

� �U
EMN

�
; (10.28)

where �00 is a constant and EMN is a characteristic en-
ergy (called the Meyer–Neldel energy). This type of
relation in thermally activated processes is called the
Meyer–Neldel rule or the compensation law [10.27].
The �m in (10.26) is taken to be the maximum � (writ-
ten as �m) in (10.27) when we take U D Um (maximum
potential barrier).

Similar to the CTRW in the electronic processes dis-
cussed in Sect. 10.1, the DC ionic conductivity is given
by

�i.0/ D Ni.eR/2

6kBT�mHv
; (10.29)

where Ni is the number of mobile ions, Hv is the Haven
ratio [10.26], and R is the hopping length. Note here in
ionic transport that Hv is related to the geometry of the
transport path.

It should be noted that the present CTRW approach
leading to (10.26) is a zeroth-order approximation.
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More accurate analytical presentation of the RBM is
given by [10.28]

ln Q� D i Q!
Q�
�
1C 8

3

i Q!
Q�
��1=3

; (10.30)

where Q� D ��
i .!/=�.0/ and Q! D !=!� is a suitably

scaled frequency (!� D 1=�m).

10.2.2 Power-Law Compositional
Dependence

It is of interest to discuss the so-called power-law
dependence of ionic conductivity and diffusion coeffi-
cient on metallic compositions to oxide [10.29–31] and
chalcogenide glasses [10.32–34]. For example, in Ag-
Ge-S glasses [10.32–34], the relations �dc / .xAg/˛ and
DAg / .xAg/ˇ are found experimentally, where xAg is
the at:% of Ag content (between 0:003 and 5 at:%) in
the system, �dc is the DC conductivity, which is usually
measured by the IS method, DAg is the tracer diffu-
sion coefficient, and the parameters ˛ and ˇ, are the
temperature-dependent constants. Note that no signif-
icant structural change has been reported in this com-
position range. Thus, the power-law dependence itself
cannot be a structure-related issue in moderate doping
range and has been widely discussed [10.32–34].

There are several models [10.29–35] to interpret the
power law. To explain the steep rise of conductivity
(or diffusion coefficient) with cation or metallic ele-
ments, a percolation model has been proposed [10.29,
32]. Observations of conduction thresholds in mixtures
of conducting and nonconducting materials are called
the percolation thresholds. Roughly speaking in three-
dimensional materials, when 30% by volume of the
compact is metallic (random mixture), the material sys-
tem gets its metallic nature from the insulator. Note that
a percolation-like behavior occurs at very low concen-
tration of silver atoms as stated above.

Under an exponential distribution of hopping site
energy where ions accommodate, the occupation prob-
ability of mobile ions in sites is calculated. As the
highest energy of occupied sites corresponds to the
highest chemical potential, an increase of cation density
reduces the energy required for surmounting potential
barriers (lower activation energyU in (10.27)). Another
percolation approach [10.32] requires a much larger
volume of ions, which is called the allowed volume, to
explain a percolation threshold behavior, since in a clas-
sical percolation theory, in two- and three-dimensional
spaces, the power-law exponent appears near a certain
threshold in network conductivity. Another view is the
dynamic structure model [10.29]: the principal assump-
tion is that mobile ions themselves dominate a glass

structure, which is not frozen-in until far below the
glass transition temperature. Note that the power expo-
nent is related to the energy difference between sites.

Among them, the simplest model to account for
the experimental data may be the configuration entropy
change (CEC) model [10.35], which is briefly discussed
below. Cations, denoted here by XC, should surmount
the potential barrier. The Gibbs free energyG should be
used for the potential barrier as

GD H� T0S ; (10.31)

where H is the enthalpy, S is the entropy, and T0 is the
fictive temperature, which may lie between the glass
transition temperature Tg and the melting temperature
Tm in glasses. H may keep a constant value through
a moderate concentration of cations. The network with
an ideal homogeneous mixture changes the entropy as

SD kB ln
NŠ

nŠ.N � n/Š
; (10.32)

where kB is the Boltzmann constant, N is the total
number of sites, and n is the concentration of cation-
provided atoms, e. g., Li! LiC. Here, it is assumed that
ŒLiC� D c[Li] with c� 1. Then the chemical potential
	X of X (the Gibbs energy for one X atom) is described
as

	X D @G

@n
D 	�

X C kBTg ln
x

1� x
; (10.33)

where 	�
X is a constant, and x (at.%) is n=N. When

x	 1, the second term in (10.33) is given by kBT0ln.x/.
Then G (activation energy for hopping) decreases by
this amount with increasing n (and hence x) as

GD G0 � kBT0 ln.jxj/ ; (10.34)

where G0 is a constant. Usually the term U is used cus-
tomarily as an activation energy and hence we use U
instead ofG in the following. Note that the free enthalpy
G here is given for one ion and hence the unit is given
in eV.

We begin with the discussion of the diffusion co-
efficient of cations DX. Diffusion should be thermally
activated and hence DX can be given as

DX D D0 exp
�
� U

kBT

�
; (10.35)

where D0 is a constant. By combining the above two
equations, Dx is given as

DX D D0 exp

�
� U0

kBT

�
.x/T0=T : (10.36)
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It is noted that the Meyer–Neldel (10.27) appears in the
term D0 and is given by [10.27, 36]

D0 D R2

6�0
D R2

6�00
exp

�
U

EMN

�
� D00.x/

�kBT0=EMN :

(10.37)

Then DX is finally given as

DX DD00 exp

��U0

kBT

�
.x/T0=T�kBT0=EMN : (10.38)

Using the Nernst–Einstein relation, �dc is given by

�dc D e2Nx

kBT
DX

D �0 exp
��U0

kBT

�
.x/1CT0=T�kBT0=EMN ; (10.39)

where �0 is a constant. We now see that the power law
is simply understood by the compositional dependence
of the Gibbs free energy change with mixing additives.
The power exponent is therefore

˛ D 1Cˇ D 1C T0=T � kBT0=EMN :

10.3 Experimental Results: Chalcogenide Glasses

The DC conductivity of most chalcogenide glasses
(ChGs) (including amorphous chalcogenide thin films)
near room temperature is thermally activated with the
activation energy �E. It is known that �E goes as
� Eo/2, where Eo is the bandgap (the optical gap or
the Tauc gap) [10.2, 37]. In the following section, we
discuss the detailed nature of the electrical conduction
based on the experimental results reported in chalco-
genide glasses.

10.3.1 Electronic Transport

In this section, we discuss the experimental results of
the DC conduction, Hall effect, thermoelectric power,
AC conduction, and electronic doping effects in ChGs.

DC Conduction
As stated already the DC conductivity at relatively high
temperatures (near room temperature) is thermally acti-
vated and is given by

� D �0 exp

�
� �E

kBT

�
; (10.40)

where �0 is a constant, and the relation �E� Eo=2
suggests that the band transport dominates the DC elec-
trical conduction. As will be discussed later, the p-type
(hole) signature is reported in the thermoelectric power
measurements and hence �E is given as Ev �EF.0/
(10.3). Most ChGs are known to be weakly p-typemate-
rials. It is believed that the significant density of charged
defects (DC, D�) may pin the Fermi level closer to the
valence band edge. As will be stated later, the determi-
nation of p- or n-type can be given by the thermopower
measurement (not by the Hall measurement). A more
important issue is the so-called 	� product in the pri-

mary photoconductivity, i. e., the time-of-flight (TOF)
drift mobility study. In most ChGs, the photocurrent by
holes is observed, indicating that the 	� product for
holes is larger than that for electrons. Strictly speak-
ing, this does not mean ChGs are p-type materials.
The signature of carrier, p- or n-type, in semiconduc-
tors should be simply determined by the Fermi level
position, i. e., p- or n-type is simply defined by which
carrier is in the majority. In crystalline semiconductors,
the Hall measurement gives a clear signature of carrier
type. In a practical sense in glassy materials, the 	�
product should be a more convenient physical parame-
ter than p- or n-type when we discuss the signature of
carriers.

Although the central issues concerning electronic
transport have been widely discussed in the literature,
there is still an important and interesting issue that is not
properly understood. This is called the Meyer–Neldel
rule (MNR) or the compensation law [10.27]; The pre-
factor in (10.39) �0 is actually not a constant and it
correlates with the activation energy �E as

�0 D �00 exp

�
�E

EMN

�
; (10.41)

where EMN is called the Meyer–Neldel characteristic
energy and �00 is a constant. Examples of the MNR are
shown in Fig. 10.5 for some ChGs [10.38]. The pre-
exponential factor itself is a function of the activation
energy�E. The MN energy, EMN, has a value of around
40�50meV.

A similar effect is also found in hydrogenated amor-
phous silicon (a-Si:H), which is well explained by the
statistical shift of the Fermi level (i. e., the tempera-
ture variation of the Fermi level) [10.39]. This statistical
shift of the Fermi level applied to a-Si:H is not applica-
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Fig. 10.5 The pre-exponential factor �0 plotted as a func-
tion of �E in several chalcogenide glassy systems (af-
ter [10.37])

ble to ChGs and the reason why the MNR is found in
ChGs is still not clear. Figure 10.6 shows a surprising
correlation between �00 and EMN reported in ChGs

�00 D � 0
00 exp

�
EMN

"

�
; (10.42)

where " is a constant (1:7meV), meaning that a large
EMN produces a larger pre-exponential term [10.38].

It should be noted that the MNR is also found
in some kinetics such as the reaction rate, which is
thermally activated. The kinetic rate, for example the
hopping rate 
, is followed by


 D 
0 exp
�
� U

kBT

�

D 
00 exp
�

U

EMN

�
exp

�
� U

kBT

�
;

(10.43)

where U is the energy barrier. This kind of compensa-
tion law is found in ionic transport even for crystalline
solids, and this can be explained in terms of phonon
absorption and emission processes with lattice distor-
tion [10.36]. As the MNR is universally observed in
a wide class of materials, the multiexcitation entropy
is suggested to be important in some kinetics and ther-
modynamics. As a general explanation, in multiphonon
excitations for example, small polarons have been pro-
posed for explaining the MNR, in which the prefactor
�0 is proportional to the number of ways of assembling
these excitations (entropy effect) [10.27] and hence
EMN corresponds to the optical phonon energy. There
is, however, no clear evidence that the small polarons
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Fig. 10.6 Correlation between �00 and the Meyer–Neldel
energy EMN for some chalcogenide glasses and a-Si:H (af-
ter [10.38])

exist and dominate the electronic transport in ChGs and
or a-Si:H [10.27, 38].

The relation between ln �0 and �E, as shown
in Fig. 10.5, produces EMN D 43meV and �0 D 1�
10�15 S cm�1. Note for ChGs that EMN lies in the range
25�60meV and �00 in the range 10�5�10�15 S cm�1.
Although EMN lies in almost the same range for both a-
Si:H and ChGs, �00 for ChGs is very much smaller than
that (� 1 S cm�1) for a-Si:H. The �00 in a-Si:H is close
in value to the microscopic conductivity, e	0Nc (10.2),
for the standard band transport model. Note that similar
values of �00 (10�3�10�15 S cm�1) have been found in
organic semiconductors [10.38]. The common features
for small �00 between ChGs and organic semiconduc-
tors can be attributed to quantum tunneling through
barriers that may exist in relatively low-dimensional
soft materials.

As the kinetics and thermodynamics are different
topics, each phenomenon therefore may have different
origins. The definitive solution to this unresolved prob-
lem of the MNR is therefore extremely necessary, since
this effect may contain unknown principles of physics.

One other important issue in electronic transport
should be stated. As stated in Sect. 10.1.1, Electronic
Transport in Extended States, the Boltzmann transport
theory traditionally used in crystalline materials was
applied here also for a-ChGs. However, if the carrier
scattering time is very short (< 10�15 s) or the carrier
mean free path approaches the interatomic distance, the
Boltzmann transport theory cannot be valid for analyz-
ing the experimental data without some caution [10.5].
In fact, the importance of this issue is pointed out when
we discuss, in particular, metallic transport or the Hall
effect in disordered matters. In the following section,
we discuss the Hall effect observed in ChGs.
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Hall Effect
The Hall measurement usually taken in crystalline
semiconductors is a fundamental technique for obtain-
ing the carrier number n and its signature (electron
or hole). We apply a magnetic field in a perpendicu-
lar direction to the applied field, which is driving the
electrons or holes. Because of the magnetic field, all
moving charges experience the Lorentz force, which in-
duces an electric field perpendicular to the applied field
direction. This induced voltage is called the Hall volt-
age [10.40]. As the Hall voltage depends on the sample
geometry, we customarily use the following Hall coef-
ficient, which measures the resulting Hall field per unit
transverse applied current and magnetic field. There-
fore, the Hall coefficient is a gauge of the magnitude
of the Hall effect. For n-type semiconductors, the Hall
coefficient RH is negative (positive for hole) and is given
by [10.40]

RH D� r

njej ; (10.44)

where r is the scattering factor, which is not much
greater than one. From the conductivity � and RH we
get the mobility as

	H D jRHj� D r	 ; (10.45)

where 	H is called the Hall mobility. Note that (10.44)
and (10.45) are valid when the mean free path is long
enough compared with the interatomic spacing. Oth-
erwise, the Boltzmann transport condition is broken,
in which case the Hall coefficient does not have any
physical meaning [10.41]. The Hall mobility in ChGs
therefore cannot be a useful parameter when we discuss
the number of carriers and its signature. Note, however,
that the conductivity � itself remains a well-defined
quantity even if the Boltzmann condition does not hold;
the definition � D en	 is universally used, since the
conductivity itself is a macroscopic quantity. A problem
is how to extract proper values of n and 	. The 	 can-
not be given by the well-known expression of e�=m� for
free carriers. While the Hall measurements have been
made on a limited number of ChGs, the Hall coefficient
was found to be negative: the Hall effect has the oppo-
site sign obtained from the thermoelectric power. Note
that the signature of the thermoelectric power should be
the same as that of the Hall coefficient; e. g., holes in
ChGs should give positive signature for both the ther-
moelectric power and the Hall coefficient. We found
the opposite and therefore call it the pn anomaly. The
most anomalous behavior in the carrier transport in
ChGs should be the Hall effect. As the thermoelectric
power should be followed by the classical Boltzmann

theory even when the carrier mean free path is com-
parable with a lattice parameter, the signature from this
measurement correctly predicts the signature of carriers
(either p- or n-type).

There are several attempts to explain the pn
anomaly. Emin’s small polaron [10.3] should be one
candidate for explaining it, which will be discussed
in Sect. 10.4.1, Polaronic Transport. The other one is
a treatment of the quantum interference effect of elec-
tron transport, which should be taken into consideration
when the carrier mean free path is shorter than a critical
value [10.42].

Thermoelectric Power
Thermoelectric power S is thought to not be directly
related to electric conduction. However, as will be dis-
cussed below, measurement of S produces important
information on the carrier transport mechanism, not
only the signature of the carrier. Thermoelectric power
is related to the Peltier coefficient ˘ by [10.5]

SD ˘

T
: (10.46)

The Peltier coefficient is defined as the energy carried
by electrons (holes) per unit charge and energy is mea-
sured relative to the Fermi level EF. Each electron (hole)
contributes to ˘ in proportion to its relative contribu-
tion to the total conductivity � . Therefore ˘ (and hence
S) is directly related to � and is given by [10.5]

˘ D�1

e

Z
.E�EF/

�.E/

�

@f

@E
dE ; (10.47)

and

SD�kB
e

Z
E�EF

kBT

�.E/

�

@f

@E
dE ; (10.48)

where � is given by the energy dependent conductivity
�.E/ as

� D e
Z

	.E/N.E/f .1� f /dED�
Z

�.E/
@f

@E
dE ;

(10.49)

where f is the Fermi distribution function and f .1�f / D
�kBTdf =dE and �.E/ D e	.E/N.E/kBT . Note that S <
0 for electron at energies E > EF and S > 0 for holes at
energies E < EF. S for holes associated with the valence
band (VB) (in the case of ChGs) is given by [10.41]

SD kB
e

�
EF �Ev

kBT
C 1

�
D kB

e

�
Es

kBT
C 1

�
;

(10.50)



Part
A
|10.3

354 Part A Fundamentals of Glass and the Glassy State

Conduction band

Valence band

EF

Epc

∆W

Fig. 10.7 Schematic illustration of band edge fluctuations
and the percolation threshold Epc for free holes

where Es D EF �Ev. It is of interest to point out that
the value of Es, which appeared in S, should be the
same as E� (D �E), which appeared in conductivity
(10.40). However, Es is always smaller than E� , i. e.,
E� D Es C�W , in a-ChGs, similarly to a-Si:H. The
value of �W is reported to be around 0:2 eV in ChGs.
Why such a difference in �W appears in a-Chs and
a-Si:H is a matter of debate [10.40]. If the conduc-
tion or valence band edge fluctuates energetically for
some reason, for example, the valence band edge Ev

takes various energies as shown in Fig. 10.7. As already
stated, the electrical conduction should occur at the per-
colation threshold Epc (not at Ev), and E� is given by
EF�Epc. For thermoelectric power, as discussed above,
Es is given by EF�Ev, resulting in E� D EsC�W . Note
here that the energy �W can be canceled out through
carriers up and down, when thermal energy (thermo-
electric power) is measured, while for charge transport
(conductivity) �W should be involved [10.40].

The above view is similar to the two-channel
model of conduction, i. e., the carrier transport oc-
curs via tail and band states, since hopping energy

C0
1

2C0
1

C0
1

C+
3

C–
1

C+
3 + C–

1

E

Se

Uc

Ueff

e

q

a) b) c)

Fig. 10.8 (a,b) Formation
of charged defects in
a-Se and its configuration
coordinate diagram.
(c) The overall energy is
lowered by the effective
correlation energy Ueff.
Interconversion of the
states between C�

1 and CC
3

induces the AC loss

�W (up and down) is not involved in the thermo-
electric power as stated above [10.40]. If the small
polarons dominate carrier transport, the relation E� D
Es C�W should be found, since the hopping energy
is canceled out in thermoelectric power [10.20]. The
�W therefore corresponds to the hopping activation
energy, and hence the small polaron binding energy
is 2�W [10.3, 20]. It should be stressed that there is
no direct argument to prove which mechanism, two-
channel or small polaron, is valid. In the case of a-Si:H,
a macroscopic potential fluctuation in the band state is
considered to be a possible mechanism for this to oc-
cur [10.39].

AC Transport
As impedance spectroscopy is a useful technique to un-
derstand the dynamics of localized carriers in glasses,
there are many reports on the AC conductivity in
ChGs [10.13, 14]. In earlier stages of the AC conduc-
tivity study in ChGs, as shown in Fig. 10.8, the AC and
DC losses were thought to have different origins; i. e.,
free holes in VB contribute to the DC transport and two
electrons, as a bipolaron, can hop between oppositely
charged coordination defect sites (e. g., using notations
CC
3 –C

�
1 in Fig. 10.8b), which induces AC loss; two elec-

trons (or holes) hopping between CC
3 –C

�
1 pairs means

that CC
3 C2e! C�

1 and C�
1 C2h! CC

3 , which accom-
pany lattice relaxation [10.14, 43]. The interconversion
of their places induces the AC loss. Note that the neu-
tral dangling bond C0

1 is not stable, which is shown in
a configurational coordinate diagram (Fig. 10.8c).

To understand the bipolaron hopping mechanisms
in detail, readers need knowledge of the nature of
defects, which are given elsewhere [10.2, 44]. In the
following, a brief summary of the bipolaron hopping
proposed for ChGs is presented.

The hopping time of a bipolaron that surmounts bar-
rier W is given as

� D �0 exp
�

W

kBT

�
; (10.51)
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where �0 is a characteristic time (� 10�12 s) and W
is the Coulombic potential energy between charged
centers, which is correlated with site separation R.
Therefore, this process is called the correlated barrier
hopping (CBH) model [10.14]. Starting from (10.9),
the real part of AC conductivity of bipolaron hopping
is given as [10.14, 43]

�.!/ D  3

6
N2
T"0"1!R6

! ; (10.52)

Where NT is the number of charged defects, "0"1 is
the background dielectric constant, and R! is the hop-
ping distance (site separation R) at !� D 1. As R! is
known to be changed approximately with!s�1 (s < 1:0)
[10.13, 14], �.!/ is proportional to !s, which is exper-
imentally observed in the radio frequency range.

As will be discussed later, theNT estimated from the
CBH model is larger than that deduced from the other
defect spectroscopies [10.45]. Furthermore, the CBH
model is based on the pair approximation (PA), pre-
dicting �.0/ ! 0, which is far from the experimental
results. When the DC conductivity, �DC, is dominated
by the band transport, then the overall conductivity
can be obtained from the sum of �.!/C �DC. If two
contributions, DC and AC, are the same, i. e., the DC
conductivity is dominated by the bipolaron hopping, the
present CBH model may not be a proper approach.

As we stated in the previous section, a proper ap-
proach for overcoming the above drawback on the PA
seems to be the CTRW approximation. A simple form
of the AC conductivity based on CTRW is given by
(10.10) [10.16, 17]. At high frequency (10.10) also pre-
dicts �.!/ / !s.s < 1:0/.

It is shown that the AC conductivity is directly
related to DC conductivity �.0/. Note again that the
above equation can be applied when the DC and AC
transports are due to the same hopping mechanism.

As shown in Fig. 10.9, the same experimental data
for amorphous As2Se3 were analyzed by the CTRW
equation, i. e., a random walk of bipolarons was taken
into consideration, and by the PA (CBH). The dashed
lines indicate the prediction by the CBH model. Fitting
the experimental data to (10.52) produces a value for
NT D 2:4�1019 cm�3, as given in Table 10.1. The den-
sity of defects NT, estimated from the CBH model, is
found in the range of 4�1018�4�1019 cm�3 in ChGs.
This is always found to be two orders of magnitude
larger than that (1016�5�1017 cm�3) from the other
measurements (e. g., drift mobility and light-induced
electron spin resonance etc.). The CBH is based on
the PA in which localized carriers are assumed to be
confined on a pair of defects. As the carriers are not
confined to a pair of centers at lower frequencies, the
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Fig. 10.9 Temperature dependence of the AC conductiv-
ity at various frequencies in As2Se3 glass. The solid and
dashed curves represent the CTRW and the PA respectively
(after [10.45])

Table 10.1 Extracted density of defect states NT in some
chalcogenide glasses

Glass NT (cm�3)
CBH based on PA

NT (cm�3)
CBH based on CTRW

Se 2:4�1019 1:0�1018
As2Se3 2:4�1019 2:0�1017
As2Se3 CAg
(0:5 at:%)

4:2�1019 5:0�1017

PA cannot be a proper approach at lower frequencies.
It is thus suggested that the CTRW approach is more
realistic than the PA. The solid curves in Fig. 10.9 in-
dicate the prediction from the CTRW approach. Fitting
of the PA model to the experimental data looks fairly
good. However, as shown in Table 10.1, NT estimated
from the CTRW is consistent with the other measure-
ments [10.41, 45].

Impurity Doping into Chalcogenide Glasses
As we already stated, ChGs are p-type semiconductors
and electronic applications are limited by the extraordi-
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nary difficulty in obtaining n-type ChGs. In some ChGs,
e. g., Ge(S,Se,Te), i. e., Ge with each of the chalcogens
with very high Bi or Pb doping (� 10 at:%), n-type
ChGs have been realized [10.46]. Amorphous Se with
alkaline elements also shows n-type behavior [10.47].
None of these materials showed device quality pn-
junctions.

Very recently, it was reported that ion implantation
of Bi into GeTe and GaLaSO produces n-type con-
duction and pn junction (rectification) devices [10.48].
Note that both GeTe and GaLaSO are classified into
the phase-change material family, as well as GeSbTe
(GST), which is known to be the most useful material
for the digital versatile disk (DVD) [10.49]. The elec-
trical doping effect of Bi occurs at 100 times lower
concentration than Bi melt-doped GeChGs. The Raman
spectra of GeTe, for example, indicate that a 38% in-
crease in Ge–Te bonds and a 30% reduction in a band
associated with Te chains with Bi implanted to a peak
concentration of 1:4 at:%, while the ab initio model
shows a 4% increase in Ge–Te bonds and a 4% decrease
in Te–Te wrong bonds with 2 at:% Bi doping. This dif-
ference between the experiments and modeling can be
due to the modeling being for a quenched system. XPS
measurements indicate that the Bi species responsible
for n-type in GeTe and GaLaSO are BiC or Bi2C, which
provide free electrons. In fact, the Bi concentration
at which the n-type transition occurs (thermoelectric
power measurement) is too low for it to be caused by
a percolation threshold, i. e., the transition is not inter-
preted in terms of a percolation theory, which requires
� 10�30% of some inclusions (species).

10.3.2 Ionic Transport

Ag-doped ChGs have numerous potential applications
as solid-state ion conductors (SSICs), and possess high
ionic conductivity such as two to three orders of mag-
nitude higher than that of oxide glasses with the same
mobile ion concentration [10.32–34]. A number of
methods have been developed for characterization of
SSICs, such as cyclic voltammetry, electrical polariza-
tion of solid state technique, four probe DC method,
and impedance spectroscopy (IS). Among them, IS can
be a powerful method of characterizing many electrical
properties of materials [10.50–54].

In principle, there are two ways of analyzing IS. The
most popular one is the conventional equivalent electri-
cal circuit (EEC) analysis [10.52, 53]. The other one is
the solution of the Poisson–Nernst–Planck (PNP) equa-
tion [10.54]. The EEC method has many merits leading
to a fast data analysis from a complex impedance Z1–Z2
plane, where Z1 is the real part of impedance and Z2 the
imaginary part. A number of physical parameters such

as bulk resistance and capacitance can be extracted us-
ing EEC and therefore many IS data have been analyzed
so far by this technique. The EEC approach has some
drawbacks:

1. The arrangement of equivalent circuit elements in
different ways can provide the same Z1–Z2 plane.

2. The EEC method does not provide physical param-
eters such as the relaxation time and the diffusion
coefficient, and the number of mobile ions [10.50,
51].

The EEC analysis itself can be a macroscopic ap-
proach.

The PNP model should also be a macroscopic
approach, since the relations between the electronic po-
tential and the diffusing (drifting) ionic particles are
derived macroscopically by using the Maxwell equa-
tion. The PNP approach is not so popular, even though
the solution of PNP provides the important parameters
such as diffusion coefficient and the number of mobile
ions [10.52, 53]. This may be due to the complexity in-
volved in solving the PNP equation.

A new approach based on a random walk (RW)
of mobile ions has been developed to overcome some
drawbacks encountered in the traditional IS, which
analyze the impedance data without using EEC and ex-
tract more physical parameters than the conventional
methods mentioned above [10.50, 51]. The dynamics of
mobile ions and the physical parameters are deduced
from the RW approach, which should be a direct mi-
croscopic approach, in contrast with the EEC and PNP
approaches.

Figure 10.10 is an example of a �1–�2 plane for
Ag25As25S50 glass, where �1 and �2 are the real and
imaginary parts of resistivity respectively [10.50, 51].
The open circles and square represent the experimental
data at the applied voltage, Va D 0:1 and 0:3V respec-
tively, and the solid and dashed lines are the model
calculations, which will be stated below. The observed
curve shows a typical ionic conductivity behavior con-
taining a high-frequency semicircle (smaller �1 and
�2), which represents the bulk properties of the materi-
als, and the low-frequency tail (higher resistivity side),
which is the response of interfacial (electrode) polar-
ization, which depends on the applied voltage. Note that
the interfacial region is connected in series with the bulk
and electrode and hence the overall complex conductiv-
ity ��(!) can be given as

1

��.!/
D f

��
i .!/

C 1� f

��
b .!/

; (10.53)

where f is the spectral weight of the interfacial con-
ductivity, and the subscripts i and b indicate interface
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Fig. 10.10 Complex �1–�2 plane in Ag25As25S50 glass.
The solid and dashed lines are the model calculations,
and the circles and squares are the experimental data at
the applied voltage, Va D 0:1 and 0:3V respectively (af-
ter [10.50])

and bulk respectively. Note here that ��.!/ D 1=��.!/
is obtained from (10.26). Fitting of (10.26), (10.29),
and (10.53) produces the physical parameters, �m, �.0/,
as listed in Table 10.2. The interfacial effect highly
depends on the applied voltage and a large deviation be-
tween the fitting and the experimental data at 0:1V may
be due to involving nonlinear effects at the interface.

Note that the diffusion coefficient D is calculated
from

DD R2

6�m
; (10.54)

where R is the hopping site separation and the Haven
ratio Hv was assumed to be 1:0. Both the bulk and in-
terfacial contributions can be separately discussed in the
context of the RW approach.

In Sect. 10.2.2, the model for the power-law depen-
dence of ionic conductivity and diffusion coefficient on
metallic compositions into glasses has been discussed.
When the potential barrier follows (10.34), the power
law should be observed in the diffusion coefficient and
hence conductivity. This is the essential feature of the
power-law dependence [10.32–34]. Figure 10.11 shows
the dependence of silver concentration on the activa-
tion energies (potential barrier for mobile Ag ions)

Table 10.2 Physical parameters extracted from the IS data
taken at 300K in Ag25As25S50 glass at the applied voltage
of 0:1V

	.0/

(S cm�1)
Nion

(cm�3)

m (s) D

(cm2 s�1)
Bulk 2:8�10�6 3:4�1021 3:2�10�6 1:3�10�10
Interface 6:7�10�12 3:4�1021 1:3 3:2�10�16

0.01 0.1 1 10
0.0

0.2

0.4

0.6

0.8

1.0
Activation energy (eV)

xAg (at.%)

Fig. 10.11 Dependence of Ag content on the activation en-
ergies for conductivity (circles) and diffusion coefficient
(crosses) in Ag-Ge-S glass. The solid line is a least-square
fit to the experimental data, producing kBT0 D 50meV (af-
ter [10.32])

for conductivity and diffusion coefficient in Ag-GeS
glass [10.32–35]. The solid line is a least-square fit to
the experimental data and follows (10.34), producing
kBT0 D 50meV (fictive temperature T0 � Tg D 580K).

A deviation from the logarithmic dependence of
the activation energy (given by the straight line) is
observed in the highly doped range, which can be at-
tributed to an alternation of the glass network in short-
and/or medium-range orders [10.32–35]. As stated in
Sect. 10.2.2, the logarithmic dependence is predicted
from an assumption of a homogeneousmixture and this
assumption is broken in the highly doped range.

Figure 10.12a,b shows the Ag content dependence
of DC conductivity and the diffusion coefficient respec-
tively, in an Ag-GeS glass system measured at 298
and 373K [10.32–35]. Note that the diffusion coef-
ficient is estimated by the tracer diffusion technique.
As predicted by (10.38) and (10.39), the relations,
�dc / .xAg/˛ and DAg / .xAg/ˇ are found experimen-
tally, where xAg is the at.% of Ag content (between
0:003 and 5 at:%).

The observed power-law exponent ˛.D 1CTg=T�
Tg=EMN/ is 2:0 and ˇ.D Tg=T�Tg=EMN/ D 1:0 at T D
298K (Fig. 10.12a,b), satisfying (10.38) and (10.39).
The EMN is then estimated to be 50meV, which is
a reasonable value for the MN energy [10.27]. It is
therefore suggested that the simple CEC model dis-
cussed in Sect. 10.2.2 is very useful to explain the
power-law dependence of Ag mixing into ChGs. The
power-law dependence observed in oxide glasses will
be discussed again in the following section and we will
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Fig. 10.12a,b Dependence of Ag content on the DC conductivity (a) and on the diffusion coefficient (b) in Ag-Ge-S glass,
measured at 298K (circles) and 373K (crosses), respectively. The solid lines are least-square fit to the experimental data
(after [10.33, 34])

find more large values of the exponents ˛ and ˇ, which
can be due to different values of Tg and EMN.

It should be noted that both the conductivity and
the diffusion coefficient deviate from the power-law
composition dependence in the highly doped range.
The reason why is the same as stated above (change
in the activation energy): a structural change in the
highly doped range disturbs a homogeneous mixture of
dopants.

There are also important contributions to the field
of ionic transport in ChGs and some of them are listed
here [10.55–60]. One of these is the mixed cation effect

in ChGs [10.60], which is similar to the mixed alkali ef-
fect on OGs, and these will be discussed in Sect. 10.4.2.
This effect occurs in glassy alkali conductors of the
general formula xX2O.1� x/Y2O-(SiO2, B2O3, GeO2

etc.) where X2O and Y2O are different alkali oxides.
An increase in the activation energy of the conductivity
of one type of ion is observed when it is replaced by
a second type of ion, keeping total alkali concentration
constant. The ionic conductivity therefore goes through
a deep minimum as x is varied. This is still a long-term
mystery in glass sciences. This will be briefly discussed
in Sect. 10.4.2,Mixed Alkali Effect.

10.4 Experimental Results: Oxide Glasses

Oxide glasses (OGs) are usually insulators. However,
many OGs exhibit electrically conductive natures when
we introduce transition metals [10.1, 21, 22] or al-
kali metals into OGs [10.1, 25, 26, 31]. These glasses
are called transition-metal oxide glasses (TMOGs).
TMOGs show relatively high conductivity, which is
dominated by electronic processes [10.21, 22]. OGs
containing alkali metals (AOGs) (such as Li and Na
etc.), on the other hand, show ionic transport in na-
ture [10.1, 26]. In addition to these traditional OGs,
a novel type of oxide glass semiconductor such as In-
Ga-Zn-O (IGZO) has been developed [10.61–63]. In
reality, IGZO is prepared as films (not glassy materials)
and the metal–insulator transition is reported in IGZO.
The IGZO is now being applied to very useful devices
such as thin-film transistors (TFTs). In the following

section, we discuss detailed nature of the electrical con-
duction based on the experimental results reported in
these glasses.

10.4.1 Electronic Transport

Two types of the experimental results, polaronic and
nonpolaronic electronic conductions, are discussed in
this section.

Polaronic Transport
Experimentally, the transition-metal oxide glasses
(TMOGs) show semiconducting behavior with conduc-
tivities in the range 10�2�10�11 S cm�1. The activation
energy for the DC conductivity decreases gradually
with decreasing temperature. The Seebeck coefficient
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between 300 and 500K generally has the n-type value
� 200�VK�1 (almost temperature-independent), sug-
gesting that the number of carriers is independent of
temperature. These features lead to the conclusion that
the small polaron dominates the electronic transport in
TMOGs [10.21].

An example of the temperature dependence of the
DC conductivity (solid circles) for (V2O5)80(P2O5)20
is shown in Fig. 10.13. In the V-P-O system, hop-
ping of electrons from V4C to V5C ions could domi-
nate the charge transport (interconversion of V-sites).
Assuming the formation of small polarons, the tem-
perature dependence of DC conductivity is calculated
using (10.11)–(10.14) [10.22, 23]. The phonon den-
sity of states is approximately g.!/ / !2 for acous-
tic phonons with a cutoff (Debye) frequency !D and
a mean optical phonon frequency !o D 3!D conven-
tionally used [10.24]. One of the important physical
parameters is the Debye frequency, which determines
the shape of the curve: curves (a)–(c) in Fig. 10.13 are
the calculated results for !D D 3:1�1013, 8:2�1013,
and 1:3�1014 s�1. Other physical parameters required
for the calculation are taken to be Eac

b D Eop
b D 0:7 eV,

� D 0:03 eV, hh D 1�1021 cm�3, and RD 0:4 nm (av-
erage site separation of vanadium ions). The theory fits
well to the experimental data (curve (b)), producing
Jij D 1:2 eV. The other two curves, (a) and (c), are just
for comparison of sensitivity of parameters.

The estimated Jij is very much larger than the re-
quired value of less than 0:1 eV, predicted from the
nonadiabatic treatment of small polarons. A large value
of Jij is also obtained for many other TMOGs and
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1000/T (K–1)

a)
b)

c)

Fig. 10.13 Temperature dependence of the DC conduc-
tivity in (V2O5)80(P2O5)20 glass. Closed circles are the
experimental data and the solid lines are calculated results
for (a) !D D 3:1�1013, (b) 8:2�1013, and (c) 1:3�1014 s�1
respectively (after [10.22])

hence the small polaron hopping theory is inadequate
quantitatively to explain the electronic transport in
TMOGs [10.22]. Probably, the MNR should be re-
lated to this inconsistency of the pre-exponential term
Jij [10.4]. As the temperature dependence of the jump
rate of a small polaron in the adiabatic approxima-
tion is simply proportional to exp.�Eb=.2kBT// at high
temperature, where Eb is the polaron binding energy,
the adiabatic approximation also cannot explain the ex-
perimental data that show the temperature-dependent
hopping activation energy.

Alternatively, a weak coupling multiphonon hop-
ping (WCMH) of conduction electrons has been pro-
posed [10.22].

Figure 10.14 shows the temperature variation of DC
and AC conductivities in the same (V2O5)80(P2O5)20
glass. The solid line for the DC conductivity (experi-
mental data are the same as those shown in Fig. 10.13),
instead of the strong-coupling limit, is the calculated re-
sult in the WCMH that predicts �DC D CTm (10.22). As
discussed in Sect. 10.1.2, Weak Carrier–Phonon Cou-
pling Limit, the m-value here should be taken to be an
integer value given as p (D �=.„!c/) in (10.22). Exper-
imentally, however, mD 13:4 for the present material
gives the best fit to the data. In fact, the p-value is ex-
pected to distribute around an average value and hence
the nonintegerm-value can be extracted experimentally.

The other solid lines in Fig. 10.14 are the calcu-
lated AC conductivity using (10.10), which is based
on the CTRW approach [10.22]. The only fitting pa-
rameter here is the hopping time �m, which is equal
to 1=R.�/. Fitting the experimental data produces
!c D 2�1012 s�1, which is much smaller than the De-

4 8 12

–11
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log σ (S cm–1)

1000/T (K–1)

d. c.

100 Hz
1 kHz
10 kHz
100 kHz

8 MHz

3.6 GHz

Fig. 10.14 Temperature dependence of the DC and AC
conductivities in (V2O5)80(P2O5)20 glass. Solid lines are
calculated results based on the CTRW approach (af-
ter [10.22])
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Fig. 10.15a,b Temperature-dependent density of free electrons extracted from the Hall measurement (a) and conductivity
(b) in IGZO films. a1–a2 are the doping levels, which may be almost the same as nHall at high temperatures (after [10.62,
63])

bye cutoff frequency !D (� 8�1013 s�1), suggesting
that long wavelength acoustic phonons contribute to
the WCMH mechanism. The reason for the small !c

may originate from some delocalized nature of the
electrons, since an electron in weakly localized states
(large Bohr radii) can interact only for a longer wave-
length of phonons [10.2, 11, 22]. Fitting also produces
the number of electrons nh D 8�1018 cm�3, which is
a reasonable value [10.22, 64]. More detailed physical
parameters extracted by the fitting are described else-
where [10.22, 64].

Nonpolaronic Transport
Thin films of amorphous oxide semiconductors (AOSs)
are not technically categorized as glasses. However,
throughout this chapter, the terms amorphous and glass
are used interchangeably and hence we discuss AOSs
in this section. The P2O5-V2O5 system discussed in
the previous section shows a polaron-like conducting
nature where the carrier mobility is very small (�
10�4 cm2 V�1 s�1) and hence no practical application in
electronics has been found.

Among various AOSs a new type called amorphous
In2O3-ZnO-Ga2O3 (IGZO), developed recently, is the
best-known, which was sent to the market in flat-panel
displays (FPDs) [10.61–63]. Free carriers (electrons)
are produced by chemical doping, i. e., by alternation
of stoichiometry of oxygen ions by controlling the oxy-
gen vapor pressure during deposition processes, it is
possible to prepare metallic IZGO. Because AOSs are
usually optically transparent, IGZO opened new and
unique fields in oxide glasses.

Figure 10.15a,b shows the temperature-dependent
density of free electrons in IGZO films, extracted
from the Hall measurement and conductivity respec-
tively [10.62, 63]. One remarkable point of the Hall
measurement in IGZO is that there is no sign anomaly,
suggesting that the carrier mean free path is long, as
compared with ChGs. While the number of electrons
are independent of temperature for nHall > 1017 cm�3,
the conductivity weakly depends on temperature except
for nHall � 1020 cm�3. These results predict that the Hall
mobility 	Hall should be temperature dependent. Inter-
estingly, the temperature-independent conductivity (�
200S cm�1) for a5 and a6 is the same as the predicted
value of minimum metallic conductivity (Sect. 10.1.1,
Electronic Transport in Extended States).

Figure 10.16a,b shows the Hall mobility as a func-
tion of carrier concentration and temperature, respec-
tively, in IGZO films [10.62, 63]. The 	Hall is actually
thermally activated for the films of nHall (D Ne in
Fig. 10.16) < 2�1019 cm�3. The 	Hall increases with
carrier concentration and reaches � 10 cm2 V�1 s�1 at
nHall (Ne in Fig. 10.16)� 1018�19cm�3. The carrier scat-
tering time is therefore estimated to be � � 2�10�15 s,
which is consistent with that estimated from the free
carrier absorption measurement. The high electron mo-
bility can be due to the s states forming the bottom of
the conduction band, which are not sensitive to disor-
ders such as angular distortion. Note that p or sp3 states
are affected by such disorder and hence much more
band tail states are produced in this bond configuration.
Interestingly, this trend, i. e., carrier mobility increases
with carrier concentration (or dopant concentration), is
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Fig. 10.16a,b Dependence of the Hall mobility 	Hall on carrier concentration Ne (a) and on temperature (b) in IGZO
films (after [10.62, 63])

opposite to that for conventional crystalline semicon-
ductors. These behaviors in 	Hall can be interpreted
by a percolation argument in which the conduction
band edge is modulated by long-range potential fluc-
tuations. When the Fermi level reaches the percolation
threshold level Epth (nHall � 1020 cm�3), the complete
metallic transport behavior should be observed. The
metal-insulator transition occurs at the critical number
of free electrons nc D nHall � 1�1017 cm�3. It should be
noted that the transport is metallic even when the con-
ductivity decreases with decreasing temperature, which
is frequently observed in so-called the dirty metals (dis-
ordered metals) [10.5].

As AOSs are generally n-type materials, there
have been efforts to develop p-type oxides such as
CuAlO2 [10.62].

10.4.2 Ionic Transport

The traditional ionic (oxide) glasses are network
glasses, which consist of a network former (SiO2,
B2O3, Al2O3 etc.) and a network modifier (Na2O,
K2O, Li2O etc.) [10.1, 31]. The alkali ions involved are
mobile and therefore diffuse through the glassy net-
work. The mobile ions may themselves interact with
each other by Coulombic forces. Note, however, that
the dynamic ionic motions, including the long-range
Coulomb forces, are still not clear. We discuss three
prominent topics in the following sections, which are of

interest to understanding the dynamics of mobile ions in
SiO2-based glasses.

Dynamics of Mobile Ions
It is believed that the diffusion of the mobile ions
occurs via hopping motions between well-defined po-
tential minima in glassy networks [10.26]. The mobile
Ag-ion diffusion in ChGs has been discussed in this
context (Sect. 10.3.2) by using the CTRW approach un-
der the assumption of the random barrier model (RBM)
[10.50, 51]. The RBM is a simple and easy to access
dynamic formulation. In this section we will argue that
the cation transport in oxide glasses (OGs) proceeds in
the same way as in ChGs. What can be learned from
impedance spectroscopy (IS) in OGs? In the field of
OGs, the real part of frequency-dependent conductivity
�1.!/, so-called AC conductivity, has been customarily
taken into consideration. Use of the complex impedance
plane, Z1–Z2, is not so popular for historical reasons.
We hence discuss here the �1.!/ in OGs.

As already discussed in Sect. 10.2.1, experimentally
observed �1.!;T/ obeys ansatz (10.25), and is also
found to follow the scaling ansatz equation as [10.26]

�1.!;T/ D �.0;T/f

�
!

!�.T/

�
; (10.55)

where f is a scaled function and !�.T/ (D 1=�m.T/) is
the onset angular frequency at which conductivity be-
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Fig. 10.17 Scaling of the AC conductivity with a char-
acteristic frequency !� in sodium-borate (circles) and
lithium-phosphate (crosses) glasses. The solid line is pre-
dicted from the CTRW approximation (after [10.26])

comes frequency dependent (10.26). Note that (10.26)
follows this scaling equation [10.16, 17].

An example for the scaling in sodium-borate (open
circle) and lithium-phosphate (cross) glasses are shown
in Fig. 10.17 [10.26]. The AC conductivities for both
glasses drop onto a single curve. This feature is uni-
versally observed for all oxide glasses [10.26]. The
solid line is obtained from (10.26), indicating that the
experimental data are well explained by the CTRW
approximation. Note again here that (10.26) holds
under the extreme disorder limit, i. e., the highest
potential barrier dominates the DC conductivity and
hence AC behavior. As mentioned in Sect. 10.2.1,
a scaled function, (10.30), is more accurate than the
CTRW approach given by (10.26). Actually, how-
ever, the prediction from (10.26) is almost the same
as that from (10.30), and (10.26) is very useful for
extracting the important physical parameters [10.16,
17].

Power-Law Dependence
Figure 10.18 shows the compositional dependence of
the conductivity activation energy in xLi2O.1� x/SiO2

and xLi2O.1�x/B2O3 glasses [10.31, 65]. As discussed
in Sect. 10.2.1 and 10.3.2, it follows (10.34), and T0 D
900 and 4500K for xLi2O.1� x/SiO2 and xLi2O.1�
x/B2O3 respectively. The fictive temperature T0 was
taken to be the glass transition temperature as discussed
in Sect. 10.2.2 and 10.3.2. However, T0 D 4500K is too
high for the glass transition temperature for B2O3-based
glasses. A careful discussion on the meaning of T0 in
oxide glasses is thus still needed.
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Fig. 10.18 Composition-dependent activation energy for
the DC conductivity measured at 423K in the xLi2O.1�
x/SiO2 and xLi2O.1� x/B2O3 (colored) systems (af-
ter [10.65])
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Fig. 10.19 Composition-dependent DC conductivity mea-
sured at 423K in the xLi2O.1� x/SiO2 and xLi2O.1�
x/B2O3 (colored) systems (after [10.65])

Figure 10.19 shows the power-law dependence of
the DC conductivity measured at T D 423K in the
same glasses discussed above [10.31]. Both the systems
show the relation �DC / .x/˛, where ˛ is the power-law
exponent and ˛ D 3:3 and 15:8 for xLi2O.1� x/SiO2

and xLi2O.1�x/B2O3 are extracted, respectively. These
power-law exponents observed in OGs are larger than
those in ChGs. This may be due to lower glass transition
temperatures in ChGs than in OGs, since ˛ is related to
T0 (Sects. 10.2.2 and 10.3.2).
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Mixed Alkali Effect
The most prominent effect on ion-conducting glasses
has been considered to be the mixed alkali effect (MAE)
[10.26, 31, 66]. This effect occurs in glassy alkali con-
ductors of the general formula xX2O.1� x/Y2O-(SiO2,
B2O3, GeO2 etc.) where X2O and Y2O are different
alkali oxides. An increase in the activation energy of
the diffusion coefficient (and conductivity) of one type
of ion is observed when it is replaced by a second
type of ion, keeping total alkali concentration con-
stant. The ionic conductivity therefore goes through
a deep minimum as x is varied. Note that the MAE oc-
curs in other properties, e. g., thermal and mechanical
ones [10.31]. Here we only discuss the MAE on ionic
conduction. This issue is regarded as a long-term puz-
zle and as one of the most challenging subjects in glass
science [10.31].

Figure 10.20 shows the typical example of MAE for
the DC conductivity reported in the xNa2O.1� x/Li2O-
3B2O3 glass system. It is seen that the effect is more
pronounced as the temperature is lowered [10.66]. As
stated in Sect. 10.3.2, a similar cation effect has been
observed in ChGs [10.60]. It is known that the local en-
vironment of any cation is not affected by the addition
of a second cation. The evidence for this is produced
by EXAFS (extended x-ray absorption fine structure),
NMR (nuclear magnetic resonance), and IR (infrared),
x-ray, and neutron scattering measurements, combined
with some theoretical studies. One way to understand
the MAE is a mismatch effect related to its structural
origin, where sites in the glassy network favorable for
one type of ion are not favorable for the other. In ionic
hopping systems, the mismatch effect means that site
energies are different for different types of ions, and
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Fig. 10.20 Mixed alkali effect on the DC conductivity in
the xNa2O.1� x/Li2O-3B2O3 glassy system measured at
various temperatures (after [10.66])

therefore a low-energy site for one type is a high-energy
site for other type of ion. Note also that the MAE be-
comes weaker with decreasing total ion content.

The model mentioned above suggests the indepen-
dent moving (diffusion) of A and B ions: each ion (A or
B) may each have a preferred conducting path, leading
to the site memory effect. A simple approach may in-
voke the model of configuration entropy change (CEC),
which is used to explain the power-law dependence of
ionic conductivity: the increase in x decreases the con-
ductivity related to LiC and increases the NaC-related
conductivity [10.35]. It should be mentioned that a sys-
tematic theoretical study is still not yet completed on all
main signatures of MAE.

10.5 Electrical Transport Property in Device-Related Materials

The excellent amorphous materials already sent to
global markets are briefly discussed. As amorphous Se
(a-Se) is a very sensitive photoconductor, especially for
x-rays, due to its high atomic weight, it was possible to
realize a direct x-ray imaging device for use in the med-
ical field. The image of the human body (hand) recalls
Röntogen’s first x-ray photograph [10.67]. This device
incorporates a large area of thick (1mm) a-Se evapo-
rated onto a thin-film transistor (TFT) made from an
a-Si:H active matrix array. The x-ray induced carriers in
a-Se travel along the electric field lines and are collected
at their respective biased electrode and storage capaci-
tor. The stored images are directly sent to the medical
specialists through a computer network.

The avalanche photomultiplication effect has been
utilized to create a very sensitive color sensor for
broadcasting TV cameras whose sensitivity is over
100 times higher than a CCD (charge coupled device)
camera [10.68]. Color pictures of rainbows at Mt. Fuji
(Japan) and Iguaz falls (Brazil) under moonlight are
the famous demonstration of TV cameras. The origin
of the avalanche effect observed in a-Se is still not
clear [10.69, 70], since the avalanche effect is believed
to be unfeasible in glassy materials with short carrier
mean free paths. How and why the avalanche occurs
in glassy materials should be a very important issue
related to a basic carrier transport mechanisms, which
will be discussed in detail in in Chap. 19.

http://dx.doi.org/10.1007/978-3-319-93728-1_19
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The famous acronym DVD (digital versatile disk) is
an optical memory device and is one of the ChGs. This
is a so-called phase-change material and the best known
composition is Ge2Sb2Te5 [10.49]. Rewritable electri-
cal memory devices will be commercially available that
use a phase-change random access memory (PRAM)
[10.71, 72]. In addition, phase-change materials offer
a promising route for the practical realization of new

forms of brain-like computers that could learn, adapt,
and change over time [10.73]. Instability, for example
the resistance of device changes with time as tˇ (ˇ D
0:03� 0:1), is found in the amorphous phase. This
unwanted instability is called the resistance drift. The
reason for this occurring is still not clear and this diffi-
culty should be overcome [10.74–76]. Probably, this is
related to the nonthermal equilibrium glassy states.

10.6 Summary

The electronic and ionic transport properties in oxide
and chalcogenide glasses were reviewed. Oxide glasses
alloying with transition metals or alkali atoms into
oxide glasses exhibit electronic or ionic transports re-
spectively. Chalcogenide glasses doped with metallic
elements exhibit ionic transport behavior. Free carri-
ers in rigid materials are transported via extended states
(band conduction) and localized carriers hop between
localized states. Carriers in deformable lattices are self-
trapped and either strongly or weakly coupled with
phonons; these pseudoparticles are called polarons and
a polaronic transport should occur in these media. In
Sect. 10.1, we introduced briefly the classification of
the types of transport in glasses.

Current understandings of the electrical conduction
processes, through both theories and experimental data,
were discussed in chalcogenide and oxide glasses, in-
cluding a novel oxides semiconductor that opened up
a new market.

Finally, the following unsolved issues in glass sci-
ence, in particular the electronic and ionic transports on
glasses, are summarized:

1. When the conduction, either electronic or ionic,
is thermally activated (Arrhenius-type conduction),
the factor of activation energy is always involved
in the pre-exponential factor, which is called the
Meyer–Neldel rule. While the reason for the occur-
rence of this rule has been a matter of debate for
more than � 80 years, a proper discussion, for ex-
ample extracting valid physical parameters from the
experimental data, cannot be possible without tak-
ing this rule into the discussion. Thus we should not
ignore the Meyer–Neldel law in the electronic and
ionic transport in glasses.

2. The pn anomaly, a long-term puzzle (� 50 years),
is found in ChGs as well as in other amorphous
semiconductors such as hydrogenated amorphous
silicon. However, there is no pn anomaly in the
transparent oxide IGZO films. The short mean free
path in glassy materials can be the origin of the
anomaly. In fact, the mean free path for IGZO
is reported to be long enough as compared with
that for ChGs. Quantitative arguments taking into
consideration the mean free path have yet to be for-
mulated.

3. In ionic transport that involved alkali ions, the
mixed alkali effect i. e., where one type of mobile
alkali ion interferes the movement of another type
of alkali ion, is also a long-term issue (� 120 years
after the first discovery). This is regarded as the
most important and interesting subject in glass sci-
ence.

4. The power-law correlation between ion diffusion
coefficient and cation content in glasses is found
when the metallic elements are introduced into
glasses. The diffusion coefficient follows the power
law of metallic inclusions. The so-called tradi-
tional percolation argument cannot be applied to
this issue, since this effect is found even when the
metallic inclusion is less than 1 at:%. Probably, the
present power-law correlation can be related to the
mixed alkali effect in OGs and the mixed cation
effect in ChGs. Recall that the mixed alkali effect
from this point may be of interest in renewing this
issue.
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10.A Appendix
In Sect. 10.1.1, it is stated that the Boltzmann transport
theory breaks downwhen carrier mean free path l closes
in on the atomic separation (Ioffe–Regel rule [10.77]).
Kawabata [10.78] modified the Boltzmann conductiv-
ity by taking into account multiple scattering as follows

� D �B

�
1� C

.kFl/2



; (10.56)

where �B is the Boltzmann conductivity given by
ne2�=m�, where n is the density of the carrier, � is the
scattering time, m� is the effective mass, C is a constant
(order of unity), and kF is the wave vector at the Fermi
energy. Equation (10.56) was generalized further as

� D �B

�
1� C

.kFl/2

�
1� l

L

�


�ACB
l

L
; (10.57)

where L is the inelastic diffusion length when the
electron–phonon or electron–electron interaction dom-
inates the electron transport [10.5]. Note that L > l is
required in (10.57).

If electron–electron collisions dominate, the inelas-
tic scattering time �i is proportional to

�
kBT

EF

��2
Œ10:5� ;

and hence L (/ �
1=2
i ) should be proportional to T�1,

producing � / T . If on the other hand electron–phonon
collisions dominate, �i is proportional to T�1, leading to
L/ T�1=2 and � / T1=2. In amorphous metals, the con-
ductivity is found to follow the above prediction [10.5,
79–82]

� D ˛ CˇT
1
2 C �T : (10.58)
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