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Abstract. In the paper, a heuristic algorithm for tensor product
approximation with B-spline basis functions of three-dimensional mate-
rial data is presented. The algorithm has an application as a precondi-
tioner for implicit dynamics simulations of a non-linear flow in hetero-
geneous media using alternating directions method. As the simulation
use-case, a non-stationary problem of liquid fossil fuels exploration with
hydraulic fracturing is considered. Presented algorithm allows to approx-
imate the permeability coefficient function as a tensor product what in
turn allows for implicit simulations of the Laplacian term in the partial
differential equation. In the consequence the number of time steps of the
non-stationary problem can be reduced, while the numerical accuracy is
preserved.

1 Introduction

The alternating direction solver [1,2] has been recently applied for numerical
simulations of non-linear flow in heterogeneous media using the explicit dynam-
ics [3,4].

The problem of extraction of liquid fossil fuels with hydraulic fracturing tech-
nique has been considered there. During the simulation two (contradictory) goals
i.e., the maximization of the fuel extraction and the minimization of the ground
water contamination have been considered [4,14]. The numerical simulations
considered there are performed using the explicit dynamics with B-spline basis
functions from isogeometric analysis [5] for approximation of the solution [6,7].
The resulting computational cost of a single time step is linear, however the
number of time steps is large due to the Courant-Fredrichs-Lewy (CFL) condi-
tion [8]. In other words, the number of time steps grows along with the mesh
dimensions.

Our ultimate goal is to extend our simulator for implicit dynamics case,
following the idea of the implicit dynamics isogeometric solver proposed in [9].
The problem is that the extension is possible only if the permeability coefficients
of the elliptic operator are expressed as the tensor product structure. Thus, we
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focus on the algorithm approximating the permeability coefficients with tensor
products iteratively.

The algorithm is designed to be a preconditioner for the implicit dynam-
ics solver. With such the preconditioner the number of time steps of the non-
stationary problem can be reduced, while the numerical accuracy preserved.

Our method presented in this paper is an alternative for other methods avail-
able for approximating coefficients of the model, e.g., adaptive cross approxima-
tion [15].

2 Explicit and Implicit Dynamics Simulations

Following the model of the non-linear flow in heterogeneous media presented
in [1] we start with our explicit dynamics formulation of the problem of non-
linear flow in heterogeneous media where we seek for the pressure scalar field u:

(6“@”7972)7 v(z,y, z)) - ((K(m, b, ) ) Tu(a, y, =), Vol v, 2)

ot
+ (f(2,y,2),0(z,y,2) YweV

Here 1 stands for the dynamic permeability constant, K (z,y, z) is a given
permeability map, and f(x,y,z) represents sinks and sources of the pressure,
modeling pumps and sinks during the exploration process.

The model of non-linear flow in heterogeneous media is called exponential
model [12] and is taken from [10,11].

In the model, the permeability consists of two parts, i.e., the static one
depending on the terrain properties, and the dynamic one reflecting the influence
of the actual pressure.

The broad range of the variable known as the saturated hydraulic conduc-
tivity along with the functional forms presented above, confirm the nonlinear
behavior of the process.

The number of time steps of the resulting explicit dynamics simulations are
bounded by the CFL condition [8], requesting to reduce the time step size when
increasing the mesh size. This is important limitation of the method, and can
be overcome by deriving the implicit dynamics solver.

Following the idea of the implicit dynamics solvers presented in [9], we move
the operator to the left-hand side:

where we skip all arguments but the permeability operator.
In order to proceed with the alternating directions solver, the operator on
the left-hand-side needs to be expressed as a tensor product:
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It is possible if we express the static permeability in a tensor product form:
K(z,y,z) = K(z)K(y)K(z) (4)

using our tensor product approximation algorithm described in Sect. 3.
Additionally, we need to replace the dynamic permeability with an arbitrary
selected tensor product representation:

u(z,y,2) = u(z)u(y)u(z) (®)

It can be done by adding and subtracting from the left and the right hand
sides the selected tensor product representation.

One simple way to do that is to compute the average values of u along
particular cross-sections, namely using:

NIE Ny Nz

u(@,y.2) = Y (3 (X (dinBin(@)Bin(4)Brn(2)) )) (6)

i=1  j=1 k=1

so we define:

N,
a(z) = ) uiBip(x) (7)
1=1
Ny
u(y) =) _u;B;p(y) (8)
j=1
N,
U(z) = ) UkBp(z) 9)
k=1
and
e () R (D) R (D))
i N,N. PWE N, N. b= N.N,

(10)

In other words, we approximate the static permeability and we replace the
dynamic permeability.

Finally we introduce the time steps, so we deal with the dynamic permeability
explicitly, and with the static permeability implicitly:

(ut+17 U) _ <(K(x)e“m(x)K(y)e“ﬁ*(y)K(z)ve(Z))Vutﬂ, Vv) _
(f,v) + (K(a:)K(y)K(z)e‘m(x)e”my)e“mz) — K(z,y,2)e""t V) vy, Vv) Yo eV

(11)

In the following part of the paper the algorithm for expression of an arbitrary
material data function as the tensor product of one dimensional functions that
can be utilized in the implicit dynamics simulator is presented.
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3 Kronecker Product Approximation

As an input of our algorithm we take a scalar function defined over the cube
shape three-dimensional domain. We call this function a bitmap, since often the
material data is given in a form of a discrete 3D bitmap.

First, we approximate this bitmap with B-spline basis functions using fast,
linear computational cost isogeometric L2 projections algorithm.

N, Ny N

Bitmap(z,y,2) = »_ (Z (Z (diﬂch‘,p(ﬂf)Bj,p(y)Bk,p(Z)))) (12)

i=1  j=1 k=1
Now, our computational problem can be stated as follows:

Problem 1. We seek coefficients af, ..., a% ,b{,... ,b‘}’vy, cf,...,Cy. to get the
minimum of

x x Y Yy d z
F(al,...,aNm,bl,...,bNy,cl,...,CNZ)
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i=1  j=1 k=1

2

Ny Ny N
= /Q D" (3 (aibjer — dijiBip(2)Bj p(y) Br p(2))))]

i=1 j=1 k=1

(13)
The minimum is realized when the partial derivatives are equal to zero:
aF xr xr v4 4
8az(a1,...,aNx,blll,...,bg]’Vy,ch...,ch) =0 (14)
1
6F x x 4 4
w(al,...,aNm,bll’,...,b?vy,cl,...,ch):0 (15)
1
6F xr xr v4 4
6Cz(al,...,a]\,ﬁ,bgf,...,bg[’\,y,cl,...,CNZ) =0 (16)
1
We compute these partial derivatives:
oF
—(af,...,a%, ,by,...,b% ,cf,....cy.) =0
Jaj =271 Ny
N, N
Z 8(aibjck) 8(d”k) z y 2
= [ 12 (3 oo — dye) (R - 25 B, By Bz )] =0,
j=1 k=1
(17)
where the internal term:
d(ab; 0(a;)b; a(b;
(aibjer) _ Oaidbjer \  Obscx) _y 5, 10, (18)
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thus
= / [ ( (Z(G,ijck — dljk)bjCkBlz’pB;J’pBZ’p)] =0, I=1,...,N, (19)
0 <
Similarly we proceed with the rest of partial derivatives to obtain:

N
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i=1 :1

Nm Ny
:/ (> (2(abjer — diji)aib; B, BY B )] =0, 1=1,...,N. (21)
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This is equivalent to the following system of equations:
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( 2(aibjcc - dijl)aibj) =0 (24)
i=1 j=1

We have just got a non-linear system of N, + N, + N, equations with N, +
Ny + N, unknowns:
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We insert these coefficients into the third equation:

v, ( N, YN (z::zl dmbmcn) e (zﬁg dmjnamcn) )
= zmzl(z;il(bmcn)?) zﬁzl(zklmmcm)
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Fig. 1. The original configuration of static permeability
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a) b)

Fig. 2. The result obtained from the heuristic algorithm (a) and from the heuristic
plus genetic algorithms (b).

a)

Fig. 3. The tensor product approximation after one (a) and five (b) iterations of Algo-
rithm 1.

N, Ny N. Ny Ny
Cl (Z ( ( Z dzmnbmcn)) ( Z dm;namcn>>
=1 j=1 n=1 m=1 m=1 (33)
N, Ny Ny 5 N, N,
S (EE ) o)
i=1 j=1 m=1 n=1 m=1
N, Ny N, Ny, N,
(Z ( / < Zl (Zldojnaocndimnbmcncl)))>
i=1 j=1 “n= o= (34)

The above is true when

dimnbmcncldojnaocn = (aocnbmcn)Qdijly (35)
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b)

Fig.4. The tensor product approximation after ten (a) and fifty (b) iterations of
Algorithm 1.

Fig.5. The error of the tensor product approximation after one (a), and five (b)
iterations of Algorithm 1.

SO:
dimncldojn = aocnbmcndijl (36)

thus:
dojndimn _ AoCrbmcey (37)
diji c

We can setup now aj, by, and c; arbitrary and compute ¢; using the derived
proportions.
In a similar way we compute a;, namely we insert:

b = va:l (Zk 1 zlk:azC;c) (38)
>oith (Zk 1 (aier)?)
vazl ( 1]laz j)
¢ N, 2 (39)
O (5 (b))
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Fig. 6. The error of the tensor product approximation after ten (a), and fifty (b)
iterations of Algorithm 1.
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what results in:

aldmokambodmjnamcn = (amboamcn)zdljk7 (43)

SO:
aldmokdmjn = amboamcndljka (44)
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thus:
dmokdmjn _ amboamcn (45)
dijr ay

We compute b; from (we already have a; and c):

N. N
. x z dl i
by = st (Xkls dnaick) (46)

Zi\]:ﬁ ( El]cvél (aick) 2)

The just analyzed Problem 1 has multiple solutions, and the algorithm pre-
sented above finds one exemplary solution, for the assumed values of aj, b1,
and Ci.

This however may not be the optimal solution, in the sense of equa-
tion (13), and thus we may improve the quality of the solution executing
simple genetic algorithm, with the individuals representing the parameters
at,...,a% Y, ... ,blj’vy ,€iy ..., C%r, and with the fitness function defined as (13).

4 TIterative Algorithm with Evolutionary Computations

The heuristic algorithm mixed with the genetic algorithm, as presented in Sect. 3,
is not able to find the solution with 0 error, for non-tensor product structures,
since we approximate N x N data with 2 * N unknowns. Thus, the iterative
algorithm presented in 1 is proposed, with the assumed accuracy e.

Algorithm 1. Iterative algorithm with evolutionary computations
1: m=1
2: Bitmap[m]|(x,y,z)=K(x,y,2)
3: repeat
. . N
4: Find d; 1, for Bitmap[m](x,y,z) ~ Zfi’l (Zj:yl (Zg:zl (d,-]-kBi,p(:c)Bj,p(y)Bkﬁp(z))))
using the linear computational cost isogeometric L2 projection algorithm
5:  Find af,...,a% ,bY,...,b% ,cf,...,c&%. to minimize
x Yy z

F[m](a?,..., a, by, ..., szlvy N P cf\,z) given by (13) using the heuristic algorithm
to generate initial population and the genetic algorithm to improve the tensor product
approximations

6: m=m+1

. . N‘l z
T Bltmap[m](x,y,z):Bltmap[m-l](X,y,z)-< ZZ } aiBY ) (Zj:‘ll bj B;{p) (Zé\;l Csz,p)
8: until F[m}(aﬂf,...,a}‘vm,b?{,...,b?vy,cf,...,ch) > e

In the aforementioned algorithm we approximate the static permeability as
a sequence of tensor product approximations:

K(zy. Z K5 (1)K () K7 (2) (47)
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Practically, it is realized according to the following equations:
(uHm’ v) _ (Kfn(m)e”ﬂﬁmfl(g‘)) (K?n (I)BHHH»M—I(ZI)) (Kﬁq (z)e/ﬁwmq(Z))qum’ Vu)

=— Z (Kfj(a:)e““t+"<””)K${(y)e“"t+"(y)K,ZL(z)e““f+”<z)Vut+n,Vu)
n=1,m#n

+(f,v) + K5 (2) K3, (v) K7, (2)

|:<ell«ﬁt+m<z>el—bﬂt+m71<y>el‘«it+mfl(Z)> _ euﬂwmfl(ﬂvvy&)]v%vv) Yo eV

(48)

5 Numerical Results

We conclude the paper with the numerical results concerning the approximation
of the static permeability map. The original static permeability map is presented
in Fig. 1. The first approximation has been obtained from the heuristic algorithm
described in Sect. 3. We used the formulas (25)—(27) with the suitable substitu-
tions. In the first approach we first compute the values of a, next, the values of
b and finally the values of ¢. As the initial values we picked /dq11.

Deriving this method further we decided to compute particular points in the
order of as, ba, co2, a3, bz and so on. This gave us the final result presented in
Fig. 2a.

We have improved the approximation by post-processing with the genera-
tional genetic algorithm as implemented in jMetal package [13] with variables
from [0,1] intervals. The fitness function was defined as:

=
=
Z

x Y

2
flar,...;an, b1, bn,, C1,. .. CN.) = (duk*aibzck) (49)
i 1

s
Il
—
Il
-
B
Il

The results are summarized in Fig. 2b.

To improve the numerical results we have employed the Algorithm 1. In
Figs. 3 and 4 results obtained after 1, 5, 10 and 50 iterations of Algorithm 1 are
presented.

In order to analyze the accuracy of the tensor product approximation, we
also present in Figs. 5 and 6 the error after 1, 5, 10, 50 iterations. We can read
from these Figures, how the error decreases when adding particular components.

6 Conclusions and the Future Work

In the paper the heuristic algorithm for tensor product approximation of material
data for implicit dynamics simulations of non-linear flow in heterogeneous media
is presented.

The algorithm can be used as a generator of initial configurations for a genetic
algorithm, improving the quality of the approximation. The future work will
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involve the implementation of the implicit scheme and utilizing the proposed
algorithms as a preconditioner for obtaining tensor product structure of the
material data.

We have analyzed the convergence of our tensor product approximation
method but assessing how the convergence influences the reduction of the itera-
tion number of the explicit method will be the matter of our future experiments.

Our intuition is that 100 iterations (100 components of the tensor prod-
uct approximation) should give a well approximation, and thus we can use the
implicit method not bounded by the CFL condition, which will require 100 sub-
steps in every time step.
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