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Preface

Welcome to the proceedings of the 18th Annual International Conference on Com-
putational Science (ICCS: https://www.iccs-meeting.org/iccs2018/), held during June
11–13, 2018, in Wuxi, China. Located in the Jiangsu province, Wuxi is bordered by
Changzhou to the west and Suzhou to the east. The city meets the Yangtze River in the
north and is bathed by Lake Tai to the south. Wuxi is home to many parks, gardens,
temples, and the fastest supercomputer in the world, the Sunway TaihuLight. ICCS
2018 was jointly organized by the University of Chinese Academy of Sciences, the
National Supercomputing Center in Wuxi, the University of Amsterdam, NTU
Singapore, and the University of Tennessee.

The International Conference on Computational Science is an annual conference
that brings together researchers and scientists from mathematics and computer science
as basic computing disciplines, researchers from various application areas who are
pioneering computational methods in sciences such as physics, chemistry, life sciences,
and engineering, as well as in arts and humanitarian fields, to discuss problems and
solutions in the area, to identify new issues, and to shape future directions for research.

Since its inception in 2001, ICCS has attracted increasingly higher quality and
numbers of attendees and papers, and this year was no an exception, with over 350
expected participants. The proceedings series have become a major intellectual
resource for computational science researchers, defining and advancing the state of the
art in this field.

ICCS2018 inWuxi, China,was the 18th in this series of highly successful conferences.
For the previous 17meetings, see: http://www.iccs-meeting.org/iccs2018/previous-iccs/.

The theme for ICCS 2018 was “Science at the Intersection of Data, Modelling and
Computation,” to highlight the role of computation as a fundamental method of sci-
entific inquiry and technological discovery tackling problems across scientific domains
and creating synergies between disciplines. This conference was a unique event
focusing on recent developments in: scalable scientific algorithms; advanced software
tools; computational grids; advanced numerical methods; and novel application areas.
These innovative novel models, algorithms, and tools drive new science through effi-
cient application in areas such as physical systems, computational and systems biology,
environmental systems, finance, and others.

ICCS is well known for its excellent line up of keynote speakers. The keynotes for
2018 were:

• Charlie Catlett, Argonne National Laboratory|University of Chicago, USA
• Xiaofei Chen, Southern University of Science and Technology, China
• Liesbet Geris, University of Liège|KU Leuven, Belgium
• Sarika Jalan, Indian Institute of Technology Indore, India
• Petros Koumoutsakos, ETH Zürich, Switzerland
• Xuejun Yang, National University of Defense Technology, China



This year we had 405 submissions (180 submissions to the main track and 225 to the
workshops). In the main track, 51 full papers were accepted (28%). In the workshops,
97 full papers (43%). A high acceptance rate in the workshops is explained by the
nature of these thematic sessions, where many experts in a particular field are per-
sonally invited by workshop organizers to participate in their sessions.

ICCS relies strongly on the vital contributions of our workshop organizers to attract
high-quality papers in many subject areas. We would like to thank all committee
members for the main track and workshops for their contribution toward ensuring a
high standard for the accepted papers. We would also like to thank Springer, Elsevier,
Intellegibilis, Beijing Vastitude Technology Co., Ltd. and Inspur for their support.
Finally, we very much appreciate all the local Organizing Committee members for their
hard work to prepare this conference.

We are proud to note that ICCS is an ERA 2010 A-ranked conference series.

June 2018 Yong Shi
Haohuan Fu
Yingjie Tian

Valeria V. Krzhizhanovskaya
Michael Lees
Jack Dongarra

Peter M. A. Sloot
The ICCS 2018 Organizers
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Abstract. In soft complex grounds, earthquakes cause damages with
large deformation such as landslides and subsidence. Use of elasto-plastic
models as the constitutive equation of soils is suitable for evaluation of
nonlinear wave propagation with large ground deformation. However,
there is no example of elasto-plastic nonlinear wave propagation analysis
method capable of simulating a large-scale soil deformation problem. In
this study, we developed a scalable elasto-plastic nonlinear wave prop-
agation analysis program based on three-dimensional nonlinear finite-
element method. The program attains 86.2% strong scaling efficiency
from 240 CPU cores to 3840 CPU cores of PRIMEHPC FX10 based
Oakleaf-FX [1], with 8.85 TFLOPS (15.6% of peak) performance on 3840
CPU cores. We verified the elasto-plastic nonlinear wave propagation
program through convergence analysis, and conducted an analysis with
large deformation for an actual soft ground modeled using 47,813,250
degrees-of-freedom.

1 Introduction

Large earthquakes often cause severe damage in cut-and-fill land developed for
housing. It is said that earthquake waves are amplified locally by impedance con-
trast between the cut layer and fill layer, which causes damage. To evaluate this
wave amplification, 3D wave propagation analysis with high spatial resolution
considering nonlinearity of soil properties is required. Finite-element methods
(FEM) are suitable for solving problems with complex geometry, and nonlinear
constitutive relations can be implemented. However, large-scale finite-element
analysis is computational expensive to assure convergence of the numerical solu-
tion.

Efficient use of high performance computers is effective for solving this prob-
lem [2,3]. For example, Ichimura et al. [4] developed a fast and scalable 3D
c© Springer International Publishing AG, part of Springer Nature 2018
Y. Shi et al. (Eds.): ICCS 2018, LNCS 10861, pp. 3–16, 2018.
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nonlinear wave propagation analysis method based on nonlinear FEM, and was
selected as a Gordon Bell Prize Finalist in SC14. Here, computational methods
for speeding up the iterative solver was developed, which enabled large-scale
analysis on distributed-shared memory parallel supercomputers such as the K
computer [5]. In this method, a simple nonlinear model (Ramberg-Osgood model
[6] with the Masing rule [7]) was used for the constitutive equation of soils, and
the program was used for estimating earthquake damage at sites with complex
grounds [8]. However, this simple constitutive equation is insufficient for simu-
lating permanent ground displacement; 3D elasto-plastic constitutive equations
are required to conduct reliable nonlinear wave propagation analysis for soft
grounds. On the other hand, existing elasto-plastic nonlinear wave propagation
analysis programs based on nonlinear FEM for seismic response of soils are not
designed for high performance computers, and thus they cannot be used for large
scale analyses.

In this study, we develop a scalable 3D elasto-plastic nonlinear wave prop-
agation analysis method based on the highly efficient FEM solver described in
[4]. Here, we incorporate a standard 3D elasto-plastic constitutive equation for
soft soils (i.e., super-subloading surface Sekiguchi-Ohta EC model [9–11]) into
this FEM solver. The FEM solver is also extended to conduct self-weight analy-
sis, which is essential for conducting elasto-plastic analysis. This enables large-
scale 3D elasto-plastic nonlinear wave propagation analysis, which is required
for assuring numerical convergence when computing seismic response of soft
grounds.

The rest of the paper is organized as follows. In Sect. 2, we describe the
target equation and the developed nonlinear wave propagation analysis method.
In Sect. 3, we verify the method through a convergence test, apply the method
to an actual site, and measure the computational performance of the method.
Section 4 concludes the paper.

2 Methodology

Previous wave propagation analysis based on nonlinear FEM [4] used the
Ramberg-Osgood model and Masing rule for the constitutive equation of soils.
Instead, we apply an elasto-plastic model (super-subloading surface Sekiguchi-
Ohta EC model) to this FEM solver for analyzing large ground deformation. In
elasto-plastic nonlinear wave propagation analysis, we first find an initial stress
state by conducting initial stress analysis considering gravitational forces, and
then conduct nonlinear wave propagation analysis by inputting seismic waves.
Since the previous FEM implementation was not able to carry out initial stress
analysis and nonlinear wave propagation analysis successively, we extended the
solver. In this section, we first describe the target wave propagation problem with
the super-subloading surface Sekiguchi-Ohta EC model, and then we describe the
developed scalable elasto-plastic nonlinear wave propagation analysis method.
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2.1 Target Problem

We use the following equation obtained by discretizing the nonlinear wave equa-
tion in the spatial domain by FEM and the time domain by the Newmark-β
method: (

4
dt2

M +
2
dt

Cn + Kn

)
δun

= fn − qn−1 + Cnvn−1 + M
(
an−1 +

4
dt

vn−1

)
, (1)

with ⎧⎪⎪⎪⎨
⎪⎪⎪⎩

qn = qn−1 + Knδun,

un = un−1 + δun,

vn = −vn−1 + 2
dtδu

n,

an = −an−1 − 4
dtv

n−1 + 4
dt2 δun.

(2)

Here, δu,u,v,a, and f are vectors describing incremental displacement, displace-
ment, velocity, acceleration, and external force, respectively. M,C, and K are
the mass, damping, and stiffness matrices. dt, and n are the time step increment
and the time step number, respectively. In the case that nonlinearity occurs,
C,K change every time steps. Rayleigh damping is used for the damping matrix
C, where the element damping matrix Cn

e is calculated using the element mass
matrix Me and the element stiffness matrix Kn

e as follows:

Cn
e = α∗Me + β∗Kn

e ,

The coefficients α∗ and β∗ are determined by solving the following least-squares
equation,

minimize

[∫ fmax

fmin

(
hn − 1

2

(
α∗

2πf
+ 2πfβ∗

))2

df

]
.

where fmax and fmin are the maximum and minimum target frequencies and
hn is the damping ratio at time step n. Small elements are locally generated
when modeling complex geometry with solid elements, and therefore satisfy-
ing the Courant condition when using explicit time integration methods (e.g.,
central difference method) leads to small time increments and considerable com-
putational cost. Thus, the Newmark-β method is used for time integration with
β = 1/4, δ = 1/2 (β and δ are parameters of the Newmark-β method). By
applying Semi-infinite absorbing boundary conditions to the bottom and side
boundaries of the simulation domain, we take dissipation character and semi-
infinite character into consideration.

Next we summarize the super-subloading surface Sekiguchi-Ohta EC model
[9–11], which is one of the 3D elasto-plastic constitutive equations used in nonlin-
ear wave propagation analysis of soils. The super-subloading surface Sekiguchi-
Ohta EC model is described using subloading and superloading surfaces sum-
marized in Fig. 1. The subloading surface is a yield surface defined inside of the
normal yield surface. It is similar in shape to the normal yield surface and a
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current stress state is always on it. We can take into account plastic deforma-
tion in the normal yield surface and reproduce smooth change from elastic state
to plastic state by introducing the subloading surface. On the other hand, the
superloading surface is a yield surface defined outside of the normal yield surface.
It is similar in shape to the normal yield surface and the subloading surface. Rel-
ative contraction of the superloading surface (i.e., the expansion of the normal
yield surface) describes the decay of the structure as plastic deformation pro-
ceeds. At the end, the superloading surface and the normal yield surface become
identical. Similarity ratios of the subloading surface to the superloading surface,
of the normal yield surface to the superloading surface are denoted by R,R∗,
respectively (0 < R ≤ 1, 0 < R∗ ≤ 1). 1/R is overconsolidation ratio and R is
the index of degree of structure. As plastic deformation proceeds, the subloading
surface expands and the superloading surface relatively contracts. The expan-
sion speed Ṙ and contraction speed Ṙ∗ are calculated as in Fig. 1. D, ε̇p are the
coefficient of dilatancy, the plastic volumetric strain speed and m,a, b, c are the
degradation parameters of overconsolidated state and structures state, respec-
tively. Using this R and R∗, a yield function of the subloading surface is described
as f (σ′, εvp) in Fig. 1. Here, M,nE ,σ′,σ0

′ are the critical state parameter, the
fitting parameter, the effective stress tensor, the effective initial stress tensor
and η∗, p′, q are the stress parameter proposed by Sekiguchi and Ohta, the effec-
tive mean stress, the deviatoric stress. The following stress-strain relationship is
obtained by solving the simultaneous equations in Fig. 1.

σ̇ ′ =

⎛
⎜⎝C

e −
Ce : ∂f

∂σ ′ ⊗ ∂f
∂σ ′ : Ce

∂f
∂σ ′ : Ce : ∂f

∂σ ′ − ∂f
∂εv

p
∂f
∂p′ + m

D
(lnR) ∂f

∂R

∣∣∣
∣∣∣ ∂f

∂σ ′
∣∣∣
∣∣∣ − a (R∗)b (1 − R∗)c ∂f

∂R∗
∣∣∣
∣∣∣ ∂f

∂σ ′
∣∣∣
∣∣∣

⎞
⎟⎠ : ε̇ ,

= C
ep

: ε̇ , (3)

where,

Ce
ijkl =

(
K − 2

3
G

)
δijδkl + G (δikδjl + δilδjk) ,

K =
Λ

MD (1 − Λ)
p′, G =

3 (1 − 2ν′)
2 (1 + ν′)

K,

Ce(Ce
ijkl),C

ep are the elasticity tensor, the elasto-plasticity tensor and
K,G,Λ, ν′ are the bulk modulus, the shear modulus, the irreversibility ratio,
the effective Poisson’s ratio, respectively.

2.2 Fast and Scalable Elasto-Plastic Nonlinear Analysis Method

In this subsection, we first summarize the solver algorithm in [4] following
Algorithm 1. By changing the K matrix in Algorithm 1 according to the change
in the constitutive model, we can expect high computational efficiency when con-
ducting elasto-plastic analyses. In the latter part of the subsection, we describe
the initial stress analysis and nonlinear wave propagation analysis procedure.

The majority of the cost in conducting finite-element analysis is in solving
the linear equation in Eq. (1). The solver in [4] enables fast and scalable solving
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Fig. 1. Governing equation of stress-strain relation and relation of yield surfaces

of Eq. (1) by using adaptive conjugate gradient (CG) method with multi-grid
preconditioning, mixed precision arithmetics, and fast matrix-vector multiplica-
tion based on the Element-by-Element method [12,13]. Instead of storing a fixed
preconditioning matrix, the preconditioning equation is solved roughly using an
another CG solver. In Algorithm 1, outer loop means the iterative calculation of
the CG method solving Ax = b, and the inner loop means the computation of
preconditioning equation (solving z = A−1r by CG method). Since the precondi-
tioning equation needs only be solved roughly, single-precision arithmetic is used
in the preconditioner, while double precision arithmetic is used in the outer loop.
Furthermore, the multi-grid method is used in the preconditioner to improve
convergence in the inner loop itself. Here, a two-step grid with second-order
tetrahedral mesh (FEMmodel) and first-order tetrahedral mesh (FEMmodelc)
is used. Specifically, an initial solution of z = A−1r is estimated by computing
zc = Ac

−1rc, which reduces the number of iterations in solving z = A−1r. In
order to reduce memory footprint, memory transfer sizes, and improve load bal-
ance, a matrix-free method is used to compute matrix-vector products instead
of storing the global matrix on memory. This algorithm is implemented using
MPI/OpenMP for computation on distributed-shared memory computers.

We enable initial stress analysis and nonlinear wave propagation analysis
successively by changing the right hand side of Eq. (1). The calculation algorithm
for each time step of the elasto-plastic nonlinear wave propagation analysis is
shown in Algorithm2. Here, the same algorithm is used for both the initial
stress analysis and the wave propagation analysis. In the following, we describe
initial stress analysis and nonlinear wave propagation analysis after initial stress
analysis.

In this study, we use self-weight analysis as initial stress analysis. Gravity is
considered by calculating the external force vector in Eq. (1) as

fn = fn +
∫

ρgNdV, (4)
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Algorithm 1. Algorithm for solving Ax = b. The matrix-vector multiplication
Ay is computed using an Element-by-Element method. diag [ ], (̄ ) and ε indicate
the 3 × 3 block Jacobi of [ ], single-precision variable, and tolerance for relative
error, respectively. ( )c indicates the calculation related to FEMmodelc, and the
other is related to calculation of the FEMmodel. ( )in indicates the value in the
inner loop. P̄ is a mapping matrix, from FEMmodelc to FEMmodel, which is
defined by interpolating the displacement in each element of FEMmodelc.
1: set b according to boundary condition
2: x ⇐ 0
3: B̄ ⇐ diag [A]
4: B̄c ⇐ diag [Ac]
5: r ⇐ b
6: β ⇐ 0
7: i ⇐ 1
8: (*outer loop start*)
9: while ‖r‖2/‖b‖2 ≥ ε do

10: (*inner loop start*)
11: r̄ ⇐ r
12: z̄ ⇐ B−1r
13: r̄c ⇐ P̄T r̄
14: z̄c ⇐ P̄T z̄
15: z̄c ⇐ Ā−1

c r̄c (*Inner coarse loop: solved on FEMmodelc with εc
in and initial

solution z̄c*)
16: z̄ ⇐ P̄z̄c
17: z̄ ⇐ Ā−1r̄ (*Inner fine loop: solved on FEMmodel with εin and initial solution

z̄*)
18: z ⇐ z̄
19: (*inner loop end*)
20: if i > 1 then
21: β ⇐ (z,q)/ρ
22: end if
23: p ⇐ z + βp
24: q ⇐ Ap
25: ρ ⇐ (z, r)
26: α ⇐ ρ/(p,q)
27: q ⇐ −αq
28: r ⇐ r + q
29: x ⇐ x + αp
30: i ⇐ i + 1
31: end while
32: (*outer loop end*)

where ρ, g, and N are density, gravitational acceleration and the shape func-
tion, respectively. We apply the Dirichlet boundary condition by fixing vertical
displacement at bottom nodes of the model.

During nonlinear wave propagation analysis, waves are inputted from the
bottom of the model. Thus, instead of using Dirichlet boundary conditions at
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Algorithm 2. Algorithm for elasto-plastic nonlinear wave propagation analysis
in each time step. D, ε,σ and ε indicate the constitutive tensor, strain, stress and
tolerance for error, respectively. ( )n(i) indicates the value during i-th iteration
in the n-th time step.
1: calculate Kn, Cn by using Dn

2: calculate δun
(1) by solving Eq. (1) taking Eq. (4) and Eq. (5) into account

3: update each value by Eq. (2)
4: i ⇐ 1
5: δun

(0) ⇐ ∞
6: (*iteration start*)
7: while max |δun

(i) − δun
(i−1)| ≥ ε do

8: calculate εn
(i) by using δun

(i)

9: δεn
(i) ⇐ εn

(i) − εn−1

10: calculate δσn
(i) and Dn

(i)

11: re-evaluate Kn, Cn by using Dn
(i)

12: re-calculate δun
(i+1) by solving Eq. (1)

13: re-update each value by Eq. (2)
14: i ⇐ i + 1
15: end while
16: (*iteration end*)
17: σn ⇐ σn−1 + δσn

(i−1)

18: Dn+1 ⇐ Dn
(i−1)

the bottom of the model, we balance gravitational forces by adding reaction force
to the bottom of the model obtained at the last step of initial stress analysis
(step t0). Here, the reaction force

− f t0 + qt0−1, (5)

is added to the bottom nodes of the model in Eq. (1). Here, fn is calculated as
in Eq. (4).

3 Numerical Experiments

3.1 Verification of Proposed Method

As we cannot obtain analytical solutions for elasto-plastic nonlinear wave propa-
gation analysis, we cannot verify the developed program by comparing numerical
solutions with analytical solutions. However, we can compare 1D numerical anal-
ysis results with the same elasto-plastic constitutive models with 3D numerical
analysis results on a horizontally stratified soil structure to verify the consistency
between the 1D and 3D analyses as well as the numerical convergence with fine
discretization of the analyses. As we use the results of the 1D analysis (stress and
velocity) with the same elasto-plastic models as the boundary condition at base
and side faces of the 3D model for 3D analyses, we can check the consistency
between the 3D and 1D analyses and their numerical convergence by checking
the uniformity of 3D analysis results in the x − y plane.
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(a) Whole view (b) Enlarged view

(c) Ground property. Vp, Vs and hmax are the P-wave velocity,
the S-wave velocity and the maximum damping ratio.

(d) Elasto-plastic property of soft layer

Fig. 2. Horizontally layered model and ground property

We conducted numerical tests on a horizontally stratified ground structure
with soft layer of 10 m thickness on top of bedrock of 40 m thickness. The size
of the 3D model was 0 ≤ x ≤ 16m, 0 ≤ y ≤ 16m, 0 ≤ z ≤ 50m (Fig. 2). The
ground properties of each layer and elasto-plastic parameters of the soft layer are
described in Fig. 2. Here, Ki and K0 are the coefficient of initial earth pressure at
rest and the coefficient of earth pressure at rest, respectively. We used hmax×0.01
for Rayleigh damping of the soft layer. Following previous studies [8], we chose
element size ds such that it satisfies

ds ≤ Vs

χfmax
. (6)

Here, fmax and χ are the maximum target frequency and the number of ele-
ments per wavelength, respectively. χ is set to χ > 10 for nonlinear layers and
χ > 5 for linear layers for numerical convergence of the solution. Taking the
above conditions into account, we considered two models whose minimum ele-
ment size is 1 m and 2 m, respectively, and the maximum element size is 8 m
in both 1D analysis and 3D analysis. We used the seismic wave observed at
the Kobe Marine Meteorological Observatory during the Great Hanshin Earth-
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(a) Kobe wave (b) Mashiki wave

Fig. 3. Input wave

quake in 1995 (Fig. 3, Kobe wave). We pull back this wave to the bedrock and
input it to the bottom of the 3D model. Since the major components of the
response is influenced by waves below 2.5 Hz, we conduct analysis targeting fre-
quency range between 0.1 and 2.5 Hz. We first conduct self-weight analysis with
dt = 0.001 s × 700,000 time steps, and then conduct nonlinear wave propagation
analysis with dt = 0.001 s × 40,000 time steps using the Kobe wave. Instead of
loading the full gravitational force at the initial step, we increased the gravi-
tational force by 0.000002 times every time step until 500,000 time steps for
both the 1D and 3D analyses. For the 3D analysis, we used the Oakleaf-FX
system at the University of Tokyo consisting of 4,800 computing nodes each
with single 16 core SPARC64 IXfx CPUs (Fujitsu’s PRIMEHPC FX10 mas-
sively parallel supercomputer with a peak performance of 1.13 PFLOPS). For
the model with minimum element size of 1 m, the degrees-of-freedom was 85,839,
and the 3D analysis took 20,619 s using 576 CPU cores (72 MPI processes × 8
OpenMP threads). For the model with minimum element size of 2 m, the degrees-
of-freedom was 14,427, and the 3D analysis took 12,278 s by using 64 CPU cores
(8 MPI processes × 8 OpenMP threads).

Results of the 1D and 3D analyses are shown in Figs. 4 and 5. From Fig. 4, we
can see that the time history of displacement on ground surface for each analysis
are almost identical. Figure 5 shows the displacement distribution at surface
of the 3D analysis. We can see that the difference of displacement values at
each point is converged within about 0.75%. Although not shown, the maximum
difference was about 2% for the case with element size of 2 m. We can see that
the 3D analysis results converge to the 1D analysis results by using sufficiently
small elements (in this case, 1 m elements).



12 A. Yoshiyuki et al.

(a) During self-weight analysis (z direction) (b) During wave propagation analysis

Fig. 4. Displacement time history at surface for horizontally stratified ground model

x direction y direction z direction
After self-weight analysis (700 s)

x direction y direction z direction
After wave propagation analysis (740 s)

Fig. 5. Displacement on surface for horizontally stratified ground model (ds = 1m)
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(a) Whole view & Enlarged view (b) Contour of ground surface (c) Contour of bedrock

(e) Ground property

(f) Elasto-plastic property of soft layer

Fig. 6. Geometry and ground property of application problem

3.2 Application Example

The Kumamoto earthquake occurring successively on September 14 and 16, 2016
caused heavy damage such as landslides and house collapse. At a residential area
in the Minamiaso village with large-scale embankment, houses near the valley
collapsed due to landslide and some cracks occurred in the east-west direction
[14]. In addition, ground subsidence occurred at a residential area little far from
the valley. Targeting this residential area, we conducted elasto-plastic nonlinear
wave propagation analysis using the developed program.

Fig. 7. Strong scaling measured for solving 25 time steps of application problem. Num-
bers in brackets indicate floating-point performance efficiency to hardware peak.
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After self-weight During wave After wave
analysis (350 s) propagation analysis (360 s) propagation analysis (405 s)

Magnitude and direction of displacement in x− y plane

After self-weight During wave After wave
analysis (350 s) propagation analysis (360 s) propagation analysis (405 s)

z direction

Magnitude and direction of displacement in x− y plane after 350 s (Enlarged view)

Fig. 8. Displacement on ground surface. Black arrow indicates the displacement direc-
tion in x − y plane.

The FEM model used is shown in Fig. 6. There is no borehole logs in the
target area, so we estimate the thickness and shape of the soft layer based on
borehole logs measured near the target area. The elevation was based on the
digital elevation map of the Geospatial Information Authority of Japan. Finally,
we assume the ground consists of two layers. The size of the model was 0 ≤
x ≤ 720m, 0 ≤ y ≤ 640m, 0 ≤ z ≤ about 100m. The ground properties of
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each layer shown in Fig. 6 were set based on [15]. Here we used hmax × 0.01
as the Rayleigh damping of the soft layer. Based on the results of Sect. 3.1,
we set the minimum element size to 1 m, and the maximum element size to
16 m. The model consisted of 47,813,250 degrees-of-freedom, 15,937,750 nodes,
and 11,204,117 tetrahedral elements. We pulled the seismic wave observed at
the KiK-net [16] station KMMH16 during the Kumamoto earthquake (Fig. 3,
Mashiki wave) to the bedrock and computed the response targeting frequency
range between 0.1 and 2.5 Hz. We first conducted self-weight analysis with dt =
0.001× 350,000 time steps and then conducted wave propagation analysis with
dt = 0.001× 55,000 time steps. Here we increased the self-weight by 0.000004
times every time step until full loading at 250,000 time steps.

In order to check the computational performance of the developed program,
we measured strong scaling on this model using the first 25 time steps. As shown
in Fig. 7, the program attained 86.2% strong scaling efficiency from 240 CPU
cores (30 MPI processes × 8 OpenMP threads) to 3840 CPU cores (480 MPI
processes × 8 OpenMP threads). This enabled 8.85 TFLOPS (15.6% of peak)
when using 3840 CPU cores of Oakleaf-FX (480 MPI processes× 8 OpenMP
threads), leading to feasible analysis time of 31 h 13 min (112,388 s) for con-
ducting the whole initial stress and wave propagation analysis. This high peak
performance could be attained by the method using matrix free matrix-vector
multiplication, single-precision arithmetic and so on indicated in Sect. 2.2.

The magnitude of the displacement in the x, y directions and the displace-
ment distribution in the z direction on ground surface are shown in Fig. 8. From
this figure, we can see permanent displacement towards the north valley at part
of the soft layer after wave propagation analysis. We can also see large subsi-
dence at the center of the soft layer. These results are effects caused by using the
elasto-plastic model into the 3D analysis. By setting more suitable parameters to
the soft soil based on site measurements, we can expect improvement of analysis
results following the actual phenomenon.

4 Concluding Remarks

In this study, we developed a scalable 3D elasto-plastic nonlinear wave propa-
gation analysis method. We showed its capability of conducting large-scale non-
linear wave propagation analysis with large deformation through a verification
analysis, scaling test, and application to the embankment of the Minamiaso vil-
lage. The program attained high performance on Oakleaf-FX, with 8.85 TFLOPS
(15.6% of peak) on 3840 CPU cores. In the future, we plan to apply this method
to the seismic response analysis for roads in mountain region and bridges which
are prone to seismic damage.

Acknowledgment. We thank Dr. Takemine Yamada, Dr. Shintaro Ohno and Dr.
Ichizo Kobayashi from Kajima Corporation for comments concerning the soil consti-
tutive model.
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Abstract. We report on a two-scale approach for efficient matrix-free
finite element simulations. The proposed method is based on surrogate
element matrices constructed by low-order polynomial approximations.
It is applied to a Stokes-type PDE system with variable viscosity as is a
key component in mantle convection models. We set the ground for a rig-
orous performance analysis inspired by the concept of parallel textbook
multigrid efficiency and study the weak scaling behavior on SuperMUC,
a peta-scale supercomputer system. For a complex geodynamical model,
we achieve a parallel efficiency of 95% on up to 47 250 compute cores.
Our largest simulation uses a trillion (O(1012)) degrees of freedom for a
global mesh resolution of 1.7 km.

Keywords: Two-scale PDE discretization
Massively parallel multigrid · Matrix-free on-the-fly assembly
Large scale geophysical application

1 Introduction

The surface of our planet is shaped by processes deep beneath our feet. Phenom-
ena like earthquakes, plate tectonics, crustal evolution up to the geodynamo are
governed by forces in the Earth’s mantle that transport heat from the interior of
our planet to the surface in a planetwide solid-state convection. For this reason,
the study of the dynamics of the mantle is critical to our understanding of how
the entire planet works.

There is a constant demand for ever more realistic models. In the case of
mantle convection models (MCMs), this includes, e.g., compressible flow formu-
lations, strongly non-linear rheologies, i.e., models in which the fluid viscosity
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depends not only on pressure and temperature, but also on the flow velocity, the
inclusion of phase transitions or the tracking of chemical composition. A discus-
sion of current challenges is, e.g., given in [15]. Another trend is the growing use
of MCMs to perform inverse computations via adjoint techniques in order to link
uncertain geodynamic modeling parameters to geologic observables and, thus,
improve our understanding of mantle processes, see e.g. [7]. These advanced
models require efficient software frameworks that allow for high spatial reso-
lutions and combine sophisticated numerical algorithms with excellent parallel
efficiency on supercomputers to provide fast time-to-solution. See [11,15,21] for
recent developments.

We will focus here on the most compute-intensive part of any MCM, which is
the solution of the generalized Stokes problem, where f represents the buoyancy
forces, u velocity, p pressure, T temperature and ν(u, T ) is the viscosity of the
mantle.

− div
[
1
2
ν
(
∇u + (∇u)� )]

+ ∇p = f , div u = 0. (1)

Problem (1) needs to be solved repeatedly as part of the time-stepping and/or as
part of a non-linear iteration, if ν depends on u. Note that in (1) we assume an
incompressible fluid, as the best way to treat the compressibility of the mantle
is an open question, [15], outside the scope of this contribution.

Most current global convection codes are based on finite element (FE) dis-
cretizations, cf. [8,15,21]. While traditional FE implementations are based on the
assembly of a global system matrix, there is a trend to employ matrix-free tech-
niques, [2,4,17,19]. This is motivated by the fact that storing the global matrix
increases the memory consumption by an order of magnitude or more even when
sparse matrix formats are used. This limits the resolution and results in a much
increased memory traffic when the sparse matrix must be re-read from memory
repeatedly. Since the cost for data movement has become a limiting factor for all
high performance supercomputer architectures both in terms of compute time
and energy consumption, techniques for reducing memory footprint and traffic
must receive increased attention in the design of modern numerical methods.

In this contribution, we report on the prototype of a new mantle convec-
tion framework that is implemented based on Hierarchical Hybrid Grids (HHG)
[1,4,11,14]. HHG employs an unstructured mesh for geometry resolution which
is then refined in a regular fashion. The resulting mesh hierarchy is well suited to
implement matrix-free geometric multigrid methods. Multigrid techniques play
an important role in any large-scale Stokes solver, most commonly as precon-
ditioner for the momentum operator in a Krylov solver, or as inner solver in
a Schur complement approach. We employ a geometric Uzawa-type multigrid
solver that treats the full Stokes system all-at-once [12]. We present a new app-
roach that allows to assemble the resulting FE stencils in the case of curved
geometries and variable viscosity on-the-fly as a core component of matrix-free
multigrid solvers. It is based on a polynomial approximation of the local element
matrices, extending our work in [2].
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We will carry out a systematic performance analysis of our HHG-based
implementation and investigate parallel performance with respect to run-time,
memory consumption and parallel efficiency of this new numerical approach for
a real-world geophysical application. It will be investigated and tuned on the
SuperMUC peta-scale system of the Leibniz Supercomputing Center (LRZ).

2 Software Framework and Discretization

Here we consider the thick spherical shell Ω = {x ∈ R
3 : rcmb < ‖x‖2 <

rsrf}, where rcmb and rsrf correspond to the inner and outer mantle boundary,
and ‖ · ‖2 denotes the Euclidean norm of a vector. By taking the Earth radius
as reference unit, we set rcmb = 0.55 and rsrf = 1. We discretize Ω by an
initial tetrahedral mesh T0 using a standard icosahedral meshing approach for
spherical shells, see e.g. [8]. From this we construct a family of semistructured
meshes T := {T�, � = 0, . . . , L} by uniform refinement up to level L ∈ N0. For
the finite element discretization of the Stokes system (1), we employ standard
conforming linear finite element spaces for velocity and pressure on T . While this
P 1–P 1 pairing is of computational interest, it is known to be unstable. We use
the pressure stabilization Petrov-Galerkin (PSPG) method [6] as stabilization
technique. Using standard nodal basis functions for the finite element spaces, we
obtain on each level � of the hierarchy a linear system of algebraic equations

L�

(
u�

p�

)
:=

(
A� G�

D� −C�

)(
u�

p�

)
=

(
f�
g�

)
, � = 0, . . . , L, (2)

where u� ∈ R
nu;� and p� ∈ R

np;� . The dimensions of the velocity and the pressure
space are denoted by nu;� and np;�. For our considerations below, it is advan-
tageous to re-write (2) by sorting the vector of unknowns with respect to the
different types of degrees of freedom to expose the scalar building blocks of (2)

L� =

⎛
⎜⎜⎝

A11
� A12

� A13
� G1

�

A21
� A22

� A23
� G2

�

A31
� A32

� A33
� G3

�

D1
� D2

� D3
� −C�

⎞
⎟⎟⎠ ,

(
u�

p�

)
=

⎛
⎜⎜⎝

u1
�

u2
�

u3
�

p�

⎞
⎟⎟⎠ . (3)

In this representation, the upper left 3 × 3 substructure of blocks corresponds
to A� and is related to the divergence of the strain tensor in (1). The submatrix
D�, resulting from the discretization of the divergence operator in the continuity
equation, has a 1×3 block-structure, while G�, coming from the pressure gradient
in (1), has a 3 × 1 block-structure and our discretization yields D� = G�

� . The
stabilization C� term acts only on the pressure and, therefore, gives a 1×1 block.
It can be viewed as a discrete Laplacian operator acting on the pressure with
Neumann boundary condition. Note that, while it is obvious that A� depends
on the viscosity ν, it is also necessary to include ν−1 in the stabilization C�.

The mesh hierarchy T allows to construct an efficient geometric all-at-once
Uzawa multigrid method [12]. For solving the linear system (2), we apply multi-
grid V-cycles with three pre- and post-smoothing steps on level L and on each
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coarser level two extra smoothing steps are added. Using a Uzawa type smoother
then guarantees mesh-independent convergence, and we denote this type of
multigrid as Vvar(3, 3). As the multigrid method acts both on velocity and pres-
sure, the problem that needs to be solved on the bottom of the V-cycle is also of
the form (2). For this, we employ the preconditioned minimal residual method
(PMINRES). Our preconditioner has a block structure, where we apply a Jacobi
preconditioned conjugate gradient method to the velocity part and perform a
lumped mass matrix scaling on the pressure.

The HHG framework is a carefully designed and implemented high perfor-
mance finite element multigrid software package [3,12] which has already demon-
strated its usability for geodynamical simulations [1,22]. Conceptually, refine-
ment of the input mesh T0, which we call macro mesh, generates new nodes
on edges, faces and within the volume of the tetrahedra of the input mesh. In
HHG, these nodal values are organized by their geometric classification into a
system of container data-structures called primitives. The nodal values in the
interior of each macro tetrahedron are stored in a volume primitive, and simi-
larly the values on macro edges, faces and vertices in their respective primitives.
In this way, each nodal value is uniquely assigned to one primitive. Note that,
only starting with refinement level two, we get nodes to store in the volume
primitives. We use T2 as coarsest level in our multigrid solver. HHG’s approach
of splitting nodes between primitives of different geometric dimensionality nat-
urally integrates with distributed-memory parallelism. Primitives are enriched
by the nodal values of neighboring primitives in the form of ghost layer data-
structures and kept up-to-date by MPI-communication in case of off-process
dependencies, [3,4].

The structured refinement of the input mesh, employed in HHG, results in the
same types of tetrahedra being adjacent to each node within a certain primitive
type and, thus, identical coupling patterns for these nodes. For constant ν on
each macro tetrahedron, the discretization results also in the weights of these
coupling being constant when proceeding from one node of a primitive to the
next. This allows to use a constant stencil for all nodes in each volume primitive
in a matrix-free approach, resulting in a significantly improved performance of
computationally-intensive matrix-vector multiplications. In view of the system
matrix in (3), we can identify the non-zero entries of each row of each block by
a stencil and denote it by

sA;m,n
ij = (Amn

� )ij , sD;m
ij = (Dm

� )ij , sG;m
ij = (Gm

� )ij , sC
ij = (C�)ij ,

for row index i and column index j and m,n ∈ {1, 2, 3}. Within each volume
primitive each stencil reduces to 15 non-zero entries. In the following, we will
denote a stencil weight by sij , if there is no ambiguity. The full 15pt stencil at
node i will be written as si,:.

3 Efficient On-the-Fly Stencil Assembly

While the hybrid approach of HHG exhibits superior performance, its geome-
try approximation on curved domains such as the spherical shell, is limited in
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the sense that no refined nodes reside on the actual boundary. To account for
this, in our implementation the fine grid nodes can be projected outwards onto
the spherical surface. Also all interior nodes are projected to form concentric
spherical layers. In a matrix-free framework, this comes at the cost that the FE
stencils have to be repeatedly re-assembled on-the-fly.

We briefly describe the assembly procedure. For brevity, we show this only
for A11

� from (3); the other entries are computed analogously. For linear FE the
stencil weight sij can be computed by

sij =
∑

t∈N (i,j)

J−�
t ∇φ̂iloc · J−�

t ∇φ̂jloc |det(Jt)|
∫

t

ν dx =
∑

t∈N (i,j)

Et
iloc,jloc

ν̄t (4)

where Jt is the Jacobian of the mapping from the reference element t̂,N (i, j) the
set of elements with common nodes i and j, Et ∈ R

4×4 the local element matrix
on t, iloc the element local index of the global node i, and φ̂iloc the associated
shape function. We can use a vertex based quadrature rule for the integral over
ν by summing over the four vertices of t with weights 1/4. This fits naturally to
the HHG memory layout where the coefficients νi are stored point-wise. Also
techniques for elimination of common sub-expressions can be employed, see [14].

A traditional matrix-free implementation requires to repeatedly evaluate (4)
on-the-fly. For the full 15pt stencil si,:, this involves the computation of Et on
each of the 24 elements adjacent to node i. Even though we use optimized code
generated by the FEniCS Form Compiler [18] for this task, it constitutes the
most expensive part in the stencil assembly procedure and severely reduces over-
all performance. We term this approach IFEM and it will serve as our baseline
for comparison. We remark that our implementation is node- and not element-
centric. A benefit of this is, e.g., that the central stencil weight, essential for
point-smoothers, is directly available. A disadvantage is that it performs redun-
dant operations as it does not take into account the fact that each element
matrix is shared by four nodes. We could slightly reduce the operation count by
computing only the i-th row of the matrix when dealing with node i. However,
this still involves the Jacobian of the reference mapping which gives the largest
contribution to the number of operations.

In order to recover the performance of the original HHG implementation also
on curved domains we recently proposed an alternative approach in [2] for block-
wise constant ν. It replaces the expensive evaluation of (4) with approximating
the values of sij by a low-order polynomial. The polynomial coefficients are com-
puted via a least-squares fit in a setup phase and stored. Hence we denote the
technique as LSQP. Later, whenever the stencil si,: is needed, one has to evaluate
15 polynomials at node i, one for each stencil weight. In [2] quadratic polyno-
mials gave the best compromise between accuracy and runtime performance
provided that the coarse scale mesh was fine enough. Furthermore, we showed
that this approximation does not violate the optimal approximation order of
the L2-discretization error for linear finite elements, provided that the pairing
of refinement depth L and macro mesh size H is selected carefully. Results for
the Laplace operator [2, Table 4.1] indicated that for eight levels of refinement
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the converted macro resolution of the spherical shell should be at least around
800 km. For the experiments carried out in Sect. 5, this is satisfied except for the
smallest run, though even there we find good results, see Table 2.

For our PDE problem (2), we have to deal with two additional challenges.
Firstly, instead of a scalar PDE operator as used in [2] we have a system of
PDEs. Secondly, we have to incorporate the non-constant viscosity in the elliptic
operators A� and C�. Conceptually, our discrete PDE system (3) consists of 4×4
operator blocks coupling the three velocity components and the pressure. Our
implementation allows to individually replace any of 16 suboperators by a LSQP
approximation. Here, we only report on the most compute time saving approach,
which is to replace all of the suboperators by the surrogates. We do this on all
levels T�, apart from the coarsest one � = 2. We remark that the polynomials
are evaluated at the nodal centers which leads to a small asymmetry in the
operators. In [2] we found this relative asymmetry to be in O(h). This does
not impact the algebraic convergence of the multigrid solver. However, it leads
to a small issue on the coarsest level. There LSQP uses the same matrix L2

as IFEM. That matrix is symmetric positive semi-definite with a trivial kernel.
Due to the asymmetry in our LSQP approach the restricted residual can include
contributions from that kernel, which we fix by a simple projection of the right-
hand side onto Im(L2) to avoid problems with our PMINRES solver.

How to accommodate variable viscosity is a more intricate problem. In addi-
tion to the geometry variation, which can be approximated by quadratic poly-
nomials as shown in [2], we also get variations due to the non-constant viscosity.
If these are smooth enough, LSQP still yields good results. For more complex
viscosity models, like in Sect. 5, with strong lateral variations a low order poly-
nomial approximation may lead to poor results. Also in time-dependent and/or
non-linear simulations where viscosity changes together with temperature and/or
velocity, we would need to regularly recompute the polynomial coefficients. We,
therefore, choose another approach. Recall that the most expensive part in (4)
is the computation of the 24 element matrices. Instead of directly approximat-
ing sij , one can also approximate the contributions of Et by quadratic polyno-
mials. That is we substitute the expensive Et

iloc,jloc
by an inexpensive polyno-

mial approximation Ẽt
iloc,jloc

in (4). The polynomial approximation then solely
depends on the geometry and is independent of the coefficients. Thus, it works
for all kinds of coefficients. To distinguish between the two variants, we denote
the original one as LSQPS and the new modified one as LSQPE. Note that due
to the linearity of the least-squares fit w.r.t. the input data, LSQPE yields the
same stencil weights as LSQPS in case of blockwise constant coefficients.

Each element matrix Et contributes four values to one stencil si,:. Thus,
in total the LSQPE version requires to define 4 · 24 quadratic polynomials per
macro element. For the full system (2) with general ν, we approximate the sten-
cils of A� and C� via LSQPE, while for G� and G�

� the faster LSQPS version is
used.
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4 Towards a Rigorous Performance Analysis

The LSQPS approach was shown in [2] to be significantly faster than the tra-
ditional IFEM implementation. A more fundamental performance study must
employ an absolute metric that does not rely on just quantifying the speed-up
with respect to an arbitrary baseline implementation. To account for the real
algorithmic efficiency and scalability of the implementation in relation to the rel-
evant hardware limitations, we follow [14] where the notion of textbook multigrid
efficiency [5] was extended to analyze massively parallel implementations. This
metric is known as parallel textbook multigrid efficiency (parTME) and relies on
detailed hardware performance models. While this goes beyond the scope of our
current contribution, this section will provide first results and lay the foundation
for further investigations.

The parTME metric is based on an architecture-aware characterization of a
work unit (WU), where one WU is defined as one operator application of the full
system. Here, we restrict ourselves to one scalar suboperator of (3). Conceptually,
the extension to the full system is straightforward. The operator application can
be expressed in terms of stencil based nodal updates ui ←

∑15
j=1 sijuj . The

number of such updates performed per unit time is measured as lattice updates
per second (Lup/s). This quantifies the primary performance capability of a given
computer system with respect to a discretized system. A careful quantification
of the Lup/s with an analytic white box performance model will often exhibit
significant code optimization potential, as shown in [14]. Equally important,
it provides absolute numbers of what performance can be expected from given
hardware. This is crucial for a systematic performance engineering methodology.
Our target micro-architecture is the eight-core Intel Sandy Bridge (SNB) Xeon
E5-2680 processor with clock frequency 2.7 GHz as used in SuperMUC Phase 1.
This processor delivers a peak performance of 21.6 double precision GFlops per
core, and 172.8 GFlops per chip. However, this is under the assumptions that
the code vectorizes perfectly for the Sandy Bridge AVX architecture, that the
multiply-add instructions can be exploited optimally, and that no delays occur
due to slow access to data in the different layers of the memory hierarchy.

We start with a classic cost count per update to derive an upper bound
for the maximal achievable Lup/s. Here, we will compare the versions IFEM,
LSQPS and LSQPE that are extensions of (CC) and (VC) for domains with
curved boundaries.

First, we briefly recapitulate the cost for (CC) and (VC) and refer to [14] for
details. On a blockwise regular mesh with constant coefficients, also the stencils
are blockwise constant. Thus, for (CC) only one single 15pt stencil is required
per block. This can be easily stored and loaded without overhead. Therefore, the
cost for one stencil based update is 14 add/15 mult. For variable coefficients, the
stencils have to be assembled on-the-fly. This requires the additional evaluation
of (4). In the (VC) implementation, one can exploit the fact that on a polyhedral
domain there exist only six different congruency classes of local elements. Thus,
again per block its contributions to (4) can be pre-computed.
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Table 1. Maximal and measured performance on one Intel SNB core

Kernel Domain Coefficients Add/Mult pmax
core Measured

CC Polyhedral Blockwise constant 14/15 720 MLup/s 176MLup/s

VC Polyhedral Variable 136/111 79.4 MLup/s 39.5 MLup/s

IFEM Curved Variable 1480/1911 5.7 MLup/s 0.7 MLup/s

LSQPS Curved Moderately variable 44/45 245 MLup/s 71.7 MLup/s

LSQPE Curved Variable 328/303 33.0 MLup/s 11.3 MLup/s

Now, we turn to curved domains. The LSQPS approach is the extension of
(CC) with the additional cost of 15 evaluations of a quadratic polynomial, one
for each stencil component. For the evaluation, we use the scheme described in [2]
that allows to evaluate a quadratic polynomial with 2 multiply-add operations.
We note that LSQPS can also be seen as an extension of (VC) for moderately
variable coefficients. For problems with strongly variable coefficients, we propose
either to use IFEM or the LSQPE approach. Different from (VC), the contri-
butions of the 24 neighboring element matrices must be re-computed on-the-fly.
For IFEM, we count 56 additions and 75 multiplications per element matrix.
The advantage of LSQPE is obvious, since only 4 polynomial evaluations, one
for each of the four contributions are required per element matrix. Again, this
can be achieved with 8 multiply-add operations. In Table 1, we report the total
number of operations for the different algorithms. Based on the operation count,
the processor peak performance provides an upper limit on the achievable per-
formance. In Table 1 we show these upper bounds as well as the measured values.
For (CC) and (VC) the values are taken from [14]. For the measurements, we
employed the Intel C/C++ Compiler 17.0 with flags -O3 -march=native -xHost.

Table 1 clearly shows that the peak rates are far from being obtained. For
the simpler kernels (CC) and (VC), we carefully analyzed the performance dis-
crepancy using the roofline and Execution-Cache-Memory models, see [14] and
the references therein. Reasons why the peak rates are not achieved, are the lim-
itations in bandwidth, but also bottlenecks that occur in the instruction stream
and CPU-internal memory transfers between the cache layers. A full analysis
for the advanced kernels is outside the scope of this contribution, but will be
essential in the future to exhibit the possible optimization potential. But even
the simple Flop count and the measured throughput values indicate the success
of LSQPS and LSQPE in terms of reducing operation count as compared to a
conventional implementation, such as IFEM. Similarly, the MLup/s show a sub-
stantial improvement. Both together, and the comparison with (CC) and (VC)
indicate that there may be further room for improvement.

5 Accuracy and Weak Scaling Results

In this section, we analyze the accuracy and scaling behavior of our implemen-
tation for a geophysical application. Our largest simulation run will be with a
global resolution of the Earth’s mantle of ∼1.7 km.
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System: We run our simulations on SuperMUC Phase1, a TOP500 machine at
the LRZ, Garching, Germany. It is an IBM iDataPlex DX360M4 system equipped
with eight-core SNB processors, cf. Sect. 4. Per core around 1.5 GB of memory
are available to applications. Two sockets or 16 cores form one compute node,
and 512 nodes are grouped into one island. The nodes are connected via an
Infiniband FDR10 network. In total, there are 147 456 cores distributed on 18
islands with a total peak performance of 3.2 PFlop/s. We used the Intel compiler
with options as in Sect. 4 and the Intel 2017.0 MPI library.

Setup: The icosahedral meshing approach for the spherical shell does not allow
for an arbitrary number of macro elements in the initial mesh and the smallest
feasible number of macros would be 60 already. Also we are interested in the
scaling behavior from typical to large scale scenarios. Thus, we perform exper-
iments starting on one island and scaling up to eight islands. We try to get as
close as possible to using the full number of nodes on each island, while keeping
the tangential to radial aspect ratio of the macro elements close to 1:1.

Inside a node, we assign two macro elements to each MPI process running
on a single core. As the memory consumption of our application is on aver-
age about 1.7 GB per core, we utilize only 12 of the 16 available cores per
node. These 12 cores are equally distributed on the two sockets by setting
I MPI PIN PROCESSOR LIST=0-5,8-13. A deep hierarchy with 8 levels of
refinement is used. This yields problem sizes with 1.3 · 1011 DoFs on 5 580 cores
(one island), 2.7 · 1011 DoFs on 12 000 cores (two islands), 4.8 · 1011 DoFs on
21 600 cores (four islands) and 1.1 · 1012 DoFs on 47 250 cores (eight islands).

Geophysical Model: In order to have a realistic Stokes-type problem (1) as
it appears in applications, we consider the following model. On the top of the
mantle we prescribe non-homogeneous Dirichlet boundary conditions, composed
of a no-outflow component and tangential components given by present day plate
velocity data from [20]. On the core-mantle boundary vanishing tangential shear
stress resulting in a free-slip condition is enforced.

In terms of viscosity, we employ a similar model as used in [9]. The vis-
cosity is the product of a smooth function depending on the temperature and
the radial position and a discontinuous function reflecting a viscosity jump in
radial direction due to an asthenospheric layer, a mechanically weak zone where
the viscosity is several orders of magnitude smaller than in the lower mantle.
The concrete thickness of the asthenosphere is unknown and subject to active
research, see e.g. [22]. Here, we choose the model from [22] with a thickness of
660 km as this depth is one of two transition zones of seismic wave velocities.
The viscosity model in non-dimensional form is given by

ν(x, T ) = exp
(

2.99
1 − ‖x‖2
1 − rcmb

− 4.61T

) {
1/10 · 6.3713d3a for ‖x‖2 > 1 − da,

1 else.

where da = 660/R with the Earth radius R = 6371 (km). Finally, we used
present day temperature and density fields to compute the buoyancy term f and
the viscosity, see [7].
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Table 2. Results for one island scenario with 1.3·1011 degrees of freedom: differences in
the velocities inside the mantle obtained with IFEM and LSQP for different refinement
levels (left); characteristic velocities in cm/a for level 8 (right).

level discr. L2 max-norm

4 2.81·10−4 2.58·10−2

5 4.05·10−4 4.84·10−2

6 5.19·10−4 6.70·10−2

7 5.75·10−4 7.89·10−2

8 6.83·10−4 8.58·10−2

charac. velocities IFEM LSQP difference

avg. (whole mantle) 5.92 5.92 5.60·10−5

avg. (asthenosphere) 10.23 10.23 1.10·10−4

avg. (lower mantle) 4.48 4.48 1.12·10−4

max. (asthenosphere) 55.49 55.49 2.61·10−4

max. (lower mantle) 27.46 27.46 6.33·10−4

Accuracy: Before considering the run-time and scaling behavior of our new
LSQP approach, we demonstrate its applicability by providing in Table 2 a com-
parison to results obtained with IFEM. We observe that the differences are
sufficiently small in relation to typical mantle velocities and the uncertainties
in the parameters that enter the model. The fact that the differences slightly
grow with level reflects the two-scale nature of LSQP, as the finite element error
decreases with mesh size h of the finest level, while the matrix approximation
error is fixed by the mesh size H of the coarsest level, see also [2].

Memory Consumption: One important aspect in large scale simulations is
memory consumption. Ideally, it should stay constant in weak scaling runs, as
the number of DoFs per process remains the same. However, this is not always
the case, especially in large scale simulations, due to buffer sizes that scale with
the number of MPI ranks, see [10] for some examples.

To determine how strongly this affects our application, we measure the mem-
ory consumption per MPI process using the Intel MPI Performance Snapshot
(mps) tool [16]. In Fig. 1 (left), we report the mean and maximum memory
usage over all MPI processes. For each process, we assigned two volume prim-
itives. The difference between the mean and maximum value comes from the
different numbers of lower dimensional primitives attached to one process.

Fig. 1. Left: mean and max memory usage over all MPI processes. Right: percentage
of computation versus communication (non-overlapping).
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Table 3. Default and tuned Intel MPI DAPL settings (p = total no. of MPI processes.)

Environment variable Default Tuned

I MPI DAPL UD SEND BUFFER NUM 16 + 4p 8208

I MPI DAPL UD RECV BUFFER NUM 16 + 4p 8208

I MPI DAPL UD ACK SEND POOL SIZE 256 8704

I MPI DAPL UD ACK RECV POOL SIZE 512 + 4p 8704

I MPI DAPL UD RNDV EP NUM 4 2

For the default MPI buffer settings, we observe a significant linear increase
in the memory usage caused by MPI. As a result the eight islands case runs out
of memory. We therefore reduced the number of cores per node for this run to
10 resulting in configuration (B) (Table 4). Alternatively, one could decrease the
number of MPI ranks for the same problem size and core count by using hybrid
MPI/OpenMPI parallelism as done in [11]. This does, however, also not attack
the root of the problem. For this, we need to deal with the MPI library instead.

On an Infiniband cluster the Intel MPI library uses the Shared Memory
(SHM) transport mechanism for intra-node communication, while for inter-node
communication it uses the Direct Access Programming Library (DAPL). While
the UD (User Datagramm) version of DAPL is already much more memory con-
servative than the RC (Reliable Connection) version, the default buffer pool sizes
still scale with the number of MPI processes, [10]. This can be seen from the
default configuration values in Table 3. As suggested in [10], we set the internal
DAPL UD buffer sizes to the fixed values given in Table 3, leading to a sig-
nificant decrease of the memory consumption. The latter, now, shows almost
perfect weak scalability and allows to go to extreme scales. Compared to the all-
to-all communication scenarios shown in [10], we even see a much better scaling
behavior up to 47 250 MPI ranks. We also do not notice any performance loss.

Computation vs. Communication: Current supercomputers provide tre-
mendous computing capacities. This makes computations relatively cheap com-
pared to communication that gets more expensive, the more processes are used.
So, often communication is the bottleneck in high-performance codes.

To investigate the ratio of both, we again employ the Intel mps tool to mea-
sure the time for computation, i.e., mean time per process spent in the appli-
cation code versus time for MPI communication. The latter is the time spent

Table 4. Configurations used in our experiments; default is to use configuration (A).

Configuration Macro elements
per core

Cores
per node

# Cores
(8 islands)

# DoFs
(8 islands)

A 2 12 47 250 1.1 · 1012

B 2 10 40 500 9.1 · 1011

C 1 16 60 840 6.8 · 1011
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inside the MPI library. This tool also reports the MPI imbalance, i.e., the mean
unproductive wait time per process spent in the MPI library calls, when a pro-
cess is waiting for data. This time is part of the reported MPI communication
time. Here, a high percentage of computation is favorable, while the MPI imbal-
ance should be small. Note that we do not overlap computation and commu-
nication. Using overlapping communication does not improve the performance
significantly [13].

Besides our default configuration (A) and configuration (B), we consider a
third case (C) for the eight islands run. Here, we increase the number of cores per
node to the maximum of 16. This increases the total number of MPI processes to
60 840. To make this feasible, we assign one single macro element per rank. This
can be seen as the most critical run in terms of communication as it involves the
largest number of MPI processes.

The results are shown in Fig. 1 (right), where all initialization times are
excluded. We find only a slight increase of communication during weak scaling.
And even for the extreme cases the amount of communication is only about
25%. However, we also observe a relatively high MPI imbalance of around 20%.
This is partly due to the imbalance of lower dimensional primitives and could
be improved by a load balancing scheme that takes the cost of face primitives
into account. Changing the number of macro elements per MPI process (C), or
varying the number of cores per node (A, B) does hardly affect the results.

Parallel Efficiency: Finally, we report in Table 5 the time-to-solution. For these
runs, we switch off any profiling. The iteration is stopped when the residual is
reduced by 105 starting with a zero initial guess. For our geophysical application
such a stopping criterion is more than sufficient. The high viscosity jump in our
application makes the problem particularly difficult for the coarse grid (c.g.)
solver. Choosing the right stopping criterion is essential for the Uzawa multigrid
(UMG) convergence rate, while tuning it becomes quite tricky. It turned out
that a criterion based on a maximal iteration count is favorable compared to a
tolerance based criterion. In Table 5, we also report the best values we came up
with. We remark that for the two islands case we could not find an acceptable
number of c.g. iterations that reduced the UMG V-cycles below 10. For this run,

Table 5. Weak scaling results for geophysical application: Runtime w/ and w/o coarse
grid solver (c.g.) and no. of UMG iterations. Values in brackets show no. of c.g. itera-
tions (preconditioner/Minres). Parallel efficiency is shown for timings w/ and w/o c.g.
∗Timings and parallel efficiency are scaled to 7 UMG iterations.

Islands Cores DoFs Global
resolution

UMG
V-cycles

Time-to-
solution

Time-to-sol.
w/o c.g

Parallel
efficiency

1 5 580 1.3 · 1011 3.4 km 7 (50/150) 1347 s 1151 s 1.00/1.00

2 12 000 2.7 · 1011 2.8 km 10∗ (100/150) 1493 s 1183 s 0.90/0.97

4 21 600 4.8 · 1011 2.3 km 7 (50/250) 1468 s 1201 s 0.92/0.96

8 47 250 1.1 · 1012 1.7 km 8∗ (50/350) 1609 s 1209 s 0.83/0.95
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the element aspect ratio deviates most from 1:1. For all other simulations, the
UMG iterations are stable around 7. Note that for the largest simulation the
residual reduction was 9.9 · 104 after 7 iterations, so the stopping criterion was
only slightly missed. For a fair comparison of runtimes, we scaled all timings to 7
iterations. On up to eight islands, we find a parallel efficiency of 83%. Taking into
account that it includes the c.g. solver with its non-optimal complexity, this is an
excellent value. Examining the time-to-solution with the c.g. solver excluded, we
find an almost perfect parallel efficiency on up 47 250 cores of 95%. Compared to
the IFEM reference implementation, we observe for the smallest run a speed-up
of a factor larger than 20. In order to save core-h, and thus energy, we did not
perform such a comparison for the larger scenarios.

6 Outlook

We extended our LSQP approach to systems of PDEs with variable coefficients
and demonstrated that it is suitable for large scale geophysical applications.
A systematic performance analysis demonstrates the new matrix-free techniques
lead to substantial improvements compared to conventional implementations and
they indicate that there is potential for further improvement. In future work, we
will expand our study by detailed performance models for a rigorous performance
classification and optimization.
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Abstract. The computation of crustal deformation following a given
fault slip is important for understanding earthquake generation processes
and reduction of damage. In crustal deformation analysis, reflecting the
complex geometry and material heterogeneity of the crust is important,
and use of large-scale unstructured finite-element method is suitable.
However, since the computation area is large, its computation cost has
been a bottleneck. In this study, we develop a fast unstructured finite-
element solver for GPU-based large-scale computers. By computing sev-
eral times steps together, we reduce random access, together with the
use of predictors suitable for viscoelastic analysis to reduce the total
computational cost. The developed solver enabled 2.79 times speedup
from the conventional solver. We show an application example of the
developed method through a viscoelastic deformation analysis of the
Eastern Mediterranean crust and mantle following a hypothetical M 9
earthquake in Greece by using a 2,403,562,056 degree-of-freedom finite-
element model.
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1 Introduction

One of the targets of solid earth science is the prediction of the place, magnitude,
and time of earthquakes. One approach to this target is to estimate earthquake
occurrence probability by comparing the current plate conditions with plate con-
ditions when past earthquakes have occurred [9]. In this process, inverse analysis
is required to estimate the current inter-plate displacement distribution using the
crustal deformation data observed at the surface. In order to realize this inverse
analysis, forward analysis methods computing elastic and viscoelastic crustal
deformation for a given inter-plate slip distribution are under development.

In previous crustal deformation analyses, simplified models such as horizon-
tally stratified layers were used [8]. However, recent studies point out that the
simplification of crustal geometry has significant effects on the response [11].
Recently, 3D crust property data as well as crustal deformation data measured
at observation stations are being accumulated. Thus, 3D crustal deformation
analyses reflecting these data in full resolution are being anticipated.

The 3D finite-element method is capable of modeling 3D geometry and
material heterogeneity of the crust. However, modeling the available 1 Km res-
olution crust property data fully into 3D finite-element crustal deformation
analysis leads to large computational problems with more than 109 degrees-
of-freedom. Thus, acceleration of this analysis using high-performance comput-
ers is required. Targeting the elastic crustal deformation analysis problem, we
have been developing unstructured finite-element solvers suitable for GPU-based
high-performance computers by developing algorithms considering the underly-
ing hardware [7]. When compared with elastic analysis, viscoelastic analysis
requires solving many time steps and thus its computational cost becomes even
larger; therefore we target further acceleration of this solver in this paper.

Due to its high floating point performance, GPUs generally have rela-
tively low memory bandwidth. Furthermore, data transfer performance is fur-
ther decreased when memory access is not coalesced. Finite-element analysis
mainly consists of memory bandwidth bound kernels, and the most computation-
ally expensive sparse matrix-vector product kernel has many random memory
accesses. Thus, it is not straight forward to utilize the high arithmetic capability
of GPUs in finite-element solvers. Reduction of data transfer and random access
is important to improve computational efficiency. In this study, we accelerate
the previous GPU solver by introducing algorithms that reduce data transfer by
reduction of solver iterations, and reduce random access of the major computa-
tional kernels. Here we use a multi-time step method together with a predictor
to obtain the initial solution of the iterative solver. We improve the convergency
of the iterative solver by adapting the predictor to the characteristic of solutions
for the viscoelastic problem. In addition, by using several vectors for computa-
tion, we can reduce random memory access in the major sparse matrix-vector
kernel and improve performance.

Section 2 explains the developed method. Section 3 shows the performance
of the developed method on Piz Daint [4], which is a P100 GPU based super-
computer system. Section 4 shows an application example using the developed
method. Section 5 summarizes the paper and gives future prospects.
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2 Methodology

We target elastic and viscoelastic crustal deformation to a given fault slip. Fol-
lowing [8], the governing equation is

σij,j + fi = 0, (1)

with

σ̇ = λε̇kkδij + 2με̇ij − μ

η

(
σij − 1

3
σkkδij

)
, (2)

εij =
1
2
(ui,j + uj,i), (3)

where σij and fi are the stress tensor and outer force. ( ˙ ), ( ),i, δij , η, εij , and ui

are the first derivative in time, spatial derivative in the i-th direction, Kronecker
delta, viscosity coefficient, strain tensor, and displacement, respectively. λ and
μ are Lame’s constants. Discretization of this equation by the finite-element
method leads to solving a large system of linear equations. For a solver, (i)
good convergency and (ii) small computational cost in each kernel are basically
required to reduce the time-to-solution. The proposed method considering these
requirements is based on viscoelastic analysis by [10], which can be described as
follows (Algorithms 1 and 2).

An adaptive preconditioned conjugate gradient solver with Element-by-
Element method [13], multi-grid method, and mixed-precision arithmetic is used
in Algorithm 2. Most of the computational cost is in the inner loop of Algo-
rithm2. It can be computed in single precision, and we can reduce computational
cost and data transfer size; thereby we can expect it to be suitable for GPU sys-
tems. In addition, we introduce the multi-grid method and use a coarse model
to estimate the initial solution for the preconditioning part. This procedure
reduces the whole computation cost in the preconditioner as the coarse model
has less degrees-of-freedom compared to the target model. Below, we call line 7 of
Algorithm 2(a) as the inner coarse loop and line 9 of Algorithm2(a) as the inner
fine loop. First-order tetrahedral elements are used in the inner coarse loop and
second-order tetrahedral elements are used in the inner fine loop, respectively.
The most computational costly kernel is the Element-by-Element kernel which
computes sparse matrix-vector products. The Element-by-Element kernel com-
putes the product of the element stiffness matrix and vectors element wise, and
adds the results for all elements to compute a global matrix vector product. As
element matrices are computed on the fly, the data transfer size from memory
can be reduced significantly. This leads to circumventing the memory bandwidth
bottleneck, and thus is suitable for recent architectures including GPUs, which
have low memory bandwidth compared with its arithmetic capability. In sum-
mary, our base solver [1] computes much part of computation in single precision,
reduces the amount of data transfer and computation, and avoids memory bound
computation in sparse matrix-vector multiplication. They are desirable condi-
tions for GPU computation to exhibit higher performance. On the other hand,
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1 Compute f1 by split-node technique
2 Solve Ku1 = f1

3 {σj}4j=1 ⇐ DBu1

4 {δuj}4j=1 ⇐ 0
5 i ⇐ 2
6 while i ≤ Nt do
7 if 6 ≤ i ≤ 8 then
8 Compute initial guess solution by 2nd-order Adams-Bashforth

method δui+3 ⇐ ui − 3ui+1 + 2ui+2

9 end
10 if i ≥ 9 then
11 Compute initial guess solution by linear predictor

δui+3 ⇐ (−17δui−7 − 10δui−6 − 3δui−5 + 4δui−4 + 11δui−3 +
18δui−2 + 25δui−1)/28

12 end
13 while ‖Kvδui − f i‖ > ε do
14 {f j}i+3

j=i ⇐ ∑
k

∫
Ωk

e
BT (dtDv{βj}i+3

j=i − {σj}i+3
j=i)dΩe + f0

15 Solve Kv{δuj}i+3
j=i = {f j}i+3

j=i using Algorithm 2
16 {σj}i+3

j=i+1 ⇐ {σj}i+2
j=i + Dv(B{δuj}i+2

j=i − dt{βj}i+2
j=i)

17 end
18 ui ⇐ ui−1 + δui

19 σi+4 ⇐ σi+3 + Dv(Bδui+3 − dtβi+3)
20 i ⇐ i + 1
21 end
Algorithm 1. Coseismic/postseismic crustal deformation computation
against given fault displacement. ( )n is the variables in the nth timestep. dt is
time increment and βn = D−1Aσn, where σn = (σn

11, σ
n
22, σ

n
33, σ

n
12, σ

n
23, σ

n
13)

T.
B is the displacement-strain transformation matrix and D and A are 6 × 6
matrices indicating material properties. Dv = (D−1 + αdtβ′), where α is a
controlling parameter and β′ is the Jacobian matrix of β.

the key kernel in the solver, Element-by-Element kernel, requires many random
data accesses when adding up element wise results. This data access becomes
the bottleneck in the solver. In this paper, we aim to improve the performance
of the Element-by-Element kernel. We add two techniques described in following
subsections, into our baseline solver.

2.1 Parallel Computation of Multiple Time Steps

In the developed method, we solve four time steps in the analysis in parallel. [6]
describes its approach to obtain the accurate predictor using multiple time steps
for linear wave propagation simulation. This paper extends the algorithm to
viscoelastic analyses. As the stress of the step before needs to be obtained before
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1

(a) Outer loop
1 r ⇐ ∑

Keue

2 r ⇐ f − r
3 β ⇐ 0

4 u ⇐ M
−1

r

5 rc ⇐ P
T
r

6 uc ⇐ P
T
u

7 Solve uc = K
−1

c rc in (b) with εin
c and Nc

8 u ⇐ Puc

9 Solve u = K
−1

r in (b) with εin and N
10 u ⇐ u
11 p ⇐ z + βp
12 q ⇐ ∑

Kepe

13 ρ ⇐ (z, r)
14 γ ⇐ (p,q)
15 α ⇐ ρ/γ
16 r ⇐ r − αq
17 u ⇐ u + αp

(b) Inner loop
1 e ⇐ ∑

Keue

2 e ⇐ r − e
3 β ⇐ 0
4 i ⇐ 1
while ‖e1‖2/‖r1‖2 > ε
and N > i do

5 z ⇐ M
−1

e
6 ρa ⇐ (z, e)

if i > 1 then
7 β ⇐ ρa/ρb

end
8 p ⇐ z + βp
9 q ⇐ ∑

Kepe

10 γ ⇐ (p,q)
11 α ⇐ ρa/γ
12 ρb ⇐ ρa

13 e ⇐ e − αq
14 u ⇐ u + αp
15 i ⇐ i + 1

end
Algorithm 2. The iterative solver to obtain a solution u. ( )c are variables
in first-order tetrahedral model, while others are in second-order tetrahedral
model. ( ¯ ) represents single-precision variables, while the others are double-
precision variables. The input variables are K,K,Kc,P,u, f , εin

c , Nc, ε
in, and

N . The other variables are temporal. P is a mapping matrix from the coarse
model to the target model. This algorithm computes four vectors at the same
time, so coefficients have the size of four and vectors have the size of 4 ×
DOF. All computation steps in this solver, except MPI synchronization and
coefficient computation, are performed in GPUs.

solving the next step, only one time step can be solved exactly. In Algorithm1, we
focus on solving the equation on i-th timestep. Here we compute until the error of
the i-th time step (displacement) becomes smaller than prescribed threshold ε as
described in lines 13 to 17 of Algorithm 1. The next three time steps, i+1, i+2,
and i + 3-th time steps, are solved using the solutions of the steps before to
estimate the solution. The estimated solution of the step before is used to update
the stress state and outer force vector, which is corresponding to lines 18 and
19 in Algorithm 1. By using this method, we can obtain estimated solutions
for improving the convergency of the solver. In this method, four vectors for
i, i + 1, i + 2, and i + 3-th time steps can be computed simultaneously. In the
Element-by-Element kernel, the matrix is read only once for four vectors; thus we
can improve the computation efficiency. In addition, four values corresponding
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Fig. 1. Rough scheme for reduction in Element-by-Element kernel to compute f ⇐∑
Keue.

to the four time steps will be consecutive in memory address space. Therefore
we can reduce random memory accesses and computation time compared to
conducting the Element-by-Element kernel of one vector for four times. That is,
the arithmetic count per iteration increases by approximately four times, but
the decrease in the number of iterations and the improvement of computational
efficiency of the Element-by-Element kernel are expected to reduce the time-to-
solution.

In order to improve convergency, it is important to estimate the initial solu-
tion of the fourth time step accurately. We can use a typical predictor such as
the Adams-Bashforth method, however we developed more accurate predictor
considering that solutions for viscoelastic analysis smoothly change in each time
step, as described in lines 7 to 12 in Algorithm1. For predicting the 9th step and
on, we use a linear predictor. In this linear predictor, a linear regression based on
the accurately computed 7 time steps are used to predict the future time step.
As regressions based on higher order polynomials or exponential base functions
may lead to jumps in the prediction, we will not use them in this study.

2.2 Reduction of Atomic Access

The algorithm introduced in previous subsection is assumed to circumvent the
bottleneck of the performance of Element-by-Element kernel. On the other hand,
implementation in the previous study [7] requires to add up element wise results
directly to the global vector using atomic function, as shown in Fig. 1a. Con-
sidering that each node can be shared by multiple elements, performance may
decrease due to the race condition; thereby we need to modify its algorithm
to improve the efficiency of the Element-by-Element kernel. We use a buffer-
ing method to reduce the number of accesses to the global vector. Regarding
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Fig. 2. Reordering of reduction table. Temporal results are aligned in corresponding
node number. In this figure, we assume there are two threads per warp and 12 nodes
in the thread block for simplicity. Load balance in warp is improved by reordering.

NVIDIA GPU, we can utilize a shared memory, in which values can be referred
among threads in the same Block. The computation procedure is as below and
also described in Fig. 1b.

1. Group elements in to blocks, and store element wise results into a shared
memory

2. Add up nodal values in shared memory using a precomputed table
3. Add up nodal values to global vector.

We can expect the performance improvement as the number of atomic oper-
ations to the global vector can be reduced and summation of temporal results
is mainly performed in preliminary reduction in a shared memory, which has
wider bandwidth. In this scheme, the setting of block size is assumed to have
some impact on its performance. By allocating more elements in a Block, we can
improve the number of reduction of nodal values in shared memory. However,
the total number of threads is constrained by the shared memory size. In addi-
tion, we need to synchronize threads in a Block when switching from element
wise matrix-vector multiplication to data addition part, using large number of
threads in a Block leads to an increase in synchronization cost. Under these cir-
cumstances, we allocate 128 threads (32 elements × four time steps) per Block.

In GPU computation, SIMT composing of 32 threads is used [12]. When the
number of computation differs between the 32 threads, it is expected to lead to
decrease in performance. In reduction phase, we need to assign threads per node.
However, since the number of connected elements differs significantly between
nodes, we can expect large load imbalance among the 32 threads. Thus we sort
the nodes according to the number of elements to be added up as described in
Fig. 2. This leads to good load balance among the 32 threads, leading to higher
computational efficiency.

This method on shared memory requires implementation by CUDA. We also
use CUDA for inner product computation to improve the memory access pattern
and thus improve efficiency. On the other hand, other computations such as
vector addition and subtraction are very simple computation; thus each thread
uses almost the same number of registers whether we use CUDA or OpenACC.
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Table 1. Configuration of Element-by-Element kernels for performance comparison

Case # of vectors Reduction
using shared
memory

Reordering of
nodes in
reduction

A 1 x -
B 4 x -
C 4 o x
D 4 o o

Also it is not necessary to use functions specialized for NVIDIA GPUs such as
shared memory or warp function. For these reasons, the computations result in
memory bandwidth bound and there is little difference between implementation
by CUDA and by OpenACC. Thus we use CUDA for these performance sensitive
kernels, and use OpenACC for the other parts. The CUDA part is called via a
wrapper function.

3 Performance Measurement

We measure performance of the developed method on hybrid nodes of Piz Daint1.

3.1 Performance Measurement of the Element-by-Element Kernel

We use one P100 GPU on Piz Daint to measure performance of the Element-
by-Element kernels. The target finite-element problem consists of 959,128 tetra-
hedral elements, with 4,004,319 degrees-of-freedom in second-order tetrahedral
mesh and 522,639 degrees-of-freedom in first-order tetrahedral mesh. Here we
compare four versions of the kernels summarized in Table 1. Case A corresponds
to the conventional Element-by-Element kernel, and Case D corresponds to the
proposed kernel.

Figure 3 shows the normalized elapsed time per vector of the kernels in inner
fine and coarse loops. We can see that the use of four vectors, reduction, and
reordering significantly improves performance. In order to assess the time spent
for data access, we also indicate the time measured for the Element-by-Element
kernel without computing the element wise matrix-vector products. We can see
that the data access is dominant in the Element-by-Element kernel on P100
GPUs, and that the elapsed time of the kernel has decreased with the decrease in
memory access by reduction. When compared to the performance in second-order
tetrahedral mesh, the performance in first-order tetrahedral mesh was further
1 Piz Daint comprises of 1,431 × multicore compute node (Two Intel Xeon E5-2695 v4)
and 5,320 × hybrid compute node (Intel Xeon E5-2690 v3+NVIDIA Tesla P100)
connected by Cray Aries routing and communications ASIC, and Dragonfly network
topology.
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(a) First-order tetrahedral mesh

(b) Second-order tetrahedral mesh

Fig. 3. Elapsed time per Element-by-Element kernel call. Elapsed times are divided by
four when using four vectors.

improved by reduction using shared memory. This effect can be confirmed by the
number of call for atomic add to the global vector: In second-order tetrahedral
mesh, atomic addition is performed 115,095,360 times in Case B and 43,189,848
times in Case D; thereby the number of calls is reduced by about 37%. For the
first-order tetrahedral mesh, atomic addition is performed 46,038,144 times in
Case B and 10,786,920 times in Case D; thus the number of calls is reduced
by about 23%. In total, we can see that the computational performance of the
developed kernel (Case D) has improved by 3.3 times in first-order tetrahedral
mesh and 2.2 times in second-order tetrahedral mesh when comparing with the
conventional kernel (Case A).

3.2 Comparison of Solver Performance

We compare the developed solver with the previous viscoelastic solver in [10]
using GPUs in Piz Daint. This solver is originally designed for CPU-based
supercomputers and we port this to GPU computation environment and for
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performance measurement. The solver uses CRS-based matrix-vector products,
however, we modify this to Element-by-Element method, because it would be
more clear to confirm the effects of our proposed method. The same toler-
ances of solvers is used for both methods, ε = 10−8 is used for the outer loop,
(ε̄in

c , Nc) = (0.1, 300) is used for the inner coarse loop, and (ε̄in, N) = (0.2, 30) is
used for the inner fine loop. These tolerance numbers are selected to minimize the
elapsed time for both solvers. We use time step increment dt = 2592000 s with
Nt = 300 time steps, and measure performance of the viscoelastic computation
part (time step 2 to 300).

A model with 41,725,739 degrees-of-freedom and 30,720,000 second-order
tetrahedral elements is computed using 32 Piz Daint nodes. Figure 4 shows the
number of iterations and elapsed time of the solvers. By using the multistep
predictor, the number of iterations of the most computationally costly inner
coarse loop has decreased by 2.3 times. In addition, Element-by-Element ker-
nel performance is improved as measured in the previous subsection. These two
modifications to the solver have decreased the total elapsed time by 2.79 times.

Fig. 4. Performance comparison of the entire solver. The numbers of iteration for outer
loop, inner fine loop, and inner coarse loop are described below each bar.

4 Application Example

We apply the developed solver to a viscoelastic deformation problem follow-
ing a hypothetical earthquake on the Hellenic arc subduction interface, which
affects deformation measured in Greece and across the Eastern Mediterranean.
We selected this Hellenic region, because recent analysis of time-scale bridging
numerical models suggests that the large amount of sediments subducting could
mean that a larger than anticipated M 9 earthquake might be able to occur in
this highly populated region [3]. To model the complete viscoelastic response of
the system we simulate a large depth range, including the Earth’s crust, litho-
sphere and complete mantle down to the core boundary. The target domain is
of size 3,686 km × 3,686 km × 2,857 km. Geometry data of layered structure is
given in spatial resolution of 1 km [2].
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Fig. 5. Finite-element mesh for application problem. The 10 layered crust is modeled
using 0.9 km resolution mesh. Elastic coseismic and viscoelastic postseismic displace-
ments. (a) Overview of finite-element mesh with position of input fault and position of
cross section. (b) Cross section of finite element mesh. (c) Close up area in the cross
section. (d) Close up view of mesh. (e) Elastic coseismic response and (f) viscoelastic
postseismic response.

To fully reflect the geometry data into the analysis model, we set resolution of
finite-element model to 0.9 km (second-order tetrahedral element size is 1.8 km).
As this becomes a large scale problem, we use a parallel mesh generator capable
of robust meshing of large complex shaped multiple material problems [5,6]. This
leads to a finite-element model of 589,422,093 second-order tetrahedral elements,
801,187,352 nodes, and 2,403,562,056 degrees-of-freedom shown in Fig. 5a–d. We
can see that the layered structure geometry is reflected into the model. We
input a hypothetical fault slip in the direction of the subduction, that is, slip
with (dx, dy, dz) = (25, 25, −10) m, at the subduction interface separating the
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continental crust of Africa and Europe in the center of the model with diameter
of 250 km. Following this hypothetical M 9 earthquake we compute the elastic
coseismic surface deformation and postseismic viscoelastic deformation due to
viscoelastic relaxation of the crust, lithosphere and mantle. Following [10], a split
node method is used to input the fault dislocation, and time step increment dt
is set to 30 days (2,592,000 s). The analysis of 2,000 time steps took 4587 s using
512 P100 GPUs on Piz Daint.

Figure 5e and f shows the surface deformation snapshots. We can see that
elastic coseismic response as well as the viscoelastic response is computed reflect-
ing the 3D geometry and heterogeneity of crust. We can expect more realistic
response distribution by inputting fault slip distributions following current solid
earth science knowledge.

5 Conclusion

We developed a fast unstructured finite-element solver for viscoelastic crust
deformation analysis targeting GPU-based computers. The target problem
becomes very computationally costly since it requires solving a problem with
more than 109 degrees-of-freedom. In this analysis, the random data access in
Element-by-Element method in matrix-vector products was the bottleneck. To
eliminate this bottleneck, we proposed two methods: one is a reduction method
to use shared memory of GPUs, and the other one is a multi-step predictor and
linear predictor to improve the convergency of the solver. Performance measure-
ment on Piz Daint showed 2.79 times speedup from the previous solver. By the
acceleration of viscoelastic analysis by the developed solver, we expect applica-
tions to inverse analysis of crust properties or many case analysis.
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Abstract. Based on previous work on in-situ data transfer infrastruc-
ture and compiler-based software analysis, we have designed a vir-
tual observation system for real time computer simulations. This paper
presents an event detection framework for a virtual observation system.
By using signal processing and detection approaches to the memory-
based data streams, this framework can be reconfigured to capture high-
frequency events and low-frequency events. These approaches used in
the framework can dramatically reduce the data transfer needed for in-
situ data analysis (between distributed computing nodes or between the
CPU/GPU nodes). In the paper, we also use a terrestrial ecosystem
system simulation within the Earth System Model to demonstrate the
practical values of this effort.

1 Introduction

Considerable effort has been made to develop accurate and efficient climate and
Earth system simulations in the last two decades. Climate change analysis with
both domain knowledge and observational datasets has drawn more and more
attention since it seeks to assess whether extreme climate events are consis-
tent with internal climate variability only, or are consistent with the expected
response to different combinations of external forces and internal variability
[10,12]. However, detecting extreme events in large datasets is a major challenge
in climate science research. Current algorithms for detecting extreme events are
founded upon scientific experience in defining events based on subjective thresh-
olds of relevant physical variables [7]. dos Santos et al. proposes an approach
to detect phenological changes through compact images [11]. Spampinato et al.
propose an automatic event detection system based on the Makov Model [3]. Nis-
sen and Ulbrich propose a technique for the identification of heavy precipitation
events, but only by means of threshold identifications, which is not suitable for
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big database [7]. Gao et al. detect the occurrence of heavy precipitation events
by using composites to identify distinct large-scale atmospheric conditions [9].
Zscheischler et al. present a methodological framework, also using thresholds, to
detect spatiotemporally contiguous extremes and the likely pathways of climate
anomalies [17]. Shirvani et al. develop and investigate a temperature detection
model to detect climate change, but it is limited to a single domain [14]. The com-
mon theme in all of the above event detection methods is that it only considers
post simulation data analysis. When analyses are performed in post-simulation
mode, some or all of the data is transferred to different processors, either on
the same machine or all together on different computing resources all together
[4]. However, in reality, the data streams in climate simulations are enormous,
which makes the data transfer over network unaffordable. In addition, with such
enormous data streams, the memory and the calculating power of the remote
machine would be rapidly exceeded. Furthermore, researchers can take action
immediately based on the detected events while the system simulation is running
and benefit most from the performance of graphics processing unit (GPU). We
propose an unsupervised event detection approach that does not require human-
labelled data as was required by [1,3]. This is an advantage since it is not clear
how many labels are needed to understand events in a huge database. Instead
of human labeling, we expect the infrastructure to learn bench patterns through
long-term experiment datasets under an unknown background. For all these rea-
sons, we propose an event detection framework for the virtual observation system
(VOS) that provides run-time observation capability and in-situ data analysis.
Our detection method enables our processing framework to detect events effi-
ciently since the complexity of the output space is reduced. In this paper, we
begin by introducing the VOS framework and then describe the functionalities
of its components. Secondly, we explain how to apply signal-processing theory
to reduce data and capture high and low frequency anomalies. Finally, we use
the framework to identify anomalies and events then verify the detected events
using observed datasets in Accelerated Climate Modeling for Energy (ACME)
simulation.

2 Event Detection for Virtual Observation System

2.1 Virtual Observation System and Design Considerations

Over the past few decades, climate scientists and researchers have made tremen-
dous progress in designing and building a robust hierarchy framework to simulate
the fully coupled Earth system. This simulation can advance our understand-
ing of climate evolution and climate extreme events at multiple scales. Signifi-
cant examples of event information about extreme climate phenomena include
floods [8], precise water availability, storms probability, sea level, the frequency
and duration of drought, and the intensity and duration of the extreme heat.
Understanding the role of climate extremes is of major interest for global change
assessments; in addition, such phenomena have enduring and extensive influence
on national economies. In detecting events in such a large dataset within the
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extreme-scale computing context, I/O constraints can be a great challenge. Sci-
entists typically tolerate only minimal impact on simulation performance, which
places significant restrictions on the analysis. In-situ analysis typically shares pri-
mary computing resources with simulation and thereby encounters fewer resource
limitations because the entirety of the simulation data is locally available. There-
fore, a potential solution is to change the data analysis pipeline from post-process
centric to a concurrent approach based on in-situ processing. Moreover, a GPU
has a massively parallel architecture consisting of thousands of smaller, more
efficient cores designed for handling multiple tasks simultaneously which accel-
erate analytics. The simulation only analyze variables status in real time. In
stead, scientists and researchers want to know what elements increase/decrease
abnormal immediately, therefore they would decide what action to take when
what type of event happens. A previous paper [15] presented a virtually observed
system (VOS) that provides interactive observation and run-time analysis capa-
bility through high-performance data transport and in-situ data process method
during system simulation.

Fig. 1. VOS overview.

Figure 1 illustrates how the VOS works. The VOS framework has three com-
ponents: the first one is a compiler-based parser, which analyses target modules’
internal data structure and inserts the data stream’s statement to the origi-
nal model code. The second component is the communication service using CCI
(common communication interface), an API that is portable, efficient, and robust
to meet the needs of network-intensive applications [2]. Once the instrumented
scientific code starts to simulate, the VOS turns on the CCI channel to listen
and interact with the simulation. The CCI channel employs a Remote Memory
Access method to send remote buffers to the data analysis component in GPU
through network since the parallelism of CPU is much lower than GPU [5]. The
last component is data analysis, which collects and analyses data signals and
then visualizes events for end-users. The first two components are explained in
our previous work [6,15]. This paper will focus on presenting the event detection
in data analysis component.

2.2 Data Reduction via Signal Processing

Within the VOS for climate simulation, the analysis component can potentially
receive hundreds of variables every simulation timestep (half an hour) from
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every single function module. To deal with the I/O challenge presented by the
enormous, periodic data transfer features, signal processing is proposed. Signal
processing is an enabling technology that encompasses the fundamental the-
ory, applications, algorithms and implementations of processing or transferring
information contained in many different physical, symbolic or abstract formats
broadly designated as signals [6]. Because the memory and computation capa-
bility of the second resource is limited, the use of a lower sampling rate results
in a implementation with less resource requirement. Nonetheless, downsampling
alone causes signal components to be misinterpreted by subsequent users of the
data. Therefore, for different science research requirements, different signal filter
methods are needed to smooth the signal to an acceptable level. If researchers are
interested in long period events result from multi physical elements anomalies, a
low-pass filter can be used to remove the short-term fluctuations, and leave the
longer-term trend through, since the low-pass filter only permits low-frequency
signals and weakens signals with frequencies higher than the cutoff frequency. In
contrast, if researchers are interested in abrupt change in a short time period,
a filter can be used to pass high-frequency signals and weaken lower than cut-
off frequency signals. Our data reduction process consists of two steps: first,
a digital filter is used to pass low/high-frequency signal samplings and reduce
high/low-frequency variable samplings and then the filtered signal sampling rate
is decimated by an integer factor α, which means only keep every α th sample.
Based on Nyquist sampling theorem, the sufficient α could be doubled or larger
than the original frequency. Nyquist sampling theorem establishes a sufficient
condition for a sample rate that permits a discrete sequence of samples to cap-
ture all the information from a continuous-time signal of finite bandwidth [13].

3 A Case Demonstration for ACME Land Model

This section reports a detailed event detection implementation and result verifi-
cation for the ACME case. The ACME is a fully-coupled, global climate model
that provides state-of-the-art computer simulations of the Earth’s past, present,
and future climate states. Within ACME, the ACME Land Model (ALM) is
the active component to simulate surface energy, river routing, carbon cycle,
nitrogen fluxes and vegetation dynamics [16].

3.1 ACME Land Model for NGEE Arctic Simulation

In this case study, ALM was configured as a single-landscape grid cell simulation
conducted offline over Barrow, Alaska, the Next Generation Ecosystem Exper-
iments Arctic site. The purpose of the case study was to investigate terrestrial
ecosystem responses to specific atmospheric forcing. The ALM has three hier-
archical scales within a model grid cell: the land unit, the snow/soil column,
and the plant functional type (PFTs). Each grid cell has a different quantity
of land units with various columns, and each column has multiple PFTs. For
demonstration purposes, the observation system only tracks the variable flow of
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a CNAllocation module which has been developed to allocate key chemical ele-
ments of a plant (such as carbon, nitrogen and phosphorus) within a terrestrial
ecosystem.

3.2 Detection Framework

For the single CNAllocation module, the data flow includes three hundred vari-
ables. The NGEE simulation generates and sends out variables every half hour.
The whole simulation period is 30 years, which means the data analysis compo-
nent receives hundreds of multi-dimensional variables for 30 * 365 * 48 = 525600
times. To manage the huge quantities of data generated by the simulation, each
of which had a large frequency, we employed frequency domain signal processing.
The framework is schematically illustrated in Fig. 2, which identifies anomalies
of various durations and spatial extents in the Barrow Ecosystem Observatory
(BEO) land unit datasets. In the first step, the framework filters out the inter-
esting elements from the dimensional arrays and then apples decimation process
to reduce the 30 years worth of variables. To find the average monthly pattern,
only the first 6 years worth of data are initially selected. Once the monthly pat-
tern for each variable is calculated from the training set, the framework proposes
a detection algorithm based on Euclidean distance and compares the Euclidean
distance the 30 years’ data with the monthly pattern. If the normalized distance
exceeds a threshold, the framework marks this variable in this month and this
year as an anomaly alert. Finally, if the number of accumulated alerts in one
year is very large, this time period is considered as an interesting event. Each
detected event can consist of several patch boxes and can last for several time
steps. Below is the detailed detection process.

Fig. 2. Detection framework. It first decimates 30 years’ variables values, then uses first
6 years’ data to find averaged monthly patterns, last tracks the Euclidean distance to
find anomalies.

3.3 Event Detection

Variable Preprocess. The climate change system defines, generates and calcu-
lates nutrient dynamics as the way they are in an ecosystem (build up, retain,
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transfer etc.). In our work, the module CNAllocation has 320 nutrient dynamics
related variables, some of which are one-dimensional array, and some of which
are two-dimensional array. For example, in cnstate vars%activeroot prof col
(number of active root distributed through column), the first dimension denotes
the column number and the second dimension stores the active root numbers for
that relevant column. The variable carbonstate vars%leafc storage patch is a
one-dimensional array with 32 elements that stand for the C storage in a leaf
for every PFT level. The purpose of this step is to select out four elements from
the default, since the BEO site only has four different plant types. Table 1 shows
the indexes of these plant types and their meanings.

Table 1. Variable’s PFT index meaning.

PFT index Meaning

0 Not vegetated plants

9 Shrub with broadleaf and evergreen

11 Boreal shrub with broadleaf and deciduous

12 Arctic grass with c3

Data Process. To simultaneously save memory and retain as many of the data’s
contours as possible, the framework uses low-pass filter and down sampling
data processing method. For example, the variable carbonflux vars%cpool
to xsmrpool patch in year 1997, maintenance of respiration storage pool, the
original values shown in the upper left panel of Fig. 3 include all year-round
(17520 timestep) value of a single variable. The size of these data requires around
0.07 MB in disk space. The total store memory would be 672 MB if we catch and
store all variables’ information that is not necessary and burdensome for in-situ
analysis. However, if the framework applies the data reduction method directly
to the original dataset, the signal becomes aliased of original continuous sig-
nal, just as the information shown in the lower left panel of Fig. 3. The first
and third quarters information are phased out. In other words, whether the
decimated signal information maintains the original features massively depends
on which decimator the algorithm chooses. If the decimator reflects the vari-
able’s frequency, the output signal line will be similar to the original; otherwise,
the signal line will change considerably. The framework applies low-pass filter
first in consideration of long run trends and anomalies. The right two panels in
Fig. 3 represent the result of the low-pass method and the subsequent downsam-
pling output, respectively, which together maintain the original features. In the
experiment, the downsampling decimator 1/α was set to 1/48, which eventually
downsized the one-year variable’s memory to 1.49 KB for single timestep.

Pattern Estimation. The framework estimates the monthly averaged pattern for
every variable in each month (Jan–Dec) using the simulation data of the past six
years’ and gets 12 * 320 = 3840 bench month patterns in total. Every thin line
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Fig. 3. Downsampling and interpolation. The left panel shows the result directly come
from downsampled signals. The right panel shows result signals through filtering and
downsampling, which is more accurate than left.

in Fig. 4 shows the value and pattern of July a conopyflux variable. The name
of this variable is CNCarbonF lux%cpool to xsmrpool patch, which represents
the flux from total carbon pool to the maintenance respiration storage pool, and
the thick blue line represents the averaged pattern of this variable in July.

Anomaly Identification. Based on the monthly averaged patterns, we can com-
pare the Euclidean distance between the data in each individual month and the
monthly averaged pattern using:

Di =
√∑

t

[Xi(t) − X̄(t)]2, (1)

X̄(t) = avg[Xj(t)], j ∈ [i − N, i − 1] (2)

The distance is normalized to get a more robust relationships to adjust values
measurement from different scales to same scales and reduce the effect of data
anomalies. Below is used to normalize every Euclidean distance to range in [0, 1]:

∼
D
i

=
[ Di − min

j
Dj

max
j

Dj − min
j

Dj

]+

, (3)

j ∈ [i − N, i − 1] (4)
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Below is used to evaluate whether the variable of individual month becomes
anomaly:

Alert =

⎧⎨
⎩

0
∼
D
i

> γ,

1
∼
D
i

≤ γ.
(5)

If the normalized distance is larger than the set up threshold of value 0.8, the
framework will flag the input simulation data streams as an interesting anomaly
alert. Figure 4 shows the variable cpool to xsmrpool patch of July 1992 is an
extreme anomaly because the normalized distance is big.

Event Detection. The framework identifies the entire anomaly for every single
variable in every month of 30 years and records the total number of alerts in each
month. Figure 5 displays accumulated alert count in 30 years with 320 variables.
The overall anomaly peaks can be found in the monthly comparison curve and
are accumulated among the year dots. Four extreme events were detected from
the horizontal comparison. These events happened in May 1991, which had more
than 120 alerts, October 2000, which has 180 alerts, Jun and Jul 1997 and Sep
1998 which had more than 100 alerts. From the vertical comparison, the year
of 1997, 1998 and 2000 have the most alerts caused by extreme events. Based
on this analysis, we can see that extreme weather events may take place in year
1997, 1998 from Jun to Sep and year 2000 from Jun to Nov. Further verification
is needed to for the detection results. Furthermore, we need to investigate what
kind of event occurred and the cause of those events.

3.4 Event Verification

In the last step, we verify the event through the input data and identify the
event type. The climate experience tells us that temperature and precipitation
are the top two factors that affect the results. Therefore, the two variables from
year 1990 to 2000 were collected and analyzed. Figure 6 show the temperature
at the beginning of December in year 1995 was high and the month had large
temperature fluctuation. In year 1996, the temperature trend was similar to that
of year 1995, but temperature was higher than any other years. These two curves
explain the year 1996 had a warm winter that was part of an arctic warming
trend. This trend is most observable during winter. Although most ecosystem
activity is in dormancy in cold winter, soil microbial activity can still be signifi-
cant especially if lasting or significant warming occurs. This includes enhanced
soil heterotrophic respiration, methane generation, and nitrogen mineralization
and its cascading reactions like nitrification and denitrification. The consequent
Inorganic N accumulation during winter period can also cause large denitrifica-
tion in early spring due to snow melting, which cause saturated soil conditions.
Therefore, in the years 1997 and 1998, there was a great deal of variation among
different variables, which caused many alerts. Figure 7 compares precipitation
from year 1995 to 2000, showing that the daily precipitation in Year 2000 was
greater than that in the other years. Heavy precipitation or rainfall usually causes
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Fig. 4. July pattern comparison of variable cpool to xsmrpool patch from year 1992 to
year 1997. Among them, bold line is the July averaged pattern. (Color figure online)

Fig. 5. Accumulated 320 variables anomaly alert count comparison from May to Nov.
in 30 years. Year 1997 and year 1998 have continuous events since the alert counts keep
peak among all these years.

soil saturation (i.e. anaerobic conditions), which favors methane production, and
N gaseous emission from mineralization, nitrification and especially denitrifica-
tion. Extreme rainfall has a huge impact on spontaneous and large fluxes of
greenhouse N gas and methane from soils. Therefore, the numbers of alerts are
significant from July to November in Year 2000.
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Fig. 6. December daily temperature in F from year 1991 to year 1996, which explains
why year 1997 and year 1998 have more than 100 anomaly alerts. December daily
temperature in the year 1996 was higher than any other years’ and the warmer winter
feature could also be reflected from Fig. 5’s November alert count. The warming trend
therefore caused a great deal of variation among different variables in year 1997 and
year 1998.

Fig. 7. Daily precipitation from years 1995 to year 2000. The precipitation in the
second half of 2000 is heavier than any other years, which verify our detection result
that from Jun to Nov, the total alert count is high due to the extreme rainfall’s impact
on spontaneous and large fluxes of greenhouse N gas and methane from soils.
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4 Conclusions

Climate change analysis of large datasets is time-consuming; in addition, the
post-simulation processes that transfer tremendous data to other resources
rapidly exceed the latter’s memory and calculation power. In previous work, the
virtual observable system with data flow analysis parser and in-situ communica-
tion infrastructure was proposed in previous work to analyze climate model data
in real time. This paper presents an event detection analysis framework under
the VOS. By using the decimation method in digital signal processing, the frame-
work can reduce data transfer considerably and maintain most features of the
original data. Through the event detection approach and the in-situ infrastruc-
ture, the framework can capture high frequency and low frequency anomalies,
long-term extremes and abrupt events. It can also dramatically reduce pressure
on remote processors. The practical values of this framework have been verified
and demonstrated through the case study of a land model system simulation at
BEO in Barrow, Alaska. In the future, after learned from the found patterns
“features”, we can use the variables collected from censors in the experiment
combined with machine learning algorithms to predict the big event in advance.
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Abstract. Adaptive mesh refinement (AMR) can be used to improve
climate simulations since these exhibit features on multiple scales which
would be too expensive to resolve using non-adaptive meshes. In partic-
ular, long-term climate simulations only allow for low resolution simu-
lations using current computational resources. We apply AMR to single
components of the existing earth system model (ESM) instead of con-
structing a complex ESM based on AMR. In order to compatibly incor-
porate AMR into an existing model, we explore the applicability of a
tree-based data structure. Using a numerical scheme for tracer transport
in ECHAM6, we test the performance of AMR with our data struc-
ture utilizing an idealized test case. The numerical results show that
the augmented data structure is compatible with the data structure of
the original model and also demonstrate improvements of the efficiency
compared to non-adaptive meshes.

Keywords: AMR · Data strucuture · Climate modeling

1 Introduction

Atmospheric components of earth system models used for paleo-climate simula-
tions currently utilize mesh resolutions of the order of hundreds of kilometers.
Since hundreds of components need to be computed on each mesh node, com-
putational resources are limited even with such low resolution. However, rele-
vant processes, such as desert dust or volcano ash clouds, cannot be resolved
with sufficient fidelity to capture the relevant chemical concentrations and local
extent. Improving resolution even in one single component should improve the
general simulation result due to more accurate interactions among different com-
ponents [1].

AMR dynamically refines a given mesh locally based on user-defined criteria.
This approach is advantageous, when local features need higher resolution or
accuracy than the overall simulation, since the computational effort scales with
the number of mesh nodes or cells. Compared to uniform refinement fewer cells
are added for the same quality of results. Berger and Oliger [2] introduced this
approach for hyperbolic problems using a finite difference method on structured
c© Springer International Publishing AG, part of Springer Nature 2018
Y. Shi et al. (Eds.): ICCS 2018, LNCS 10861, pp. 56–68, 2018.
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meshes. Since then the method has gained popularity due to its applicability in
a variety of multi-scale problems in computational physics. However, implemen-
tation of numerical algorithms on adaptive meshes is more complicated than
on uniform meshes. In order to ameliorate the difficulty, various established
AMR software implementations are available [3–8]. These packages can generate
meshes on complex geometries and provide tools to manage AMR. For example,
Jablonowski et al. [9] proposed a general circulation model on the sphere using
the AMR library by Oehmke and Stout [5]. McCorquodale et al. [10] built a
shallow water model on a cubed-sphere using the Chombo library [8]. However,
it is difficult to incorporate these so-called dynamical cores into current climate
models for imminent use.

We enable adaptive mesh refinement (AMR) for selected constituents of an
atmospheric model, ECHAM6 [11], with a tree-based data structure. Unlike
many other AMR implementations that use specially designed mesh data struc-
tures and implement numerical schemes in their context our approach aims at
a seamless integration into an existing code. Thus, the data structures pre-
sented in this paper remain transparent to the hosting program ECHAM6, while
enabling locally high resolution. The most natural data structures for efficient
AMR implementation are tree-based, more precisely forest of trees data struc-
tures [7]. The forest of trees data structure is a collection of trees, which allows
the flexibility of adding or deleting cells on the mesh. On the other hand, as
an atmospheric general circulation model that solves the equations of atmo-
spheric dynamics and physics on non-adaptive meshes, ECHAM6 uses arrays as
its predominant data structure. In order to seamlessly incorporate AMR into
individual components of the hosting software ECHAM6, we use the forest of
trees data structure combined with a doubly linked list such that it can take
arrays as input, while retaining flexibility of the tree structure. We also combine
the forest of trees data structure with an index system similar to [12] to uniquely
identify individual cells on adaptive meshes and facilitate search operations.

We describe our implementation of AMR in Sect. 2, which includes the
description of our indexing system, data structure and the AMR procedure. In
Sect. 3, we present the transport equation as an example to demonstrate the per-
formance of our data structure for AMR on an idealized test case. We conclude
and plan our future work in Sect. 4.

2 Method

We explore the use of the forest of trees data structure to incorporate an AMR
approach into ECHAM6. Our implementation is similar to the forest of trees by
Burstedde et al. [7], but it is less complicated because our application is limited
to 2-D structured rectangular meshes. In order to facilitate the implementation,
we use the index system by [12].

2.1 Index System

ECHAM6 uses arrays for rectangular mesh management. 2-D arrays are indexed
by pairs and each entry of the arrays represents a cell on the mesh. The use of
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an index system greatly helps the construction of numerical schemes for solving
partial differential equations and the search of adjacent cells on the mesh.

If we construct the mesh by recursively refining the cells on the domain
starting from one cell that covers the whole domain, the index of each cell can
be computed correspondingly. After one refinement of the cell (i, j), the resulting
four cells have indexes (i, j = 0, 1, 2, . . .):

(2i, 2j + 1) (2i + 1, 2j + 1)
(2i, 2j) (2i + 1, 2j)

(1)

If the mesh is coarsened, every four fine cells coalesce and the index of the
resulting coarse cell is:

(� i

2
�, � j

2
�) (2)

(i, j, l)

(2i, 2j, l + 1)

k = 1

(2i+ 1, j, l + 1)

k = 2

(2i, 2j + 1, l + 1)

k = 3

(2i+ 1, 2j + 1, l + 1)

k = 4
refining

coarsening

Fig. 1. Illustration of the refinement and coarsening process of a single cell and the
corresponding index. k represents the index of the children in the tree

This works perfectly on uniformly refined meshes as all cell indices increase
proportionally with each refinement. Thus, each pair can uniquely define a cell.
However, conflicts can occur on adaptive meshes, where cells with different levels
of refinement appear at the same time. Such conflicts can cause ambiguous cell
identification, which in turn may result in the use of wrong values for numerical
schemes leading to erroneous numerical results. We adopt the concept of an
additional index for the refinement level, l, from [12]. The idea can be illustrated
in 1-D cases. If the mesh is generated by recursively refining all cells on the
domain from one cell covering the whole domain, we can get the number of
cells nx = 2l, where l is the number of refinements. We define the number of
refinements as refinement level:

l = log2 nx (3)

The refinement level is defined for each cell. Once a cell is refined, the refinement
level of this cell increases by one. Hence, on uniformly refined meshes, all cells
have the same refinement level. Our goal is to enable adaptivity on existing
meshes. Since the number of cells on the existing mesh is not necessarily an even
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number, we take �log2 nx� as the refinement level, l, such that nx ≤ 2l. This
concept can be extended to 2-D cases:

l = �log2 max(nx, ny)� (4)

where nx and ny are the number of cells of the input mesh in each dimension,
respectively. Since cells on adaptive meshes have various refinement levels, the
triple (i, j, l) forms the index of a cell such that no conflicts can occur. After
refining the cell (i, j, l), the index becomes:

(2i + a, 2j + b, l + 1) (5)

where a = 0, 1 and b = 0, 1. If four cells are coarsened into one, the four cells
coalesce and the index of the resulting cell is:

(� i

2
�, � j

2
�, l − 1) (6)

Such index system guarantees that each cell owns a unique index on the mesh.
The system is shown in Fig. 1.

2.2 Data Structure

Without adaptivity, a cell is treated as an entry of a 2-D array on 2-D meshes.
However, arrays lack the flexibility to organize cells on adaptive meshes. In order
to enable adaptivity with existing meshes, it is natural to adopt the idea of a
forest of trees to manage AMR [7]. A schematic illustration is shown in Fig. 2.
A forest is a set of trees. In our application, a tree node represents a cell. Each
entry of the input array is a root of a tree. Hence, the number of trees in the data
structure depends on the number of cells on the input mesh. The input array
can also be viewed as a forest, where each tree just has one root. The roots
of the trees are presented as a 1-D array in our current implementation. This
reduces the data structure to arrays as in ECHAM6 for non-adaptive meshes. If
the input mesh has nx × ny number of cells, where nx and ny is the number of
cells in each dimension, the index of each cell in the forest is nx × j + i, where

r

1l = linit + 1

l = linit

l = linit + 2

2 3 4

r

1 2 3

1 2 3 4

4

r

doubly linked list

Fig. 2. Illustration of the data structure. The numbers in the tree node represent the
indices of children. l is the refinement level, linit is the initial refinement level and
r represents the root of each tree. The two way connectors are a representation of a
doubly linked list. Each tree node represents a cell and the leaves of the trees are active
cells on the computational mesh. A mesh corresponding to this tree is shown in Fig. 3.
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(0, 0, 3)

(0, 1, 3)

(1, 0, 3)

(1, 1, 3)

(2, 0, 3) (3, 0, 3)

(3, 1, 3)

(4, 2, 4) (5, 2, 4)

(4, 3, 4) (5, 3, 4)

(3, 0, 2)

Fig. 3. The mesh organized by the forest of trees shown in Fig. 2. The index of each
cell on the adaptive mesh avoids the conflicts at different refinement levels. The initial
refinement level, linit, is 2

(i, j), with i = 0, . . . , (nx − 1), and j = 0, . . . , (ny − 1), is the index of the cell
in the input mesh. This is the same as the row-wise ordering that transforms
values on 2-D meshes into 1-D vectors for numerical computation. We maintain
the index of each cell from the (original) input mesh and compute the refinement
level of cells in the input mesh by Eq. 4. The refinement level of cells in the roots
of the trees is defined as initial refinement level, linit. The refinement process
divides a cell into four cells, which is equivalent to adding four children to the
current tree node of the tree. The children become leaves of the tree and appear
on the mesh as a cell and we refer these leaves as active tree nodes, while the
parent is non-active tree node as it is not treated as a cell on the mesh. The four
children of each tree node in the tree are indexed by k. It is necessary to relate,
k, with the index system of cells, (i, j, l). Using a, b in Eq. 5, k = a + 2b + 1. An
example of index k in cells after refinement is shown in Fig. 1 and the index of
children in the tree is shown in Fig. 2. The index a and b can be recovered from
(i, j, l):

a = i − 2� i

2
�

b = j − 2� j

2
�

(7)

Correspondingly, as a reverse operation of mesh refinement, the coarsening
is equivalent to deleting four leaves that share the same parent. Here, the parent
node is again marked as active tree node, which appears as a cell on the mesh.
The data structure is intuitive for adaptive meshes and enables a simple search
algorithm on rectangular meshes with the help of our index system. Searching a
cell with the index (i, j, l) requires l − linit operations, which is the same as the
depth of the tree node in the tree. This is particularly useful as the numerical
schemes for solving PDEs usually need values at adjacent cells. While a forest
of trees is a suitable data structure for adaptive refinement and coarsening, the
numerical computation of PDEs usually requires (many) traversals of all active
cells of the mesh. It is inefficient to traverse each of the trees just to access the
leaves. Therefore, a doubly linked list is used to connect all the leaves as shown
in Fig. 2. A linked list can meet the requirement for repeated traversals of the
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mesh. Similar to arrays, only n operations are required for the traversal of the
whole mesh, where n is the number of cells on the mesh. Also, the tree nodes on
the doubly linked list can be added or removed flexibly and therefore it is well
suited for AMR.

2.3 Adaptive Algorithm and Refinement Strategy

The effectiveness of the AMR also depends on the refinement procedure. Our
refinement strategy is inspired by the adaptive semi-Lagrangian algorithm in
[13] and is similar to most AMR procedures [14–16]. Assuming a one level
time stepping method is used, the implementation involves two meshes. One
mesh, Mn, keeps information of the nth time step, and another, Mn+1, keeps
the information of the (n + 1)st time step. The computation of nt time steps
are summarized in Algorithms 1 and 2. ECHAM6 has an independent mod-
ule for tracer transport. If the AMR method is integrated into ECHAM6,
ECHAM6 would parse information on the coarse meshes in the form of arrays
to the AMR module. The information on coarse resolutions are supposed to be
interpolated.

Data: Mn

Initialize the input mesh Mn;
Perform mesh refinement procedure on mesh Mn based on the initial
condition of the PDE;
Recompute the initial condition on refined mesh Mn;
Generate mesh Mn+1 for new time step, which is a copy of mesh Mn;
for n = 1 to nt do

Perform mesh refinement procedure on mesh Mn+1;
Solve the PDE and store results on mesh Mn+1;
Regenerate mesh Mn as a copy of mesh Mn+1 for next time step;

end

Algorithm 1. The process of solving the PDEs with AMR. nt is the total
number of time steps, and the input data is from an array. The mesh refinement
procedure mentioned above is iterative in itself. The details of the step mesh
refinement procedure at each time step can be found in Algorithm 2.

We limit the differences of refinement levels between adjacent cells to guar-
antee a relatively smooth resolution variation since abrupt resolution changes
can result in artificial wave reflections [17]. This also facilitates the search for
adjacent cells since the number of adjacent cells for each cell is less or equal to
two.
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Data: M
numofiter = 0;
numofcoarsened = numofrefined = 1;
if M == Mn+1 then

Solve PDE by a first-order scheme (predictor step);
end
while numofcoarsened/ = 0 do

Mark cells that will be coarsened according to a coarsening criterion;
Remove coarsening marker for those cells with neighbors differing by more
than one level;
Update mesh and obtain number of coarsened cells numofcoarsened;

end
while numofiter < N or numofrefined/ = 0 do

if M == Mn+1 then
Solve PDE by a first-order scheme (predictor step);

end
Mark cells that will be refined according to a refinement criterion;
Mark those cells with neighbors differing by more than one level for refine-
ment;
Update mesh and refinement levels of cells and obtain number of refined
cells numofrefined;
numofiter = numofiter + 1;

end

Algorithm 2. The mesh refinement procedure in each time step. N is
the maximum number of iterations, numofcoarsened is the number of cells
coarsened in the current iteration, numberofrefined is the number of cells
refined in the iteration, numofiter records the total number of iterations.

3 Results

We test our data structure for adaptive mesh management with an idealized
moving vortices test case [18]. The test case is designed to test transport schemes
on the sphere. We generate the initial condition of tracer concentration and
velocity as arrays and parse these into our data structure such that we can
use our own implementation instead of adding the test case into ECHAM6. We
use the Flux-Form Semi-Lagrangian (FFSL) [19] transport scheme in ECHAM6,
which is a finite volume scheme that conserves mass and permits long time steps.
The scheme uses an operator splitting technique, which computes 2-D problems
by applying a 1-D solver four times. Here, we choose the cell-integrated semi-
Lagrangian scheme [20] as the 1-D solver, where a piecewise parabolic function
is used as reconstruction function.

3.1 Moving Vortices Test Case

In this test case, two vortices are developing at opposite sides of the sphere while
rotating around the globe. The test case simulates 12 days of model time and
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has the benefit that an analytical solution is available. The velocity field is given
by:

u =aωr{sin θc(t) cos θ − cos θc(t) cos[λ − λc(t)] sin θ}
+ u0(cos θ cos α + sin θ cos λ sin α),

v =aωr cos θc(t) sin[λ − λc(t)] − u0 sin λ sin α,

(8)

where u0 is the velocity of the background flow that rotates the vortices around
the globe, (λ, θ) is the longitude and latitude, (λc(t), θc(t)) is the center of the
current vortex. In our experiment, we set u0 = 2πa

12 days , where a is the radius of
the earth and (λc(0), θc(0)) = (3π

4 , 0). The computation of the position of the
vortex center can be found in [18]. ωr is the angular velocity of the vortices:

ωr =

{
3
√
3u0 sech2(r) tanh(r)

2ar r �= 0
0 r = 0

(9)

where r = r0 cos θ′. θ′ is the position of the rotated sphere where the vortex
center is at the north and south poles and r is the radial distance of the vortex.
We set r0 = 3.

The moving vortices test case is particularly useful but hard test for AMR
schemes because the tracer does not only appear in a limited area, which is
common in climate simulations. It covers a large area of the globe and the
concentration of the tracer is:

ρ = 1 − tanh[
r′

γ
sin(λ′ − ωrt)] (10)

where r′ = r0 cos θd, and θd is the departure position of background rotation and
λ′ is the departure position on the rotated sphere where the vortices’ centers are
at the poles at t = 0.

We choose to set the flow orientation to α = π
4 considering that this could

be the most challenging test set-up for operator splitting schemes [14]. Since the
vortices are moving around the globe and the mesh has different sizes around
the sphere, the maximum Courant number changes with time. The maximum
Courant number appears when the vortices move close to the poles. We use a
maximum Courant number of 0.96. A snapshots of the numerical solution on
adaptively refined meshes is shown in Fig. 4.

Similar to [14], we use a gradient based criterion. Since we use a cell-based
AMR, each cell is assigned an indicator value, θ. This value is computed as the
maximum of gradients in cell mean values with respect to the four adjacent cells:

θ = max(
∂ρ

a cos θ∂λ
,

∂ρ

a∂θ
) (11)

If θ > θr, the algorithm refines the cell; if θ < θc, the algorithm coarsens the
cell. The threshold of θr = 1 and θc = 0.95 is chosen for this test case. This cri-
terion is justified by the fact that flux-form semi-Lagrangian schemes show little
numerical diffusion when strong variations in the tracer are highly resolved. Still,
only limited areas are covered by fine resolution cells. The refinement criterion



64 Y. Chen et al.

Day 0 Day 0

Day 12 Day 12

Fig. 4. Numerical solution of the moving vortices test case with base resolution of 10◦

and 2 levels of refinement which leads to fine grid resolution 2.5◦. The left column shows
the numerical solution and the right column shows the corresponding mesh evolution.

successfully captures areas where vortices are located because strong distortion
of the tracer distribution leads to large gradient in tracer concentrations ρ. Due
to the higher resolution around the poles and the highly distorted velocity field,
the mesh is refined around the poles even if the vortices do not directly cross
the poles. This leads to extra high resolution cells on adaptive meshes. A bet-
ter representation of the velocity field on refined meshes still helps to get more
accurate results.

Fig. 5. Convergence rate of the numerical solution with respect to the cell number on
the domain. The left one shows the �2 and the right shows the �∞-norm

The convergence rate in Fig. 5 shows that, although the results on the non-
adaptive mesh can have the best accuracy, similar accuracy can be achieved
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with fewer cells using adaptive meshes. It is expected that the numerical result
on the adaptive mesh is less accurate because the initial condition is defined on
a coarser resolution. Furthermore, the 	2 and 	∞ norms are a measure of the
global accuracy and the results on the coarse resolution have an impact on the
error. Nevertheless, AMR shows improvement in the accuracy compared with
the non-adaptive mesh on coarse resolutions. The results are consistent with the
results from [14].

Figure 6 show that the wall clock time for tests on adaptive meshes is less
than on uniform meshes with the same finest resolution. The test is run in serial.
The wall clock time is measured on Debian 3.2 operating system and the machine
has 4 Intel Xeon X5650 CPUs, each of which has 6 cores with a clock speed of
2.67 GHz and 12 MB L3 cache. The machine also has a RAM of 24 GB. It is
worth noting that the wall clock time is affected by various factors and is not an
accurate measure of the effectiveness of AMR. In particular, the implementation
is not fully optimized. A more objective measure is that AMR runs use fewer cells
compared to uniform meshes with the same resolution. The cell number shown
in Fig. 6 represents the average number of cells over all time steps. For this test
case the ratio of cell number on adaptive meshes to cell number on uniform
meshes remains approximately constant even with different finest resolutions.
A possible explanation is that the vortices develop only after some simulation
time. Therefore, the (uniform) coarse mesh cell number dominates the average
over time. The cell number and the time consumption is also quite problem
dependent. In the cross-pole solid body rotation test case by [21], the cell number
shows a different variation in terms of resolutions.

It could be argued that the cell number is not the only a measure of the
usefulness of AMR. Compared with the non-adaptive meshes, the data structure
and extra steps that allows us to enable AMR can lead to overhead, as stated
in the Algorithm 2. However, with careful choice of the refinement criterion,
fewer memory and less time is required relative to the implementations on non-
adaptive meshes. This is because numerical schemes use less time with fewer
cells and the overhead can be compensated as shown in Table 1. Additionally,
it is expected that an optimized implementation has similar behavior while the
specific values may differ. In [7] successful optimization and parallelization of
forest of trees data structures could be demonstrated.

Compared with wall clock time, the cell number is more closely related to the
memory usage. As shown in Fig. 7, the adaptive mesh runs use significantly less
memory compared with non-adaptive mesh runs. Similar memory usage appears
on all maximum resolutions.

The test case shows that forest of trees data structure is able to handle AMR
with various initial refinement levels. Although the implementation is not fully
optimized, benefits of AMR can still be observed. With the current refinement
criterion, AMR achieves better accuracy with less memorie and time usage.
AMR runs require less wall clock time and fewer cells than uniformly refined
simulations at the same finest resolution. The results also show that the forest
of trees data structure can successfully handle the information from arrays.
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Fig. 6. Used time and cell number of the numerical scheme in the moving vortices test
case using a loglog plot. The upper left graph shows the cell number on the mesh with
the same finest resolution and the upper right graph shows the time used on different
refinement levels with the same finest resolution in serial in moving vortices test cases.
The lower left and lower right is the cell number and the time consumption for solid
body rotation test case.

Fig. 7. Time evolution of the total heap memory usage for different refinement levels
using moving vortices test case with a maximum resolution of 2.5◦ on the mesh
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Table 1. The time used for different components of the adaptive mesh refinement.
Update represents the time used for FFSL, velocity is the time used for updating the
velocity for next time step and update mesh from Mn to Mn+1, refine is the extra
time used for refinement, including the predicting time and mesh refinement.

Finest
Resolution

Zero level refinement One level refinement Two level refinement

Update Velocity Update Refine Velocity Update Refine Velocity

5◦ 8.162 60.80 3.33 30.37 17.81 2.65 36.84 21.64

2.5◦ 1193.81 132.56 466.45 291.14 52.89 459.91 338.74 38.55

1.25◦ 2216.10 23883.67 937.61 8977.73 5843.90 622.01 7150.97 6111.59

4 Summary and Future Work

We explore the use of a forest of trees data structure to enable AMR in single
components of an existing atmospheric model. Our data structure is tested on a
tracer transport scheme used in the atmospheric model ECHAM6 for an idealized
test case.

We show that our data structure is compatible with the arrays used in
ECHAM6. Compatibility between the array data structure used in ECHAM6
and the forest of trees is guaranteed as the forest of trees can simply be reduced
to an array on non-adaptive meshes. We combine a forest of trees data structure
with an indexing system for mesh management. The data structure is equivalent
to arrays on the uniform meshes since no leaves are present on the trees. With the
help of a doubly linked list the traversal of potentially adaptively refined meshes
is the same as a traversal of an array and the operation for finding arbitrary
cells by index is limited by the level of refinements for adaptivity. Therefore, the
asymptotical computational complexity of the numerical scheme on adaptive
meshes does not increase over the scheme on non-adaptive meshes.

We use a simple gradient based refinement criterion for our numerical test.
Although the scheme is not fully optimized and parallelized less computation
time is used for AMR while similar accuracy can be achieved using fewer cells -
provided the refinement criterion is chosen with care. The results of the AMR
runs show less memory and time use compared to non-adaptive meshes.
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Abstract. This article proposes a bivariate compensated Volk and
Schumaker (CompVSTP) algorithm, which extends the compensated Volk
and Schumaker (CompVS) algorithm, to evaluate Bèzier tensor product
surfaces with floating-point coefficients and coordinates. The CompVSTP

algorithm is obtained by applying error-free transformations to improve
the traditional Volk and Schumaker tensor product (VSTP) algorithm.
We study in detail the forward error analysis of the VSTP, CompVS and
CompVSTP algorithms. Our numerical experiments illustrate that the
Comp- VSTP algorithm is much more accurate than the VSTP algorithm,
relegating the influence of the condition numbers up to second order in
the rounding unit of the computer.

Keywords: Bézier tensor product surfaces
Volk and Schumaker algorithm · Compensated algorithm
Error-free transformation · Round-off error

1 Introduction

Tensor product surfaces are bivariate polynomials in tensor product form. In
monomial basis, tensor product polynomials are expressed in the following form,

p(x, y) =
n∑

i=0

m∑

j=0

ci,jx
iyj .

In Computer Aided Geometric Design (CAGD), tensor product surfaces are
usually represented in Bézier form [1]

p(x, y) =
n∑

i=0

m∑

j=0

ci,jB
n
i (x)Bm

i (y), (x, y) ∈ [0, 1] × [0, 1],
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where Bk
i (t) is the Bernstein polynomial of degree k as

Bk
i (t) =

(
k
i

)
(1 − t)k−iti, t ∈ [0, 1], i = 0, 1, . . . , k.

The de Casteljau algorithm [2,3] is the usual polynomial evaluation algorithm in
CAGD. Nevertheless, evaluating a polynomial of degree n, the de Casteljau algo-
rithm needs O(n2) operations, in contrast to the O(n) operations of the Volk and
Schumaker (VS) algorithm [4]. The VS basis zn := (zn

0 (t), zn
1 (t), . . . , zn

n(t))(t ∈
[0, 1]) is given by zn

i (t) = ti(1 − t)n−i. Otherwise, the VS algorithm consist of
Horner algorithm. For evaluating tensor product surfaces, de Casteljau and VS
algorithms are more stable and accurate than Horner algorithm [1]. And these
three algorithms satisfy the relative accuracy bound

|p(x, y) − p̂(x, y)|
|p(x, y)| ≤ O(u) × cond(p, x, y),

where p̂(x, y) is the computed result, u is the unit roundoff and cond(p, x, y) is
the condition number of p(x, y).

From 2005 to 2009, Graillat et al. proposed compensated Horner scheme
for univariate polynomials in [5–7]. From 2010 to 2013, Jiang et al. presented
compensated de Casteljau algorithms to evaluate univariate polynomials and its
first order derivative in Bernstein basis in [8], to evaluate bivariate polynomials
in Bernstein-Bézier form in [9], and to evaluate Bézier tensor product surfaces in
[10]. From 2014 to 2017, Du et al. improved Clenshaw-Smith algorithm [11] for
Legendre polynomial series with real number coefficients, bivariate compensated
Horner algorithm [12] for tensor product polynomials and the quotient-difference
algorithm [13] which is a double nested algorithm. All these algorithms can yield
a full precision accuracy in double precision as applying double-double library
[14].

This paper presents new compensated VS algorithms, which have less com-
putational cost than compensated de Casteljau algorithm, to evaluate tensor
product polynomial surfaces by applying error-free transformations which is
exhaustively studied in [15–17]. The relative accuracy bound of our proposed
compensated algorithms is satisfied

|p(x, y) − p̂(x, y)|
|p(x, y)| ≤ u + O(u2) × cond(p, x, y),

where p̂(x, y) is computed by the compensated algorithms.
The rest of the paper is organized as follows. Section 2 introduces basic nota-

tion in error analysis, error-free transformations and condition numbers are also
given. Section 3 presents the new compensated VS tensor product algorithm and
its error analysis. Finally all the error bounds are compared in numerical exper-
iments in Sect. 4.
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2 Preliminary

2.1 Basic Notations

We assume to work with a floating-point arithmetic adhering to IEEE-754
floating-point standard rounding to nearest. In our analysis we assume that there
is no computational overflow or underflow. Let op ∈ {⊕,�,⊗,�} represents a
floating-point computation, and the evaluation of an expression in floating-point
arithmetic is denoted fl(·), then its computation obeys the model

a op b = (a ◦ b)(1 + ε1) = (a ◦ b)/(1 + ε2), (1)

where a, b ∈ F (the set of floating-point numbers), ◦ ∈ {+,−,×,÷} and
|ε1|, |ε2| ≤ u (u is the round-off unit of the computer). We also assume that
if a ◦ b = x for x ∈ R, then the computed result in floating-point arithmetic is
denoted by x̂ = a op b, and its perturbation is εx, i.e.

x̂ = x + εx. (2)

The following definition and properties will be used in the forward error
analysis (see more details in [18]).

Definition 1. We define

1 + θn =
n∏

i=1

(1 + δi)ρi , (3)

where |δi| ≤ u, ρi = ±1 for i = 1, 2, . . . , n, |θn| ≤ γn :=
nu

1 − nu
= nu + O(u2)

and nu < 1.

Some basic properties in Definition 1 are given by:

– u + γk ≤ γk+1,
– iγk < γik,
– γk + γj + γkγj ≤ γk+j ,
– γiγj ≤ γi+kγj−k, if 0 < k < j − i.

2.2 Error-Free Transformations

The development of some families of more stable algorithms, which are called
compensated algorithms, is based on the paper [15] on error-free transformations
(EFT). For a pair of floating-point numbers a, b ∈ F, when no underflow occurs,
there exists a floating-point number y satisfying a◦ b = x+y, where x = fl(a◦ b)
and ◦∈{+,−,×}. Then the transformation (a, b) −→ (x, y) is regarded as an
EFT. For division, the corresponding EFT is constructed using the remainder,
so its definition is slightly different (see below). The EFT algorithms of the sum,
product and division of two floating-point numbers are the TwoSum algorithm
[19], the TwoProd algorithm [20] and the DivRem algorithm [21,22], respectively.
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2.3 Condition Numbers

The condition number of polynomials is with respect to the difficulty of the
evaluation algorithm. We assume to evaluate a bivariate polynomial p(x, y) in
basis u ∈ U at the point (x, y), then for any (x, y) ∈ I, we have

|p(x, y) − p̂(x, y)| = |
n∑

i=0

m∑

j=0

ci,ju
n
i (x)um

i (y)|

≤
n∑

i=0

m∑

j=0

|ci,j ||un
i (x)||um

i (y)|.
(4)

We assume that

p̄(x, y) :=
n∑

i=0

m∑

j=0

|ci,j ||un
i (x)||um

i (y)|, (5)

then the relative condition number is

cond(p, x, y) =
p̄(x, y)
|p(x, y)| . (6)

In [23], it is known that the condition number in VS basis is as same as in
Bernstein basis.

3 The Compensated VS Algorithm for Bézior Tensor
Product Surfaces

In this section, we show the VS algorithms, including univariate and bivariate
ones. We provide a compensated VSTP algorithm for evaluating Bézior tensor
product polynomials. Its forward error bound is also given in the end.

3.1 VS Algorithm

The VS algorithm is a nested-type algorithm for the evaluation of bivariate
polynomials of total degree n by Schumaker and Volk [4]. Basically, the VS
tensor product algorithm could be represented by the univariate VS algorithm.

Theorem 1 states the forward error bound of VS algorithm.

Theorem 1 [24]. Let p(t) =
∑n

i=0 ciz
n
i (t) with floating point coefficients ci and

a floating point value t. Consider the computed result p̂(t) with the VS algorithm
and its corresponding theoretical result p(t), if 4nu < 1 where u is the unit
roundoff, then

|p(t) − p̂(t)| ≤ γ4n

n∑

i=0

|ciz
n
i (t)|. (7)

Similar as Theorem 4 in [10], the forward error bound of the VSTP algorithm
is easily performed in Theorem 2.



Efficient and Accurate Evaluation of Bézier Tensor Product Surfaces 73

Algorithm 1. Volk-Schumaker algorithm [4] (x ∈ [0, 1])
function res = VS(p, x)
if x ≥ 1/2

q = (1 � x) � x
f = Horner((p1, p2, . . . , pn), q)
res = f ⊗ xn

else
q = x � (1 � x)
f = Horner((pn−1, pn−2, . . . , p0), q)
res = f ⊗ (1 � x)n

end

Algorithm 2. VS tensor product algorithm
function V STP (p, x, y)
for i = n : −1 : 0

̂bi,0 = V S(ci,:, y)
end
â0 = V S(̂b:,0, x)
V STP (p, x, y) ≡ â0

Theorem 2. Let p(x, y) =
∑n

i=0

∑m
j=0 ci,jz

n
i (x)zm

i (y) with floating point coef-
ficients ci,j and floating point values x, y. Consider the computed result p̂(x, y)
of the VSTP algorithm and its corresponding theoretical result p(x, y), if (4n +
4m + 1)u < 1 where u is the unit roundoff, then

|p(x, y) − p̂(x, y)| ≤ γ4(n+m)+1p̄(x, y), (8)

where p̄(x, y) is defined in (5) in VS basis.

3.2 The CompVSTP Algorithm

The CompVS algorithm [23] is proposed by Delgado and Peña, which is as
accurate as computing in twice the working precision by VS algorithm. In this
section, in order to easily provide the forward error bound of CompVS algorithm,
we show a compensated Horner algorithm with double-double precision input in
Algorithm 3. A compensated power evaluation algorithm in Algorithm4 is also
given.

In Algorithm 3, assuming input x is real number, and we split x into three
parts, i.e. x = x(h) + x(l) + x(m),where x(h), x(l) ∈ F, x, x(m) ∈ R and |x(l)| ≤
u|x(h)|, |x(m)| ≤ u|x(l)|. Since the perturbation of input x(m) in Algorithm 3
is O(u2), we just need to consider x in double-double precision. According to
Theorem 3.1 in [25], the proof of forward error bound of Algorithm3 in the
following theorem is similar as Theorem 12 in [11].

Theorem 3. If p(x) =
∑n

i=0 aix
i (n ≥ 2) with floating point coefficients ai and

a double-double precision number x. And ε̂b0 is the computed result err of the
CompHorner2 algorithm, εb0 is corresponding theoretical result of ε̂b0. Then
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|εb0 − ε̂b0| ≤ γ3n−1γ3n

n∑

i=0

|ai||xi|. (9)

Graillat proposes a compensated power evaluation algorithm [26] as follows.

Algorithm 3. Compensated Horner scheme with double-double precision inputs
function [res, err] = CompHorner2(p, x(h), x(l))
̂bn+1 = ̂εbn+1 = 0
for i = n : −1 : 0

[si, πi] = TwoProd(̂bi+1, x
(h))

[̂bi, σi] = TwoSum(si, ai)
̂εbi = ̂εbi+1 ⊗ x(h) ⊕̂bi+1 ⊗ x(l) ⊕ πi ⊕ σi

end
[res, err] = [̂b0, ̂εb0]

CompHorner2(p, x) ≡ ̂b0 ⊕ ̂εb0

Algorithm 4. Compensated power evaluation [26]
function [res, err] = CompLinPower(x, n)
p0 = x
e0 = 0
for i = 1 : n − 1

[pi, πi] = TwoProd(pi−1, x)
end
[res, err] = [pn, Horner((π1, π2, . . . , πn−1), x)]
CompLinpower(x, n) ≡ res ⊕ err

Theorem 4 [26]. If p(x) = xn (n ≥ 2) with a floating-point number x. And ê
is the computed result err of the CompLinpower algorithm, e is corresponding
theoretical result of ê. Then

|e − ê| ≤ γnγ2n|xn|. (10)

In [23], Delgado and Peña present the running error analysis of CompVS
algorithm, but they do not propose its forward error analysis. Here, combining
Algorithms 3 and 4, we show the CompVS algorithm in the following algorithm
which is expressed a little different in [23].

In Algorithm 5, we can easily obtain that [q(h), q(l)] is the double-double form
of q = (1 − x)/x if x ≥ 1/2 or q = x/(1 − x) if x > 1/2. Then, according to
Theorems 1, 3 and 4, the forward error bound of CompVS algorithm is proposed
in Theorem 5.
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Algorithm 5. Compensated Volk-Schumaker algorithm (x ∈ [0, 1])
function [res, err] = CompVS(p, x)
[r, ρ] = TwoSum(1, −x)
if x ≥ 1/2

[q(h), β] = DivRem(r, x)
q(l) = (ρ ⊕ β) � x
[f, e1] = CompHorner2((p1, p2, . . . , pn), q(h), q(l))
[s, e2] = CompLinPower(x, n)
[res, err] = [f ⊗ s, e1 ⊗ s ⊕ e2 ⊗ f ]

else
[q(h), β] = DivRem(x, r)
q(l) = (β � ρ ⊗ q(h)) � r
[f, e1] = CompHorner2((pn−1, pn−2, . . . , p0), q

(h), q(l))
[s, e2] = CompLinPower(r, n)
[res, err] = [f ⊗ s, e1 ⊗ s ⊕ e2 ⊗ f ]

end
CompVS(x, n) ≡ res ⊕ err

Theorem 5. If p(t) =
∑n

i=0 ciz
n
i (t) with floating point coefficients ci and a

floating point value t. And ε̂b0 is the computed result err of the CompVS algo-
rithm, εb0 is corresponding theoretical result of ε̂b0. Then

|εb0 − ε̂b0| ≤ γ3n+1γ3n+2

n∑

i=0

|ciz
n
i (t)|. (11)

Proof. In Algorithm 5, we assume that f̂+e1 =
∑n

i=1 piq
i and ŝ+e2 = xn. Then,

we can obtain that p(t) = (f̂ +e1)(ŝ+e2) and assume that e = e1ŝ+e2f̂ +e1e2.
Since ê = ê1 ⊗ ŝ ⊕ ê2 ⊗ f̂ , we have

|e − ê|
≤ |(1 + u)2[(e1 − ê1)ŝ + (e2 − ê2)f̂ + e1e2] − (2u + u2)e|
≤ (2u + u2)|e| + (1 + u)2(|e1 − ê1||ŝ| + |e2 − ê2||f̂ |).

(12)

From Theorem 1, let p̄(t) = |ciz
n
i (t)|, we obtain that

|e| ≤ γ4np̄(t). (13)

Thus
(2u + u2)|e| ≤ γ2γ4n+1p̄(t). (14)

According to Theorem 3, we have

(1 + u)2|e1 − ê1||ŝ| ≤ γ3nγ3n+1p̄(x) + O(u2). (15)

According to Theorem 4, we have

(1 + u)2|e2 − ê2||f̂ | ≤ γn+1γ2n+1p̄(x) + O(u2). (16)

From (14), (15) and (16), we can deduce (11).
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In fact, p(x) = p̂(x) + εb0, where εb0 is corresponding theoretical error of the
computed result p̂(x). In order to correct the result by Algorithms 1 and 5 find
an approximate value ε̂b0 of εb0. Motivated by this principle, we propose to use
the CompVS algorithm instead of VS algorithm in Algorithm2 to improve the
accuracy of VSTP algorithm. According to Algorithm2, we assume that

bi,0 = b̂i,0 + err
(1)
i,0 , 0 ≤ i ≤ n, (17)

where err
(1)
i,0 is the theoretical error of b̂i,0 = VS(ci,:, y) and

bi,0 =
m∑

j=0

ci,jz
m
i (y), (18)

is the exact result for each i. Similarly, we have

ã0 = â0 + err(2), (19)

where err(2) is the theoretical error of â0 = VS(̂b:,0, x) and

ã0 =
n∑

i=0

b̂i,0z
n
i (x), (20)

is the exact result. According to (17)–(20), we can deduce

n∑

i=0

m∑

j=0

ci,jz
n
i (x)zm

i (y) = â0 +
n∑

i=0

err
(1)
i,0 zn

i (x) + err(2), (21)

i.e.

p(x, y) = p̂(x, y) +
n∑

i=0

err
(1)
i,0 zn

i (x) + err(2). (22)

Using CompVS algorithm, we can easily get the approximation values of err
(1)
i,0

and err(2), i.e. êrr
(1)
i,0 and êrr

(2). Thus, we propose the CompVSTP algorithm
for evaluating Bézier tensor product polynomials in Algorithm6.

From (21) and (22), we assume that e1 =
∑n

i=0 err
(1)
i,0 zn

i (x) and e2 = err(2) so
that the real error of the computed result is e = e1 +e2, i.e. p(x, y) = p̂(x, y)+e.
Firstly, we present the bound of |e1 − ê1| in Lemma 1.

Lemma 1. From Algorithm6, we assume that e1 =
∑n

i=0 err
(1)
i,0 zn

i (x). Then we
have

|e1 − ê1| ≤ (γ3n+1γ3n+2(1 + γ4m) + γ4nγ4mp̄(x, y), (23)

where p̄(x, y) is defined in (5) in VS basis.



Efficient and Accurate Evaluation of Bézier Tensor Product Surfaces 77

Algorithm 6. Compensated VSTP algorithm (x ∈ [0, 1])
function [res, err] = CompVSTP(p, x, y)

f
(0)
i,j = bi,j

for i = 1 : m
[ ̂f

(1)
i,0 , êi,0] = CompVS(f

(0)
i,: , y)

end
[ ̂f

(2)
0,0 , ̂e2] = CompVS( ̂f

(1)
:,0 , x)

[res, err] = [ ̂f
(2)
0,0 , ̂e2 ⊕ VS( ̂e1:,0, x)]

CompVSTP(p, x, y) ≡ res ⊕ err

Proof. We denote that

ē1 =
n∑

i=0

êrr
(1)
i,0 zn

i (x). (24)

Hence, we have
|e1 − ê1| ≤ |e1 − ē1| + |ē1 − ê1|. (25)

According to Theorem 5, we have

|err(1)i,0 − êrr
(1)
i,0 | ≤ γ3n+1γ3n+2

m∑

j=0

|ci,jz
m
i (y)|, (26)

thus

|e1 − ē1| =
n∑

i=0

|err(1)i,0 − êrr
(1)
i,0 |zn

i (x)

≤ γ3n+1γ3n+2

n∑

i=0

m∑

j=0

|ci,jz
n
i (x)zm

i (y)|.
(27)

According to Theorem 1, we obtain

|ē1 − ê1| ≤ γ4m

n∑

i=0

|êrr(1)i,0 zn
i (x)|. (28)

Then we have that

|êrr(1)i,0 | ≤ |err(1)i,0 | + |err(1)i,0 − |êrr(1)i,0 |. (29)

By Theorem 1, we have

|err(1)i,0 | ≤ γ4n

m∑

j=0

|ci,jz
m
i (y)|. (30)

From (26), (29) and (30), we deduce that

|êrr(1)i,0 | ≤ (γ3n+1γ3n+2 + γ4n)
m∑

j=0

|ci,jz
m
i (y)|, (31)
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and then from (28) we obtain

|ē1 − ê1| ≤ γ4m(γ3n+1γ3n+2 + γ4n)p̄(x, y). (32)

Hence, from (25), (27) and (32), we can obtain (23).

Then, we present the bound of |e2 − ê2| in Lemma 2.

Lemma 2. From Algorithm6, we assume that e2 = err(2). Then we have

|e2 − ê2| ≤ γ3m+1γ3m+2(1 + γ4m)p̄(x, y), (33)

where p̄(x, y) is defined in (5) in VS basis.

Proof. According to Theorem 5, we have

|e2 − ê2| ≤ γ3m+1γ3m+2

n∑

i=0

|̂bi,0z
n
i (x)|. (34)

From Theorem 1, we obtain

|̂bi,0| ≤
m∑

j=0

(1 + γ4m)|ci,jz
m
i (y)|. (35)

Hence, from (34) and (35), we can deduce (33).

Above all, the forward error bound of CompVSTP algorithm is performed in
the following theorem.

Theorem 6. Let p(x, y) =
∑n

i=0

∑m
j=0 ci,jz

n
i (x)zm

i (y) with floating point coeffi-
cients ci,j and floating point values x, y. The forward error bound of Algorithm6
is

|CompV STP (p, x, y) − p(x, y)| ≤ u|p(x, y)| + 3(γ2
4n+2 + γ2

4m+2)p̄(x, y), (36)

where p̄(x, y) is defined in (5) in VS basis.

Proof. We assume that e1 =
∑n

i=0 err
(1)
i,0 xi and e2 = err(2) so that e = e1 + e2.

From (22), we have
p(x, y) = p̂(x, y) + e, (37)

and from Algorithm 6, we have

CompVSTP(p, x, y) = p̂(x, y) ⊕ ê. (38)

Hence

|CompVSTP(p, x, y) − p(x, y)| ≤ |(1 + u)(p(x, y) − e + ê) − p(x, y)|
≤ u|p(x, y)| + (1 + u)|e − ê|. (39)
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Since ê = ê1 ⊕ ê2, we have

|e − ê| ≤ |(1 + u)(e1 − ê1 + e2 − ê2) − ue|
≤ u|e| + (1 + u)(|e1 − ê1| + |e2 − ê2|).

(40)

From Theorem 2, we obtain that

|e| ≤ γ4(n+m)+1p̄(x, y). (41)

Thus

u(1+u)|e| ≤ γ1γ4(n+m+1)p̄(x, y) ≤ γ4n+2γ4m+2p̄(x, y) ≤ 1
2
(γ2

4n+2+γ2
4m+2)p̄(x, y).

(42)
According to Lemma 1, we have

(1 + u)2|e1 − ê1| ≤ (2γ2
4n+1 + γ4n+1γ4m+1)p̄(x, y)

≤ (
5
2
γ2
4n+1 +

1
2
γ2
4m+1)p̄(x, y).

(43)

According to Lemma 2, we have

(1 + u)2|e2 − ê2| ≤ 2γ2
4m+1p̄(x, y). (44)

From (42), (43) and (44), we can deduce (36).

According to the relative condition number defined in (6), we can deduce
Corollary 1.

Corollary 1. Let p(x, y) =
∑n

i=0

∑m
j=0 ci,jz

n
i (x)zm

i (y) with floating point coef-
ficients ci,j and floating point values x, y. The forward relative error bound of
Algorithm6 is

|CompV STP (p, x, y) − p(x, y)|
|p(x, y)| ≤ u + 3(γ2

4n+2 + γ2
4m+2)cond(p, x, y). (45)

4 Numerical Experiments

In this section, we compare CompVSTP algorithm against an implementation of
VSTP algorithm that applies the double-double format [14,27] which we denote
as DDVSTP algorithm. In fact, since the working precision is double precision,
the double-double arithmetic is the most efficient way to yield a full precision
accuracy of evaluating polynomials. Moreover, we also compare CompVSTP
algorithm against compensated de Casteljau (CompDCTP) algorithm [10].

All our experiments are performed using IEEE-754 double precision as work-
ing precision. All the programs about accuracy measurements have been written
in Matlab R2014a on a 1.4-GHz Intel Core i5 Macbook Air. We focus on the
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Fig. 1. Accuracy of evaluation of ill-conditioned Bézier tensor product polynomials
with respect to the condition number

relative forward error bounds for ill-conditioned Bézier tensor product polyno-
mials. We use a similar GenPoly algorithm [10,21] to generate tested polyno-
mials p(x, y). The generated polynomials are 6 × 7 degree with condition num-
bers varying from 104 to 1036, x and y are random numbers in [0, 1] and the
inspired computed results of all the tested polynomials are 1. We evaluate the
polynomials by the VSTP, CompVSTP, CompDCTP, DDVSTP algorithms and
the Symbolic Toolbox, respectively, so that the relative forward errors can be
obtained by (|pres(x, y)− psym(x, y)|)/|psym(x, y)| and the relative error bounds
are described from Corollary 1. Note that the condition number of Bézier tensor
product polynomials in Bernstein basis evaluated by CompDCTP algorithm is
as same as in VS basis evaluated by CompVSTP algorithm. Then we present
the relative forward errors of evaluation of the tested polynomials in Fig. 1. As
we can see, the relative errors of CompVSTP, CompDCTP and DDVSTP algo-
rithms are both smaller than u (u ≈ 1.16 × 10−16) when the condition number
is less than 1016. And the accuracy of them is decreasing linearly for the condi-
tion number larger than 1016. However, the VSTP algorithm can not yield the
working precision; the accuracy of which decreases linearly since the condition
number is less than 1016.

At last, we give the computational cost of VSTP, CompVSTP, CompDCTP
and DDVSTP algorithms.

– VSTP: (3n + 2)(m + 1) + 3m + 2 flops,
– CompVSTP: (50n + 26)(m + 1) + 50m + 26 + 1 flops,
– CompDCTP: (24n2 + 24n + 7)(m + 1) + 24m2 + 24m + 7 + 1 flops,
– DDVSTP: (68n + 120)(m + 1) + 68m + 120 flops.
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CompVSTP and DDVSTP algorithms require almost 17 and 23 times flop
than VSTP algorithm, respectively. Meanwhile, CompDCTP algorithm requires
O(n2m) flop which is much more than O(nm). Hence, CompVSTP algorithm
only needs about 73.5% of flops counting on average of DDVSTP algorithm and
needs much less computational cost than CompDCTP algorithm. Meanwhile,
CompVSTP algorithm is as accurate as CompDCTP and DDVSTP algorithms.

5 Conclusions and Further Work

In this paper, we present CompVSTP algorithm to evaluate Bézier tensor prod-
uct polynomials, which are compensated algorithms that obtaining an approxi-
mate error to correct the computed results by original algorithm. The proposed
algorithm is as accurate as computing in double-double arithmetic which is the
most efficient way to yield a full precision accuracy. Moreover, it needs fewer
flops than counting on average with double-double arithmetic.

A similar approach can be applied to other problems to obtain compen-
sated algorithms. For example we can consider the evaluation of ill-conditioned
tensor product polynomials in orthogonal basis like Chebyshev and Legendre
basis. Instead of tensor product surfaces, we can consider triangle surfaces like
Bernstein-Bézier form. We can also study compensated algorithms for multivari-
ate polynomials.
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Abstract. The aim of this workshop is to integrate results of different
domains of computer science, computational science, and mathematics.
We invite papers oriented toward simulations, either hard simulations by
means of finite element or finite difference methods, or soft simulations
by means of evolutionary computations, particle swarm optimization, and
other. The workshop is most interested in simulations performed by using
agent-oriented systems or by utilizing adaptive algorithms, but simula-
tions performed by other kind of systems are also welcome. Agent-
oriented system seems to be the attractive tool useful for numerous
domains of applications. Adaptive algorithms allow significant decrease
of the computational cost by utilizing computational resources on most
important aspect of the problem.1

Keywords: Agent-based simulations � Adaptive-algorithms � Solvers

Introduction

This is the fourteen workshop on “Agent-Based Simulations, Adaptive Algorithms and
Solvers” (ABS-AAS) organized in the frame of the International Conference on
Computational Science (ICCS). The workshop at Wuxi follows meetings hold in
Krakow 2004, Atlanta 2005, Reading 2006, Beijing 2007, Krakow 2008, Baton Rouge
2009, Amsterdam 2010, Singapore 2011, Omaha 2012, Barcelona 2013, Cairns 2014,
Reykjavik 2015, San Diego 2016 and Zurich 2017 in frame on ICCS series of con-
ferences. The history of previous ABS-AAS workshops is illustrated in Fig. 1.

The co-chairmen of the workshop currently involve prof. Robert Schaefer from
AGH University, Kraków, Poland, prof. David Pardo from the University of the
Basque Country UPV/EHU, Bilbao, Spain, and prof. Victor Manuel Calo from Curtin
Univeristy, Perth, Western Australia.

We have a scientific committee with researchers from several countries, including
Poland, Spain, Australia, United States, Brasil, Saudi Arabia, Ireland, Chile. These
locations are illustrated in Fig. 2.

1 home.agh.edu.pl/iacs.

http://home.agh.edu.pl/~iacs/


The papers submitted to the workshop falls into either theoretical brand, like:

– multi-agent systems in high-performance computing,
– efficient adaptive algorithms for big problems,
– low computational cost adaptive solvers,
– fast solvers for isogeometric finite element method,
– agent-oriented approach to adaptive algorithms,

Fig. 1 Past locations of the workshop.

Fig. 2 Scientiffic committee from different countries.
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– model reduction techniques for large problems,
– mathematical modeling and asymptotic analysis of large problems,
– finite element or finite difference methods for three dimensional or non-stationary

problems, and
– mathematical modeling and asymptotic analysis.

or the application sphere, like:

– agents based algorithms,
– application of adaptive algorithms in large simulations,
– simulation and large multi-agent systems,
– applications of isogeometric finite element method,
– application of adaptive algorithms in three dimensional finite element and finite

difference simulations,
– application of multi-agent systems in computational modeling, and
– multi-agent systems in integration of different approaches.

There are three types of possible submissions, the full paper submission, the poster
submission and the presentation only submission. For the full paper and poster sub-
mission, the whole paper is reviewed by the scientific committee. This year we had 11
full paper submissions, and we rejected 5 submissions to keep the high level of the
workshop. On top of that, there are abstract only submissions which do not require a
full paper review. Usually, authors of these submissions prefer to submit the full paper
to some high impact factor journal after the conference. Thus, these submissions are
usually of high quality, and this year we had 5 presentation-only submissions, and all
of them have been accepted. Summing up, this year we had 14 submissions, with 6 full
papers accepted [6, 7, 9–11], 5 presentation only [1–5], and 5 rejected.

The topics of the papers fall into two categories. The first one includes theoretical
analysis and implementation aspects of the finite element method simulations, from
adaptive finite element method in 1.5 dimensions to space-time formulations [1, 3],
through isogeometric finite element method simulations [2, 4] finishing with different
aspects of large-scale parallel simulations [5, 6]. The second one include agent-based
simulations of swarm computations [7], pedestrian modeling [8], behavioral modeling
[9], through image coding [10] finishing with sociological simulations [11].
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Abstract. In this paper a novel hybridization of agent-based evolution-
ary system (EMAS, a metaheuristic putting together agency and evo-
lutionary paradigms) is presented. This method assumes utilization of
particle swarm optimization (PSO) for upgrading certain agents used
in the EMAS population, based on agent-related condition. This may be
perceived as a method similar to local-search already used in EMAS (and
many memetic algorithms). The obtained and presented in the end of the
paper results show the applicability of this hybrid based on a selection
of a number of 500 dimensional benchmark functions, when compared to
non-hybrid, classic EMAS version.

1 Introduction

Solving difficult search problems requires turning to unconventional methods.
Metaheuristics are often called “methods of last resort” and are successfully
applied to solving different problems that cannot be solved with deterministic
means in a reasonable time. Moreover, metaheuristics do not assume any knowl-
edge about the intrinsic features of the search space, that helps a lot in solving
complex problems such as combinatorial ones. It has also been proven that there
is always need for searching for novel metaheuristics, as there is no Holy Grail
of metaheuristics computing, and there is no one method that could solve all
the possible problems with the same accuracy (cf. Wolpert and MacReady [21]).
One has however to retain common sense and not produce the metaheuristics
only for the sake of using another inspiration (cf. Sorensen [18]).

In 1996, Krzysztof Cetnarowicz proposed the concept of an Evolutionary
Multi-Agent System (EMAS) [7]. The basis of this agent-based metaheuristic
are agents—entities that bear appearances of intelligence and are able to make
decisions autonomously. Following the idea of population decomposition and evo-
lution decentralization, the main problem is decomposed into sub-tasks, each of
which is entrusted to an agent. One of the most-important features of EMAS is

c© Springer International Publishing AG, part of Springer Nature 2018
Y. Shi et al. (Eds.): ICCS 2018, LNCS 10861, pp. 89–102, 2018.
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the lack of global control—agents co-evolve independently of any superior man-
agement. Another remarkable advantage of EMAS over classic population-based
algorithms is the parallel ontogenesis—agents may die, reproduce, or act at the
same time. EMAS was successfully applied to solving many discrete and contin-
uous problems, and was thoroughly theoretically analyzed, along with prepar-
ing of formal model proving its potential applicability to any possible problem
(capability of being an universal optimizer, based on Markov-chain analysis and
ergodicity feature) [3].

Particle swarm optimization [11] is an iterative algorithm commonly used for
mathematical optimization of certain problems. Particle swarm optimization was
originally proposed for simulating social behavior, and was used for simulating
the group movement of fish schools, bird flocks, and so on. But the algorithm was
also found to be useful for performing mathematical optimization after some sim-
plification. The algorithm considers a number of particles moving in the search
space, utilizing the available knowledge (generated by a certain particle and its
neighbors) regarding the current optimal solutions, providing the user with an
attractive technique retaining both exploitation and exploration features.

Memetic algorithms originate from Richard Dawkins’ theory of memes. Meme
is understood as a “unit of culture” that carries ideas, behaviors, and styles. This
unit spreads among people by being passed from person to person within a cul-
ture by speech, writing, and other means of direct and indirect communication.
The actual implementation of memetic algorithms proposed by Pablo Moscato
is based on coupling local-search technique with evolutionary process, either on
the reproduction level (e.g. during mutation: lamarckian memetization) or on
the evaluation level (baldwinian memetization).

The hybrid method presented in this paper is based on coupling two meta-
heuristics, namely EMAS and PSO, using the memetic approach, i.e. allowing
the agents in EMAS to run PSO-based “local-search”. It should be noted, that
PSO is a global optimization technique, and thus its synergy with EMAS seems
to be even more attractive than e.g. introducing of a certain steepest-descent
method that we have already done in the past [13].

The paper is organized as follows. After this introduction a number of hybrid
PSO and evolutionary methods are referenced, leading the reader to the short
recalling of EMAS basics and later presenting the PSO and its hybridization
with EMAS. Next the experimental results comparing the base model of EMAS
with the PSO-memetic one are shown, and finally the paper is concluded with
some remarks.

2 Hybrid Particle Swarm Optimization

There exist many methods which can be used to hybridize Genetic Algorithms
(GA) with Particle Swarm Optimization (PSO). One of them, called GA-PSO,
has been presented by Kao and Zahara [10]. Their algorithm starts with gen-
erating a population of individuals of a fixed size 4N where N is a dimension
of the solution space. The fitness function is calculated for each individual, the
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population is sorted by the fitness value and divided into two 2N subpopula-
tions. The top 2N individuals are further processed using standard real-coded
GA operators: crossover and mutation. Crossover is defined as a random linear
combination of two vectors and happens with 100% probability. The probabil-
ity of mutation is fixed at 20%. The obtained subpopulation of 2N individuals
is used to adjust the remaining 2N individuals in PSO method. This opera-
tion involves the selection of the global best particle, the neighborhood and the
velocity updates. The result is sorted in order to perform the next iteration. The
algorithm stops when the convergence criterion is met, that is when a standard
deviation of the objective function for N + 1 best individuals is below a prede-
fined threshold (authors suggest 10−4). The article shows the performance of the
hybrid GA-PSO algorithm using a suit of 17 standard test functions and com-
pares it to the results obtained with different methods (tabu search, simulated
annealing, pure GA, and some modifications). In some cases GA-PSO performs
clearly better, but in general behaves very competitive.

Similar method has been used by Li et al. [19]. Their algorithm, called
PGHA (PSO GA Hybrid Algorithm), divides the initial population into two
parts which then perform GA and PSO operators respectively. The subpopula-
tions are recombined into new population which is again divided into two parts
for the next population. Authors successfully used this technique for creation
optimal antenna design.

Another method of hybridization of PSO and GA has been presented by
Gupta and Yadav in [9] as PSO-GA hybrid. In their algorithm there are two
populations, PSO and GA based, running independently and simultaneously.
Occasionally, after a predefined number of iterations N1, certain number P1 of
individuals from each system are designated for an exchange. The results authors
obtained showed clear superiority of their PSA-GA hybrid technique over plain
PSO and GA algorithms. The article compares GA, PSO and PSO-GA hybrid in
the application of optimization 2nd and 3rd Order Digital Differential Operators.

There also exist GA/PSO hybrids for combinatorial problems. Borna and
Khezri developed a new method to solve Traveling Salesman Problem (TSP)
called MPSO [2]. Their idea is to perform the PSO procedure, but without
using velocity variable. Instead, the crossover operator between pbest (particle’s
best position) and gbest (global best position) is used to calculate new positions.
Both pbest and gbest values are updated as in normal PSO algorithm. Authors
show that their MPSO technique gives better accuracy than other methods.

A combination of GA and PSO for combinatorial vehicle routing optimization
problem (VRP) has been presented by Xu et al. [22]. Their algorithm starts with
parameters and population initialization. Then the step of particle encoding is
performed in order to calculate fitness function of each particle for VRP problem
in the following step. Then pbest and gbest values are updated as in standard
PSO. After that particles positions and velocities are recalculated using special
crossover formulas which use a random value from a defined range to describe
crossover probability. If the fitness of offspring is lower than the fitness of parents
it is discarded, otherwise it replaces the parents. The algorithm is performed in
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loop until the stop conditions are met. The test results show that the proposed
algorithm can find the same solutions as the best-known, but has overall better
performance than other algorithms.

AUC-GAPSO is a hybrid algorithm proposed by Ykhlef and Alqifari in order
to solve winner determination problem in multiunit double internet auction [23].
In each iteration the chromosomes are updated using specialized for this problem
crossover and mutation operators. After that a PSO step is performed and new
gbest and pbest together with new positions and velocities are calculated. If
gbest is not being changed for more than one fourth of the maximum number of
generations, the algorithm stops as no further improvement is assumed. Authors
showed that their method performs superior to plain AUC-GA giving higher
performance and reduced time to obtain satisfactory optimization results.

Different variation of PSO-GA hybrid has been presented by Singh et al.
[17]. Their technique, called HGPSTA, is similar to ordinary GA. PSO is used
to enhance individuals before performing crossover and mutation operators.
Once the fitness values of all individuals are calculated, the most successful
first half is selected for further processing using crossover. Parents are selected
by roulette wheel method. Mutation is then performed on entire population.
HGPSTA (Hybrid Genetic Particle Swarm Technique Algorithm) has been used
to identify the paths of software that are error prone in order to generate soft-
ware test cases. Authors demonstrated that the method needs less iterations to
deliver 100% test coverage than plain GA and PSO.

The performance of GA is also improved by incorporating PSO in the work
of Nazir et al. [16]. Individuals are enhanced by PSO step after crossover and
mutation operations are performed. There are some innovations to the basic
algorithm. The first one is that the probability of taking PSO enhancement
into account varies according to a special formula. The second one is that if
gbest value remains a number of times unchanged it is updated to prevent from
getting trapped in local extremum. The method has been used to select the most
significant features in gender classification using facial and clothing information.

Another hybrid method has been presented by Abd-El-Wahed, Mousa and
El-Shorbagy [1], who apply it to solve constrained nonlinear optimization prob-
lems. The entire procedure is based on interleaving steps of PSO and GA mecha-
nisms. Moreover the algorithm incorporates a calculation and usage of modified
dynamic constriction factor to maintain the feasibility of a particle. In GA part
selection, crossover and mutation are used, as well as elitist strategy. The last
step of an iteration is to repair infeasible individuals to make them feasible again.
Authors show an excellent performance of the algorithm for a presented set of
test problems.

Algorithm presented by Mousavi et al. in [15] is a mixture of PSO and GA
steps. The PSO part is performed first (updating particles’ positions and veloc-
ities), then standard selection, crossover and mutation steps follow. Before and
after the GA part the boundary check is done for each particle. If a particle
is out of predefined boundary then a new random particle is generated until it
fits into the boundary. Authors successfully applied their GA-PSO method in
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multi-objective AGV (automated guided vehicles) scheduling in a FMS (flexible
manufacturing system) problem. The study shows that GA-PSO outperforms
single PSO and GA algorithms in this application.

Kuo and Han in [14] describe and evaluate three hybrid GA and PSO algo-
rithms, HGAPSO-1, HGAPSO-2, HGAPSO-3. The first two are taken from other
studies, whereas the last one is invented by the authors. This method follows the
general PSO procedure, but if gbest is unchanged in given iteration, then each
particle is additionally updated using mutation operator. The idea is to prevent
premature convergence to a local optimum. Moreover the elitist policy is applied
in the last step. Positions of particles are checked to fit into a defined range, also
a velocity value is constrained by a predefined upper limit. Authors show that
their version is superior to the other two described. They apply the method to
solving bi-level linear programming problem.

Another overview of PSO hybridizations is presented in [20] by Thangaraj,
Pant, Abraham and Bouvry. The research also include some other algorithms
used in conjunction with PSO like differential evolution, evolutionary program-
ming, ant colony optimization, sequential quadratic programming, tabu search,
gradient descend, simulated annealing, k-means, simplex and others. A small
subset of them is chosen for further performance comparison using a set of stan-
dard numerical problems like Rosenbrock function, DeJong function etc.

Summing up the presented state-of-the-art, one can clearly see that many
approaches using Genetic Algorithm with PSO for improvement of the solu-
tions were realized, however none of them considered hybridization in fully
autonomous environment. Thus we would like to present an agent-based meta-
heuristic that utilizes PSO selectively, by certain agent, and its decision is fully
autonomous.

3 Evolutionary Multi Agent-Systems

Evolutionary Multi Agent-System [7] can be treated as an interesting and quite
efficient metaheuristic, moreover with a proper formal background proving its
correctness [3]. Therefore this system has been chosen as a tool for solving the
problem described in this paper.

Evolutionary processes are by nature decentralized and therefore they may
be easily introduced in a multi-agent system at a population level. It means that
agents are able to reproduce (generate new agents), which is a kind of cooperative
interaction, and may die (be eliminated from the system), which is the result of
competition (selection). A similar idea with limited autonomy of agents located
in fixed positions on some lattice (like in a cellular model of parallel evolutionary
algorithms) was developed by Zhong et al. [24]. The key idea of the decentralized
model of evolution in EMAS [12] was to ensure full autonomy of agents.

Such a system consists of a relatively large number of rather simple (reactive),
homogeneous agents, which have or work out solutions to the same problem (a
common goal). Due to computational simplicity and the ability to form inde-
pendent subsystems (sub-populations), these systems may be efficiently realized
in distributed, large-scale environments (see, e.g. [4]).
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Agents in EMAS represent solutions to a given optimization problem. They
are located on islands representing distributed structure of computation. The
islands constitute local environments, where direct interactions among agents
may take place. In addition, agents are able to change their location, which
makes it possible to exchange information and resources all over the system [12].

In EMAS, phenomena of inheritance and selection—the main components of
evolutionary processes—are modeled via agent actions of death and reproduc-
tion (see Fig. 1). As in the case of classical evolutionary algorithms, inheritance
is accomplished by an appropriate definition of reproduction. Core properties
of the agent are encoded in its genotype and inherited from its parent(s) with
the use of variation operators (mutation and recombination). Moreover, an agent
may possess some knowledge acquired during its life, which is not inherited. Both
inherited and acquired information (phenotype) determines the behavior of an
agent. It is noteworthy that it is easy to add mechanisms of diversity enhance-
ment, such as allotropic speciation (cf. [6]) to EMAS. It consists in introducing
population decomposition and a new action of the agent based on moving from
one evolutionary island to another (migration) (see Fig. 1).

Fig. 1. Evolutionary multi-agent system (EMAS)

Assuming that no global knowledge is available, and the agents being
autonomous, selection mechanism based on acquiring and exchanging non-
renewable resources [7] is introduced. It means that a decisive factor of the
agent’s fitness is still the quality of solution it represents, but expressed by
the amount of non-renewable resource it possesses. In general, the agent gains
resources as a reward for “good” behavior, and looses resources as a conse-
quence of “bad” behavior (behavior here may be understood as, e.g. acquir-
ing sufficiently good solution). Selection is then realized in such a way that
agents with a lot of resources are more likely to reproduce, while a low level of
resources increases the possibility of death. So according to classical Franklin’s
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and Graesser’s taxonomy—agents of EMAS can be classified as Artificial Life
Agents (a kind of Computational Agents) [8].

Many optimization tasks, which have already been solved with EMAS and
its modifications, have yielded better results than certain classical approaches.
They include, among others, optimization of neural network architecture, multi-
objective optimization, multimodal optimization and financial optimization.
EMAS has thus been proved to be a versatile optimization mechanism in prac-
tical situations. A summary of EMAS-related review has is given in [5].

EMAS may be held up as an example of a cultural algorithm, where evolu-
tion is performed at the level of relations among agents, and cultural knowledge
is acquired from the energy-related information. This knowledge makes it pos-
sible to state which agent is better and which is worse, justifying the decision
about reproduction. Therefore, the energy-related knowledge serves as situa-
tional knowledge. Memetic variants of EMAS may be easily introduced by mod-
ifying evaluation or variation operators (by adding an appropriate local-search
method).

4 From Classic to Hybrid PSO

In the basic particle swarm optimization [11] implementation, the potential solu-
tions are located in a subspace of D-dimensional Euclidean space RD limited in
each dimension (usually a D-dimensional hypercube). The search space is a
domain of the optimized quality function f : RD → R.

A particle is a candidate solution described by three D-dimensional vectors:
position X = xd, d ∈ [1 . . . D]; velocity V = vd, d ∈ [1 . . . D]; best known position
P = pd, d ∈ [1 . . . D]. A swarm is a set of m particles. The swarm is associated
with a D-dimensional vector G = gd, d ∈ [1 . . . D] which is swarm’s best known
position (the solution with the currently highest quality).

The execution of the algorithm begins by initializing the start values. Each
particle I belonging to the swarm S is initialized with the following values:

1. position X of the particle I is initialized with a random vector belonging to
the search space A

2. best known position is initialized with current particle’s position: P ← X
3. velocity V of the particle I is initialized with a random vector belonging to

the search space A
4. swarm’s best position is updated by the following rule: if f(P ) <

f(G) then G ← P

Once all the particles are initialized and uniformly distributed in the search
space, the main part of the algorithm starts executing. During each iteration of
the algorithm, the following steps are executed. These steps of the algorithm are
executed until a termination criteria are met. The most common termination
criteria for the particle swarm optimization are:
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Algorithm 1
for each particle I in swarm S do

update particle’s velocity:

V ← rg(G − X) + rp(P − X) + ωV ; rg, rp ∈ [0, 1]
update particle’s position:

X ← X + V
where ω is the inertia factor

update particle’s best position:

if f(X) < f(P ) then P ← X
update global best position:

if f(P ) < f(G) then G ← P
end for

1. number of executed iterations reaches a specified value,
2. swarm’s best position exceeds a specified value,
3. the algorithm found global optimum,
4. swarm’s best positions in two subsequent iterations are the same.

The idea of hybridization of EMAS with PSO follows the cultural and
memetic inspirations, by utilizing the PSO-defined movements of the solutions
(agents’ genotypes) as a kind of additional “local-search” algorithm for mak-
ing the “worse” agents better by updating their solutions (see Fig. 2). This is
not entirely a local-search algorithm, as PSO of course is a well-known global
optimization technique, however the planned synergy seems to be attractive and
thus not prone to early-convergence problems.

Fig. 2. Evolutionary multi-agent system with PSO modification (PSO-EMAS)

In the proposed hybrid algorithm, the agent may be treated either as reg-
ular EMAS agent—when its energy is higher than certain, fixed level, and as
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PSO particle—when its energy is lower (a dedicated energy threshold, so called
“move” energy is considered a parameter of the algorithm). Thus better agents
are evolved using well-known evolutionary methods, while worse agents update
their solutions based on PSO rules.

5 Experimental Results

The experiments were performed taking advantage of AgE 3 platform1, which is
distributed, agent-based computational platform developed by Intelligent Infor-
mation Systems Group. The platform was further developed in order to combine
PSO with EMAS. The tests were executed on Samsung NP550P5C with Intel
CORE i5-3210M @ 2.5 GHz; 8 GB RAM; Ubuntu 14.04.5 LTS.

5.1 Experimental Setting

In the PSO aspect of the hybrid algorithm, an agent can move in the search space
only when its energy value is lower than 40. The max/min velocity parameters
determine the size of the move performed by an agent. Other parameters pre-
sented below relate to the formula below, which is used for updating agent’s
velocity.

vt+1
i,d ← ω · vt

i,d + rp(pi,d − xi,d) + rg(gd − xi,d)

where:

– vt
i,d describes i-th agent’s (particle) d-th component of its velocity in t-th step

of algorithm;
– rp and rg are random numbers within (0, 1) range;
– pi,d is i-th agent’s local best position d-th component value;
– xi,d is i-th agent’s current position d-th component value;
– gd is globally best position d-th component value;
– ω is a weight considering current velocity of particle.

The most important parameters set for the compared systems were as follows:

– EMAS parameters: Population size: 50; Initial energy: 100; Reproduction
predicate: energy above 45; Death predicate: energy equal to 0; Crossover
operator: discrete crossover; Mutation operator: uniform mutation; Muta-
tion probability: 0.05; Reproduction energy transfer: proportional, 0.25; Fight
energy transfer: 5.0;

– PSO parameters: Move energy threshold: 40; Maximum velocity: 0.05; ω 0.5.

For each dimensionality and algorithm variant (EMAS or PSO-EMAS
hybrid) optimization tests were performed 30 times and the stopping condition
was time-related, namely each experiment could last only for 200 s.

1 http://www.age.agh.edu.pl.

http://www.age.agh.edu.pl
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5.2 Discussion of the Results

The main objective of the tests was to compare optimization results achieved for
PSO-EMAS hybrid with those obtained for EMAS approach. The experiments
were realized in the following sequence.

In the beginning, selected benchmark problems (Rastrigin in Fig. 3a, Rosen-
brock in Fig. 3b, Schwefel in Fig. 3c and Whitley in Fig. 3d) were optimized in
500 dimensions, in order to realize preliminary checking of the compared algo-
rithms. As shown in Fig. 3 in all the considered cases the hybrid of PSO and
EMAS did significantly better, however it is to note, that in all the cases the
actual global optima were not approached closely, probably because of arbitrar-
ily chosen algorithm parameters. Thus, in order to do further examination, any
of these problems could have been selected, therefore we have selected Rastrigin
problem, as this is a very popular benchmark and we have already used it many
times in our previous research.

Next, the parameters of the constructed hybrid (namely move energy, maxi-
mum velocity, weights of personal and global optima and weight of the previous
vector in PSO update) were tested on 500 dimensional Rastrigin problem. The
results of these tests are presented in Fig. 4.

Fig. 3. Comparison of EMAS and PSO-EMAS fitness for selected 500 dimensional
benchmark functions optimization
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Testing the move energy (see Fig. 4a) it is easy to see that the best results
were obtained for its value 40 (out of tested values between 5 and 60). It is to
note, that the reproduction energy is 45, so the difference is quite small: the
agents apparently participate in PSO hybrid until their energy becomes close to
the reproduction threshold. Then the PSO action is suspended and the agents
participate in EMAS part of the hybrid, acting towards reproduction.

Testing the maximum velocity (see Fig. 4b) can be summarized with a quite
natural and predictable solution: from the values between 0.03 and 1.0 the value
of 0.05 turned out to be the best in the tested case, suggesting that too high
values of the velocity cap will bring the examined hybrid to a random stochastic
search type algorithm, hampering the intelligent search usually realized by meta-
heuristic algorithms.

The graph showing the dependency of the weight of the previous vector ω
(see Fig. 4c) yielded 0.5 as the optimal value of this parameter for the tested
case. Again, similar to the observation of the move energy, not too big value
(considering the tested range) turned out to be the best. It is quite predictable,
as almost “copying” the previous vector would stop the exploration process, while
complete forgetting about this vector would lose the “metaheuristic” information
turning the whole algorithm to a purely random walk technique.

Fig. 4. Optimization of 500-dimensional Rastrigin problem using various values of PSO
parameters
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Finally, the Rastrigin problem was tested in different dimensions (10, 50,
100, 200, 300, 500), using the best values of the hybrid parameters found in
the previous step. For Rastrigin problem in less than 200-dimensional domains
standard EMAS achieved better results than hybrid variant, as shown on Fig. 5
and in Table 1. However in higher dimensional problems PSO-EMAS hybrid
significantly outperforms standard algorithm yielding both better fitness values
and lower standard deviations. The latter highlights good reproducibility of con-
ducted experiments, as opposed to results of EMAS in 500-dimensional Rastrigin
experiments.

Table 1. Final results found by EMAS and PSO-EMAS with standard deviation for
optimization of Rastrigin function in different dimensions

Dimensions EMAS average EMAS std.
dev.

PSO-EMAS
average

PSO-EMAS
std. dev.

10 0.00 0.00 0.00 0.00

50 0.00 0.00 12.15 8.78

100 1.40 0.40 52.26 6.62

200 108.81 9.60 143.45 13.14

300 464.16 35.80 251.19 27.51

500 3343.55 216.58 546.88 28.50

Fig. 5. Comparison of final fitness values for EMAS and PSO-EMAS using the best
parameters found during the experimentation.

6 Conclusion

In the paper a PSO and EMAS hybrid was presented and tested against several
selected, popular benchmark functions. The research consisted in preliminary
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testing different benchmark functions using arbitrarily chosen parameters, then
a detailed study on the best values for the PSO parameters based on Rastrigin
function in 500 dimensions was realized, and finally the efficacy of EMAS and
PSO-EMAS was tested for the Rastrigin function in different dimensions, using
the above-mentioned parameter values.

The results show that the hybrid version is significantly better than the
original one in some of the considered cases. Moreover, not only final fitness
values were similar or better (obtained in the assumed time of 200 s) but also
in most of the tested cases better fitness was significantly earlier obtained by
the hybrid version of the algorithm. In the future we plan to propose new PSO
and EMAS hybrid algorithms, as well as do broader experimentation with the
presented PSO-EMAS metaheuristic.
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18. Sörensen, K.: Metaheuristics—the metaphor exposed. Int. Trans. Oper. Res. 22(1),
3–18 (2015)

19. Li, W.T., Xu, L., Shi, X.W.: A hybrid of genetic algorithm and particle swarm
optimization for antenna design. In: Progress in Electromagnetics Research Sym-
posium, vol. 2 (2008)

20. Thangaraj, R., Pant, M., Abraham, A., Bouvry, P.: Particle swarm optimization:
hybridization perspectives and experimental illustrations. Appl. Math. Comput.
217(12), 5208–5226 (2011)

21. Wolpert, D.H., Macready, W.G.: No free lunch theorems for optimization. IEEE
Trans. Evol. Comput. 67(1), 67–82 (1997)

22. Xu, S.-H., Liu, J.-P., Zhang, F.-H., Wang, L., Sun, L.-J.: A combination of genetic
algorithm and particle swarm optimization for vehicle routing problem with time
windows. Sensors 15(9), 21033–21053 (2015)

23. Ykhlef, M., Alqifari, R.: A new hybrid algorithm to solve winner determination
problem in multiunit double internet auction. 2015, 1–10 (2015)

24. Zhong, W., Liu, J., Xue, M., Jiao, L.: A multiagent genetic algorithm for global
numerical optimization. IEEE Trans. Syst. Man Cybern. Part B: Cybern. 34(2),
1128–1141 (2004)

https://doi.org/10.1007/3-540-36137-5_19


Data-Driven Agent-Based Simulation
for Pedestrian Capacity Analysis

Sing Kuang Tan1(B), Nan Hu2, and Wentong Cai1

1 School of Computer Science and Engineering, Nanyang Technological University,
Singapore, Singapore

{singkuang,aswtcai}@ntu.edu.sg
2 Institution of High Performance Computing,

Agency for Science Technology and Research, Singapore, Singapore
hun@ihpc.a-star.edu.sg

Abstract. In this paper, an agent-based data-driven model that focuses
on path planning layer of origin/destination popularities and route
choice is developed. This model improves on the existing mathemati-
cal modeling and pattern recognition approaches. The paths and ori-
gins/destinations are extracted from a video. The parameters are cali-
brated from density map generated from the video. We carried out val-
idation on the path probabilities and densities, and showed that our
model generates better results than the previous approaches. To demon-
strate the usefulness of the approach, we also carried out a case study
on capacity analysis of a building layout based on video data.

1 Introduction

Capacity analysis is to measure of the amount of pedestrian traffic a building
layout can handle. To apply crowd simulation models in real applications, we
can vary the inflow of people into a building layout to determine the capacity
of the amount of pedestrian traffic the layout can handle by measuring the
pedestrians’ speeds and densities. It can be used to detect congested regions,
and underutilized regions in a building layout. And these can be further used
to evaluate different policies for crowd management and optimization (e.g., it
can be used for event planning when a large crowd is expected). In summary,
capacity analysis is useful to measure the effectiveness of a layout and plans for
upgrading layout or managing the crowd.

Existing works on capacity analysis using agent-based simulation specify the
pedestrians’ movement rules in a layout manually [16,17]. Then the density
distribution of the pedestrians is analyzed to determine the bottlenecks in the
layout. Molyneaux et al. [8] proposed pedestrian management strategies such as
the use of access gate and flow separation. Fundamental diagram [13] can be
used to assess the capacity of a building layout and crowd management policy.
Metrics [10] such as speed, travel time and level-of-service are used. Current
works use manually defined routes to do simulation for capacity analysis. They
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only analyze speeds and densities in fundamental diagram, ignoring the ori-
gin/destination (OD) popularities. We developed more sophisticated metric to
analyze the histogram of density distributions (see Sect. 4.3) instead of instan-
taneous density [5] or average density [16,17] in previous works. By deriving
interpersonal distances from densities, we can understand the safety and com-
fort of the pedestrians better.

Using agent-based modeling and simulation for capacity planning has many
advantages over previous methods of mathematical analysis using statistical
route choices [9,12]. It can model the effect of changes in the environment,
e.g., adding a new obstacle that lies in the walking paths of the pedestrians;
and the detailed crowd behaviors such as group behaviors and inter-personal
collision avoidance which the mathematical modeling approach cannot handle.
As collision avoidance behavior is generally well studied [4,7] and data-driven
path planning presents a more challenging research issue to form realistic crowd
dynamics, we focus our study here on learning the route choice preference and
the preference of selecting the origins (O) and destinations (D) in the layout. We
formulate the OD popularities, and route choice model between a given OD pair
in this work. Parameters of our model are calibrated through differential evo-
lution genetic algorithm (GA) using a crowd density map extracted from KLT
tracks [11]. Then from the learned parameters, capacity analysis is carried out
on the layout.

The following components are generally required in agent-based simulation
for capacity planning: identification of OD and routes, route choice model, and
determination of OD popularities. With these components, pedestrian simulation
can then be performed to get the pedestrian tracks. Capacity analysis metrics
are then applied to the tracks to measure the amount of pedestrian traffic a
building layout can handle.

The paper is organized as follows: Sect. 2 describes the related works.
Section 3 describes our data-driven framework (OD and route identification,
route choice model, pedestrian simulation and lastly parameters calibration).
Section 4 presents a case study. Section 5 concludes this paper.

2 Related Works

Many crowd models have been proposed and developed over the years. For the
high level behaviors of pedestrians, the choice of origin and destination using
OD matrix [1] and the preference of different routes due to their differences in
lengths and differential turns using statistical route choice [9] can be used. There
is also a vector field model that maps each pedestrian position to the velocity
vector based on the position of the pedestrian in the building layout [21]. A
model of the adaption of each pedestrian speed and direction according to the
distances and angles to nearby obstacle and destination [20] is created through
genetic programming. For the low level behaviors of pedestrians, there are social
force model [7] and RVO2 model [4]. Existing work learns route choice from
density maps using mathematical modeling and optimization [12], which cannot
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model the dynamic behavior of the pedestrians such as the obstacle collision
avoidance behavior when an obstacle is added to the simulation. Unlike the
existing mathematical route choice models that model the average statistical
behavior of pedestrians over time, our model can simulate the instantaneous
behaviors of agents with more precise positions than a discrete position layout
used in mathematical modeling.

Recently there is a trend towards data-driven based approach to model crowd
and calibrate model parameters. For calibrating interpersonal collision avoidance
model parameters from videos, there is an anomaly detection approach [2]. An
approach that extracts example behaviors from videos and use these examples
to avoid collisions in agent-based pedestrian simulation is introduced in [19].
Interpersonal collision avoidance parameters can also be calibrated through lab-
oratory experiments using deterministic approach [18] or non-deterministic app-
roach [6]. Entry and exit regions transition probabilities can be learned either
from the density maps [14] or from the KLT tracks [15]. Current works on data-
driven modeling mostly focus on low-level pedestrian behavior models or do
pattern recognitions on video or trajectories data. Instead of extracting patterns
from data, we learn navigation behaviors of pedestrians that can be applied in
an agent-based pedestrian simulation. This simulation can later be used to study
different scenarios.

Crowd model parameters calibrations are often non-convex and require
heuristic-based optimization algorithm such as genetic algorithm to search for
good parameter values. Differential evolution genetic algorithm has shown to
outperform many other variants of genetic algorithm on a wide set of prob-
lems [3]. In this paper, we followed similar approach as described in [22] to use
differential evolution genetic algorithm and density-based calibration.

3 Data-Driven Framework

In this section, we will discuss about the framework of our data-driven agent-
based pedestrian simulation model.

3.1 Overview of the Framework

The overview of our framework is shown in Fig. 1. A crowd simulation model
is built based on empirical data extracted from videos, in particular, to cap-
ture the high-level motion of path planning through OD popularities and route
choice modeling. The model is used to create agent-based simulation which is in
turn used for capacity analysis of a given layout. It is conducted based on the
calibrated simulation model. We will describe these in detail in the subsequent
sub-sections.

To model the path planning behaviors of crowds, OD popularities and a
route choice model for a given OD need to be determined. In this work, we focus
on distilling OD popularities and calibrate route choice model parameters using
video data.
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Fig. 1. The workflow of our framework from learning model to capacity analysis

3.2 OD and Path Identification

To get a full picture of the pedestrians in a building layout, the camera is prefer-
ably looking downward between 135 to 180◦ angle to the plane normal of the
ground to minimize perspective distortion. The video can be in monochrome
with a resolution high enough to get a few corner points on each pedestrian for
tracking.

For a given video dataset, first image transformation is applied to remove per-
spective distortion of the camera. It is done by manually labeling some points
in the ground plane in the video frame with the actual positions in the actual
layout. The perspective transformation matrix is determined from the actual
positions and pixel coordinates of the frame. Then an inverse perspective trans-
form is applied on the video frame. The image transformation is also applied to
the list of KLT tracks ρKLT (each track consists of a sequence of points (qx, qy),
each of which is represented by (track id, qx, qy, time)). Finally, we accumulate
all the points in the KLT trajectories on a density map (grid size W by H) of
the whole layout covered by the video. The density value at grid location (i, j)
or distribution Pr(M(i, j)) is determined by:

Pr(M(i, j)) =
1
T

rmask(i, j)
hsize∑

u=−hsize

hsize∑

v=−hsize

∑

n

rn(i + u, j + v)h(u, v) (1)

T =
∑

i,j

rmask(i, j)
hsize∑

u=−hsize

hsize∑

v=−hsize

∑

n

rn(i + u, j + v)h(u, v) (2)

rmask(i, j) = 1∑
n rn(i,j)>0 (3)

i = {1, 2, . . . ,W} and j = {1, 2, . . . ,H} (4)
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where rn(i, j) = 1 if track n passes through grid position (i, j). 1 is an indicator
function which is 1 when the condition is true, else it is 0. h(u, v) represents the
smoothing filter of size hsize. Note that each track contributes one density count
to a grid point in the density map and the points on each track are interpolated
so that it is continuous. The density value is then normalized by the total density
values so that it becomes a probability distribution. The grid points of the density
map that are zeros form the mask map (rmask) and these grid points are not
used for calibrating the model parameters. These mask regions represent the
walls and other barriers in the layout that the pedestrians cannot move into.
The smoothing function h(u, v) can be a Gaussian or uniform function.

The high density regions of the transformed ρKLT of a building layout are
extracted by clustering all the (qx, qy) positions from the tracks using a Gaussian
Mixture Modeling (GMM) algorithm as waypoints. The entrances of the layout
(OD) can also be extracted by clustering. The number of clusters is selected
using the elbow method by increasing the number of clusters until there is no
significant increase in the maximum likelihood value of the clustering result.
The W by H grid points of the layout is broken down into voronoi regions where
each grid point is labeled to the nearest waypoint center and each mask region
remains unlabeled without assigning to any waypoint. Two waypoint voronoi
regions are adjacent if the pedestrian can walk from the first waypoint to the
second waypoint without transversing other waypoints. We link the adjacent
waypoints (voronoi) to form a topology map of the layout. For all pairs of OD,
all possible paths (paths without repeating nodes) are generated between the
OD.

3.3 Path Selection Model

Distance and turn distance are the commonly used path descriptors as the choice
of path by the pedestrian is highly dependent on these two descriptors. These two
descriptors are revised from [12]. The path descriptors of each path (p), namely
the distance and turn distance, are computed using the formulas as follows:

descdist(p) =

∑N−1
i=1

√
(q(i+1)

x − q
(i)
x )2 + (q(i+1)

y − q
(i)
y )2

√
(q(N)

x − q
(1)
x )2 + (q(N)

y − q
(1)
y )2

− 1 (5)

descturn dist(p) =
1
Π

N−2∑

i=1

min(|anglei+2 − anglei+1|, 2π − |anglei+2 − anglei+1|)

(6)

anglei = tan−1(
q
(i)
y − q

(i−1)
y

q
(i)
x − q

(i−1)
x

) (7)

where N is the number of waypoints for path p, (q(i)x , q
(i)
y ) is the centroid posi-

tion of the i-th waypoint of p and anglei is the direction (in radians) between
the waypoints i − 1 and i. O and D centroids will be (q(1)x , q

(1)
y ) and (q(N)

x , q
(N)
y )
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respectively. The path descriptors distance and turn distance are normalized
by the straight line distance between the OD and π respectively so that the
descriptors are invariant to the scale size of the layout. We added these normal-
ization techniques to the path descriptors introduced in [12] to improve learning
performance.

The probability of taking p given o and d is then formulated as Pr(p|o, d)
function as below,

Pr(p|o, d) =
Pref(p)∑

p′ between o and d Pref(p′)
(8)

Pref(p) = eα×descdist(p)+β×descturn dist(p). (9)

Pr(o, d) is the probability of selecting a pair of OD. Pref(p) is preference of
taking a particular path and it has a value between zero to positive infinity.
In the expression Pr(p|o, d), the preference is normalized to a probability value
between zero and one. The parameters α and β are to be learned empirically
through the GA described later. The frequency of selecting p (number of times
p is selected per second), f(p) is therefore

f(p) =
∑

o∈O,d∈D

Pr(p|o, d)f(o, d) (10)

where f(o, d) is the frequency of selecting a pair of OD, which will be also learned
through GA.

3.4 Parametrized Pedestrian Simulation

For each origin o, the simulation algorithm will generate a number of agents to
be added to o using a Poisson distribution

n ∼ e−kkn

n!
(11)

where k = f(o) =
∑

d∈D f(o, d) and f(o, d) (i.e., OD popularity) is a value in
the simulation parameters. The destination of the agent ai will be set according
to

Pr(d|O(ai)) =
f(O(ai), d)∑

d′∈D f(O(ai), d′)
(12)

where O(ai) is the origin of agent ai. These parameters are evolved by the GA
to find a good set of values. The parameters will be described in more detail
in the next section. For a layout of m entrances, there are m(m−1)

2 pairs (the
permutation of arbitrary two out of m entrances) of OD. We assume that the
o and d for each agent cannot be the same, and for a given (o, d) pair, agents
have the same probability moving from o to d and from d to o. This assumption
is made so as to keep the set of the OD popularities parameters smaller and
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manageable. It also leads to better learning by preventing the creation of an
overparameterized model.

For each origin o, new agents are added to the simulation at a fixed (i.e.,
every 5 s) interval according to Eq. (11). The destination (d) and path (p) of
each agent is selected according to Eq. (12) and Eq. (8) respectively. They are
assigned with the list of waypoints of p ∈ P from o to d. The particular position
(a waypoint is represented as a 2D Gaussian distribution learned from GMM) is
selected randomly within the Gaussian distribution range of the waypoint,

(qx, qy) ∼
√

det(2πΣj)e− 1
2 (q−μj)

TΣj
−1(q−μj) (13)

where μj and Σj are derived from GMM clustering, and q is the vector form of
(qx, qy). Each agent is then following p ∈ P from o through a list of waypoints
to d. Agents avoid each other using a collision avoidance mechanism while mov-
ing between two consecutive waypoints. In this study, we apply the Reciprocal
Velocity Obstacle (RVO2) method [4] for collision avoidance. RVO2 collision
avoidance algorithm basically finds the best velocity vector for each agent to
avoid collision. Once an agent reaches d, it will be removed from the simulation.
Agents’ trajectories through simulation are then aggregated. The density map is
then created from the agents’ trajectories in the same way as from the ρKLT. The
detail description of our agent-based simulation procedure is shown in Fig. 2.

3.5 Path Selection Parameter and OD Popularity Determination

Our goal is to develop an agent-based model that behaves similarly to the video
by having the same density distribution. In this model, we focus on the path
planning layer of behaviors, which needs to set the route choice and OD pop-
ularities. The route choice and OD popularities will be the parameters to be
calibrated by our GA. (Differential evolution) GA is very suitable for this prob-
lem as the cost function is non-convex. GA will reduce the number of simulation
runs needed to do global optimization and it is important as each simulation
run is a time-consuming process. As the parameters space is bounded by a set of
minimum and maximum ranges instead of discrete values, this also makes GA
very suitable.

First a population of random parameters are generated. The parameters are
ordered in this particular order, <{f(o, d)|o ∈ O, d ∈ D}, α, β> where (α, β) are
the route choice parameters. Then the fitness value of every individual of the
population is calculated by running simulations using the parameter values of
the individual, and compare the simulated density map with the ground truth
density map using the formula below:

fitness, λ =

√√√√
W∑

i=1

H∑

j=1

(Pr(M(i, j)|ρsimulate) − Pr(M(i, j)|ρKLT ))2 (14)
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Our Pedestrian Simulation

Input:
f(o): Frequency of selecting a particular o
Pr(d|o): The probability of selecting a d given o
Pr(p|o, d): The probability of selecting a path p of a pair of OD
Return: the list of tracks ρsimulate

Agent Generation Procedure:

for Every small time interval (i.e. 5 seconds interval) do
for Every origin o in layout do

Generate n number of agents using a Poisson distribution, Eq.(11)
Set the origin of each generated agent to o
Set the position of each generated agents to o position
Put these generated agents into the simulation

end for
end for

Agent Navigation Procedure:

for Each active agent ai with id = id(ai) and o = O(ai) do
Select the destination D(ai) for agent ai using Pr(d|O(ai)), Eq.(12)
Select a path for agent ai using Pr(p|O(ai),D(ai))
for For every waypoints wj on the path do

Generate a position (qx, qy) on the waypoint using Eq.(13)
Move agent ai to position (qx, qy)
Record the track of agent, (id(ai), qx, qy, time) into ρsimulate

if Agent ai reached the destination D(ai) then
Remove the agent ai

end if
end for

end for

Fig. 2. Procedure of our pedestrian simulation

where Pr(M(i, j)) is the probability of finding an agent/a pedestrian on a grid
point (i, j) of the density map, W and H are the width and height of the density
map. Note that Pr(M) sums to one and greater than zero and the mask regions
of the density map are not used for parameter calibration. We use a probability
distribution for the density map because we do not have the density values from
the KLT tracks, but the relative densities between the grid points. As usual the
population parameter values are evolved using differential evolution mutation
and crossover methods to generate new offsprings. The fitness of these offsprings
are evaluated using simulations and the fitness formula above. The offsprings
will replace their parents if their fitness values are smaller than their parents.
After several generations, the population will converge to a good set of parameter
values.
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4 Case Study

In this section, we will describe our scenario, evaluate our framework and lastly
carry out capacity analysis using our framework.

4.1 Scenario Description

An agent-based crowd simulation, performing the path planning of crowds
through the proposed route choice and OD popularities model, is developed
in Java for the Grand Station dataset [23]. This dataset consists of a 33 minutes
and 20 s video containing 50010 frames with a framerate of 25 fps at the resolu-
tion 720×480. A set of about 40000 KLT tracks, ρKLT, is also provided with the
dataset. The GA is implemented in Matlab and for each set of parameter values,
a multiple instances of the crowd simulation are executed. The average result
over 4 runs is used for fitness evaluation. In this case, there are 8 entrances and
therefore we have 28 pairs of OD. And another two route choice parameters, so
we have in total 30 parameters. We choose a population size of 30 for the GA
(we have also experimented with a population size of 100 and it leads to similar
fitness value). We set the size of the density map to be 100 by 100 grid points
to make it more manageable.

4.2 Evaluation of the Proposed Framework

In this section, we will compare our model (Model) against three baseline mod-
els: uniform OD popularity and shortest path (UniMod), existing vector-field
model (VecMod) [21], and existing pedestrian-obstacle-destination model (Pod-
Mod) [20]. The ground truth (GT) will be derived from the ρKLT.

Figure 3 shows the density maps generated from our model and other existing
approaches. We applied a small 5 by 5 window average filter to the density map
(i.e., h(u, v) = 1 and hsize = 2, see Eq. (4)) to filter out the randomness. Our
approach matches the ground truth density map better than other approaches by
more than 10% (by comparing the fitness values in the figure). As VecMod learns
the path of the pedestrian from the directions of the ρKLT instead of from the
density map of the ρKLT, it cannot model the variations of movements across the
open space as well as our route choice approach. PodMod learns a deterministic
function of movement for each OD pair, it only allows the pedestrian to move
along one path instead of probabilistically select one of the paths in our route
choice approach.

OD popularities parameters are calibrated by GA and simulation. The pop-
ularities can be estimated from the density map because the density between a
high popularity OD will be higher and likewise the density between a low popu-
larity OD will be lower. As for the OD popularities, Fig. 4(a) shows the relative
popularity of each pair OD and Fig. 4(b) shows the density map obtained from
the training video without applying any smoothing function (i.e., h(u, v) = 0
and hsize = 0, see Eq. (4)). The high popularities between the bottom and right
entrances further confirm what is shown in the video.
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Fig. 3. Density maps generated by (a) VecMod [21], (b) PodMod [20], (c) our model
and (d) GT. (Fitness, λ = (a) 6.159 × 10−3 (b) 6.329 × 10−3 (c) 4.216× 10−3)

Fig. 4. (a) Relative popularities of learned OD popularities, (b) GT density map with-
out applying any smoothing filter (see text for more details)

We compared the learned path probabilities with the path probabilities of
the ρKLT. As the ρKLT are broken without OD information, we cannot directly
map each track to a specific path. So we match each track to all paths with
which the track matches partially, and evenly distribute the probabilities of the
tracks to the matching list of paths. To specify it formally,

Pr(p = pathi|GT) =
1
αi

if αi > 0, else 0 (15)

where αi = # of tracks in ρKLT match sub-path of pathi and a KLT track
matches sub-path of pathi if the track contains a ‘substring’ of the pathi’s way-
points. The following distance functions are used for comparison:

Total Variation Distance =
∑

i

|Pr(p = pathi|Model) − Pr(p = pathi|GT)|

Histogram Intersection =
∑

i

min(Pr(p = pathi|Model),Pr(p = pathi|GT)).

(16)
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These two distance functions are commonly used for comparing between two
probability distributions (it is the lower the better for variation distance; whereas
it the higher the better for histogram intersection). UniMod is used as a baseline
model as it is commonly assumed if we have no information of how often one
pedestrian will choose a pair of OD over another pair.

Our model is better in terms of the two distance functions than the base-
line UniMod. The distances (GT versus our model/GT versus UniMod) for
total variation and histogram intersection are 1.9624/1.9965 and 0.0188/0.0017
respectively. The popularities across different pairs of OD are non-uniform as we
observed that there are much more people walking from some of the entrances.

4.3 Capacity Analysis

Following the work described in [10], we choose three metrics for capacity
analysis,

Density Distribution, η(d) =
∑

t

1density(t)>=d

Average Travel Speed, θ =
1
M

M∑

i=1

Speed(ai)

Travel Speed Index, ϑ =
θ

θfree flow
(17)

where density(t) is the density of the region at time t, Speed(ai) is the speed of
agent i, M is the number of agents in the region and θfree flow is the average speed
of the agents when the density is 0. η(d) is the number of time steps where the
density is greater than or equal to a specified amount d. η(d) is selected because
it has been used to determine the safety and comfort of the pedestrians [5]. θ
is selected as it can tell us the time taken for a pedestrian to move through the
region and give us the level of congestion. ϑ gives us the percentage of additional
time that is needed to move through the crowded region compared to when the
region has no crowd.

We varied the OD popularities by multiplying them using a fixed constant
between 1 to 11. Figure 5(a) shows η(d) (time step = 0.25 s). Figure 5(b) shows θ
and ϑ. Figure 5(c) shows the region where the density and speeds are inspected
for the different OD popularity values. This region is selected as it lies along the
highest density path when the popularities are at normal values.

As the popularities get higher, the total number of people increases linearly,
but the density increases non-linearly. The changes in the density (Fig. 5(a)) is
non-linear and there is a tipping point of significant increase when the popu-
larities increase from 7 to 8 times. The increase in density starts to slow down
after 8 times. For instance, for η(0.5), when the popularities are increased from
7 to 8 times, the frequency increases by more than 4 times. This makes intuitive
sense as the density increases, the speeds of pedestrians decrease due to more
collision avoidance and this in turn leads to larger increase in density. As the
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Fig. 5. (a) Density and (b) speed changes due to increase in OD popularities.
(c) Region under analysis

density further increases, jams occur at some parts of the layout and this reduces
the rate of increment of the density at the region under study. The capacities
at different regions are also affected by layout structure which determines where
and how density is accumulated. This kind of dynamic behavior is difficult to
model mathematically and the results are different for different layouts.

We can also see that as the popularities get higher, θ decreases, where the
rate of decreases is higher between 3 to 7 times of normal popularities. This is
due to the same observation as the density. However the decrease in speed is
not as obvious as the increase in density. For the level of service (LOS) [5], it
is ‘A’ (free circulation) when the increase of popularity is below 7 times, but it
changes drastically to ‘D’ (restricted and reduced speed for most pedestrians)
when the increase of popularity is above or equal 7 times. For ϑ, a value of 1
indicates that the average travel speed is at its optimal speed and is not affected
by the density (due to small randomness in the simulation, ϑ can be slightly
larger than 1 as in the 1st row of the table).

5 Conclusion

We have developed a data-driven agent-based framework that focuses on the
path planning layer. And this framework can be used for capacity analysis. We
have carried out experiments and analysis on the learned parameters and density
map of our model, performed capacity analysis on hypothetical situation where
the OD popularities were varied by a constant multiplier.

The model created can be used for analyzing different crowd management
policies, sudden increase in crowd densities, and other novel scenarios. In the
future, we will automate crowd management strategies through optimization of
speeds of the pedestrians at different locations or re-routing the pedestrians,
enforced by marshallers on the ground.

The assumption we make here is that as density increases uniformly, peo-
ple’s path planning is not affected much by the density increment, but still by
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space syntax (layout). There is one imperfection in our model is that it does not
model change in a pedestrian route due to very high density congestion. Con-
gestion model is important as we continuously increase the number of agents in
the simulation for capacity analysis, it will definitely lead to very serious conges-
tion at some point. As our future work, we will add congestion model into the
current route choice model to model the change of pedestrian behaviors during
congestion to tackle this problem. We are also planning to use virtual reality
experiments to collect data under controlled environment.
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Abstract. In this article, the researcher develops an image coding tech-
nique which is based on the wolf-sheep predation model. In the design,
images are converted to virtual worlds of sheep, routes and wolves.
Wolves in this model wander around searching for sheep while the algo-
rithm tracks their movement. A wolf has seven movements which capture
all the directions of the wolf. In addition, the researcher introduces one
extra move of the wolf the purpose of which is to provide a shorter string
of movements and to enhance the compression ratio. The first coordi-
nates and the movements of the wolf are tracked and recorded. Then,
arithmetic coding is applied on the string of movements to further com-
press it. The algorithm was applied on a set of images and the results
were compared with other algorithms in the research community. The
experimental results reveal that the size of the compressed string of wolf
movements offer a higher reduction in space and the compression ratio
is higher than those of many existing compression algorithms including
G3, G4, JBIG1, JBIG2 and the recent agent-based model of ant colonies.

Keywords: Agent-based modeling · Wolf-sheep predation model
Binary image coding · Compression · Arithmetic coding

1 Introduction

A binary or a bi-level image is a computerized image which holds two values
for each pixel. These values are normally black and white. Binary images can
be used in a variety of applications such as analyzing textual documents and
representing gnomic strings [24,35]. One advantage of binary images is their
small size compared to grayscale and color images. A concern that remains to
impact the image processing domain is the growing of extremely large amounts
of data everyday. This issue makes it crucial to explore new image compression
techniques. A tremendous amount of work has been done in the field of image
compression and researchers tackled the problem from different perspectives.
JBIG1 is an international standard designed to compress binary images such as
c© Springer International Publishing AG, part of Springer Nature 2018
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fax documents [13]. JBIG2 is a newer standard in binary image compression.
In JBIG2, an image is typically decomposed into distinct parts and each part
is encoded via a separate method [23]. In addition to JBIG1 and JBIG2 stan-
dards, researchers employed different techniques for binary image coding and
compression such as the Freeman [6,7], arithmetic [26] and Huffman coding [11].

The extensive literature review reveals that agent-based modeling is a new
direction in image compression and coding. Recent work by Mouring et al. [20]
indicates that agent-based modeling is an effective and a promising approach
to capture the characteristics of a binary image which allows coding and com-
pression. In fact, utilizing the rules of biological ants (i.e. pheromone), the ant
colonies algorithm offered by Mouring et al. [20] could outperform well-known
algorithms such as JBIG1 and JBIG2. The present research aims at challenging
the ant colonies model via utilizing the movements of wolves in a wolf-sheep
predation model. Interestingly, it has less details and easier to implement while
generating better compression results than the ant-colonies model [20]. In the
wolf-sheep predation model, wolves wander around to find sheep to prey on in
order to avoid dying. To this end, a binary image is converted to a contour
image which is then converted to a virtual world of sheep and routes where a
wolf can have certain moves according to specified rules. The purpose of the
wolf movements is to identify sheep and thus, such movements can serve as a
new image representation. These movements are also designed to take advan-
tage of the arithmetic coding which is used to compress the final string of the
wolf movements. Additionally, since it is an agent-based model, the researcher
can control the number of agents that work simultaneously in the virtual world,
which in turn, generates different results depending on the specifications of each
particular image. Agent-based modeling also offers the capability to add cer-
tain behavior depending on the type of the agent. The researcher can explore
with different settings and identify the best parameters to choose. These features
make this algorithm different than many other image processing techniques. The
main contributions of this article are the following:

– The present model takes advantage of the wolf-sheep predation model to
produce a higher compression ratio than many other existing methods in the
field of binary image compression including JBIG1 and JBIG2 standards. The
extensive literature review did not reveal any previous work which utilized
the wolf-sheep predation model in binary image compression.

– Agent-based modeling is a new direction in image compression and coding.
The utilization of agent-based modeling allows the exploration of different
behaviors which makes the agent-based modeling approach different than
many other classical coding approaches in the literature [16,17,37].

– The current study introduces a new wolf movement, which is captured via a
total of eight possible directions. This is less than the number of chains in the
researcher’s previous work in chain coding [37] where there were 10 possible
chains.
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– The algorithm is simple to implement compared to JBIG1 [13], JBIG2 [22,23]
and the ant colonies model [20]. Interestingly, it could outperform all of them
in all the testing images.

The paper is organized as follows: related work in agent-based modeling and
binary image coding and compression is presented in Sect. 2. The proposed model
is described in Sect. 3. The results and discussion regarding the application of this
algorithm on a dataset and the comparison with other algorithms in the research
community are discussed in Sect. 4. Finally, Sect. 5 provides conclusions.

2 Related Work

This section explores existing work in agent-based modeling domain related to
the movements and shows how this influences this research in image compression.
Furthermore, it explores related work in image coding and compression and
demonstrates an agent movement as a new approach utilized in image coding
and representation.

2.1 Agent-Based Modeling

Agent-based modeling has been an attractive domain to researchers from differ-
ent backgrounds and it is aimed at solving many real-life problems. It is a way to
simulate systems consisting of interacting agents. Research reveals that agent-
based modeling plays a crucial role in solving many computer science problems.
A highly remarkable achievement in the field of agent-based modeling is the
development of Netlogo [31], which is a programming environment designed to
help different audiences including domain experts with no prior programming
background. Netlogo has a library which is preloaded with a considerable amount
of models utilized by researchers from different fields such as biology, computing,
earth science, games, psychology, arts, physics and mathematics. These models
can help investigators understand many life problems with complex phenomena.

One of the most well-known Netlogo models is the wolf-sheep predation
model [30,33], which investigates the balance of ecosystems consisting of preda-
tors and preys. One alteration of the model is to include wolves and sheep where
wolves are looking for sheep to restore their energy and thus, avoid dying. Addi-
tionally, this variation allows sheep and wolves to reproduce at a certain rate,
which enables them to persist. In another more complex alteration, it models
sheep, wolves and grass where sheep must eat grass to preserve their energy.
This model has been subjected to further research and development and it has
been examined from various views such as offering instruction in life sciences [8]
and agent-based modeling research [5]. Whilst many research studies have been
carried out on the wolf sheep predation model, none of them utilized it in image
processing domain. The wolf-sheep predation model inspired the present study
and it was mainly used in image coding and compression.

Similarly, Wilensky [32] has introduced the ethnocentrism model which pro-
poses that there are many circumstances which contribute to developing an
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ethnocentric behavior. In this model, agents use different cooperation strategies
such as collaborating with everyone and collaborating within the same group.
Numerous scholars have investigated the ethnocentrism model and its applica-
tions. Bausch [2] has demonstrated more collaboration when certain groups are
eliminated. In 2015, the paths model was developed and it is concerned with
how pathways come out along usually traveled ways where people are more
inclined to follow popular routes taken by other people before them [9]. These
paths can be influential in developing agent-based models which contain paths
agents can walk through depending on many circumstances. Furthermore, ana-
lyzing the behavior of human agents has been examined in literature. Kvassay
et al. [14] have developed a new approach which depends on casual partitioning
to examine the human behavior via an agent-based model. In another study,
Carbo et al. [3] have introduced an agent-based simulation to assess an ambient
intelligence scheme which measures satisfaction and time savings depending on
agents. They use Netlogo to simulate an airport with travelers passing through
different stops such as shopping and boarding gates.

Ant colonies have been a subject of research in agent-based modeling. The
ants model simulates a virtual environment of ants searching for food accord-
ing to a set of rules [29]. When an ant discovers a food item, it carries it back
to the nest while releasing a pheromone which can be sniffed by the surround-
ing ants. Pheromone attracts ants to that food source. The extensive literature
review reveals one study utilizing agent-based modeling in binary image com-
pression by Mouring et al. [20]. They have built a model for image compression
which simulates an ant colony. In their study, an image is converted to a virtual
environment with ants moving over the routes and searching for food items. The
search process in the algorithm is influenced by the pheromones released and the
other ants in the neighborhood. The results of the ant colonies algorithm were
promising and they could significantly produce better compression ratios than
JBIG1 and JBIG2. The difference between this research and the ant colonies
algorithm by Mouring et al. [20] is that this algorithm has a new set of rules
which were not utilized in the ant colonies research. In turn, the compression
ratios of the wolf-sheep predation model are higher than those obtained by the
ant colonies model offered by Mouring et al. [20] in all the testing images.

2.2 Binary Image Compression

With the introduction of Internet and social media, there is a continual increase
in the amounts of data generated everyday. This makes it imperative to explore
new mechanisms to process and compress the data in order to transmit it effi-
ciently over the media channels. The topic of compression has attracted much
attention in the research community and it has been extensively studied from dif-
ferent perspectives. One of the most remarkable achievements that has drawn the
attention of many image compression researchers is arithmetic encoding [26,34].
This technique is widely used by investigators from different domains and was
subject to further improvement and development over the years. Anandan and
Sabeenian [1] have described a method to compress medical images using Fast
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Discrete Curvelet Transform and coded the coefficients using arithmetic cod-
ing. In a different study, Masmoudi and Masmoudi [18] have investigated a new
mechanism for lossless compression which utilizes arithmetic coding and codes
an image block by block. Recently, Shahriyar et al. [27] have proposed a lossless
depth coding mechanism based on a binary tree which produces a compression
ratio between 20 to 80. Furthermore, Zhou [39] has proposed an algorithm which
exploits the redundancy in 2D images and improved the arithmetic coding to
provide a better compression of the data.

Literature shows that researchers incorporate arithmetic encoding with other
image processing techniques. A widely used approach in the field of data com-
pression is the chain coding which has been developed further after Freeman
Code [7]. It keeps track of the image contour information and records each tra-
versed direction. The subject of chain coding has been extensively explored and
analyzed over the years. Minami and Shinohara [19] have introduced a new con-
cept called the multiple grid chain code which utilizes square grids in encoding
lines. Furthermore, Zhao et al. [38] have introduced a new approach to identify
the related parts in a bi-level image. Another advancement is the representa-
tion of voxel-based objects via chain code strings by Mart́ınez et al. [17]. In a
different vein, Liu and Žalik [16] have presented a new chain code where the
elements were encoded based on the relative angle difference between the cur-
rent and the previous direction. Then, they have compressed the resulting string
using Huffman coding. Likewise, Zahir and Dhou [37] have introduced a chain
coding technique for lossy and lossless compression which takes advantage of the
sequence of the consecutive directions and encodes them using a particular set
of rules. In a different vein, Yeh et al. [36] have presented the Ideal-segmented
Chain Coding (IsCC) method which employs 4-connected chains that can move
in certain directions.

Along with improvements, the subject of chain code has been utilized in
many applications. For example, Decker et al. [4] have introduced a new tracking
mechanism to be used in endoscopy which overcomes the obstacles in soft surgery.
Additionally, Ngan et al. [21] have employed the 3D chain codes in representing
the paths of human movement. Coding was also used by researchers for different
purposes in image processing. For example, Priyadarshini and Sahoo [25] have
proposed a new method for lossless image compression of Freeman coding. Their
method has achieved an average space saving of 18% and 50% for Freeman 8-
directional and 4-directional chain codes, respectively. In another study, Liaghati
et al. [15] have proposed a compression method for ROI maps which relies onto
partitioning the image into blocks of the same size, applying a conversion on
each block and then running code for compression.

Although all the previous methods handle the problem of image coding
and compression from different perspectives, the extensive literature review has
revealed that there is only one study utilizing the agent-based model of ant
colonies in binary image coding and compression [20]. In this research a different
model is utilized for image coding and compression which takes advantage of the
wolf-sheep predation model and as shown, the results could outperform many
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existing methods in the research community including the recent ants model
and JBIG family [10,12,13,20,23,28,39]. Despite the fact that image coding
and compression has research grounds in image processing [6,7,16,25,37,38], an
agent-based modeling approach has a number of attractive advantages over the
classical approaches of chain coding the considerable literature review revealed:

– The researcher can add an agent behavior to be included in the model. For
example, in the agent-based model utilizing ant colonies for image coding and
compression, Mouring et al. [20] have utilized the concept of pheromone to
attract ants to move to certain locations of the image. Similarly, the researcher
can add more behavior to the wolf-sheep predation model such as the concepts
of the grass and reproduction. This does not exist in chain coding.

– Agents can work on different parts of the image at the same time. For instance,
the ant colonies algorithm has the proximity awareness feature, which allows
the virtual ants to move to certain parts of the image with less density of
ants. The number of agents working on the image is a parameter which can
be controlled by the programmer. Likewise, in the wolf-sheep predation model,
the researcher can control the number and the directions of wolves depending
on the virtual world.

– Agent-based modeling approaches can have less number of movements as
opposed to the chain coding directions in some chain coding approaches. For
example, the lossless chain coding technique offered by Zahir and Dhou [37]
provides a total of ten directions while the ant colonies algorithm has four or
five movement possibilities depending on whether the movement is related or
normal. Likewise, in the current wolf-sheep predation model, the movement
of the wolf can only have one of eight possibilities.

3 The Proposed Agent-Based Modeling Algorithm

In this paper, the researcher proposes an algorithm for bi-level image coding
based on the wolf-sheep predation model [30] which can also be used in binary
image compression. The idea of the model is based on the movements of wolves
to find sheep in a predatory-prey system. The researcher believes that this work
paves the way for a new direction on image analysis using agent-based modeling.
In the present model, a moving agent is represented by a wolf and the movement
is for the purpose of searching for sheep. At the beginning, a binary image is
converted to a contour representation which is then transformed to a virtual
world consisting of a wolf, sheep and routes where the wolf can walk to search
for the sheep. Each zero pixel in the binary image is replaced by a route and
each 1 pixel is replaced by a sheep as shown in the example in Fig. 1.

The wolf starts from the upper-left position and starts searching for sheep
and once he finds a sheep, he moves to that location and so on. Each time a wolf
moves to a new location, the movement is recorded based on the previous one.
There are seven pertinent moves in the system which capture all the directions
of the wolf in the virtual environment. These movements depend on the location
of the wolf, the direction of attack and the location of the sheep as in Fig. 2.
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Fig. 1. An example of a binary image converted to a virtual world of sheep, routes and
a wolf searching for sheep

For example, if the wolf moves in the same direction as its previous move, the
movement is recorded as Straight Move (SM). If the wolf moves sharp in the
right direction, the movement is recorded as Right Move (RM). There is one
exception to the straight movement of the wolf: If the wolf has the ability to
move 8 consecutive steps in the same direction (i.e. Straight Move). In such a
case, the movement is recorded as Big Straight Move (BSM).

Other than the movement exception listed, the movement is encoded accord-
ing to Fig. 2(a) through (g). The reason why the researcher designed the move-
ment to include an exception is because he experimented with a large number
of images and found that the percentage of occurrence of the Straight Move
(SM) was about 50% of the time. Thus, by having the movement exception, the
algorithm can achieve a high reduction on the agent movement, which in turn,
provides a better compression ratio. In other words, using BSM movements offers
further reduction to the series of movements and allows the arithmetic coding to
provide a higher compression ratio when applied on the string representing the
wolf movements. Some other movements of the wolf occur very rarely in images
and thus, it would be of no value to have exceptions concerning them. After
obtaining the chain of wolf movements, the researcher compressed them using
arithmetic encoding, the purpose of which was to reduce the number of bits in
the string. Figure 3 provides an example of coding an image using the current
algorithm.

4 Results and Discussion

The proposed wolf sheep predation model was tested on a set of 8 binary images
from [39]. The same set of images was used in the study of ant colonies by
Mouring et al. [20]. For more information about the images, please refer to [39].
The experimental results showed that the number of bits resulting from com-
pressing the wolf movements in the present model via arithmetic coding could
outperform the results of many existing algorithms. Table 1 shows the results of



124 K. Dhou

Fig. 2. (a) Straight Move (b) Left Move; (c) Cross Left Move; (d) Cross Right Move;
(e) Right Move; (f) Reverse Left Move; (g) Reverse Right Move

(b)(a)

Fig. 3. An example of a wolf movement for the purpose of coding. The wolf starts
searching from the upper-left portion of an image and then moves to the first location
where he finds a sheep. Then, the wolf finds a sheep in a neighborhood location, thus
moves to that location and so on. The relative movement of the wolf can be represented
as: LM, SM, SM, SM, RM, SM, CRM, CLM, RM, CRM and SM
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Table 1. Number of bits generated after compressing the chain of wolf movements
using arithmetic coding in a wolf-sheep predation model as opposed to the number of
bits generated by other existing algorithms [10,12,13,20,23,28,39]

Image Original G3 G4 JBIG1 JBIG2 Ant
colonies
model

Wolf-sheep
predation
model

Image 1 65280 26048 19488 15176 15064 8556 6982

Image 2 202320 29856 12208 8648 8616 4892 4433

Image 3 187880 26000 11184 8088 8072 4342 4009

Image 4 81524 14176 6256 5080 5064 2591 2221

Image 5 40000 11712 5552 5424 5208 2314 1902

Image 6 96472 21872 9104 7336 7328 3935 3527

Image 7 414720 102208 81424 62208 58728 43966 37323

Image 8 83600 20064 8192 7200 6984 3319 3101

Total 1171796 251936 153408 119160 115064 73915 63498

the current wolf-sheep predation model as compared to other algorithms in the
research community.

Using the data in Table 1, the space savings metric was calculated using the
equation below:

Space savings = 1 − CompressedSize

UncompressedSize
(1)

The space savings metric was calculated for the wolf-sheep predation model
as compared to other existing techniques. The space savings metric was 78.500%,
86.908%, 89.831%, 90.181% and 93.692% for G3, G4, JBIG1, JBIG2 and Ant
Colonies Model, respectively while it was 94.511% for the current wolf sheep
predation model. In addition, the current model uses one of eight codes to rep-
resent each movement (SM, LM, RM, CLM, CRM, RLM, RRM and BSM) as
opposed to the previous work by Zahir and Dhou [37] which involved one of 10
codes to represent each direction.

5 Conclusion

The aim of the present study is to investigate the role of a modified wolf-sheep
predation model in image coding and compression. In particular, a set of move-
ments of wolves is designed the purpose of which is to encode and compress
binary images. Specifically, eight wolf movements are introduced including a big
movement which help further reduction of the string employed in image repre-
sentation. The experimental results show that in terms of bit reduction offered
by the compressed string of movements, the present agent-based model is supe-
rior to many other methods in binary compression including JBIG2 [22,23] and
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the ant colonies algorithm [20]. Furthermore, the present method is easier to
program than JBIG methods and the ant colonies algorithm.

The evidence from the findings of this study is that agent-based modeling
can be utilized as a new approach in the field of image coding and analysis. The
empirical findings of this study provide a new understanding to an agent-based
modeling and its application in binary image coding compression. Furthermore,
this research serves as a base for future studies that investigate the movements
of agents in image analysis and representation.

A limitation of this study is that it does not address utilizing agent-based
modeling in compressing grayscale and color images. Additionally, it is only
limited to image coding and compression. Future work includes testing the algo-
rithm on a larger set of images and applying the chains of agent movement in
further image analysis. Furthermore, this project can be a starting point to more
research in image analysis and compression of grayscale and color images using
agent-based modeling approaches.
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Abstract. Mistakes in pedestrian infrastructure design in modern cities decrease
transfer comfort for people, impact greenery due to appearance of desire paths, and
thus increase the amount of dust in the air because of open ground. These mistakes
can be avoided if optimal path networks are created considering behavioral aspects
of pedestrian traffic, which is a challenge. In this article, we introduce Ant Road
Planner, a new method of computer simulation for estimation and creation of
optimal path networks which not only considers pedestrians’ behavior but also helps
minimize the total length of the paths so that the area is used more efficiently. The
method, which includes a modeling algorithm and its software implementation with
a user-friendly web interface, makes it possible to predict pedestrian networks for
new territories with high precision and detect problematic areas in existing
networks. The algorithm was successfully tested on real territories and proved its
potential as a decision making support system for urban planners.

Keywords: Path formation · Agent-based modeling · Human trail system
Group behavior · Pedestrian flows simulation · Stigmergy

1 Introduction

Pedestrian infrastructure is a crucial part of urban environment, forming the basis of city
territory accessibility because the last part of a trip is normally walked [1]. Thus, plan‐
ning and organizing a comfortable pedestrian infrastructure is vitally important for urban
development. Path network optimality is among key factors determining the comfort
value of the way [2], as pedestrians tend to consider the optimal route to be the most
comfortable [3].

From the pedestrian’s point of view, the decisive factor when choosing the route is
the highest connectivity that enables the pedestrian to get from the departure point to
the destination point with minimum effort and in the minimum time possible, i.e. using
the shortest way [4]. However, in terms of city planning, economics and environmental
protection, minimizing the costs of path network creation is equally important, as well
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as minimizing the paved area in order to increase the green area and for other purposes.
A compromise is possible which would provide a comfortable pedestrian infrastructure
without linking all possible attraction points to each other using paved paths, although
finding this kind of solution might be challenging.

In this article, a computer simulation method is discussed which makes it possible
to design optimal path networks. The method considers both pedestrians’ behavioral
demands and the need to minimize the total length of the paths. The method was tested
on real urban territories, showed high accuracy in predicting problematic areas of
existing pedestrian networks, and demonstrated a good calculation speed.

2 Related Work

Usage of behavioral modeling methods for designing pedestrian infrastructure is
currently underrepresented in research literature. Today, many simulation methods and
software tools allow for modeling pedestrian flow motion in a predefined route network,
which makes it possible to predict interaction between agents and prevent jams during
public events and in emergency situations [5]. These are based on the social force model
[6] and the cellular automata model [7], and their main application area is capacity
estimation, but using these methods for calculating optimal path networks seems to be
impossible.

Nevertheless, simulation methods aimed at building an optimal path network do
exist, although they are not widespread due to their restricted application or their unsuit‐
ability for practical implementation.

2.1 Active Walkers

The Active Walkers method based on a greedy pathfinding algorithm was developed by
Dirk Helbing and was aimed at modeling the forming of animal and human paths [8].
It makes it possible to model the forming of desire paths across lawns on territories with
non-optimal path networks. The territory for the algorithm is defined by a grid with
outlined borders and preset attraction points between which the agents simulating the
pedestrians are distributed. The agent motion equation considers, among other things,
the direction to the destination point and presence of existing paths nearby. This way
the forming of desire paths is modeled as the agents move across the grid cells. At the
end of the simulation, the modeled path network is formed by the grid cells through
which the highest number of agents moved.

The drawback of this method is that the greedy pathfinding algorithm is not predic‐
tive, so an agent within the simulation makes its way to the destination based only on
the comfort of each next step and the direction to the destination. The agent has no
information on the complexity of the landscape or the location of obstacles, so it cannot
start bypassing an obstacle until coming close to it [9]. This limits the applicability of
Active Walkers to particular cases where territories have no complex shaped obstacles
or dead ends, which makes the algorithm inefficient for creating an optimal path network
on real urban territories with a complex configuration.
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2.2 The Method by the Central Research and Project Institute for Urban
Planning

This method was developed by the USSR Institute for Urban Planning that worked on
planning developing urban territories and public accommodation. The method is stated
in a set of instructions for mathematical and geometrical calculation of an optimal
pedestrian network [10]. These design guidelines are based on a method of designing
optimal networks for pedestrian communications [11]. Location of all destination points
and obstacles, as well as a set of significant links between the given points needs to be
considered as input data. The optimality criteria for the network created is the observance
of the network feasibility condition which means that the angle between the pedestrian’s
motion direction and the direction to the destination point does not exceed 30°. This
condition is of geometric nature and is closely related to the psychological mechanism
regulating pedestrians’ behavior as they move towards the destination. A subconscious
visual on-site estimation of the angle between the motion direction in each point of the
route and the direction to the destination plays the main role in this mechanism.

The algorithm allows for mathematical calculation and design of optimal path
networks on urban territories, as it considers pedestrians’ behavioral demands as well
as economic and environmental factors, which makes it possible to create comfortable
path networks with a minimum total length. The main drawback of the algorithm is lack
of software implementation, which makes its wide use impossible. Moreover, the algo‐
rithm can only be used for pedestrian infrastructure planning for new territories and
cannot be applied to optimize existing pedestrian networks where it is unreasonable to
reconstruct the territory completely.

3 Proposed Methodology

The optimal path network creation method proposed in this article is called Ant Road
Planner and is based on agent modeling performed by A* algorithm, a modification of
Dijkstra’s pathfinding algorithm. An important feature of this algorithm is its ability to
consider changes to the area map introduced by agents as optimal paths are formed by them.

This method is somewhat similar to algorithms of the so called ant colony optimi‐
zation family. In these algorithms, ant-like agents choose their ways randomly based on
“pheromone” traces left by other ants [12]. Trampledness of the lawn in the task in
question can be compared to the pheromone traces in ant colony optimization algo‐
rithms. However, there are differences as well. The suggested method uses determined
pathfinding based on full information on the navigation graph, unlike ant colony opti‐
mization algorithms in which the next step is chosen randomly. This helps to avoid
problems typical of all greedy and randomized algorithms which find non-optimal paths
in case there are complex-shaped obstacles.

The method is implemented in a software solution written in Java with a web inter‐
face, which makes it possible to use it as a practical support tool for decision making in
pedestrian infrastructure design [13]. This enables testing the algorithm on a large
number of real territories with the help of urban planning experts.
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3.1 Input Data

As input data, the algorithm requires detailed information on the configuration of the
territory for which an optimal path network is being created. This information includes
the location of obstacles, attraction points (shops, building entrances, playgrounds etc.),
existing elements of pedestrian infrastructure, and different types of landscape surface.
For this purpose, the algorithm uses a vector map of the territory. The web interface
supports GeoJSON maps imported from GIS systems as well as DXF files from CAD
systems.

The attraction points within the algorithm are divided into several types:

• Generators which agents go out from but which cannot be their destinations
• Attractors which can be agents’ destinations but cannot generate agents
• Universal points performing both functions.

A combination of different types of attraction points can handle situations when
pedestrians do not move between certain attraction points. For example, pedestrians do
not normally walk between different entrances to the same house, so these entrances can
be marked as generators.

Locations of agent generators are shown on the map, as well as walkability of the
territory parts ranging from zero for obstacles to maximum for official paths (Fig. 1). In
order to obtain high-quality results, it is important to set relative popularity of agent
attraction points correctly. The attraction points within the model are divided into two
types: “popular” and “less popular”, which correspond to the relative number of people
choosing them.

Fig. 1. Preparing territory map in Ant Road Planner web interface.
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3.2 Building the Navigation Graph

At the initialization step, the input data is processed by the algorithm for future simu‐
lation. A navigation graph G(V, E) is built based on the map. In order to do this, a
hexagonal grid is applied over the map, the centers of the hexangular blocks forming
the vertex set of the graph V. If there is no impassable obstacle between the centers of
the two adjacent blocks, i.e. an agent can walk between them, these nodes are linked
with edges constituting set E. In Fig. 2, the points represent the vertex set, the vertices
corresponding to the hexangular cells of the grid, and the thin lines between the points
represent the edge set. Hexagonal grid was chosen instead of more common orthogonal
one in order to increase the precision of route forming [14].

Fig. 2. Hexagonal grid and the navigation graph.

The weight W of each edge e is represented by the difference of two components:
constant Wconst(e) determined by the type of surface, and variable Wvar(e) representing
the trampledness:

W(e) = Wconst(e) −Wvar(e) (1)

Initial trampledness equals 0. Wconst(e) equals 1 for official paths with hard pavement;
these have no variable component. For lawns, Wconst(e) is suggested to be 2.7. This value
was calculated empirically in a series of algorithm tests on reference territory maps. In
order to do this, such values were selected for the variables that the pedestrian network
resulting from the simulation for each territory was as close as possible to the official
and desire path network existing on the real territory.
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3.3 Agents’ Behavioral Model

Agents p(i) that model pedestrians within the algorithm are divided into two groups –
“decent” and “indecent” – to simulate the behavior of different types of pedestrians. For
agents of the first type, the key factor when choosing the direction is the condition of
the surface (lawn). “Decent” agents will not leave the path and start crossing the lawn
if it is not significantly trampled. Moreover, they will stick to this type of behavior even
if the way along official paths is longer than along desire paths that are not trampled
enough. “Indecent” agents tend to always take the shortest way regardless of the exis‐
tence and trampledness of the path across the lawn. That is, Wvar(e) for them is always
taken to equal the maximum acceptable value Wmax. Thus, the weight of the edges repre‐
senting the lawn is always minimal, almost equal to that of the edges representing paved
paths. As a result, these pedestrians use nearly the geometrically shortest ways directly
across the lawns and serve as a starting point for forming long narrow paths which are
then used by other, “decent” pedestrians forming wide stable paths. This behavior repre‐
sents pedestrians’ psychology and the influence of the broken windows theory: People
are more prone to do things not welcomed by the society (in this case – walking across
lawns) if they see someone else has already done so [15].

3.4 Simulation Process

The attraction points of types “generator” and “universal point” have a capacity C which
represents the number of agents generated in unit time. In the current version of the
algorithm, the performance of “popular” and “less popular” attraction points differs by
a factor of two. Such a rough division is due to labor efficiency of measurements and
prediction of precise values for pedestrian flows in all attraction points of real territories.
Thus, in order to make the method easier to use for urban territory designers, we suggest
dividing the attraction points into those having a high pedestrian flow (e.g. public trans‐
port stops) and those having a lower flow (e.g. one of the entrances to a residential
building).

Agents of different types are distributed equally within each attraction point but
“indecent” agents constitute 5–10% of the total number of simulated agents. This
proportion in the algorithm is chosen empirically.

Attraction points of types “attractor” and “universal point” have an operating radius
R. It determines the maximum straight line distance between attraction points creating
agents for this destination point. Agents’ destinations are chosen randomly from a list
of attractors and universal points with suitable operating radius.

The following happens at each step of the simulation:

1. Agents p(i) walk a certain distance S proportional to the specified speed υ. At the
end of the simulation step, agent’s position on the current edge is saved to parameter
SL:

SL = (S mod L)∕L, where L is the length of the graph edge. (2)
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2. Trampledness of the graph edge Wvar(e) increases by a constant value of the
trampledness increment ∆Wped after each agent who walked the whole length of the
edge till the end on this step of the simulation:

W ′
var
(e) = Wvar(e) + ΔWped (3)

Trampledness of surrounding edges increases as well. The purpose and mechanism
of this process are described in detail below.

3. Agents reaching their destinations disappear. New agents appear in attraction point
of types “generator” and “universal point”. Each point generates a new agent after
a set number of simulation steps, while popular points generate pedestrians two times
more often. Agent creation frequency can be set manually (if statistics or an esti‐
mation of the number of pedestrians are available) or equals 2 pedestrians a minute
by default. This value was chosen empirically and is explained below.

4. Trampledness of each graph edge Wvar(e) decreases by a constant value ∆Wdis
reflecting the path “dissolution” process, for example as a result of greenery
regrowth.

W ′′
var
(e) = W ′

var
(e)−ΔWdis (4)

Increasing the trampledness of the edges surrounding the edge walked enables the
algorithm to model realistic width of desire paths and implement a path adhesion mech‐
anism. This mechanism is necessary to replace multiple parallel paths with a single one
which is equally preferable for pedestrians using the neighboring paths.

Let Wvar(ej) be the trampledness of edge j that neighbors edge i which the agent
walks. After the agent walks the edge i, trampledness Wvar(ej) of the surrounding edges
increases by the induced trampledness ΔWind:

W ′
var
(ej) = Wvar(ej) + ΔWind, (5)

Induced trampledness is calculated as the product of the trampledness increment of
the edge walked ∆Wped and a variable remoteness factor D(x) representing the distance
between the node located at the far end of the calculated edge j and the node located at
the far end of the walked edge i, where remoteness x is the distance between the nodes:

ΔWind =
∑

i

ΔWped i ∗ D(x)i, {D ∈ ℝ: 0 ≤ D ≤ 1} (6)

Range r of induced trampledness depends on the stage of the simulation on which
the calculation takes place. As part of path adhesion mechanism development, experi‐
mental estimation of maximum range and possible curves illustrating the dependence
of the factor D on the distance x was carried out. The task was to find such a curve that
adding induced trampledness caused by neighboring edges used by agents would change
the trampledness of the unused edge located between them by a value comparable to
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∆Wped. It was found out that a suitable dependence is described by an equation of a cubic
parabola:

D(x) = −4
||||
(

x

r

)3|||| + 6
||||
(

x

r

)2|||| − 3
||||
(

x

r

)|||| + 1 (7)

Figure 3 shows how induced trampledness emerges when simulating path adhesion.

Fig. 3. Path adhesion process at the first stage of the simulation.

Range r is chosen to equal 5 m for the first half of all the simulation steps. This range
of induced trampledness is enough to start the adhesion process for paths located close
to each other, which was determined by experiments. However, wide areas of high
trampledness appear as a result of this process. For the path resulting from adhesion to
have a realistic width, at the second stage of the simulation the trampledness of the
surrounding edges is spread over a distance of r ≈ 1.5 m from the edge walked.

The weight W(e) of the same edge e for different agents p within the model can differ.
The weight determines the attractiveness of the territory part for the given agent, which
is inversely related to the weight. Agents walking the territory choose the direction for
the next step based on the edge weight. As the agents walk along the edge, its weight
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may decrease as the trampledness Wvar(e) increases, which reflects the increase of
attractiveness as the path becomes more trampled. Wvar(e) is limited from below by zero
for intact lawn (which has not been walked by agents yet) and from above by Wmax which
equals 1.6. This value is chosen in such a way that the weight of the edge across the
lawn area always exceeds that of the edge following a paved path. As a result, even a
lawn area with maximum trampledness will have a slightly lower attractiveness (up to
10%) than a similar official path, all other factors held equal.

The following formula is used for the weight W(e) of the edge e for the agent:

W(e) = (Wconst(e) − Wvar(e)) ∗ L (8)

Based on the parameter limits described above, untouched lawn is 2.7 times less
comfortable than a paved path for a “decent” agent, and a well-trampled lawn is only
1.1 times less comfortable. An “indecent” agent pays no attention to the trampledness
of the lawn, so for it the weight of the edge across the lawn always equals 1.1.

Trampledness Wvar(e) for the edge е after simulation step i can be expressed as
follows:

Wvar(e) = ΔWped ∗ Pcount(e, i) + ΔWind − ΔWdis¬, where

Pcount(e, i) is the number of agents who walked the edge e at step i.
(9)

In the model, agents plot their routes according to the A* algorithm. The simulation
continues until the preset number of steps is reached. Intermediate results can be esti‐
mated at each step.

After the simulation finishes, Ant Road Planner software environment forms a
graphical layout representing the distribution of trampledness over the territory and
showing the areas with the most intensive flow, where agents typically leave official
paths and form desire paths.

4 Experiments and Results

The main parameters of the algorithm, such as the proportion of “indecent” agents or
Wconst(e) for different types of surface, were chosen empirically based on experiment
results. Three examples of existing urban territories were used: a small 50 × 50 m back‐
yard, a large 150 × 150 m yard and a 500 × 300 m park section. A comprehensive
examination of possible parameter values and their combinations was carried out with
a simulation run for each set of values. Then the prediction suggested by the algorithm
was visually compared to on-site data on the path layout. A parameter set was selected
that produced a simulation result as close to the real path layout as possible.

After that, several simulations of new territories (not used for parameter selection)
were carried out in order to test the quality of the model obtained.

As an example, we analyzed a pedestrian network on a territory of a housing estate
in St. Petersburg, Russia. This territory has a complex configuration with numerous
obstacles and attraction points and has an existing path network but many of its parts
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are non-optimal and do not correspond to pedestrians’ demands. As a result, there are a
lot of desire paths on the territory.

For the purpose of the experiment, the attraction points of the territory were analyzed.
The territory map and the data gathered was uploaded to the simulation using the Ant
Road Planner web interface, after which a simulation was performed using the suggested
algorithm. The calculations were performed with Intel Core i5-760 CPU (8 MB Cache,
2.80 GHz) and 16 GB DDR3 667 MHz RAM. The following parameters were set for
the simulation: territory area – 192,500 m2, grid density – 0.451 m2 per 1 hexagonal
block, simulation step duration – 5 s, simulation duration – 5,760 steps. The calculation
time for the chosen territory was 3 h 56 min. The simulation result is a sketch map of
the territory with highlighted areas recommended for inclusion into the official path
network. Here is the resulting map together with a satellite shot of the territory for side-
by-side comparison. Satellite shots from Yandex.Maps (Fig. 4) are used in this article.

(a) (b)

Fig. 4. Simulation result visualization for pedestrian motion across the territory. (a) Satellite shot
of the territory, (b) A sketch map by Ant Road Planner. (Color figure online)

Areas suggested by the algorithm to be included in the official path network are
marked in red. Colored rectangles denote the locations of agent attraction points.

In order to estimate the precision of predictive simulation, the sections of path layout
suggested by the algorithm were compared to the gathered on-site data on the location
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of desire paths on the territory. Typical examples of non-optimal network areas for which
the algorithm suggested creating additional official paths are listed below.

Figure 5a shows a satellite shot and the simulation result for the area between a tram
stop and a housing estate (location coordinates: 59.847732, 30.144792). Existing side‐
ways only go along the carriageway and bypass the lawn, which encourages pedestrians
to make desire paths. The paths suggested by the algorithm mainly coincide with the
existing desire paths. Figure 5b shows a photo of the area between a sideway and a car
parking which are separated by a lawn (location coordinates: 59.850742, 30.143564).
The algorithm predicted the necessity of creating a path in this place, which is confirmed
by on-site research. Figure 5c shows the area near the crossroads (location coordinates:
59.848019, 30.146786). Pedestrians walking from the crossroads towards the housing
estate and back also take a shortcut across the lawn because official paths suggest a
longer way. In this case the algorithm also correctly predicted the need to improve the
connectivity of the attraction points. Finally, Fig. 5d shows an interesting example of a
paved path that was not included in the initial design but was created by residents on
their own (location coordinates: 59.851035, 30.143597). However, a typical mistake
was made by locating the two paths perpendicularly, which resulted in trampling the
surrounding area. For this case, the algorithm also predicted the necessity of paving a
diagonal path.

(a) The green area between the tram stop and the 
housing estate

(b) The lawn between the sideway and the 
parking

(c) The area near the crossroads (d) Sideways intersecting at a right angle

Fig. 5. Comparison of areas suggested by the algorithm for improvement of the territory with
desire paths existing in the territory (Color figure online)
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Thus, using Ant Road Planner when this territory was designed would have helped
to avoid lawn trampling in many places when creating an optimal path network, as well
as ensure a comfortable pedestrian infrastructure.

In addition, Ant Road Planner was used in experiments in estimating the optimality
of pedestrian networks, not only in residential areas but also in parks. The algorithm
also demonstrated high prediction accuracy and was adopted for experimental operation
by the city administration in order to estimate the optimality of pedestrian networks
planned within green area creation and renovation projects.

5 Conclusions and Future Work

Computer modeling of path networks helps avoid design errors and ensure a comfortable
pedestrian infrastructure. Ant Road Planner demonstrated good results and high
modeling accuracy when tested on numerous real territories. Pedestrian networks
designed on the basis of its results have the highest connectivity of attraction points
while maintaining the lowest possible total length of the paths and taking into account
pedestrians’ behavior as they move across the territory. Ant Road Planner open-source
web-interface can be used by urban planners even now to design pedestrian infrastruc‐
ture while considering pedestrians’ demands, eliminating labor-efficient manual calcu‐
lations and minimizing time costs for on-site research. Current drawbacks of the algo‐
rithm, such as presence of empirically fitted coefficients and disregarding certain envi‐
ronment factors, will be eliminated as part of the follow-up study by conducting on-site
experiments and more detailed analysis of factors affecting pedestrians’ behavior as they
move across urban territories. For example, the decision making mechanism when a
pedestrian chooses a desire path instead of an official one, the dependency between
pedestrians’ behavior and the weather, the type of surface, the time of day, and illumi‐
nation need to be refined, as well as study of lawn trampledness and greenery regrowth
at the sites of desire paths.

The updated method which makes it possible to suggest optimal path networks for
real urban territories with numerous obstacles featuring ultimate accuracy and a user-
friendly interface can be widely adopted in design and engineering activities and used
to develop plans for improvement and creation of urban territories that will be comfort‐
able for the people.
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Abstract. To describe the diversity of opinions and dynamics of their changes
in a society, there exist different approaches—from macroscopic laws of polit-
ical processes to individual-based cognition and perception models. In this
paper, we propose mesoscopic individual-based model of opinion dynamics
which tackles the role of context by considering influence of different sources of
information during life cycle of agents. The model combines several sub-models
such as model of generation and broadcasting of messages by mass media,
model of daily activity, contact model based on multiplex network and model of
information processing. To show the applicability of the approach, we present
two scenarios illustrating the effect of the conflicting strategies of informational
influence on a population and polarization of opinions about topical subject.

Keywords: Context-dependent modeling � Multiagent modeling
Opinion dynamics � Virtual society

1 Introduction

Modeling of evolving human opinions can be used for a deep understanding and
influence on the processes of dissemination of information about publicly significant
events and topics. Models of the opinions dynamics imitate the dissemination of
information about political companies [1] and entertaining content [2], the interaction
of agents in social networks [3] and training online communities [4].

Wide variety of models that are used to study opinion dynamics can be divided into
three different levels: (i) macromodels, reflecting the longitudinal dynamics of public
sentiment at the level of the entire population and its strata, (ii) mesomodels, capturing
interactions between individuals via network-based or multiagent approach, and
(iii) micromodels, describing decision-making process of an individual. However, at
the moment there is a lack of models, linking the different levels (i.e. society, com-
munities and individuals) in frames of a holistic system. In this study, we address the
problem of modeling the opinion dynamics from a perspective of emergence, dis-
semination and influence of information processes in a virtual society. Here and further
by virtual society we mean a simplified digital image of a society aimed to represent its
main entities and interactions between them.
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We consider aggregated opinion dynamics at the population level as the result of
informational influence at the micro-level. Linking of micro- and macro-levels takes
place in a mesoscopic context-dependent model (Edmonds in his recent study [5]
underlines that accounting context in social sciences is a way to integrate qualitative
and quantitative models, and to understand emergent social processes while combining
formal and data-driven approaches). In frames of this study, a time-aware context binds
together agents, information channels and information messages, thereby determining
conditions of information spread. Another important implication of using contexts is an
opportunity to account for different types of behavior and reactions in different situa-
tions. Examples of contexts in a virtual society are social network (or even particular
page in it) and household.

Proposed mesoscopic model presents several mechanisms of tackling the contexts:
(i) individual model of context switching sets daily schedule of online and offline
contexts, (ii) link between two agents (an edge of a complex network) may be activated
only if they are in the same context, (iii) agents have context-dependent memory and
patterns of behavior including rules of choice of information channels within the
context. Simulation of peer-to-peer interaction together with influence of one-to-many
information channels (e.g. mass media or opinion leaders) allows to explore the
aggregated dynamics of a virtual society for predefined types and preferences of agents
and scenarios of population-level informational influence.

The rest of the paper is organized as follows. Section 2 presents a brief overview of
related works. Section 3 describes main entities of the proposed model, their evolution
laws and the relationships between them. Section 4 provides the results and interpre-
tation of two simulated illustrative scenarios (“Information war” and “Opinion on the
hot topic”). Finally, Sect. 5 discusses the borders of applicability of proposed model
and further research directions.

2 Related Works

Agent-based approaches for modeling of opinion dynamics can be classified according
to several distinctive features: way of presenting opinion and modeling process (dis-
crete, continuous), rules for changing opinions (homogeneous or heterogeneous
parameters of agents, the influence of agents’ views on each other, various constraints
on interactions, etc.), way of representing a network and interaction of agents, type of
information to be disseminated.

Discrete opinion models allow to investigate areas where one of the possible
solutions must be taken, for instance, a binary view (yes or no) or a range of values,
like in [6, 7]. However, such models do not allow investigating processes related to
negotiation problems or fuzzy attitudes. This drawback can be eliminated using con-
tinuous models. Lorenz [8] points out that domain of continuous opinion dynamics
models covers decision of multiple types of task consensus, information spread,
influence etc. In addition, the variables giving the opinion can be changed continuously
(see, e.g. [9]). In this paper, Martins investigates continuous opinion models based on
the interaction of simplified agents. Author compares the results of the application of
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Bayesian updating rules to estimating certainty about the value of a continuous variable
(representing their opinion for a given topic) to confidence interval-based approaches.

One of the prime questions that is being answered in the field of opinion dynamic is
how actors (or agents, which is a common term for modeling research) change their
opinion through interactions. Classical opinion models operate with static rules which
are universal for all the agents. To take into consideration different types of behavior,
there have been carried out attempts of introducing heterogeneous rules of opinion
change. For instance, the work of Salzarulo [10] seeks to improve the model known as
social judgement, previously introduced by Jager and Amblard [11], which assigns
constant rejection/agreement rates for interaction of agents. Salzarulo’s model of
meta-contrast incorporates the self-categorization theory to provide the formalization of
the embeddedness of the opinion update rules in the context of interaction. In addition,
there are studies devoted to the fact that agents can interact with each other if they have
close opinion about problem under consideration (for example, in work of Lorenz [8]).
In the paper [12], authors suggest an approach to the formation of communities where
the agents are grouped together with a similar opinion and can sever ties with agents if
their opinion is very different.

Characteristics of the network that binds agents together socially (when the network
describes the structure of sustained relations between agents) or communicatively
(through recurring or single-time acts of information exchange) are extensively studied
in the works dedicated to opinion modeling. For instance, in [13] authors suggest that
there is a randomness threshold that leads to convergence to central opinion which is in
line with Salzarulo [10] who additionally assumes that non-random small-world net-
works can produce extreme opinions. Further, Grabowski and Kosiński [14] highlight
the role of critical phenomena in opinion dynamics. Two major factors contributing to
these are the influence of mass media and the global context of interaction. Other
studies connect the evolution of the opinions with the evolution of the networks rep-
resenting relations between agents. For instance, in [15] authors conclude that at dif-
ferent scales, given the dynamic nature of social relationships, the strategies for active
opinion propagation undertaken by a group shall be diverse as to gain support yet
maintain integrity.

What distinguishes our work from the majority of research articles on opinion
dynamics is that though it operates with networks and mechanisms of their construc-
tion, it as well looks into the diversity of the types of users and the features of how
information can be obtained by users using the context change.

3 Model Description

3.1 Model Entities

Proposed model of information spreading in a society describes the change in the
attitude of agents to entities (other agents, opinion leaders), information channels
(media), and information sources. We assume that each agent is characterized with a set
of constant social values which determines the attitude to other entities. In other words,
each agent has a position (represented as vector) in a space of social values, and the
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distance is this space between two entities influences their opinion about each other. An
agent shares the position with members of his or her social group. A position on an
agent is assumed to be fixed, but an agent can change his vision of social values of
other entities according to a received information messages (IMs). This results in
changing the distance between entities.

Formally, an agent as a member of a social group is represented by a tuple A = (V,
Y, M, G, C (G)) where V is a vector encoding the position in the space of social values
(each element of V ranges from −1 to 1), Y is a set of vectors with current positions of
other entities, M is the set of IMs stored in memory, G is the social group to which the
agent belongs, C(G) is a schedule of context switching that depends on the agent’s
social group.

Agents receive information messages during peer-to-peer interaction or passive
perception in ‘one-to-all’ (e.g. media broadcasting) cases. The information messages
(IM) are transmitted using information channels and are represented by the tuple
IM = (s, r, q, x, y, b, c) where s is a source, r is a receiver, q is a topic (it denotes a
unique event to be discussed and serves as a unique id for a group of messages),
x denotes who expresses the relation (the message generator), y - to whom the relation
is expressed (the subject), b 2 [ −1, 1] - evaluation of the subject, c 2 [0, 1] - credibility
of IM. A subject and a topic also have their positions in a space of social values.
Received information messages change agents’ opinion. Evolution of opinion for an
agent on the subject is then simulated by a long-term model of information processing.
This model calculates the result of informational influence taking into consideration
memory of an agent (e.g. history of interaction with an information source, current
positions of other entities in a place of social values).

The model of society imitates the process of information exchange in a population
on a range of topics. The model is based on a simplification that the person (the agent in
the model) receives information messages from two sources: the media (mass media)
and other people. We also assume that there is special type of agents called opinion
leaders whose aim is to disseminate their opinion within a population. The opinion
leaders may use broadcasting facilities of mass media and may prefer different contexts
and schedules of working with audience. Agents constituting the audience of mass
media also have own preferences of information sources and context switching. Thus, a
model of society includes two sub-models: (i) the model of interaction of opinion
leaders with media (and thus with the audience of media), and (ii) the model of context
switching which regulates interaction of agents with media and peer-to-peer interac-
tions of agents. Here a context binds together sources and receivers of information
messages in a timely manner.

3.2 The “Opinion Leader-Media” Model

The “Opinion leader (OL)-Media” model determines conditions of generation and
transfer of information messages from the OL to agents through the media. Each OL in
the model has a schedule that characterizes the frequency and the type of messages
transmitted to each media in model. The media is an entity that receives, transforms,
stores and transmits information messages to an agent. At each iteration, OL can
broadcast a message to one of the media. Then the message is filtered and stored in the
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media memory (interaction is based on [17]). After that, the agent in a suitable context
(“Media context” and “Online media context”, depending on the type of media)
receives all IM stored in the media memory. The memory of each media is updated
every few days.

An example of the interaction scheme of an agent with OL is shown in Fig. 1. The
scheme uses the following notation: IM - information message; L(IM) - leader’s infor-
mation message; F_np - newspaper filter; F_tv - TV filter; F_on - online media filter.

After getting into the media, the information message is transformed in accordance
with the filtering model (if a source of information is considered as unreliable, a media
may replace the attitude with its own position), which based on [9]:

F IM Tð Þð Þ ¼ d
IM Tð ÞþP Tð Þ

2
þ 1� dð ÞP Tð Þ; ð1Þ

where F(IM (T)) is an opinion after filtering, IM(T) is an opinion encoded in initial
information message, P is an opinion of the media about topic T, d is the degree of
confidence in the source. In the tuple, only one parameter changes after filtering - an
opinion on the topic. If the value of the expression is greater than 1 (modulus), it is
considered equal to ±1.

3.3 The “Agent-Agent” Model

Circulation of information messages between agents is regulated by: (i) the model of
context switching (a context determines occupation of an agent at a given time, for
example, sleep or work), and (ii) the contact network of agents, which determines the
interaction of agents within the same context (for example, agents can send messages to
each other if there is a working contact between them, and they are simultaneously in
the context of “communication with colleagues”).

As mentioned above, each agent has a G - social group, and C(G) denotes a
schedule of contexts that depend on a social group. A context is an element from the set
of all contexts available for a modeling scenario, meaning the current occupation of an
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Fig. 1. Media-agent interaction scheme
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agent. Within the scenarios presented in the work, contexts that include “communi-
cation” are significant (agents in them can exchange messages within the
“Agent-Agent” model), as well as the “media” context (receiving messages in the
“Opinion Leader-Media model”). The schedule of context switching C(G) is a set of
triples (time of beginning, time of end, type of context). The schedule must cover the
entire simulation time.

For an exchange of messages between two agents, three conditions must be met.
First, the agent should be in a context suitable for exchanging messages with other
agents. Secondly, the agent must be connected by a special type of edge in the contact
network graph with another agent in the same context. And third, there should be
messages for exchange in the memory of agent.

A contact network is created at the beginning of the simulation, and is an undirected
graph without self-loops. The edges of the graph are divided into 3 categories: friends,
family, colleagues/classmates (thus, in fact this network is a multiplex).

The procedure of generating a contact network consists of four steps. The first stage
is the assignment of the age category and social group to each agent. Then, edges are
randomly generated within the members of social groups, as well as the types of these
edges. The third stage of network generation is the creation of “family” edges. For each
of the members of a fixed social group, edges are created with members of the other
social groups. The types of edges are assigned randomly. Then, “family ties” can occur
between the “family” edges agents associated with the agents of different social groups.
The last stage is the creation of friendly relations between the representatives of other
social groups. Figure 2 shows all the steps described.

When the agent is in a fitting context (one of the communication contexts, for
example, “communication with family”), and there are agents suitable for sending
messages, a pair of agents for communication are randomly chosen. After this, we
randomly select the agent-sender, which transmits to the other agent a random message
from a fixed number of the last.

The agent’s opinion about other entities of the model (agents, and opinion leaders) is
formed based on distance in the space of social values (SV). Values are the moral

Fig. 2. Stages of generation of the contact network
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foundations that people rely on to form an attitude towards other entities. The mechanism
for changing attitudes to other entities is described in detail in the section “The long-term
behavior model”. The vector of social values is a vector of the dimension of the number of
social values, with values from the interval [−1; 1]. Each value corresponds to the ratio of
the agent to the SV from −1 (sharply negative) to 1 (sharply positive).

3.4 The Long-Term Behavior Model

This model runs to recalculate the values of fields of long-term memory of agent after
each context change. Using a set of IMs obtained within the context, the long-term
behavior model updates the values of the relation to other entities (uk tð Þ - the relation
to the k-th entity), opinion about the relation of other entities to social values (ck tð Þ -
the relation of k-th entity to one of possible social values).

The updated opinion on the newsbreaks is calculated by the following formulas:

Ov tþ 1ð Þ ¼ Ov tð Þþ a

PKv

k¼1 bvkcvkvk u=2þ 1ð Þ
Kv

ð2Þ

Ov tþ 1ð Þ�
�

�
��

P
k vkj j
M

ð3Þ

Then the values for representing social values of other entities must be recalculated:

ck tþ 1ð Þ ¼ ck tð Þþ a

P
b

K
� ck tð Þ

� �P
c

K
ð4Þ

as well as the agent’s relation to other entities:

uk ¼ 1� d v; ckð Þ
ffiffiffiffiffi
M

p ; ð5Þ

where K is the number of messages, b and c are the values of the evaluation and
credibility in the messages, M is the number of social values, a is the rigidity coeffi-
cient, and d v; ckð Þ is the Euclidean distance between the vectors.

3.5 Simulation Cycle

Figure 3 shows the scheme of simulation cycle. At the beginning of the simulation, basic
parameters and components are initialized, such as the contact network, the context
change model, the agents’ relation to entities and social values. In addition, the identity of
each agent is initialized to one of the social groups. Belonging to the social group is used
in the initialization of the degree of radicalism of the agent. Then, a simulation run is
started, consisting in the sequential execution of an iterative procedure, which includes
the following steps: generating messages and storing them in the media memory;
updating the current context of each agent; receiving messages from media memory by
agents in suitable contexts; sharing of messages between agents; recalculation of the
attitude of agents to the entities of the model; collection of statistics of the model.
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4 Experimental Study

Proposed model is complex in a sense that it describes different types of entities (each
one with built-in sub-models of external activity and opinion dynamics) and rela-
tionships between them (via contexts and networks). To use this framework, one needs
to specify the input parameters of models, and the rules of evolution of parameters for a
given input. The experimental study presented further was aimed to validate the pro-
posed way of combining the models by considering simple scenarios of informational
influence. These scenarios were constructed in a way allowing interpretable and pre-
dictable results of a given strategy of influence on the population. Thus, it becomes
possible to compare the results from our model with predicted output. By doing so, we
show that proposed mesoscopic model may reproduce the results on a macro level by
aggregating the results of a micro-level. The program was implemented using Python
programming language. The computation time for the scenario “Information war” (for
three months, 1000 agents) is 170 s.
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updating agents 
contexts

messaging 
between agents

updating the 
time counter

generating OL 
messages

message filter in 
the media

updating media 
memory

agents receive 
IM from media
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IM saving to 
agents memory 

recalculation 
agents relations 

collection of 
statistics

Initialization part OL->agent 
messaging

agent->agent 
messaging

updating model 
data

Fig. 3. Scheme of simulation cycle

Table 1. Basic schedule of context switching for different social groups (an example).

Pupils Students Workers Pensioners

8:00–9:00 Internet Media Communication with family
9:00–12:00 Study Work Rest
12:00–13:00 Communication with

one-grader/classmates/colleagues
Communication with friends

13:00–14:00 Study Rest
14:00–15:00 Way home Personal business
15:00–16:00 Communication with friends Communication with friends
16:00–18:00 Hobby
18:00–19:00 Communication with family
19:00–21:00 Media
21:00–8:00 Sleep
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4.1 Initial Parameters

We use the assumption that the agent has an identical schedule every day. Also, we
assume that members of one social group have one schedule.

Table 1 shows the schedules of contexts for members of different social groups.
Within the scenarios presented in the work, there are four social groups: pupils, stu-
dents, workers and pensioners. Table 2 presents data on the statistics of the number of
connections between agents of different age (and social groups) based on data from
[18]. Casual edges are generated according to Table 2.

The types of edges are assigned in accordance with Table 3, that indicates the
probabilities of assigning a specific type of edge to the rib, depending on the social
groups of agents. The number of recent messages from which the message is selected
for transmission in these scenarios is five.

Social Values Initialization
Social values (within the framework of the scenarios presented in the work) are: justice,
freedom, conformism, progress, traditional values. We use values based on work [19].

The vector of social values of the agent is initialized at the beginning of modeling
and does not change in its process. The initialization algorithm consists of three steps.
The first step is to randomly assign to the agent the direction of the views: “innovator”
or “conservator”. Then, depending on the direction of the views, the agent is given a
degree of radicalism (according to Fig. 4a and b). The vector of social values is
calculated in accordance with Fig. 4 (bottom), depending on the degree of radicalism.

Table 2. Average number of edges between agents, depending on the social group.

Share of total agents Pupil Student Worker Pensioner

Pupil (15–18) 10% 6.39 2.02 3.62 0.49
Student (19–24) 10% 1.67 4.40 5.2 0.57
Worker (25–59) 50% 0.7 0.97 6.72 1.88
Pensioner (60+) 30% 0.37 0.61 3.47 3.09

Table 3. Edges type for social groups.

Friend edge Colleagues and etc. edge Family edge

Pupil–pupil 0.2 0.8 0
Student–student 0.2 0.8 0
Worker–worker 0.2 0.7 0.1
Pensioner–pensioner 1 0 0
Other types 0.2 0.7 0.1
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4.2 Scenario “Information War”

We developed the scenario “Information war” with the aim to investigate the dynamics
of opinions about opinion leaders with different social values (in this case, conservative
and innovative). We simulate the translation of leaders’ attitudes toward social values
(stage one), the conservative leader’s broadcast of disinformation about the innovative
leader (stage two), and the “exposure” of the conservative leader (stage three). In the
scenario, we simulate the broadcasting by the two opinion leaders (“Conservator” and
“Innovator”) of their attitude to social values and change of opinions about these
leaders in society.

The model simulates the work of five media: “Innovative Newspaper”, “Conser-
vative Newspaper”, “Innovative Internet Media”, “Conservative Internet Media”,
“TV”. To identify the intensity of the appearance of opinion leaders in these media, we
collected the data on the speeches of Russian politicians in five Russian media.1

The scenario consists of 3 stages (each with 30 model days). At the first stage, each
of the opinion leaders broadcasts through the media their attitude to random SV. At the
second stage, with an intensity of once every 1.5 h, the casual media receives reports of
the leader-innovator’s negative attitude to the values “freedom” and “progress.”

In the third stage, with an intensity of once every 1.5 h, messages are sent to the
random media that refute the reports of the second stage. With the same intensity,
reports are received about the negative attitude of the leader-conservative to the SC
“justice”. The script was launched for 1000 agents and 90 days of modeling time. In
this scenario, a simplification is used, which is that the trust of all agents to both
opinion leaders is equal to 1.

Figure 5 shows the graphs of the change in attitude towards the conservative
(Fig. 5a) and innovative (Fig. 5b) opinion leaders. As can be seen from Fig. 5a, at the
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Fig. 4. Data for the initialization of social values

1 kremlin.ru; www.spb.kp.ru; navalny.com; tvrain.ru; www.1tv.ru.
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first stage the attitude of innovator agents to the Leader-Innovator improves, and to the
Leader-Conservative worsens, as reports about their social values are received. The
attitude of conservative agents during the first stage varies in the opposite way.

At the second stage, the attitude towards the Leader-Conservative does not change
(in the absence of messages). The relationship to the Leader-Innovator changes in the
opposite (in comparison with the first stage) because the messages themselves contain
the opposite meaning. In the third stage, the ratio of all agents to the Conservative
Agent is significantly deteriorating, due to the good opinion of each agent to the social
value of “justice.”

4.3 Scenario “Opinion on the Hot Topic”

This experiment was aimed to study change of opinions about the topics and the people
involved in spreading the information. The purpose of this scenario is to show the
process of opinion’s polarization in society regarding to hot topics.

ba

Fig. 5. Opinion about two OL depending on the degree of radicality: (a) - conservative, (b) -
innovative; “rd” in legend - radicalism degree

a b 

Fig. 6. Opinion about two topics depending on the degree of radicality: (a) - conservative,
(b) - innovative; “rd” in legend - radicalism degree (Color figure online)
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This scenario has all the same assumptions about entities and social values as in the
previous scenario. Model describes the behavior of 1000 agents and the source of
information (e.g. government) that creates the messages related to social values about
two topics: conservative and innovative. For conservative topic IMs contain negative
attitude towards freedom/progress and positive towards traditional values/conformism.
In contrast, for innovative topic IMs contain positive attitude towards freedom/progress
and negative towards traditional values/conformism. Messages are broadcasted through
the media. We assume that conservatives are more likely to trust conservative media
and agents with similar SVs (same for innovators). Therefore, innovators read inno-
vative media, conservatives are conservative (newspaper and Internet-media).

The scenario was simulated within 90 days. The first 30 days of the entity broadcast
through the media conservative topics, the following days - innovative. Thus, after 30
days, the messages regarding to first topics are gradually replaced by messages dedi-
cated to the second one (Fig. 8).

Figure 6 shows the peculiarity of the influence on the formation time of opinions in
different groups. On all the charts of color denotes radicalism degree from innovative
(red color) to the conservative (blue color). The messages generated by the source of

ba

Fig. 7. Opinion about the source of information, depending on: (a) the degree of radicalism,
(b) - the social group (Color figure online)

Fig. 8. Influence of the radicality of the assessment in information messages (Color figure
online)
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information effect on opinion about it of agents from different social groups and with
degrees of radicalism (Fig. 7). After the appearance of messages in the media dedicated
to second topic, fluctuations are observed in attitude towards the leader. This is due to
the fact that the media contain messages with different attitudes of the source towards
the same social values. Thus, agents can change their attitude both towards improve-
ment and deterioration. In the initial assumptions, social groups have different distri-
butions of degrees of radicalism, so a change in their attitude toward the source has a
different character (Fig. 7b).

This scenario allowed us to investigate the process of polarization of opinions in
society regarding a hot topic. Agents interact more often and tend to trust ideologically
“close” media (conservatives read conservative media, innovators read innovative), so
there is a polarization effect and a change in the attitude to the leader when he discusses
different topics.

5 Conclusion and Future Works

In this paper, we propose a multiagent context-dependent model of the dynamics of
opinions based on distance in the space of social values. The model includes message
exchange between agents based on varying contexts and a multiplex contact network,
as well as a model for transmitting the information via the media. In addition, a
long-term information processing model is proposed that regulates the effect of the
received message on the agent’s opinion. Experimental study demonstrates expressive
abilities of a model in two scenarios: “Information war” and “Opinion on the hot
topics” illustrating the effect of the conflicting strategies of informational influence on a
population and polarization of opinions about topical subject. For these synthetic
scenarios, parameters of a model were identified partially based on the evidence from a
published literature, partially from the observed data. The results of experiments show
that the model reproduces the expected dynamics of opinions (which is implicitly
prompted by a logic of considered scenarios).

This study is mostly aimed at demonstrating a way of combining models of dif-
ferent scales to reproduce aggregated opinion dynamics from the actions of individuals.
In our opinion, increase in the complexity of this solution compared to simpler basic
models is an essential step towards more realistic, data-driven models of public atti-
tudes. Although this complexity brings additional challenges of proper identification of
parameters and model calibration, the advantage of this approach is a possibility to
describe processes of informational influence in a real society (in contrast to abstract,
idealized network models of opinion dynamics) while respecting the peculiarities of
circulation of information flows (in contrast to macro models). To be used for
real-world scenarios, the model has to be supplemented with a calibration tool which
allows to choose the optimal implementation of sub-models (e.g. model of opinion
update) and to tune sub-models according to an observable data (from social networks
and traditional mass-media to the sociological surveys).
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Abstract. In the paper, a heuristic algorithm for tensor product
approximation with B-spline basis functions of three-dimensional mate-
rial data is presented. The algorithm has an application as a precondi-
tioner for implicit dynamics simulations of a non-linear flow in hetero-
geneous media using alternating directions method. As the simulation
use-case, a non-stationary problem of liquid fossil fuels exploration with
hydraulic fracturing is considered. Presented algorithm allows to approx-
imate the permeability coefficient function as a tensor product what in
turn allows for implicit simulations of the Laplacian term in the partial
differential equation. In the consequence the number of time steps of the
non-stationary problem can be reduced, while the numerical accuracy is
preserved.

1 Introduction

The alternating direction solver [1,2] has been recently applied for numerical
simulations of non-linear flow in heterogeneous media using the explicit dynam-
ics [3,4].

The problem of extraction of liquid fossil fuels with hydraulic fracturing tech-
nique has been considered there. During the simulation two (contradictory) goals
i.e., the maximization of the fuel extraction and the minimization of the ground
water contamination have been considered [4,14]. The numerical simulations
considered there are performed using the explicit dynamics with B-spline basis
functions from isogeometric analysis [5] for approximation of the solution [6,7].
The resulting computational cost of a single time step is linear, however the
number of time steps is large due to the Courant-Fredrichs-Lewy (CFL) condi-
tion [8]. In other words, the number of time steps grows along with the mesh
dimensions.

Our ultimate goal is to extend our simulator for implicit dynamics case,
following the idea of the implicit dynamics isogeometric solver proposed in [9].
The problem is that the extension is possible only if the permeability coefficients
of the elliptic operator are expressed as the tensor product structure. Thus, we
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focus on the algorithm approximating the permeability coefficients with tensor
products iteratively.

The algorithm is designed to be a preconditioner for the implicit dynam-
ics solver. With such the preconditioner the number of time steps of the non-
stationary problem can be reduced, while the numerical accuracy preserved.

Our method presented in this paper is an alternative for other methods avail-
able for approximating coefficients of the model, e.g., adaptive cross approxima-
tion [15].

2 Explicit and Implicit Dynamics Simulations

Following the model of the non-linear flow in heterogeneous media presented
in [1] we start with our explicit dynamics formulation of the problem of non-
linear flow in heterogeneous media where we seek for the pressure scalar field u:(

∂u(x, y, z)
∂t

, υ(x, y, z)
)

=
((

K(x, y, z)eμu(x,y,z)
)
∇u(x, y, z),∇υ(x, y, z)

)

+
(
f(x, y, z), υ(x, y, z)

) ∀υ ∈ V

(1)

Here μ stands for the dynamic permeability constant, K(x, y, z) is a given
permeability map, and f(x, y, z) represents sinks and sources of the pressure,
modeling pumps and sinks during the exploration process.

The model of non-linear flow in heterogeneous media is called exponential
model [12] and is taken from [10,11].

In the model, the permeability consists of two parts, i.e., the static one
depending on the terrain properties, and the dynamic one reflecting the influence
of the actual pressure.

The broad range of the variable known as the saturated hydraulic conduc-
tivity along with the functional forms presented above, confirm the nonlinear
behavior of the process.

The number of time steps of the resulting explicit dynamics simulations are
bounded by the CFL condition [8], requesting to reduce the time step size when
increasing the mesh size. This is important limitation of the method, and can
be overcome by deriving the implicit dynamics solver.

Following the idea of the implicit dynamics solvers presented in [9], we move
the operator to the left-hand side:(

∂u

∂t
, υ

)
−

((
K(x, y, z)eμu(x,y,z)

)
∇u,∇υ

)
=

(
f, υ

) ∀υ ∈ V, (2)

where we skip all arguments but the permeability operator.
In order to proceed with the alternating directions solver, the operator on

the left-hand-side needs to be expressed as a tensor product:(
∂u

∂t
, υ

)
−

((
K(x)eµu(x)K(y)eµu(y)K(z)eµu(z)

)
∇u, ∇υ

)
=

(
f, υ

)
+

(
K(x)K(y)K(z)eµu(x)eµu(y)eµu(z) − K(x, y, z)eµu(x,y,z)∇u, ∇υ

)
∀υ ∈ V

(3)
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It is possible if we express the static permeability in a tensor product form:

K(x, y, z) = K(x)K(y)K(z) (4)

using our tensor product approximation algorithm described in Sect. 3.
Additionally, we need to replace the dynamic permeability with an arbitrary

selected tensor product representation:

u(x, y, z) = u(x)u(y)u(z) (5)

It can be done by adding and subtracting from the left and the right hand
sides the selected tensor product representation.

One simple way to do that is to compute the average values of u along
particular cross-sections, namely using:

u(x, y, z) =
Nx∑
i=1

( Ny∑
j=1

( Nz∑
k=1

(
dijkBi,p(x)Bj,p(y)Bk,p(z)

)))
(6)

so we define:

u(x) =
Nx∑
i=1

uiBi,p(x) (7)

u(y) =
Ny∑
j=1

ujBj,p(y) (8)

u(z) =
Nz∑
k=1

ukBk,p(z) (9)

and

ui =

∑Ny

j=1

( ∑Nz
k=1(dijk)

)
NyNz

; uj =

∑Nx
i=1

( ∑Nx
k=1(dijk)

)
NxNz

; uk =

∑Nx
i=1

( ∑Ny

j=1(dijk)
)

NxNy

(10)

In other words, we approximate the static permeability and we replace the
dynamic permeability.

Finally we introduce the time steps, so we deal with the dynamic permeability
explicitly, and with the static permeability implicitly:

(
ut+1, υ

)
−

((
K(x)eµut(x)K(y)eµut(y)K(z)eµut(z)

)
∇ut+1, ∇υ

)
=

(
f, υ

)
+

(
K(x)K(y)K(z)eµu(x)eµu(y)eµu(z) − K(x, y, z)eµut(xyz)∇ut, ∇υ

)
∀υ ∈ V

(11)

In the following part of the paper the algorithm for expression of an arbitrary
material data function as the tensor product of one dimensional functions that
can be utilized in the implicit dynamics simulator is presented.
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3 Kronecker Product Approximation

As an input of our algorithm we take a scalar function defined over the cube
shape three-dimensional domain. We call this function a bitmap, since often the
material data is given in a form of a discrete 3D bitmap.

First, we approximate this bitmap with B-spline basis functions using fast,
linear computational cost isogeometric L2 projections algorithm.

Bitmap(x, y, z) ≈
Nx∑
i=1

( Ny∑
j=1

( Nz∑
k=1

(
dijkBi,p(x)Bj,p(y)Bk,p(z)

)))
(12)

Now, our computational problem can be stated as follows:

Problem 1. We seek coefficients ax
1 , . . . , ax

Nx
,by

1, . . . , b
y
Ny

, cz
1, . . . , c

z
Nz

to get the
minimum of

F (a
x
1 , . . . , a

x
Nx

, b
y
1 , . . . , b

y
Ny

, c
z
1 , . . . , c

z
Nz

)

=

∫
Ω

[( Nx∑
i=1

aiB
x
i,p

)( Ny∑
j=1

bjB
y
j,p

)( Nz∑
k=1

ckB
z
k,p −

Nx∑
i=1

( Ny∑
j=1

( Nz∑
k=1

(
dijkBi,p(x)Bj,p(y)Bk,p(z)

))))]2

=

∫
Ω

[ Nx∑
i=1

( Ny∑
j=1

( Nz∑
k=1

(
aibjck − dijkBi,p(x)Bj,p(y)Bk,p(z)

)))]2

(13)

The minimum is realized when the partial derivatives are equal to zero:

∂F

∂ax
l

(ax
1 , . . . , ax

Nx
, by

1, . . . , b
y
Ny

, cz
1, . . . , c

z
Nz

) = 0 (14)

∂F

∂by
l

(ax
1 , . . . , ax

Nx
, by

1, . . . , b
y
Ny

, cz
1, . . . , c

z
Nz

) = 0 (15)

∂F

∂cz
l

(ax
1 , . . . , a

x
Nx

, by
1, . . . , b

y
Ny

, cz
1, . . . , c

z
Nz

) = 0 (16)

We compute these partial derivatives:

∂F

∂ax
l

(ax
1 , . . . , a

x
Nx

, by
1, . . . , b

y
Ny

, cz
1, . . . , c

z
Nz

) = 0

=
∫

Ω

[ Ny∑
j=1

( Nz∑
k=1

(
2(albjck − dljk

)(∂(aibjck)
∂ax

l

− ∂(dijk)
∂ax

l

)
Bx

l,pB
y
j,pB

z
k,p)

)]
= 0,

(17)
where the internal term:

∂(aibjck)
∂ax

l

=
∂(ai)bjck

∂ax
l

+ ai
∂(bjck)

∂ax
l

= bjckδil + 0, (18)
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thus

=
∫

Ω

[ Ny∑
j=1

( Nz∑
k=1

(
2(albjck − dljk

)
bjckBx

l,pB
y
j,pB

z
k,p

)]
= 0, l = 1, . . . , Nx (19)

Similarly we proceed with the rest of partial derivatives to obtain:

=
∫

Ω

[ Nx∑
i=1

( Nz∑
k=1

(
2(aiblck − dilk

)
aickBx

i,pB
y
l,pB

z
k,p

)]
= 0, l = 1, . . . , Ny (20)

=
∫

Ω

[ Nx∑
i=1

( Ny∑
j=1

(
2(aibjcl − dijl

)
aibjB

x
i,pB

y
j,pB

z
l,p

)]
= 0, l = 1, . . . , Nz (21)

This is equivalent to the following system of equations:

Ny∑
j=1

( Nz∑
k=1

2
(
albjck − dljk

)
bjck

)
= 0 (22)

Nx∑
i=1

( Nz∑
k=1

2
(
aiblck − dilk

)
aick

)
= 0 (23)

Nx∑
i=1

( Ny∑
j=1

2
(
aibjcc − dijl

)
aibj

)
= 0 (24)

We have just got a non-linear system of Nx + Ny + Nz equations with Nx +
Ny + Nz unknowns:

al

( Ny∑
j=1

( Nz∑
k=1

(
bjck

)
bjck

))
=

Ny∑
j=1

( Nz∑
k=1

(
dljkbjck

))
(25)

bl

( Nx∑
i=1

( Nz∑
k=1

(
aick

)
aick

))
=

Nx∑
i=1

( Nz∑
k=1

(
dilkaick

))
(26)

cl

( Nx∑
i=1

( Ny∑
j=1

(
aibj

)
aibj

))
=

Nx∑
i=1

( Ny∑
j=1

(
dijlaibj

))
, (27)

what implies:

al =

∑Ny

j=1

(∑Nz

k=1 dljkbjck

)
∑Ny

j=1

( ∑Nz

k=1

(
bjck

)2) (28)

bl =
∑Nx

i=1

( ∑Nz

k=1 dilkaick

)
∑Nx

i=1

( ∑Nz

k=1

(
aick

)2) (29)
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We insert these coefficients into the third equation:

cl

Nx∑
i=1

(
Ny∑
j=1

(∑Ny

m=1

(∑Nz

n=1 dimnbmcn

)

∑Ny

m=1

(∑Nz

n=1(bmcn)2
) )2(∑Nx

m=1

(∑Nz

n=1 dmjnamcn

)

∑Nx

m=1

(∑Nz

n=1(amcn)2
) )2

)

=
Nx∑
i=1

(
Ny∑
j=1

dijl

∑Ny

m=1

( ∑Nz

n=1 dimnbmcn

)

∑Ny

m=1

(∑Nz

n=1(bmcn)2
)

∑Nx

m=1

( ∑Nz

n=1 dmjnamcn

)

∑Nx

m=1

( ∑Nz

n=1(amcn)2
)

)

(30)

cl

Nx∑
i=1

(
Ny∑
j=1

( Ny∑
m=1

( Nz∑
n=1

dimnbmcn

))( Nx∑
m=1

( Nz∑
n=1

dmjnamcn

)))

=
Nx∑
i=1

(
Ny∑
j=1

dijl

)(
Nz∑
n=1

( Ny∑
m=1

(
bmcn

)2))(
Nz∑
n=1

( Nx∑
m=1

(
amcn

)2)) (31)

cl

Nx∑
i=1

(
Ny∑
j=1

( Nz∑
n=1

( Ny∑
m=1

dimnbmcn

))( Nz∑
n=1

( Nx∑
m=1

dmjnamcn

)))

=
Nx∑
i=1

(
Ny∑
j=1

dijl

)(
Nz∑
n=1

( Ny∑
m=1

(
bmcn

)2))(
Nz∑
n=1

( Nx∑
m=1

(
amcn

)2)) (32)

Fig. 1. The original configuration of static permeability
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Fig. 2. The result obtained from the heuristic algorithm (a) and from the heuristic
plus genetic algorithms (b).

Fig. 3. The tensor product approximation after one (a) and five (b) iterations of Algo-
rithm 1.

cl

Nx∑
i=1

(
Ny∑
j=1

( Nz∑
n=1

( Ny∑
m=1

dimnbmcn

))( Nx∑
m=1

dmjnamcn

))

=
Nx∑
i=1

(
Ny∑
j=1

dijl

)(
Ny∑

m=1

(
bmcn

)2)(
Nz∑
n=1

( Nx∑
m=1

(
amcn

)2)) (33)

Nx∑
i=1

(
Ny∑
j=1

( Nz∑
n=1

( Ny∑
m=1

( Nx∑
o=1

dojnaocndimnbmcncl

))))

=
Nx∑
i=1

(
Ny∑
j=1

( Nz∑
n=1

( Ny∑
m=1

( Nx∑
o=1

(aocnbmcn)2dijl

)))) (34)

The above is true when

dimnbmcncldojnaocn = (aocnbmcn)2dijl, (35)
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Fig. 4. The tensor product approximation after ten (a) and fifty (b) iterations of
Algorithm 1.

Fig. 5. The error of the tensor product approximation after one (a), and five (b)
iterations of Algorithm 1.

so:
dimncldojn = aocnbmcndijl (36)

thus:
dojndimn

dijl
=

aocnbmcn

cl
(37)

We can setup now a1, b1, and c1 arbitrary and compute cl using the derived
proportions.

In a similar way we compute al, namely we insert:

bl =
∑Nx

i=1

( ∑Nz

k=1 dilkaick

)
∑Nx

i=1

( ∑Nz

k=1

(
aick

)2) (38)

cl =

∑Nx

i=1

(∑Ny

j=1 dijlaibj

)
∑Nx

i=1

( ∑Ny

j=1

(
aibj

)2) (39)
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Fig. 6. The error of the tensor product approximation after ten (a), and fifty (b)
iterations of Algorithm 1.

into

al

( Ny∑
j=1

( Nz∑
k=1

( Nx∑
m=1

( Nz∑
n=1

(dmjnamcn)
)( Nx∑

m=1

( Ny∑
n=1

(dmnkambn)
)))))

=
( Ny∑

j=1

( Nz∑
k=1

dljk

)( Nx∑
m=1

( Nz∑
n=1

(amcn)2
))( Nx∑

m=1

( Ny∑
n=1

(ambn)2
)))

,

(40)

then:

al

( Ny∑
j=1

( Nz∑
k=1

(( Nx∑
m=1

( Nz∑
n=1

dmjnamcn

)( Ny∑
o=1

dmokambo

)))))

=
Ny∑
j=1

( Nz∑
k=1

dljk

)( Nx∑
m=1

( Nz∑
n=1

(amcn)2
))( Nx∑

m=1

( Ny∑
o=1

(ambo)2
))

,

(41)

and finally:

Ny∑
j=1

( Nz∑
k=1

(( Nx∑
m=1

( Nz∑
n=1

( Ny∑
o=1

aldmokambodmjnamcn

)))))

=
Ny∑
j=1

( Nz∑
k=1

( Nx∑
m=1

( Nz∑
n=1

( Nx∑
m=1

( Nz∑
n=1

(amboamcn)2dljk

)))))
,

(42)

what results in:

aldmokambodmjnamcn = (amboamcn)2dljk, (43)

so:
aldmokdmjn = amboamcndljk, (44)
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thus:
dmokdmjn

dljk
=

amboamcn

al
(45)

We compute bl from (we already have ai and ck):

bl =
∑Nx

i=1

( ∑Nz

k=1 dilkaick

)
∑Nx

i=1

( ∑Nz

k=1

(
aick

)2) (46)

The just analyzed Problem 1 has multiple solutions, and the algorithm pre-
sented above finds one exemplary solution, for the assumed values of a1, b1,
and c1.

This however may not be the optimal solution, in the sense of equa-
tion (13), and thus we may improve the quality of the solution executing
simple genetic algorithm, with the individuals representing the parameters
ax
1 , . . . , a

x
Nx

, by
1, . . . , b

y
Ny

, cz
1, . . . , c

z
Nz

, and with the fitness function defined as (13).

4 Iterative Algorithm with Evolutionary Computations

The heuristic algorithm mixed with the genetic algorithm, as presented in Sect. 3,
is not able to find the solution with 0 error, for non-tensor product structures,
since we approximate N ∗ N data with 2 ∗ N unknowns. Thus, the iterative
algorithm presented in 1 is proposed, with the assumed accuracy ε.

Algorithm 1. Iterative algorithm with evolutionary computations
1: m=1

2: Bitmap[m](x,y,z)=K(x,y,z)

3: repeat

4: Find dijk for Bitmap[m](x,y,z) ≈ ∑Nx
i=1

( ∑Ny

j=1

( ∑Nz
k=1

(
dijkBi,p(x)Bj,p(y)Bk,p(z)

)))

using the linear computational cost isogeometric L2 projection algorithm

5: Find ax
1 , . . . , ax

Nx
, by1 , . . . , byNy

, cz1, . . . , czNz
to minimize

F [m]
(
ax
1 , . . . , ax

Nx
, by1 , . . . , byNy

, cz1, . . . , czNz

)
given by (13) using the heuristic algorithm

to generate initial population and the genetic algorithm to improve the tensor product
approximations

6: m = m + 1

7: Bitmap[m](x,y,z)=Bitmap[m-1](x,y,z)-
( ∑Nx

i=1 aiB
x
i,p

)( ∑Ny

j=1 bjB
y
j,p

)( ∑Nz
k=1 ckBz

k,p

)

8: until F [m]
(
ax
1 , . . . , ax

Nx
, by1 , . . . , byNy

, cz1, . . . , czNz

) ≥ ε

In the aforementioned algorithm we approximate the static permeability as
a sequence of tensor product approximations:

K(x, y, z) =
M∑

m=1

Kx
m(x)Ky

m(y)Kz
m(z) (47)
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Practically, it is realized according to the following equations:
(
ut+m, υ

)
−

(
Kx

m(x)eµut+m−1(x)
)(

Ky
m(x)eµut+m−1(y)

)(
Kz

m(x)eµut+m−1(z)
)
∇ut+m, ∇υ

)

= −
∑

n=1,m�=n

(

Kx
n(x)e

µut+n(x)Ky
n(y)e

µut+n(y)Kz
n(z)e

µut+n(z)∇ut+n, ∇υ

)

+
(
f, υ

)
+ Kx

m(x)Ky
m(y)Kz

m(z)
[(

eµut+m(x)eµut+m−1(y)eµut+m−1(z)
)

− eµut+m−1(x,y,z)
]
∇u, ∇υ

)
∀υ ∈ V

(48)

5 Numerical Results

We conclude the paper with the numerical results concerning the approximation
of the static permeability map. The original static permeability map is presented
in Fig. 1. The first approximation has been obtained from the heuristic algorithm
described in Sect. 3. We used the formulas (25)–(27) with the suitable substitu-
tions. In the first approach we first compute the values of a, next, the values of
b and finally the values of c. As the initial values we picked 3

√
d111.

Deriving this method further we decided to compute particular points in the
order of a2, b2, c2, a3, b3 and so on. This gave us the final result presented in
Fig. 2a.

We have improved the approximation by post-processing with the genera-
tional genetic algorithm as implemented in jMetal package [13] with variables
from [0,1] intervals. The fitness function was defined as:

f(a1, . . . , aNx
, b1, . . . , bNy

, c1, . . . , cNz
) =

Nx∑
i=1

Ny∑
l=1

Nz∑
k=1

(
dilk − aiblck

)2
(49)

The results are summarized in Fig. 2b.
To improve the numerical results we have employed the Algorithm 1. In

Figs. 3 and 4 results obtained after 1, 5, 10 and 50 iterations of Algorithm 1 are
presented.

In order to analyze the accuracy of the tensor product approximation, we
also present in Figs. 5 and 6 the error after 1, 5, 10, 50 iterations. We can read
from these Figures, how the error decreases when adding particular components.

6 Conclusions and the Future Work

In the paper the heuristic algorithm for tensor product approximation of material
data for implicit dynamics simulations of non-linear flow in heterogeneous media
is presented.

The algorithm can be used as a generator of initial configurations for a genetic
algorithm, improving the quality of the approximation. The future work will
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involve the implementation of the implicit scheme and utilizing the proposed
algorithms as a preconditioner for obtaining tensor product structure of the
material data.

We have analyzed the convergence of our tensor product approximation
method but assessing how the convergence influences the reduction of the itera-
tion number of the explicit method will be the matter of our future experiments.

Our intuition is that 100 iterations (100 components of the tensor prod-
uct approximation) should give a well approximation, and thus we can use the
implicit method not bounded by the CFL condition, which will require 100 sub-
steps in every time step.
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1. �Loś, M., Woźniak, M., Paszyński, M., Dalcin, L., Calo, V.M.: Dynamics with matri-
ces possessing kronecker product structure. Proc. Comput. Sci. 51, 286–295 (2015).
https://doi.org/10.1016/j.procs.2015.05.243
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Objectives and Description of the Workshop. With availability of
large amount of data, the main challenge of our time is to get
insightful information from the data. Therefore, artificial intelligence
and machine learning are two main paths in getting the insights from
the data we are dealing with. The data we currently have is a new and
unprecedented form of data, “Modern Data”. “Modern Data” has
unique characteristics such as, extreme sparsity, high correlation,
high dimensionality and massive size. Modern data is very prevalent
in all different areas of science such as Medicine, Environment,
Finance, Marketing, Vision, Imaging, Text, Web, etc. A major dif-
ficulty is that many of the old methods that have been developed for
analyzing data during the last decades cannot be applied on modern
data. One distinct solution, to overcome this difficulty, is the appli-
cation of matrix computation and factorization methods such as SVD
(singular value decomposition), PCA (principal component analysis),
and NMF (non- negative matrix factorization), without which the
analysis of modern data is not possible. This workshop covers the
application of matrix computational science techniques in dealing
with Modern Data.
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Abstract. We consider a Cartesian decomposition of datasets, i.e. find-
ing datasets such that their unordered Cartesian product yields the
source set, and some natural generalization of this decomposition. In
terms of relational databases, this means reversing the SQL CROSS JOIN

and INNER JOIN operators (the last is equipped with a test verifying the
equality of a tables attribute to another tables attribute). First we outline
a polytime algorithm for computing the Cartesian decomposition. Then
we describe a polytime algorithm for computing a generalized decom-
position based on the Cartesian decomposition. Some applications and
relating problems are discussed.

Keywords: Data analysis · Databases · Decision tables
Decomposition · Knowledge discovery · Functional dependency
Compactification · Optimization of boolean functions

1 Introduction

The analysis of datasets of different origins is a most topical problem. Decom-
position methods are powerful analysis tools in data and knowledge mining as
well in many others domains. Detecting the Cartesian property of a dataset,
i.e. determining whether it can be given as an unordered Cartesian product of
two (or several) datasets, as well as its generalizations, appears to be important
in at least four out of the six classes of data analysis problems, as defined by
the classics in the domain [9], namely in anomaly detection, dependency model-
ing, discovering hidden structures in datasets and constructing a more compact
data representation. Algorithmic treatment this property has interesting appli-
cations, for example, for relational databases, decision tables, and some other
table–based modeled domains, such as Boolean functions.

Let us consider the Cartesian product × of two relations given in the form of
tables in Fig. 1. It corresponds to the SQL–operator T1 CROSS JOIN T2. In the
first representation of the product result, where the “natural” order of rows and
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A B
x y
x z

×
C D E
x u p
y u q
z v r

=

A B C D E
x y x u p
x y y u q
x y z v r
x z x u p
x z y u q
x z z v r

B E D A C
z q u x y
y q u x y
y r v x z
z r v x z
y p u x x
z p u x x

Fig. 1. Cartesian product of tables.

columns is preserved, a careful reader can easily recognize the Cartesian structure
of the table. However, this is not so easy to do for the second representation,
where the rows and columns are randomly shuffled, even though the table is
small. In the sequel, we will only consider the relations having no key of any
kind and assume that the tuples found in the relations are all different.

Only in the first twenty–five years after Codd had developed his relational
data model, more than 100 types of dependencies were described in the literature
[14]. Cartesian decomposition underlies the definitions of the major dependency
types encompassed by the theory of relational databases. This is because the
numerous concepts of dependency are based on the join operation, which is
inverse to Cartesian decomposition. Recall that the join dependency is the most
common kind of dependencies considered in the framework of the fifth normal
form. A relation R satisfies the join dependency �� (A1, . . . , An) for a family
of subsets of its attributes {A1, . . . , An} if R is the union of the projections
on the subsets Ai, 1 � i � n. Thus, if Ai are disjoint, we have the Cartesian
decomposition of the relation R into the corresponding components–projections.

For the case n = 2 the join dependency is known in the context of the fourth
normal form under the name multivalued dependency. A relation R for a fam-
ily of subsets of its attributes {A0, A1, A2} satisfies the multivalued dependency
A0 �→ A1 iff R satisfies the join dependency �� (A0 ∪A1, A0 ∪A2). Thus for each
A0-tuple of values, the projection of R onto A1 ∪ A2 has a Cartesian decompo-
sition. Historically, multivalued dependencies were introduced earlier than join
dependencies [8] and attracted wide attention as a natural variant thereof.

An important task is the development of efficient algorithms for solving the
computationally challenging problem of finding dependencies in data. A lot
of research has been devoted to mining functional dependencies (see surveys
[10,12]), while the detection of more general dependencies, like the multival-
ued ones, has been studied less. In [16], the authors propose a method based
on directed enumeration of assumptions/conclusions of multivalued dependen-
cies (exploring the properties of these dependencies to narrow the search space)
with checking satisfaction of the generated dependencies on the relation of inter-
est. In [13], the authors employ an enumeration procedure based on the refine-
ment of assumptions/conclusions of the dependencies considered as hypotheses.
Notice that when searching for functional dependencies A �→ B on a relation
R, once an assumption A is guessed, the conclusion B can be efficiently found.
For multivalued dependencies, this property is not trivial and leads to the issue
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of efficient recognition of Cartesian decomposition (of the projection of R on
the attributes not contained in A). Thus, the algorithmic results presented in
this paper can be viewed as a foundation for the development of new methods
for detecting the general kind dependencies, in particular, multivalued and join
dependencies.

In [7] we considered the problem of Cartesian decomposition for the relational
data model. A conceptual implementation of the decomposition algorithm in
Transact SQL was provided. Its time complexity is polynomial. This algorithm
is based on an algorithm for the disjoint (no common variables between compo-
nents) AND–decomposition of Boolean functions given in ANF, which, in fact is
an algorithm of the factorization of polylinear polynomials over the finite field
of the order 2 (Boolean polynomials), described by the authors in [5,6]. Notice
that another algorithm invented by Bioch [1] also applied to this problem is
more complex because it essentially depends on a number of different values of
attributes.

The relationship between the problems of the Cartesian decomposition and
factorization of Boolean polynomials can be easily established. Each tuple of
the relation is a monomial of a polynomial, where the attribute values play the
role of variables. Importantly, the attributes of the same type are considered
different. Thus, if in a tuple different attributes of the same type have equal
values, the corresponding variables are different. NULL is also typed and appears
as a different variable. For example, for the relation above the corresponding
polynomial is

zB · q · u · xA · yC + yB · q · u · xA · yC +
yB · r · v · xA · zC + zB · r · v · xA · zC +

yB · p · u · xA · xC + zB · p · u · xA · xC =
xA ·(yB + zB)·(q · u · yC + r · v · zC + p · u · xC)

Subsequently, we use this correspondence between relational tables and polyno-
mials. This polynomial will also be referred as the table’s polynomial.

Apparently, however, datasets with pure Cartesian product structure are
rare. Cartesian decomposition has natural generalizations allowing us to solve
more complex problems. For example, it is shown [4] that more polynomials can
be decomposed if we admit that decomposition components can share variables
from some prescribed set. We could use the same idea for the decomposition
of datasets. Hopefully, the developed decomposition algorithm for datasets, in
contrast to [4], does not depend on number of shared variables and therefore
remains practical for large tables.

Fig. 2 is an adapted example from [17] extended by one table. This example
comes from the decision support domain which is closely related to database
management [15] and has numerous applications. From the mathematical point
of view, a decision table is a map defined, sometimes partially, by explicit list-
ing arguments and results (a set of rules or a set of implications “conditions–
conclusions”). The well–known example is truth tables, which are widely used to
represent Boolean functions. The decomposition of a decision table is finding the
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representation of the map F (X) in the form G(X1,H(X2)), X = X1∪X2, which
may not be unique. The map H can be treated as a new, previously unknown
concept. This explication leads to a new knowledge about the data of interest
and its more compact presentation.

A.
arg1 arg2 int

low low 1
low hig 1
med low 1
med hig 2
hig low 1
hig hig 3

B.
int. arg3 res

1 low low
2 low med
3 low hig
1 med med
2 med med
3 med hig
1 hig hig
2 hig hig
3 hig hig

�
arg1 arg2 int arg3 res

low low 1 low low
low low 1 med med
low low 1 hig hig
low hig 1 low low
low hig 1 med med
low hig 1 hig hig
med low 1 low low
med low 1 med med
med low 1 hig hig
med hig 2 low med
med hig 2 med med
med hig 2 hig hig
hig low 1 low low
hig low 1 med med
hig low 1 hig hig
hig hig 3 low hig
hig hig 3 med hig
hig hig 3 hig hig

C.

arg1 arg2 arg3 res

low low low low
low low med med
low low hig hig
low hig low low
low hig med med
low hig hig hig
med low low low
med low med med
med low hig hig
med hig low med
med hig med med
med hig hig hig
hig low low low
hig low med med
hig low hig hig
hig hig low hig
hig hig med hig
hig hig hig hig

D.

Fig. 2. Examples of decision tables.

Fig. 2 gives two examples of the interrelation between bigger and smaller
decision tables. The rules of Table C explicitly repeat the “conclusion” for
subrules. Thereby, we can detect the three dependencies

arg1, arg2 �→ int, int, arg3 �→ res, and arg1, arg2, arg3 �→ res

The rules of Table D are more lapidary; they have no intermediate “conclusions”
(the column int), and therefore this table has only the third dependency.

In the other words, Table B is a compacted version of Table C (and D as
well) where compactification is based on a new concept described by Table A.
In the map terms, informally

C(arg1, arg2, int, arg3) = D(arg1, arg2, arg3) = B(A(arg1, arg2), arg3).

Table C may appear as a result of the routine design of decision tables (a set
of business rules) by analysts. Yet another natural source of these tables is SQL
queries. In SQL terms, the decompositions mentioned above are the reversing
operators of the following kind:
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SELECT T1.*, T2.* EXCEPT(Attr2)
FROM T1 INNER JOIN T2

ON T1.Attr1 = T2.Attr2

for Table C and

SELECT T1.* EXCEPT(Attr1), T2.* EXCEPT(Attr2)
FROM T1 INNER JOIN T2

ON T1.Attr1 = T2.Attr2

for Table D. Here, EXCEPT(list) is an informal extension of SQL used to
exclude list from the resulting attributes. We will denote this operator as
×

A1=A2 also.
Among numerous approaches to the decomposition of decision tables via find-

ing functional dependencies we would mention the approaches [2,11,17] having
the same origins as our investigations: decomposition methods for logic circuits
optimizations. These approaches perform the case exemplified by Table D which
evidently occurs more frequently in the K&DM domain. They construct some
auxiliary graphs and use the graph–coloring techniques to derive new concepts.
Additional consideration are taken into account because the new concept deriva-
tion may be non–unique.

In this paper, we give a polynomial–time algorithm to solve Table C decom-
position problem. It is based on Cartesian decomposition; therefore, we will
briefly describe it. Also it explores the idea of taking into account shared vari-
ables. Namely, as it is easy to see, the values of an attribute assumed to be
connector–attribute compose such a set of shared variables. They will be pre-
sented in both derived components of decomposition, appearing as conclusions
and conditions, respectively.

Among possible applications of this algorithm we consider decomposition
problems of Boolean tables. In particular, we demonstrate how it can be used
to provide the disjunctive Shannon’s decomposition of some special form and
how it can be used in some generalized approach to designing decompositions
for Boolean functions given in the form of truth tables with don’t care values. In
addition, some relating problems are discussed.

2 Cartesian Decomposition

First, we give a description for the AND–decomposition of Boolean polynomials
which serves as a basis for the Cartesian decomposition of datasets. Then we
outline its SQL–implementation for relational databases.

2.1 Algorithm for Factorization of Boolean Polynomials

Let us briefly mention the factorization algorithm given in [5,6]. It is assumed
that the input polynomial F has no trivial divisors and contains at least two
variables.
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1. Take an arbitrary variable x from F .
2. Let Σsame := {x}, Σother := ∅, and Fsame := 0, Fother := 0.
3. Compute G := Fx=0 · F ′

x.
4. For each variable y ∈ V ar(F ) \ {x}:

if G′
y = 0 then Σother := Σother ∪ {y}

else Σsame := Σsame ∪ {y}.
5. If Σother =∅, then output Fsame := F, Fother := 1 and stop.
6. Restrict each monomial of F onto Σsame and add every obtained monomial

to Fsame; the monomial is added once to Fsame.
7. Restrict each monomial of F onto Σother and add every obtained monomial

to Fother; the monomial is added once to Fother.

Remark 1. The decomposition components Fsame and Fother possess the fol-
lowing property. The polynomial Fsame is not further decomposable, while the
polynomial Fother may be decomposed. Hence, we should apply the algorithm
to Fother to derive a finer decomposition.

The worst–time complexity of the algorithm is O(L3), where L is the length
of the polynomial F , i.e., for the polynomial over n variables having M mono-
mials of lengths m1, . . . ,mM , L =

∑M
i=1 mi = O(nM). In [5] we also show that

the algorithm can be implemented without computing the product Fx=0 · F ′
x

explicitly.

2.2 SQL–Implementation of Decomposition Algorithm

A decomposition algorithm for relational tables implements the steps of the
factorization algorithm described above. An implementation of this algorithm in
Transact SQL is given in [3].

In terms of polynomials, it is easy to formulate and prove the following prop-
erty: if two variables always appear in different monomials (i.e., there is no
monomial in which they appear simultaneously) then these variables appear in
different monomials of the same decomposition component if a decomposition
exists. A direct consequence of this observation is that for each relation attribute
it is enough to consider just one value of this attribute because the others must
belong to the same decomposition component (if it exists).

Trivial Attribute Elimination. If some attribute of a relation has only one
value, we have a case of trivial decomposition. In terms of polynomials, this con-
dition can be written as F = x·F ′

x. This attribute can be extracted into a separate
table. In what follows, we assume that there are no such trivial attributes.

Preliminary Manipulations. This creates auxiliary strings which are needed
to form SQL queries. At the first step, we need to select a “variable” x, with
respect to which decomposition will be constructed. We need to find two sets of
attributes forming the tables as decomposition components. As mentioned above,
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A B
a c
b d
a e

×
C D E
x u p
x v q
y v r
z u r

=

Input table for
decomposition
A B C D E
a c x u p
b d x u p
a e x u p
a c x v q
b d x v q
a e x v q
a c y v r
b d y v r
a e y v r
a c z u r
b d z u r
a e z u r

a does not appear
(evaluation to 0)
B C D E
d x u p
d x v q
d y v r
d z u r

×

a appears
(derivative)
B C D E
c x u p
e x u p
c x v q
e x v q
c y v r
e y v r
c z u r
e z u r

“Sorting product”
F B S B F C S C F D S D F E S E
c d x x u u p p
c d x x v v q q
c d y y v v r r
c d z z u u r r
e d x x u u p p
e d x x v v q q
e d y y v v r r
e d z z u u r r

Fig. 3. Example of Cartesian Decomposition

we can take an arbitrary value of an arbitrary attribute of the table. Next, we
create the string representing table attributes and their aliases corresponding to
the product Fx=0·F ′

x (in terms of polynomials). The prefixes F and S correspond
to Fx=0 and F ′

x.

Creation of Duplicates Filter. After that, we create a string of a logical
expression allowing us to reduce the size of the table–product through the exclu-
sion of duplicate rows; they appear exactly twice. In terms of polynomials, these
are the monomials of the polynomial-product with the coefficient 2, which can
be obviously omitted in the field of the order 2. In an experimental evaluation
we observed that the share of such duplicates reached 80%. Since this table is
used for bulk queries, its size significantly impacts the performance.

Retrieval of “Sorting Product”. The table-product allowing for sorting
attributes with respect to the component selected is created in the form VIEW.
It is worth noting that it can be constructed in different ways. A “material-
ized” VIEW can significantly accelerate the next massively executed query to this
table–product. It is easy to see that the table corresponding to the full product
is bigger than the original table. In the example given above it would contain 32
rows. However, its size can be reduced substantially by applying the duplicates
filter. The view SortingProduct contains only 8 rows.

Partition of Attributes. The membership of a variable y in a component con-
taining the variable x selected at the first step is decided by checking whether
the partial derivative of the polynomial ∂

∂y (Fx=0 · F ′
x) is not equal to zero (in

the finite field of order 2). They are from different components iff this derivative



178 P. Emelyanov

vanishes. This corresponds to checking whether a variable appears in the mono-
mials in the second degree (or is absent at all). In SQL terms, an attribute A
belongs to another component (with respect to the attribute of x) if each row of
the sorting table contains equal values at F A and S A columns.

Retrieval of Decomposition. At the previous steps, we find a partition of
attributes and constructs strings representing it. If the cycle is completed and
the string for the second component is empty, then the table is not decompos-
able. Otherwise, the resulting tables–components are produced by restricting the
source table onto the corresponding component attributes and selecting unique
tuples.

To verify the new concepts discovery algorithms, Jupan and Bohanec
described an artificial dataset establishing characteristics of cars (see, for exam-
ple, [17]). As it is pure Cartesian product of several attribute domains represent-
ing characteristics, the decomposition algorithm given above produces a set of
linear factors.

At the same time, disjointly decomposable Boolean polynomials are rare:

Proposition 1. If a random polynomial F has M monomials defined over n > 2
variables without trivial divisors, then

P[F is ∅−−undecomposable]>1−
(

1− φ(M)
M

)n

>1−
(

1 − 1
eγ ln lnM+ 3

ln lnM

)n

,

where φ and γ are Euler’s totient function and constant, respectively.

Remark 2. For database tables M is the relation’s cardinality (number of the
table’s rows) and n is the number of different values in the table which can
be estimated as O(dM) where d is the relation’s degree (number of the table’s
attributes). Notice that polynomials corresponding to database tables have a
particular structure and, therefore, the bound can be improved.

3 One Generalization of Cartesian Decomposition

As “pure” Cartesian decomposition is rare, it is naturally to detect other
tractable cases and to develop new kinds of decompositions for them. One way is
to abandon the strict requirement on decomposition components to be disjoint
on values. It is shown [4] that more Boolean polynomials can be decomposed if we
admit that decomposition components can share variables from some prescribed
set. We would use the same idea for decomposition of datasets. Arbitrariness
of choice of variables results in an exponential growth of the algorithm com-
plexity with respect to the number of variables. Hopefully, table–based datasets
have a particular structure that can be taken into account. Namely, we can take
as shared variables only those which corresponds to the same attribute. This
attribute connects original datasets (items of them) on base of the equality of
theirs values. In this case, the decomposition algorithm does not depend on the
number of shared variables in contrast to the Boolean polynomials case and
therefore appears practical for large tables.
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3.1 Decomposition with Explicit Attribute–Connector

For the decomposition of tables with an explicit connector–attribute, the Carte-
sian decomposition is a crucial step. In general, this decomposition consists of
the following steps:

A B C D E
a p u x 1
b q u x 1
a p u y 2
a q v y 2
b p u x 3
b p v y 3

P = [{{A,B}, {C}, {D}},
{{A}, {B,C}, {D}},
{{A}, {B}, {C,D}}]

Fig. 4. An undecomposable table with decomposable sub–tables for the connector–
attribute E.

1. Subdivide the original table into k sub–tables such that all sub–table rows
contain the same value at the connector–attribute (this attribute should be
excluded for further manipulations).

2. For each sub–table perform the full Cartesian decomposition (i.e. all compo-
nents are undecomposable), skipping the last step (projection on partition
of attributes). Notice that all trivial components appear in the partition of
attributes as singleton sets. Then we have a set of partitions P = [p1, . . . , pk]
of table attributes A, where one partition corresponds to the Cartesian decom-
position of one sub–table.

3. We cannot use a simple projection on partition of attributes because it is
possible that all sub–tables are decomposable while the entire table is not
(an example at Fig. 4). The table of interest is decomposable if there exists
a minimal closure of the parts of attribute partitions across all sub–tables
(if parts of different partitions have a common attribute, then both parts are
joined with the resulting closure) such that this closure does not coincide with
the entire set of the table attributes. This simple procedure can be done in
O(|P | · |A|2) steps.
1. Select any attribute set π of any partition from P .
2. Initialize the result set R by π.

//when the algorithm stops then R contains component attributes

3. Initialize the active set A by π.
//it contains attributes that will be treated at the next closure steps

4. While A �= ∅ do:
5. Take any attribute a from A; remove it from A.
6. For each p ∈ P do:
7. Select from p the attribute set π containing a.
8. A := A ∪ (π \ R).
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9. R := R ∪ π.
10. If R = A then the table is not decomposable; otherwise, it is.
11. If decomposable then R and A\R are the attribute sets of the components

of decomposition.
12. For each sub–table perform projections on these attribute sets.

Fig. 5. Circuit decomposition example.

3.2 Applications to Boolean Tables

The interplay of K&DM and logic circuit optimization is quite important and
fruitful. An interesting application of this decomposition algorithm is logic circuit
optimization. Indeed, every Boolean table (with different rows) is the true/false
part of the truth table of some Boolean function (the set of satisfying/unsatis-
fying vectors). This algorithm allows us to find tables corresponding to Boolean
functions of the following Shannon’s OR–decomposition, where Fx=0 and Fx=1

components have finer disjoint Cartesian decomposition

F (U, V, x) = xF (U, V, 0) ∨ xF (U, V, 1) = xF 0
1 (U)F 0

2 (V ) ∨ xF 1
1 (U)F 1

2 (V ).

A number of function that are decomposable in this way can be easily counted.
For simplicity’s sake they are n22n−2 − O(n2n).
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An example is shown at Fig. 5. The original circuit (1) is given in the form
of the satisfying vectors table (on missing inputs the output is false). The
connector–attribute corresponding to the input x4 is given in bold. The com-
position (2) is the simplest result of decomposition as

F (x1, . . . , x7) = F1(x1, x2, x3, x4) ∧ F2(x4, x5, x6, x7).

But evidently, the connector–attribute can be replaced by a simpler controlling
wire. F v

k is a part of the function Fk, k = 0, 1, with the value v = 0, 1, at x4. The
result is the composition (3). Notice that the derived Boolean functions given
by the tables have a specific structure and can be specifically optimized.

Table 1. (a) Decomposition example. (b) Function–combinator.

x1 x2 x3 x4 F

1 0 0 0 0
0 0 1 0 1
0 0 0 1 1
0 1 1 0 1
0 1 0 1 1
1 1 1 0 1
1 1 0 1 1
1 0 1 1 0

=

x1 x2 F1

0 0 1
1 0 0
0 1 1
1 1 1

×F1=F2

x3 x4 F2

0 0 0
1 0 1
0 1 1
1 1 0

x y H

0 0 0
1 1 1
DC DC

a) Decomposition example. b) Function–combinator.

Yet another application of this decomposition emerges when we consider
the decomposition of a truth table with don’t care (DC) inputs and outputs
with respect to the resulting column. The following example at Table 1 plainly
explains this idea. The decomposition components defines the not–DC part of
the truth table.

The complete form of the original Boolean function can be defined by the
function–combinator H

F (x1, x2, x3, x4) = H(F (x1, x2), F (x3, x4)).

Note that by extending definition on DCs we can deduce different kinds of
decompositions (eliminating DC). For example, if we extend H to the definition
of the disjunction (OR) then we establish the disjoint OR–decomposition of
Boolean functions given in the form of truth tables with DC.

4 Further Work

To achieve deeper optimization we asked [5,6] how to find a representation of
a Boolean function in the ANF–form F (X,Y ) = G(X)H(Y ) + D(X,Y ), i.e.
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the relatively small “defect” D(X,Y ) extends or shrinks the pure “Cartesian
product”.

In the scope of decomposition of Boolean functions given in the form of truth
tables with DC finding small extensions (redefinition of several DCs) may cause
more compact representations.

Clearly, finding representation of the table’s polynomial in the form

F (X,Y ) =
∑

k

Gk(X)Hk(Y ), X ∩ Y = ∅,

i.e. complete decomposition without any “defect”, solves Table D decomposi-
tion problem. Here, valuation of k corresponds to a new concept (an implicit
connector–attribute), which will serve as a result of the compacting table and
an argument of the compacted table. Although, apparently, such decomposi-
tions (for example, this one, is trivial, where each monomial is treated sepa-
rately) always exist, not all of them are meaningful from the K&DM point of
view. Formulating additional constraints targeting decomposition algorithms is
an interesting problem.

Finding a “defect” D(X,Y ) can be considered as completing the original
“dataset” F (X,Y ) to derive some “conceptual” decompositions. In other words,
D(X,Y ) represents incompleteness or noise/artifacts of the original dataset if
we need to add or to remove data, respectively. It is relative because divers
completions are possible. It can be Cartesian or involve explicit/implicit connec-
tors. For example, there always exists a trivial completion ensuring Cartesian
decomposition into linear factors

F (X) + D(X) =
n∏

i=1

∑

xj
i∈Ai

xj
i

where xj
i are variables representing different values of a Ai domain (the ith–

column of the table) as for the mentioned above CARS–example of Bohanec
and Jupan.

A simple observation is inspired by considering non–linear factors that can
appear under some completions. For example, if A and B domains belong to the
same non–decomposable factor then all the factor’s monomials aibj form values
of a new concept that is a subconcept of A × B. It can serve for the reduction
of dataset dimension (degree of a relation) and space requirements to represent
domain values.
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Abstract. Manifold learning is a main stream research track used for
dimensionality reduction as a method to select features. Many variants
have been proposed with good performance. A novel graph-based algo-
rithm for supervised image classification is introduced in this paper. It
makes the use of graph embedding to increase the recognition accuracy.
The proposed algorithm is tested on four benchmark datasets of dif-
ferent types including scene, face and object. The experimental results
show the validity of our solution by comparing it with several other tested
algorithms.

Keywords: Graph-based · Supervised learning · Image classification

1 Introduction

In the last years, machine learning has been playing an important role in many
domains, especially in image recognition and classification. It has shown the great
power for effective learning. In supervised learning, a physical phenomenon is
described by a mapping between predict or labeled data. In this domain, graph-
based algorithms have drawn great attention [1–5]. A lot of efforts have been done
by using graph-based learning methods to various topics, such as regression [6]
and dimensionality reduction [7].

Techniques that address the latter problem were proposed to reduce the
multi-dimensional data dimensionality. It aims to find relevant subsets for fea-
ture description. It yields a smaller set of representative features while pre-
serving the optimal salient characteristics. Hence, not only the processing time
can be decreased, but also a better generalization of the learning models can
be achieved. The algorithms mentioned above rely on both the manifold struc-
ture and learning mechanism [8–10]. Therefore, in many cases, it is possible to
achieve better performance than other conventional methods. However, all of
these methods firstly define the characterized manifold structure and then per-
form a regression [5]. As a result, the constructed graphs have great effects on
c© Springer International Publishing AG, part of Springer Nature 2018
Y. Shi et al. (Eds.): ICCS 2018, LNCS 10861, pp. 184–193, 2018.
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the performance. Indeed, the graph spectral is fixed in the following regression
steps.

Taking into consideration the above remarks, we introduce in this paper a
graph-based algorithm for efficient supervised image classification. It applies the
models of graph-based dimensionality reduction and sparse regression simulta-
neously. Besides, an iterative locally linear graph weight algorithm is applied to
acquire graph weights and improve the recognition accuracy. Finally, we inspect
the optimization problem of the proposed approach and we demonstrate the
situations to solve it.

The rest of the paper is structured as follows. In Sect. 2, the graph embed-
ding model is introduced. Section 3 details the proposed graph-based supervised
classification algorithm. Section 4 presents the experiments carried out on bench-
mark datasets to verify the effectiveness of the proposed algorithm by comparing
with other art-of-state algorithms. The analysis of the experimental results are
also given. Finally, in Sect. 5, we draw conclusions and discuss the works for the
future research.

2 Related Works

2.1 Notations and Preliminaries

In order to make the paper self-contained, the notations used in the paper are
introduced. X = [x1,x2, · · · ,xl,xl+1, · · · ,xl+u] ∈ R

d×(l+u) is defined as the
sample data matrix, where xi

∣
∣l
i=1 and xj

∣
∣
∣
l+u
j=l+1 are the labeled and unlabeled

samples, respectively. l and u are the total numbers of labeled and unlabeled
samples, respectively, and d is the sample dimension. Let N be the total number
of samples. The label of each sample xi is denoted by yi ∈ 1, 2, ..., C, where
C relates to the total number of classes. Let S ∈ R

(l+u)×(l+u) be the graph
similarity matrix, where Sij represents the similarity between xi and xj as given
by the Cosine or the Gaussian Kernel (S is symmetric). To make it clear, Table 1
shows all the nations and descriptions in this paper.

2.2 Graph Embedding

In graph embedding, each node of a constructed graph G = {X,S} relates to
a data point xi ∈ X [11]. The graph embedding is aimed at finding an optimal
matrix Y with a lower dimension that can make the best description of the
similarity between the data well. The optimal Y is given by

arg min
Y

(YTXLXTY)

s.t. YTXDYTA = I (1)

Where L = D − S gives the Laplacian matrix, D is a diagonal matrix and I
is an identity matrix.
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Table 1. Notations and descriptions.

Notation Description

d Dimensionality of original data

N Number of data samples

l Number of labeled samples

u Number of unlabeled samples

C Number of classes

xi The i-th original data sample

yi The label of xi

S Graph similarity matrix

W Linear transformation matrix

D Diagonal matrix

I Identity matrix

L Laplacian matrix

Xl Labeled train samples matrix

Xu Unlabeled test samples matrix

X Original data matrix

Y Low dimensional matrix

In fact, different algorithms for dimensionality reduction result in various
intrinsic graphs G = {X,S}. The most used algorithms to reduce the dimen-
sionality include Principal Components Analysis (PCA), Linear Discriminant
Analysis (LAD), Locally Linear Embedding (LLE) [12], Locality Preserving Pro-
jections (LPP) [2], ISOMAP [13], etc.

3 Proposed Algorithm

3.1 Similarity Matrix S

Firstly, a nearest neighbors method is used to determine k neighbors (k ≤ N)
for each node. Asuming that i and j are two nodes linked by an edge, if i is
among the k nearest neighbors of j, or if j is among the k nearest neighbors of
i. It is obvious that this relation is symmetric.

Secondly, the similarity matrix S is computed. It is introduced in [14,15]. In
order to acquire better performance for recognition and classification, the matrix
S is computed in a high-dimensional data space. The regularizer L1/2 is used
as an unbiased estimator in this paper. It is used to improve the sparsity of
matrix S for the minimization problem. Additionally, for graph embedding, the
condition S ≥ 0 is added. The process of minimization can be presented as:
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min
S≥0

∑

i

∥
∥
∥
∥
∥
∥

xi −
∑

j

Si,jxj

∥
∥
∥
∥
∥
∥

2

+ α‖S‖ 1
2

+ β‖S‖2

= min
S≥0

‖X − XS‖2 + α‖S‖ 1
2

+ β‖S‖2

⇒ min
S≥0

Tr
(

κ̃ − 2κ̃S + ST κ̃S
)

+ α‖S‖ 1
2

+ βTr
(

STS
)

(2)

Where α and β are the free parameters, κ̃ the kernel of X and ‖S‖ 1
2

=
∑

i

∑

j

S1/2
i,j .

Thus, Eq. (2) could be rewritten as:

min
S≥0

Tr
[(

κ̃ − 2κ̃S + ST κ̃S
)

+ βSTS
]

+ α‖S‖ 1
2

(3)

Furthermore, Eq. (3) is equivalent to

min
S≥0

Tr
[

ST (βI + κ̃)S − 2κ̃S + κ̃
]

+ α‖S‖ 1
2

(4)

It should be noticed that minimizing Eq.(4) is subjected to S ≥ 0. Let ς ≥ 0
be the corresponding Lagrange multipliers. The Lagrange function F (S) can be
presented as:

F (S) = Tr
[

ST (βI + κ̃)S − 2κ̃S + κ̃
]

+ α‖S‖ 1
2

+ Tr
(

ζST
)

(5)

Then, partial derivative of both sides leads to

∂F (S)
∂Sij

=
(

−2κ̃ + 2κ̃S + 2βS +
1
2
αS− 1

2 + ζ

)

ij

(6)

Where S− 1
2 is equivalent to the inverse matrix of principal square-rooting

matrix S
1
2 .

Then, the Karush-Kuhn-Tucker(KKT) condition ζS = 0 for S is
(

−2X + 2XS + 2βS +
1
2
αS− 1

2 + ζ

)

ij

Sij = 0 (7)

Eq. (7) can be reformulated as:

(−κ̃ij + (κ̃S + βS +
1
2
αS− 1

2 )ij)Sij = 0 (8)

An iterative process to retrieve S is expressed by

Sij ← X

(XS + βS + 1
4αS− 1

2 )
ij

Sij (9)

In fact, Eq. (9) only shows the computation for one iteration and it repeats
many times until the result is convergence. Finally, we acquire the similarity
matrix S for graph projection.
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3.2 Graph Embedding Learning

The work described in [16] proposed a novel graph-based embedding framework
for feature selection with unsupervised learning, named Joint Embedding Learn-
ing and Sparse Regression (JELSR). This unsupervised method aims at ranking
the original features by performing non-linear embedding learning and sparse
regression concurrently. JELSR inspired us to develop a method with graph
embedding algorithm for supervised learning in the domain of image classifica-
tion.

Based on graph embedding and sparse regression optimization function, we
can optimize it by making the following operation:

�(W,Y) = arg min
W,Y s.t.YT Y=I

(trace(YTLY) + μ(
∥
∥
∥W

TX − Y
∥
∥
∥

2

2
+ γ‖W‖2,1)) (10)

Where γ and μ are two regularization parameters. W represents the linear
transform matrix, m is the graph embedding dimensionality, and Y denotes the
data matrix of embedding non-linear projection of X. The 	2,1 norm of W is
given by ‖W‖2,1 =

∑d
i=1 ‖ŵi‖2. ŵi is the i-th row of W.

Respecting to the matrix W, we can get the derivative of 	(W,Y) as follows,

∂	(W,Y)
∂W

= 2XXTW − 2XYT + 2γUW = 0 (11)

Where U ∈ R
d×d is a diagonal matrix. The i-th diagonal element is Uii =

1
2‖ŵi‖2

.
Thus, we have the equation as follows:

W = (XXT + γU)−1XYT (12)

Equation (10) can be reformulated as:

	(W,Y) = arg min
W,Y s.t.YTY=I

(trace(YTLY) + μ(
∥
∥WTX − Y

∥
∥
2

2
+ γ‖W‖2,1)

= tr(YLYT ) + μ(tr(WTXXTW) − 2tr(WTXYT )
+ tr(YYT ) + γtr(WTUW))

= tr(YLYT ) + μ(−tr(WT (XXT + γU)W) + tr(YYT ))
= tr(Y(L + μI − μXTA−1X)YT ) (13)

Where A = XXT + γU.
Taking the objective function and the constraint YYT = I into account, the

optimization problem turns to

arg min
Y

tr(Y(L + μI − μXTA−1X)YT ) s.t. YYT = I (14)

If A and L are fixed, The Eigen decomposition of matrix (L + μI −
μXTA−1X) can be used as the solution to the optimization problem in Eq.
(14). We select m eigenvectors corresponding to the m smallest eigenvalues in
order. These eigenvectors are suitable to build a graph-based embedding which
is used for image classification.
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4 Experiments

We have tested our method on four different datasets. They contains scenes
(8 Sports Event Categories Dataset and Scene 15 Dataset), faces (ORL Face
Dataset) and objects (COIL-20 Object Dataset). These images have been used
in different groups to train and test. The details of the experiments and results
are described in the following.

4.1 Dataset Configurations

The details of how the images in the four datasets are configurated are listed as
follows.

8 Sports Event Categories Dataset includes 8 sports event categories
(provided by Li and Fei-Fei) [17]. We have used 130 images in every category,
thus a total of 1040.

Scene 15 Dataset includes 4485 gray level images of 15 different scenes
including indoor and outdoor scenes [18]. We use 130 images in every category,
thus a total of 1950.

ORL Face Dataset consists of 10 different images of each 40 distinct sub-
jects [19].

COIL-20 Objects Dataset contains 1440 images of 20 objects (provided
by Columbia Object Image Library) [20]. We select 70 images out of 72 for each
object as a subset.

We have tested different distributions between training and testing images.
For the first three datasets, we have used 50% and 70% of images for training
twice, leaving 50% and 30% for testing, respectively. For the last dataset, we
have used 10% and 20% of images for training, remaining 90% and 80% for
testing, respectively.

4.2 Graph Performance Comparison

In this experiment, the graph calculated from the similarity matrix S is firstly
tested with by comparing with that of other classical similarity measure algo-
rithms, such as KNN graph and 	1 graph. Table 2 displays the performance of
graphs based on different similarity measure algorithms. In order to make the
comparison, Laplacian Eigenmaps (LE) is chosen as the projection algorithm
and the classification algorithm is 1NN classifier. From the results, it can be
concluded that the kernelized sparse non-negative graph matrix S is able to
produce a graph weight matrix much better than the KNN graph and 	1 graph
methods.

4.3 Effect of Proposed Algorithm

The block-based Local Binary Patterns (LBP) is used as the image descrip-
tor, where the number of blocks is set to 10 × 10. The LBP descriptor is the
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Table 2. The best average recognition rates (%) on 10 random splits of different graph
algorithms.

Datasets 8 Sports Scene 15 ORL Face

Training images 50% 70% 50% 70% 50% 70%

KNN graph 52.31 54.31 42.36 45.33 89.80 92.08

�1 graph 53.81 57.31 46.72 49.23 89.95 93.67

Proposed algorithm 54.83 57.44 50.49 52.67 92.10 94.50

uniform one having 59 features. For ORL Face and COIL-20 Objects datasets,
we use image raw brightnesses. The proposed algorithm is tested by comparing
with the following five algorithms including LLE, Supervised Laplacian Eigen-
maps (SLE) [21], Manifold Regularized Deep Learning Architecture (MRDL)
[14], Semi-Supervised Discriminant Embedding (SDE)[22] and S-ISOMAP [23].
For MRDL method, we used two layers. Image classification is carried out in the
obtained subspace using the Nearest Neighbor Classifier (NN). The experimental
results are listed in Tables 3, 4, 5, and represented as graphs in Figs. 1 and 2.

Table 3. The best average recognition rates (%) of 8 Sports Event Categories Dataset
on 10 random splits.

8 Sports scene P = 50% P = 70%

LLE 44.92 49.10

SLE 51.40 50.90

MRDL 51.77 52.85

S-ISOMAP 51.88 54.68

SDE 51.98 55.96

Proposed algorithm 55.92 57.60

Table 4. The best average recognition rates (%) of Scene 15 Dataset on 10 random
splits.

Scene 15 dataset P = 50% P = 70%

LLE 44.26 47.42

SLE 50.48 50.65

MRDL 46.59 47.91

S-ISOMAP 42.74 45.28

SDE 46.10 48.07

Proposed algorithm 51.83 58.59
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Table 5. The best average recognition rates (%) of COIL-20 Object Dataset on 10
random splits.

COIL-20 object P = 10% P = 20%

LLE 91.81 94.71

SLE 82.03 88.56

MRDL 88.00 88.86

Proposed algorithm 93.80 96.88
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Fig. 1. Recognition accuracy vs. feature dimension for 8 Sports Event Categories
Dataset.
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As presented by the results, we can draw the following conclusions. Generally,
the proposed non-linear graph embedding method has enhanced performances
compared with the other algorithms tested on different datasets in Tables 3, 4
and 5. Especially, compared with the MRDL algorithm, the best recognition
rate of COIL-20 Object Dataset is increased by 15.80%. As the curves shown in
Figs. 1 and 2, the recognition rates do not increase along with the dimension of
features. Therefore, the proposed method can perform well without using large
quantity of features. It can reduce the time and space complexity of training and
classification.

5 Conclusions

By emplying a novel procedure, we proposed an image classification algorithm
related to kernelized sparse non-negative graph matrix and graph-based sparse
regression method. It is intended to reduce the feature dimensionality and
improve the recognition accuracy in image classification. Experiments are carried
out on benchmark datasets including scene, faces and object datasets to check
the effectiveness of our algorithm. From the experimental results, it is obvious
that the introduced algorithm outperforms the others tested. In the future, some
optimization will be made to ensure the robustness of sparse regression. Some
modifications are also needed to ameliorate the performance of our proposed
graph-based supervised algorithm for image classification.
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Abstract. Relation classification is one of the most important topics in Natural
Language Processing (NLP) which could help mining structured facts from text
and constructing knowledge graph. Although deep neural network models have
achieved improved performance in this task, the state-of-the-art methods still
suffer from the scarce training data and the overfitting problem. In order to solve
this problem, we adopt the adversarial training framework to improve the robust‐
ness and generalization of the relation classifier. In this paper, we construct a
bidirectional recurrent neural network as the relation classifier, and append word-
level attention to the input sentence. Our model is an end-to-end framework
without the use of any features derived from pre-trained NLP tools. In experi‐
ments, our model achieved higher F1-score and better robustness than compara‐
tive methods.

Keywords: Relation classification · Deep learning · Adversarial training
Attention mechanism

1 Introduction

Relation Classification is the process of recognizing the semantic relations between pairs
of nominals. It is a crucial component in natural language processing and could be
defined as follows: given a sentence S with the annotated pairs of nominals e1 and e2,
we aim to identify the relations between e1 and e2. For example: “The [singer]e1, who
performed three of the nominated songs, also caused a [commotion]e2 on the red carpet.”
Our goal is to find out the relation of marked entities singer and commotion, which is
obviously recognized as Cause-Effect (e1, e2) relation in this demonstration.

Traditional relation classifiers generally focused on features representation or kernel-
based approaches which rely on full-fledged NLP tools, such as POS tagging, depend‐
ency parsing and semantic analysis [13, 14]. Although these approaches are able to
exploit the symbolic structures in sentences, they still suffer from the weakness of using
handcrafted features. In recently years, deep learning models which extract features
automatically, have achieved big improvements on this task. Commonly used models
include convolutional neural network (CNN), recurrent neural network (RNN) and other
complex hybrid networks [7, 8]. In the most recent past, some researchers combined
features representation with neural network models to utilize more characteristics, such
as the shortest dependency path [2].
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Although deep neural network architectures have achieved state-of-the-art perform‐
ance, to train an optimized model relies on a large amount of labeled data, otherwise it
will lead to overfitting. Due to the high cost of manually tagging samples, in many
specific tasks, labeled data is scarce and may not fully sustain the training of a deep
supervised learning model. For example, in relation classification task, the standard
dataset just contains 10,717 annotated sentences. To prevent overfitting, strategies such
as dropout [16] and adding random noise [17, 18] have been proposed, but the effec‐
tiveness is limited.

In order to address this problem, we innovatively adopt the adversarial training
framework for classifying the inter-relations between nominals. We generate adversa‐
rial examples [11, 12] for labeled data by making small perturbations on word embed‐
dings of the input, which significantly increase the loss incurred by our model. Then,
we regularize our classifier using adversarial training technique, i.e. training the model
to correctly classify both unmodified examples and perturbed ones. This strategy not
only improves the robustness to adversarial examples, but also promotes generalization
performance for original examples. In this work, we construct a bidirectional LSTM
model as a relation classifier. Beyond the basic model, we use a word-level attention
mechanism [6] on the input sentence to capture its most important semantic information.
This framework is an end-to-end one without using extra knowledge and NLP systems.

In experiments, we run our model and ten typical comparative methods on the
SemEval-2010 Task 8 dataset [13]. Our model achieved an F1-score of 88.7% and
outperformed other methods in the literature, which demonstrates the effectiveness of
adversarial training.

2 Related Work

Traditional methods for relation classification are mainly based on features representa‐
tion or kernel-based approaches which rely on a mature NLP tools, such as POS tagging,
dependency parsing and semantic analysis. [21] propose a shortest path dependency
kernel for relation classification, the main idea of which is that the relation strongly relies
on the dependency path between two given entities. Besides considering the structural
information, [20] introduce semantic information into kernel methods. In these
approaches, the use of features extracted by NLP tools results in cascaded error. On the
other hand, handcrafted features of data have bad reusability for other tasks.

In order to extract features automatically, recent researches focus on utilizing deep
learning models for this task and have achieved big improvements. [9] proposed convo‐
lutional neural networks (CNNs), which uses word embedding and position as input. [5,
7] observed that recurrent neural networks (RNNs) with long-short term memory
(LSTMs) could improve addressing this problem. Recently, [6] proposed CNNs with
two levels of attention for this task in order to better discern patterns in heterogeneous
contexts, which achieved the best effect. What is more, some researchers combined
features representation with neural network in order to utilize more linguistic informa‐
tion. The typical operations are neural architecture which leverages the shortest depend‐
ency path-based CNNs [2], and the SDP-LSTM model [5]. Existing studies revealed
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that, deep and rich neural network architectures are more capable of information inte‐
gration and abstraction, while the annotated data maybe not sufficient for the further
promotion of performance.

Adversarial Training was originally introduced by image classification [12]. Then it
is adapted to text classification and extended to some semi-supervised tasks by [10].
Predecessors’ work demonstrated that the learned input with adversarial training have
improved in quality, which solved overfitting problem to some extent. Having a similar
intuition, [18] added random noise to the input and hidden layer during training, however
the effectiveness of randomly adding mechanism is limited. As another strategy for
prevent overfitting, dropout [16] is a regularization method widely used for many tasks.
We especially conducted an experiment to make a comparison among adversarial
training and these methods.

3 Our Model

Given a sentence s with a pair of entities e1 and e2 annotated, the task of relation clas‐
sification is to identify the semantic relation between and e1 and e2 in accordance with
a set of predefined relation types (all types will be displayed in Sect. 4). Figure 1 shows
the overall architectures of our adversarial neural relation classification (ANRC).

Sentence s Input 
Layer

Embedding Layer
with Attention

Adversarial 
Training

Bidirectional RNN with LSTMs BRNN with 
LSTMs 

Softmax 
Classifier

Input Embeddings: z(1), z(2), z(3)...

Apply the Adversarial Perturbation 
to Word Embeddings

Fig. 1. Overall architecture for adversarial neural relation classification

The input of architecture is encoded using vector representations including word
embedding, context and positional embedding. What’s more, word-level attention could
be used to capture the relevance of words with respect to the target entities. In order to
enhance the robustness of model, adversarial examples are leveraged in input embed‐
dings. After that, bidirectional recurrent neural network is used to capture information
in different levels of abstraction, and the last layer is a softmax classifier to optimize
classification results.
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3.1 Input Representation with Word-Level Attention

Given a sentence s, each word wi is converted into a real-valued vector rwi. The position
embedding of wi is mapped to a vector of dimension dwpe, tagged as WPE (word position
embeddings) proposed by [9]. Consequently, the word embedding and the word position
embedding of each word w1 are concatenated to form the input,
embx =

{[
rw1 , wpew1

]
,
[
rw2, wpew2

]
, … ,

[
rwN , wpewN

]}
. Afterwards, the convolu‐

tional operation is applied to each window of size k of successive windows in
embx = {rw1 , rw2 , … , rwN ,}, ultimately, we define vector zn as the concatenation of a
sequence of k word embedding, centralized in the n-th word:

Zn = (rwn−(k−1)∕2 ,⋯ , rwn + (k−1)∕2 )T (1)

Word-Level Attention. Attention mechanism makes the neural network look back to
the key parts of the source text when it is trying to predict the next token of a sequence.
Attentive neural networks have been applied successfully in sequence-to-sequence
learning tasks. In order to fully capture the relationships and interest of specific words
with the target nominals, we design a model to automatically learn this relevance for
relation classification like [6].

Contextual Relevance Matrices. Take notice of the example in Fig. 2, we can easily
observe that the non-entity word “cause” is of great significance to determine the relation
of entity pair. For the sake of characterizing the contextual correlations and connections
between entity mention ej and non-entity word wi, we leverage two diagonal attention
matrix Aj with value Aj

i,i = f (ej, wi), which is computed as the inner product between
embeddings of the entity ej and word wi respectively. Based on the diagonal attention
matrixes, the relativeness of the i-th word with respect to j-th entity ( j ∈ {1, 2}) could
be calculated as Eq. (1):

Inner product

Inner product

Att.matrix of Singer

Att.matrix of commotion

The
singer

who
performed

also

caused

a
commotion

on

Word embedding with
position embedding

×
S: The [singer], who performed three of the nominated songs, also caused a [commotion] on the red carpet.

Word embedding with
word-level attention

Fig. 2. Word-level attention on input
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Input Attention Composition. Next, we combine the two relevance factors 𝛼1
i
 and 𝛼2

i

with compositional word embedding zn above in for recognizing the relation via a simple
average algorithm as:

ri = zi ⋅

𝛼1
i
+ 𝛼2

i

2
(3)

Finally, we’ve got the final output of word-level attention mechanism, a matrix
R = [r1, r2, …, rn] where n is the sentence length, regarded as input vectors feed into
neural network we construct.

3.2 Bi-LSTM Network for Classification

Bi-LSTM Network. As a text classification model, we use a LSTM-based neural network
model which is used in the state-of-the-art works [1, 7] and the experimental results show
its effectiveness for this problem. Beyond the basic model, we adopt in our method a
variant introduced by [15]. The LSTM-based recurrent neural network consists of four
components: an input gate, a forget gate, an output gate, and a memory cell .

w(1) w(2) w(3) w(4)

z(1) z(2) z(3) z(4)

+ + + +
e(2) e(3) e(4)

1h

1h 2h 3h 4h

2h 3h 4h

1h 2h 3h 4h

e(1)

Fig. 3. The model of Bi-LSTMs and perturbed embeddings

We employ the bidirectional recurrent neural network in this part so as to better
capture the textual information from both ends of the sentences in view of the fact that
the standard RNN is a biased model, where the later inputs are more dominant than the
earlier inputs.

Softmax Layer. The softmax layer is a commonly used classifier, which can be regarded
as a generalization of multivariate classifier from binary Logistic Regression (LR) one. For
this part, we use it to predict the label y from a discrete set of classes Y for a sentence. We
denote s as the input sentence and 𝜃 as the parameters of a classifier. The output of Bi-LSTM
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h is the input of the classifier (Eq. (4)). Simply taking the summation over the log proba‐
bilities of all those labels yields the final loss function as Eq. (5).

p(y|s; 𝜃) = softmax(Wy ∗ h + by) (4)

L(s; 𝜃) = −

|Y|∑
i=1

log P
(
yi|s; 𝜃

)
(5)

3.3 Adversarial Training

Adversarial examples are generated by making small perturbations to the input, which
is designed to significantly increase the loss incurred by a machine learning model. And
adversarial training is a way of regularizing supervised learning algorithms to improves
robustness to small, approximately word case perturbations. It’s a process of training a
model to correctly classify unmodified examples and adversarial examples.

As shown in Fig. 3, we apply the adversarial perturbation to word embeddings, rather
than directly to the input, which is similar to [10]. We denote the concatenation of a
sequence of word embedding vectors [z(1), z(2), …, z(T)] as s′. Then we define the adver‐
sarial perturbation eadv on s’ as Eq. (6). Here e is a perturbation on the input and �̂� denotes
a fixed copy of the current value of θ.

eadv = arg min‖e‖≤𝜖−L
(

s′ + e; 𝜃
)

(6)
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Fig. 4. Training progress of ANRC and ANRC minus AT across iterations

When applied to a classifier, adversarial training adds eadv to the cost as Eq. (7) instead
of Eq. (5), where N in Eq. (7) denotes the number of labeled examples. The adversarial
training is carried out to minimize the negative log-likelihood plus Ladv with stochastic
gradient descent.

An Adversarial Training Framework for Relation Classification 199



Ladv

(
s′; 𝜃

)
= −

1
N

N∑
n=1

log p
(
yn|s′n + eadv,n; 𝜃

)
(7)

At each step of training, we identify the worst perturbations eadv against the current
model p

(
y|s′;𝜃), and train the model to be robust to such perturbations through mini‐

mizing Eq. (7) with respect to θ. However, Eq. (6) is computationally intractable for neural
nets. Inspired by [11], we approximate this value by linearizing L(s′;𝜃) around s as Eq. (8).

eadv =
𝜖g

‖g‖ , where g = ∇sL
(
s′;�̂�

)
(8)

4 Experiments and Results

4.1 Datasets

Our experiments are conducted on SemEval-2010 Task 8 dataset, which is widely used
for relation classification [13]. The dataset contains 10,717 annotated examples,
including 8,000 sentences for training and 2,717 for testing. The relationships between
nominals in the corpus are classified into 10 categories, which are list as below. We
adopt the official evaluation metric to evaluate our systems, which is based on macro-
averaged F1-score for the nine actual relations (Table 1).

Table 1. 9 relationships and examples in our dataset

Relation Example
Cause-effect “The <e1>burst</e1> has been caused by water hammer<e2>pressure</

e2>”
Component-whole The ride-on <e1>boat</e1> <e2>tiller</e2> was developed by

engineers Arnold S. Juliano and Dr. Eulito U. Bautista
Content-container This cut blue and white striped cotton <e1>dress</e1> with red bands on

the bodice was in a <e2>trunk</e2> of vintage Barbie clothing
Entity-origin One basic trick involves a spectator choosing a <e1>card</e1> from

the<e2>deck</e2> and returning it
Entity-destination Both his <e1>feet</e1> have been moving into the <e2>ball</e2>
Message-topic This <e1>love</e1> of nature’s gift has been reflected in

<e2>artworks</e2> dating back more than a thousand years
Member-collection In the corner there are several gate captains and a <e1>legion</e1> of

Wu <e2>crossbowmen</e2>
Instrument-agency A <e1>thief</e1> who tried to steal the truck broke the igenition with

<e2>screwdriver</e2>
Product-producer A <e1>factory</e1> for <e2>cars</e2> and spareparts was built in

Russia
Other The following information appeared in the <e1>notes</e1> to

consolidated financial <e2>statements</e2> of some corporate annual
reports
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4.2 Comparative Methods

To evaluate the effectiveness of our model, we compare its performance with notable
traditional machine learning approaches and deep learning models including CNN, RNN
and other neural network architectures. The comparative methods are introduced in the
following.

• Traditional machine learning algorithms: As a traditional handcrafted-feature
based classification, [19] fed extracted features from many external corpora to an
SVM classifier and achieved 82.2% F1 score.

• RNN based models: MV-RNN is a recursive neural network build on the constitu‐
ency tree and achieved a comparable performance with SVM [22]. SDP-LSTM is a
type of gated recurrent neural network, and it is the first attempt to use LSTM in this
task and it raised the F1-score to 83.7% [5].

• CNN based models: [9] construct a CNN on the word sequence and integrated word
position embedding, make a breakthrough on the task. CR-CNN extended the basic
CNN by replacing the common softmax cost function with a ranking-based cost
function [3], and achieved an F1-score of 84.1%. Using a simple negative sampling
method, depLCNN + NS introduced additional samples from other corpora like the
NYT dataset. And this strategy effectively improved the performance to 85.6% F1-
score [4]. Att-Pooling-CNN appended multi-level attention to the basic CNN model,
and have achieved the state-of-the-art F1-score in relation classification task [6].

• RNN combined with CNN: DepNN is a convolutional neural network with a recur‐
sive neural network designed to model the subtrees, and achieve an F1-score of
83.6% [2].

4.3 Experimental Setup

We utilize the word embeddings with 200 dimensions released by Stanford1. For model
parameters, we set the dimension of the entity position feature vector as 20. We use
Adam optimizer with batch size 64, an initial learning rate of 0.001 and a 0.99 learning
rate exponential decay factor at each training step. The word window size on the convo‐
lutional layer is fixed to 3. We also leverage dropout method to training the neural
network with 0.5 dropout ratio. For adversarial training, we empirically choose
“ϵ” = 0.02. We trained for 50,000 steps for each method in contrast experiments.

We run all experiments using TensorFlow on two Tesla V100 GPUs. Our model
took about 8 min per epoch on average.

4.4 Results Analysis

Comparation with Other Models. Table 2 presents the best effect achieved by our
adversarial-training based model (ANRC) and comparative methods. We observe that
our model achieves an F1-score of 88.7%, outperforming the state-of-the-art models.

1 https://nlp.stanford.edu/projects/glove/.
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Table 2. Results of our model and comparative methods

Model F1 (%)
Methods of traditional classifier
SVM [19] 82.2
Neural networks with dependency features
MVRNN [22] 82.4
Hybrid FCM [24] 83.4
SDP-LSTM [5] 83.7
DRNNs [1] 85.8
SPTree [23] 84.5
Neural works (End-to-end)
CNN+Softmax [9] 82.7
CR-CNN [3] 84.1
DepNN [2] 83.6
depLCNN+NS [4] 85.6
Att-Pooling-CNN [6] 88.0
Our architecture
ANRC 88.7

From the results in Table 2, we can also find that, in the end-to-end frameworks the
CNN architectures have achieved better performance than RNN ones. Besides, the
employment of negative sampling in depLCNN+NS promote the F1-score to more than
85%. And the attention mechanism introduced in the Att-Pooling-CNN model signifi‐
cantly improved the effectiveness of relation classification. Although we use a Bi-LSTM
as the basic classification model, there is still some improvement in the performance,
which proved the effectiveness of adversarial training framework.

Robustness of Adversarial Training. In order to test the robustness of our model, we
delete half of the training data, and evaluate the models’ precision on training data and
test data respectively. All using the Bi-LSTM model with attention as the relation clas‐
sifier, we adopt three different strategies to prevent overfitting: adversarial training plus
dropout, adding random noise plus dropout, and just using dropout. Comparative results
are shown in Table 3. Although the Adversarial Training+Dropout method has a little
precision loss on training data, it achieves an acceptable precision on test data which
prominently outperforms other strategies. It demonstrates that training with adversarial
perturbations well alleviated the overfitting in the case of scarce training data. Mean‐
while, our model has stronger robustness to small, approximately word case perturba‐
tions.

Table 3. F1-score in the case of halving training data

Strategy for reducing overfitting Precision (training data) Precision (test data)
Dropout 83.1% 59.6%
Random noise+dropout 82.3% 66.4%
Adversarial training+dropout 81.0% 75.5%
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Convergence of Adversarial Training. We compare the convergence behavior of our
method using adversarial training to that of the baseline Bi-LSTM model with attention.
We plot the performance of each iteration of these two models in Fig. 4. From this figure,
we find that training with adversarial examples converges more slowly while the final
F1 score is higher. It enlightens us that, we could pre-trained the model without adver‐
sarial training to faster the process.

5 Conclusion and the Future Work

In this paper, we proposed an adversarial training framework for relation classification,
named ANRC, to improve the performance and robustness of relation classification.
Experimental results demonstrate that, training with adversarial perturbations outper‐
formed the method with random perturbations and dropout in term of reducing overfit‐
ting. And, our model using a Bi-LSTM relation classifier with word-level attention
outperforms previous models. In the future work, we will construct various relation
classifier models and apply the adversarial training framework on other tasks.

Acknowledgement. This work was supported by the National Key Research and Development
program of China (No. 2016YFB0801300), the National Natural Science Foundation of China
grants (No. 61602466).
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Abstract. Given a microblog post and a topic, it is an important task to judge
the sentiment towards that topic: positive or negative, and has important theo-
retical and application value in the public opinion analysis, personalized rec-
ommendation, product comparison analysis, prevention of terrorist attacks, etc.
Because of the short and irregular messages as well as containing multifarious
features such as emoticons, and sentiment of a microblog post is closely related
to its topic, most existing approaches cannot perfectly achieve cooperating
analysis of topic and sentiment of messages, and even cannot know what factors
actually determined the sentiment towards that topic. To address the issues,
MB-LDA model and attention network are applied to Bi-RNN for topic-based
microblog polarity classification. Our cascaded model has three distinctive
characteristics: (i) a strong relationship between topic and its sentiment is
considered; (ii) the factors that affect the topic’s sentiment are identified, and the
degree of influence of each factor can be calculated; (iii) the synchronized
detection of the topic and its sentiment in microblog is achieved. Extensive
experiments show that our cascaded model outperforms state-of-the-art unsu-
pervised approach JST and supervised approach SSA-ST significantly in terms
of sentiment classification accuracy and F1-Measure.

Keywords: Cascaded model � Attention model � LDA model
Bi-RNN � Sentiment analysis � Microblog topic

1 Introduction

With the fast development of social network, more and more Chinese, especially young
people, are enjoying the convenience brought by the social network. Take microblog for
example, people have published various topics, such as entertainment news, political
events, sports reports, etc. They express their various sentiment and opinions towards the
topic with multiple forms of media. However, the unique features appear in microblog,
such as the sparsity of topics, contact relation, retweet, the shortmessage, the homophonic
words, abbreviations, the network language (the popular words), emoticons, etc. These
make it very difficult to analyze microblog’s topic and its sentiment.
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To address the issues, a new cascade model, which excavates the topic of micro-
blog and takes into account the relationship between the topic and its sentiment, is
proposed. Our cascaded model aims to identify microblog topic and its sentiment more
automatically and efficiently. It mainly has three distinctive advantages: (i) a novel
MB-LDA model, which takes both contact relation and document relation into con-
sideration based on LDA, is introduced to mining microblog topic, and the strong
relationship between topic and its sentiment is considered in a model; (ii) attention
network is introduced to identifying the factors that affect the topic’s sentiment and
calculating the degree of influence of each factor; (iii) because both MB-LDA model
and attention network are considered when using Bi-RNN to judge the sentiment
towards the topic, the synchronized detection of the topic and its sentiment in micro-
blog is achieved.

The rest of our paper will be organized as follows. In Sect. 2, we briefly summarize
related works. Section 3 gives an overview of data construction, including the dic-
tionaries of sentiment words, internet slang and emoticons. Section 4 gives an over-
view for cascaded model, including principles, graph models, related resources needed.
The experimental results are reported in Sect. 5. Lastly, we conclude in Sect. 6.

2 Related Works

2.1 Topic Model

The present text topic recognition technologies mainly are: traditional topic mining
algorithm, topic mining algorithm based on linear algebra, topic mining algorithm
based on probability model. The traditional topic model can be traced back to the
algorithm of text clustering, and it maps the unstructured data in the text into the points
in the vector space by VSM (vector space model), and then uses traditional clustering
algorithm to achieve text clustering. Usually text clustering has division-based algo-
rithm, hierarchical-based algorithm, density-based algorithm and so on. However, these
clustering algorithms generally depend on the distance calculation between the text and
the distance calculation in the mass text is difficult to define; in addition, the clustering
result is to distinguish the categories and doesn’t give the semantic information, it is not
conducive to people’s understanding. LSA (latent semantic analysis) is a new method
for mining text topics based on linear algebra, proposed by [1]. LSA uses the
dimensionality reduction method of SVD to excavate the latent structure (semantic
structure) of documents, and then we query and analyze correlation in low dimensional
semantic space. By means of SVD and other mathematical methods, the implicit
correlation can be well mined. However, the limitation of LSA is that it does not solve
the “polysemous” problem of the text, because a word only has one coordinate in
semantic space (that is the average of the word more than one meaning), instead of
using multiple coordinate to express more than one meaning, and what’s more, SVD
involves matrix operations, the computational cost is large, and the calculation results
in many dimensions is negative, which makes the understanding of the topic is not
intuitive.
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The third topic model is generative probability model. It assumes that the topic can
generate words according to certain rules. When text words are known, the topic
distribution of text set can be calculated by probability. The most representative topic
model are PLSA (probabilistic latent semantic analysis) and LDA (latent dirichlet al-
location). Based on the study of LSA, PLSA is proposed by [2], which combines the
maximum likelihood method and the generation model. It follows the dimension
reduction of LSA: the text is a kind of high dimensional data when it is represented
with TF�IDF, the number of topics is limited and the topic corresponds to the low
dimensional semantic space, the topic mining is to project the document from the high
dimensional space to the semantic space by reducing the dimension. LDA is a
breakthrough extension of the PLSA by adding a priori distribution of Dirichlet on the
basis of PLSA. The founder of LDA [3] point out that PLSA does not use a unified
probability model in the probability calculation of the document corresponding to the
topic, too many parameters will lead to overfitting, and it is difficult to assign a
probability to a document outside the training set. Based on these defects, LDA
introduces the super parameters and form a Bayesian model with 3 layers
“document-topic-word”, and then the model is derived by using the probability method
to find the semantic structure of the text and to mine the topic of the text.

In recent years, the research on topic model has been deepened, and a variety of
models have been derived, such as Dynamic topic model [4], Syntactic topic model [5]
and so on. There are also models that consider the relationships between texts, such as
Link-PLSA-LDA and HTM (Hypertext Topic Model). Link-PLSA-LDA is a topic
model proposed by [6] for citation analysis. In this model, the quoted text is generated
by PLSA, and the citation text is generated by LDA, and the model assumes that the
two has the same topic. HTM is a topic model proposed by [7] for hypertext analysis.
In the process of generating text, HTM adds the influence factors of hyperlinks to mine
the topic and classify the text for the hypertext.

2.2 Microblog Sentiment Analysis

Sentiment analysis is one of the fastest growing research areas in computer science,
making it challenging to keep track of all the activities in the area. In the research
domain of sentiment analysis, polarity classification for twitter has been concerned for
some time, such as Tweetfeel, Twendz, Twitter Sentiment. In previous related work,
[8] use distant learning to acquire sentiment data. They use tweets ending in positive
emoticons like “:)” as positive and negative emoticons like “:(” as negative. They build
models using Naives Bayes (NB), MaxEnt (ME) and Support Vector Machines (SVM),
and they report SVM outperforms other classifiers. In terms of feature space, they try a
Unigram, Bigram model in conjunction with parts-of-speech (POS) features. They note
that the unigram model outperforms all other models. However, the unigram model
isn’t suitable for Chinese microblog, and we make full use of new emoticons which
appear frequently in Chinese microblog.

Another significant effort for sentiment classification on Twitter data is by [9]. They
use polarity predictions from three websites as noisy labels to train a model. They
propose the use of syntax features of tweets like retweet, hashtags, link, punctuation
and exclamation marks in conjunction with features like prior polarity of words and
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POS of words. In order to improve target-dependent twitter sentiment classification,
[10] incorporate target-dependent features and take the relations between twitters into
consideration, such as retweet, reply and the twitters published by the same person. We
extend their approach by adding a variety of Chinese dictionaries of sentiment, internet
slang, emoticons, contact relation and document relation (forwarding), and then by
using attention network and Bi-RNN to achieve the sentiment towards the topic.

The problem we address in this paper is to identify microblog topic and its senti-
ment automatically and synchronously. So the input of our task is a collection of
microblogs and the output is topic labels and sentiment polarity assigned to each of the
microblogs.

3 Data Description

Microblog allows users to post real time messages and are commonly displayed on the
Web as shown in Fig. 1. “# #” identifies the microblog topic, “//” labels user’s for-
warding relation (document relation), “@” specified the user who we speak to (contact
relation).

People usually use sentiment words, internet slang and emoticons to express their
opinions and sentiment in microblog. According to [11], the sentiment word is one of
the best sentiment features representations of text, and the rich sentiment words can be
conductive to improving sentiment analysis. Internet slang that more and more people
use in social network is also important factor for polarity classification. The con-
structions of them are not only a significant foundation, but also a time-consuming,
labor-intensive work. In order to obtain sentiment polarity on microblog topic, we use
the same method to construct some dictionaries based on [12].

Fig. 1. Chinese microblog example
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3.1 The Dictionary of Sentiment Words

In order to obtain more abundant sentiment words, we regard these sentiment words
provided by HowNet1 and National Taiwan University Sentiment Dictionary
(NTUSD)2 as the foundation, and then use lexical fusion strategy to enrich the dic-
tionary of sentiment words.

[13] uses lexical fusion strategy to compute the degree of correlation between test
word and seed words that have more obvious sentiment polarity, and then obtain
sentiment polarity of test word. We respectively take 20 words as seed words in this
paper, as shown in Tables 1 and 2.

So emotional orientation of the test word is computed as follows:

SOðwordÞ ¼
X

pword2Pset
PMIðword; pwordÞ �

X

nword2Nset
PMIðword; nwordÞ ð1Þ

where pword and nword are positive seed word and negative seed word, Pset and Nset
are positive seed words collection and negative seed words collection respectively. PMI
(word1, word2) is described in formula (2), P(word1&word2), P(word1) and P(word2)
are probabilities of word1 and word2 co-occurring, word1 appearing, and word2
appearing in a microblog respectively. When SO(word) is greater than zero, sentiment
polarity of word is positive. Otherwise it is negative.

PMIðword1; word2Þ ¼ logð Pðword1&word2Þ
Pðword1ÞPðword2ÞÞ ð2Þ

Table 1. Seed words with positive polarity

Table 2. Seed words with negative polarity

1 http://www.keenage.com/html/c_index.html.
2 http://nlg18.csie.ntu.edu.tw:8080/opinion/index.html.
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3.2 The Dictionary of Internet Slang

People usually use homophonic words, abbreviated words and network slang to
express their opinions in social network, and [14] has analysed the sentiment of twitter
data. Sometimes new words, produced by important events or news reports, are used to
express their opinions. So we use the dictionary of internet slang appeared in [12] to
support microblog topic polarity classification, containing homophonic words, abbre-
viated words, network slang and many new words. Table 3 shows part of the
dictionary.

3.3 The Dictionary of Emoticons

We construct the dictionary of emoticons by combining emotional symbol library in
microblog with other statistical methods. The former is used to select obvious emotion
symbols in microblog, such as Sina, Tencent microblog et al. The latter chooses
emoticons used in other social network, containing user-generated emoticons.

Firstly, two laboratory personnel obtain emotional symbol library, and keep the
emoticons with the same sentiment polarity after their analysis, and then get rid of
emotional symbols with ambiguous polarity, the result is described in Table 4.

Secondly, in order to enrich the dictionary of emoticons, especially user-generated
emoticons in social network, two laboratory personnel collect and analyse sentiment
polarity, and finally obtain the result shown in Table 5.

Table 3. Part of the dictionary of internet slang

Table 4. Part of the dictionary of emoticons
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In order to deal with the content conveniently, we pre-process all the microblogs
and replace all the emoticons with their “Meaning” by looking up the dictionary of
emoticons.

4 The Cascaded Model

4.1 MB-LDA Model for Microblog Topic Mining

MB-LDA is based on the research of LDA, and makes unified modeling for micro-
blog’s contact relation and text relation. It is suitable for microblog topic mining. The
parameters of the model are shown in Table 6.

Bayesian network diagram of MB-LDA is shown in Fig. 2, c and r are used to
represent the relation of the contact and the retweet respectively. At first, MB-LDA
extracts the relation u between the words and the topic which follows the Dirichlet
distribution of the parameter b. Usually conversation message in microblog begins with

Table 5. Part of the dictionary of user-generated emoticons

Table 6. Parameter definition description

Id Parameter Definition

1 a; ac Hyperparameters for hd and hc
2 b Hyperparameter for u
3 c Contactor in conversation message (@)
4 hc Topic distribution associated with contactor c
5 hd Topic distribution over microblog d
6 hdRT Topic distribution over retweet microblog d
7 k Weight parameters for retweet microblog
8 u Word distribution over topics
9 r Retweet relation in conversation message (//)
10 u Word distribution over topics
11 w Word in microblogs
12 zi Topic of word i
13 pc Bool parameters to decide specific microblogs
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“@”, it is difficult to judge whether it is conversation message when “@” appears in
other positions. In this paper we only consider contact relation in microblog beginning
with “@”. When MB-LDA generates a microblog, we regard the microblog beginning
with “@” as conversation message and set pc = 1, and then extract the relation hc
between each topic and the contact c which follows the Dirichlet distribution of the
parameter ac, and assign ac to the relation hd between the microblog d and each topic;
Otherwise set pc = 0, directly extract the relation hd between each topic and the
microblog d which follows the Dirichlet distribution of the parameter a.

Throughout the microblog sets, the topic probability distribution h is defined as
follows:

P hja; ac; cð Þ ¼ PðhcjacÞpcPðhdjaÞ1�pc ð3Þ

Secondly, how to identify retweet relation? If microblog contains “//”, we regard
the relation between retweet microblog dRT and each topic as hdRT , and extract r from
the Bernoulli distribution with parameter k, as well as extract the topic probability zdn
of the current word from the polynomial distribution with parameters hdRT or hd .
However, we set r ¼ 0 when “//” doesn’t exist in microblog, and extract the topic
probability zdn of the current word from the polynomial distribution with parameter hd .
Finally, the specific words are extracted from the polynomial distribution with the
parameter uzdn . More the details about MB-LDA model, see [15].

In microblog, the joint probability distribution of all the words and their topics is
shown as follows:

P w; zjk; h; bð Þ ¼ P rjkð ÞP zjhð ÞP wjz; bð Þ ¼ PðrjkÞP zjhdð Þ1�rP zjhdRTð ÞrPðwjz; bÞ
ð4Þ

4.2 Hierarchical Attention Network

Traditional approaches of text polarity classification represent documents with sparse
lexical features, such as n-grams, and then use a linear model or kernel methods on this

Fig. 2. Bayesian network of MB-LDA
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representation. More recent approaches used deep learning, such as convolutional
neural networks and recurrent neural networks based on long short-term memory
(LSTM) to learn text representations. However, a better sentiment representation can be
obtained in this paper by incorporating knowledge of microblog structure in the
attention network. We know that not all parts of a microblog are equally relevant for
judging the microblog polarity and that determining the relevant sections involves
modeling the interactions of the words, not just their presence in isolation.

Words form sentences, sentences form a document. In the application of micro-
blog’s polarity classification, we introduce hierarchical attention network created by
Zichao Yang into our cascaded model. Our intention is to let the network to pay more
or less attention to individual emotional factor when constructing microblog’s polarity
classifier. The overall architecture is shown in Fig. 3. It consists of five parts: a word
sequence encoder, a word-level attention layer, a sentence encoder, a sentence-level
attention layer and softmax layer. The details of different parts have been described in
[16], we don’t introduce them anymore.

word encoder 

word attention 

sentence encoder 

sentence attention 

Fig. 3. Hierarchical attention network
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4.3 The Cascaded Model Architecture for Topic Polarity Classification

Although attention-network-based approaches to polarity classification have been quite
effective, it is difficult to identify the topic and give the polarity towards that topic
synchronously. We combine the MB-LDA model and attention network to generate the
cascaded model. The overall architecture of the cascaded model is shown in Fig. 4. Twi

expresses the probability of the word wi belongs to the topic T, where i 2 1; T½ �. The
advantages of this architecture are as follows: (i) polarity classification is carried out on
the basis of the results of topic recognition; (ii) the information input into the neural
network takes into account the probability Twi .

The processing steps are as follows:

(i) The MB-LDA model is used to obtain the topics of microblog data sets and the
top 50 sentiment words in each topic. These sentiment words are selected from
the topic according to the dictionary of sentiment words.

(ii) Both the microblogs and the topic probabilities of each sentiment words from the
same topic are used as the input of hierarchical attention network.

(iii) The polarity classification of each microblog of each topic is achieved in the
softmax layer.

MB-LDA 
Model 

Hierarchical 
Attention 
Network 

…… 

…… 

Fig. 4. The cascaded model architecture
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5 Experiments and Results

In order to quantitatively analyze the performance of the cascade model, we use 4
different real microblog topic datasets to do experiments, and analyze the accuracy of
polarity classification, the influence of topic number on accuracy, and the influence of
emoticons on accuracy.

5.1 Data Sets

The labeled data sets in NLP&CC 20123 & 20134, a total of 405 microblogs, are
provided by Tencent Weibo, including four topics: hui_rong_an, ipad,
kang_ri_shen_ju_sample and ke_bi_sample. We reserve the microblog labeled with
“opinionated = Y” and “forward” on behalf of “//” (retweet) in a microblog. When the
number of “polarity = ‘POS’” in microblog is more than or equal to the number of
“polarity = ‘NEG’”, we think that microblog is positive. Otherwise, it is negative, and
according to the polarity tagging, we randomly add the corresponding emoticons to
microblog to enrich the emotional characteristics of the data sets.

In order to avoid over-fitting or under-fitting, we adopt 10-fold cross-validation in
the experiments. Namely data sets would be randomly divided into 10 parts, 9 parts of
them are used as training sets and the others are used to test. We repeat the process for
10 times and finally take the average value.

In addition, in order to encode emoticons, such as “T_T”, and so on, we

carry out the corresponding string processing “Good” and .

5.2 The Evaluation of Microblog Topic Polarity Classification

Polarity classification on microblog topic is evaluated by Precision, Recall and
F-measure.

Pr ecision ¼ #system correct
#system proposed

ð5Þ

Recall ¼ #system correct
#person correct

ð6Þ

F � measure ¼ 2 � Pr ecision � Recall
Pr ecision þ Recall

ð7Þ

Where #system_correct is the correct result from system, #system_proposed is the
whole number of microblogs from system, #person_correct is the number of microblogs
that has been annotated correctly by people, #weibo_topic is the number of microblogs
containing topicwords, #weibo_total is thewhole number ofmicroblogs in the collection.

3 http://tcci.ccf.org.cn/conference/2012/pages/page04_eva.html.
4 http://tcci.ccf.org.cn/conference/2013/pages/page04_eva.html.
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5.3 Results

In order to evaluate microblog topic polarity recognition ability, considering the
semi-supervised learning of the cascaded model, we compare it with the most repre-
sentative unsupervised learning model JST [17], semi-supervised learning model
SSA-ST [18] and supervised learning model SVM in four data sets for microblog topic
polarity classification. The results of the experiment are shown in Table 7. The value in
the table shows the average value of the correct rate of each group of data.

From the above table, we can see that the precision of polarity classification in
cascaded model is higher than that of unsupervised model JST and semi-supervised
model SSA-ST, while our result is similar to that of supervised model SVM. The reason
is that our cascaded model has strong ability to identify emotional characteristics, and
we find that the attention network has higher weight in features’ calculation. This helps
us quickly identify key elements that affect microblog’s topic polarity. Although the
experimental results of the cascaded model are lower than SVM, the cascaded model can
discover topics and achieve higher polarity classification with fewer training sets.

Because the cascaded model can synchronously detect the topic and its polarity in
microblog data sets, it is necessary to explore the interaction between polarity classi-
fication and topic detection. We carry out an experimental analysis that how does the
number of topics affect the precision of polarity classification. The results of the
experiment are shown in Fig. 5.

Table 7. The comparison of polarity classification in 4 data sets

Model name Precision Recall F-measure

JST 71.09 62.3 66.41
SSA-ST 78.9 74.32 76.54
SVM 89.1 85.19 87.1
Cascaded model 86.74 81.35 83.96

The number of the topics 

30%
35%
40%
45%
50%
55%
60%
65%
70%
75%
80%
85%
90%

1 2 3 4 5 6 7 8

the precision

Fig. 5. The influence of the number of topics on the precision of polarity classification
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As shown in Fig. 5, the influence of different numbers of topics generated by the
cascaded model is different on the same data sets. The inappropriate number of topics
will reduce the precision of microblog’s polarity classification. Too little number of
topics can reduce the correlation between the topic and its polarity. Too much number
of topics can make the complete topic fragmented, which improves the noises of
polarity classification and reduces the precision.

At the same time, we know that usually emoticons can effectively improve the
effect of polarity classification, so what is the quantitative correlation between the two?
We are gradually raising the number of microblogs containing emoticons in four data
sets, that is to increase the proportion of microblogs with emoticons. The results of the
experiment are shown in Fig. 6.

Figure 6 shows that with the increase of the number of emoticons in microblog, the
precision of polarity classification is also increasing. From the trend of the precision,
different polarity classification models have different promotion when we increase the
proportion of emoticons in data sets, the precision of all classification models and the
proportion of emoticons is linear positive correlation, and based on the topic identified,
the polarity classification performance of our cascade model is better obviously.

6 Conclusions and Future Work

With the popularity of microblog services, people can see and share reality events on
microblog platform. Mining the topic sentiment hidden in massive microblog messages
can effectively assist users in making decisions. [19, 20] have introduced a number of
different sentiment analysis methods for twitter, but our approach is also suitable for
twitter. In this paper, MB-LDA model and attention network are applied to Bi-RNN for
topic-based microblog polarity classification, and the synchronized detection of the
topic and its sentiment in microblog is achieved.

20%
30%
40%
50%
60%
70%
80%
90%

20% 40% 60% 80% 100%

the precision

Cascaded model JST SSA-ST

Fig. 6. The influence of the proportion of emoticons on the precision of polarity classification
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Abstract. Recommending the best and optimal content to user is the essential
part of digital space activities and online user interactions. For example, we like
to know what items should be sent to a user, what promotion is the best one for a
user, what web design would fit a specific user, what ad a user would be more
susceptible to or what creative cloud package is more suitable to a specific user.
In this work, we use deep learning (autoencoders) to create a new model for

this purpose. The previous art includes using Autoencoders for numerical fea-
tures only and we extend the application of autoencoders to non-numerical
features.
Our approach in coming up with recommendation is using “matrix comple-

tion” approach which is the most efficient and direct way of finding and eval-
uating content recommendation.

Keywords: Recommender systems � Artificial intelligence � Deep learning

1 Introduction

1.1 An Overview of Matrix Completion Approach

With the advancements in data collection and the increased availability of data, the
problem of missing values will only intensify. Traditional approaches to treating this
problem just remove rows and/or column that have missing values but, especially in
online applications, this will mean removing most of the rows and columns as most
data collected is sparse. Naïve approaches impute missing values with the mean or
median of the column, which changes the distribution of the variables and increases the
bias in the model. More complex approaches create one model for each column based
on the other variables; our test show that this work well for small matrices but the
computational time increases exponentially as more columns are added. For only
numerical datasets, matrix factorization using SVD-based models proved to work on
the Netflix Prize but has the drawback of inferring a linear combination between
variables and not working well with mixed datasets (continuous and categorical). For
sequential data, researches have been done using Recurrent Neural Networks (RNN).
However, the purpose of this paper is to create a general matrix completion algorithm
that does not depend on the data being sequential and works with both continuous and
categorical variables that would be the founding block of a Recommendation System.
A novel model is proposed using an autoencoder to reconstruct each row and impute
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the unknown values based on the known values, with a cost function that optimizes
separately the continuous and categorical variables. Tests show that this method out-
performs the performance of more complex models with a fraction of the execution
time.

Matrix Completion is a problem that’s been around for decades but took promi-
nence in 2006 with the Netflix Price, where the first model to beat Netflix’s baseline
recommender system by more than 10% would win 1 million dollars. In such a dataset,
each row represented a different user and each column a different movie. When a user i
rated movie j, the position ij of the matrix would reflect the rating, otherwise it would
be a missing value. This is a very particular type of dataset, as every column repre-
sented a movie from which a limited number of ratings was possible (1–5). It is fair to
say that the difference between the values in the columns reflect the taste of the user
but, in a general sense, each column represents the same concept i.e., a movie. Most of
the research in matrix completion and recommendation systems have been done on
datasets of this type, predicting the rating that a user will give on a movie, song, book,
or any other content. However, most of the datasets, created in the real world, are not
of this type as each column may represent a different type of data. Thus, the data could
be demographical (age, income, etc.), geographical (city, state, etc.), medical (tem-
perature, blood pressure, etc.), just to name a few. Any dataset may have missing
values, and the purpose of this work is to create a general model that imputes these
missing values and recommends contents in the face of having all possible type of
data.

1.2 The State of the Art

Naïve Approaches
The most basic approach is to fill the missing values with the mean or median (for
continuous variables) or the mode (for categorical variables). This method presents two
clear problems: the first is that it is changing the distribution of the variable by giving
more prominence and over-representation to the imputed variable than it really has in
the data, and the second is that bias is introduced to the model, as the output is the same
for all the missing values in a specific column. This is specially a problem for highly
sparse datasets. It is important to notice that a variation of this method exists where the
mean or median of the row (instead of the column) is imputed, but only works for
continuous variables. The mode could be used for both continuous and categorical but
will still present the problems described earlier. Some more models can be found in [1,
6, 48, 66–68].

Collaborative Filtering and Content-Based Filtering
Collaborative filtering is one of the main methods for completing Netflix-style datasets.
In collaborative filtering, a similarity between rows (or columns) is calculated and used
to compute a weighted average of the known values to impute the missing values. This
method only works for numerical datasets, and is not scalable as similarity must be
computed for all pairs (which is very computationally expensive).
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Content-Based filtering uses attributes of the columns to find the similarity between
them and then calculate the weighted average to impute. This method only works for
numerical datasets.

SVD Based
The Singular Value Decomposition works by finding the latent factors of the matrix by
factorizing it into 3 matrices:

X ¼ URVT

Where U is an m x m unitary matrix, R is a diagonal matrix of dimensions m x n
and V is an n x n unitary matrix. The matrix R represent the singular values of matrix
X, and the columns of U and V are orthonormal. It reconstructs the matrix X by finding
its low-rank approximation. A preprocessing step for this method is pre-imputing the
missing values, usually with the mean of the column, as missing values are not per-
mitted. This method is one of the most popular one as it was the winning solution of the
Netflix Prize, but has the drawback of only working on numerical datasets, inferring a
linear combination of the columns, and usually are fit for Netflix-style datasets.

More Complex Approaches
More complex approaches create one model for each variable with missing values,
using the rows with known values in a column as the training set. A model is trained
using all the variables, except the one column, as the input, and that column as the
output. After a model is trained, the missing values are estimated by predicting the
output of the other rows. The principal drawback of these methods is that the number of
models that have to be trained increase with the number of columns of the dataset,
therefore it is very computationally expensive for large datasets. This framework can
work for mixed datasets or for numerical only datasets, depending on the model used.
Pre-imputing missing values is needed for this framework as missing values are not
permitted, usually with the mean of the column.

Some implementations of these models use Random Forest (missForest, works for
mixed datasets), chained equations (mice, works for numerical only), EMB (Amelia,
works for mixed datasets in theory but in this paper only the numerical part worked),
FAMD (missMDA, works for mixed datasets).

2 Our Deep Learning Model

2.1 The General Framework

When designing the model, three main objectives were considered:

• Minimize reconstruction error for continuous variables
• Minimize reconstruction error for categorical variables
• Eliminate the effect of missing values in the model

Our proposed method uses autoencoders to reconstruct the dataset and impute the
missing values. The concept originates from idea of SVD method through using deep
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learning model. Autoencoders are an unsupervised method that tries to reconstruct the
input in the output using a neural network that is trained using backpropagation.

A general overview of the model is shown in Fig. 1.

2.2 The Step of Pre-process the Dataset

The dataset can be of three types: all continuous, all categorical, or mixed (some
columns are continuous and some categorical). Therefore, the first step of pre-
processing the data is finding out which columns are numerical and which are cate-
gorical. The procedure followed in this work, to achieve this, is shown in Fig. 2, below.

Once the column type is known, each of the continuous columns (if they exist) are
normalized using Min Max Scaling. This way, every numerical column is scaled
between 0 and 1. This step of normalization of data is a necessary step in the appli-
cation of Neural Networks. The minimum and maximum values for each column are
saved to be able to rescale the reconstructed matrix to the original scale.

After normalizing the continuous columns, the next step is encoding the categorical
columns. For simplicity purposes, and because the order of the columns is not relevant
in the model, all the continuous columns are moved to the beginning of the matrix and
the categorical columns to the end. Then, each categorical column is encoded using
One-Hot encoding, where one new column is created for each level of each categorical
variable. The column with the label has a value of 1 and the rest a value of 0.

Fig. 1. The general overview of the model.

Categorical # Levels
> 5

Numerical Categorical

Values Not
numerical

True

True

False

False

For each column

Fig. 2. The column type definition.
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At this step, the matrix is all numerical and every column is between 0 and 1. For
the reasons that will be explained in Sect. 2.3, three masks will be extracted from the
encoded dataset:

• Missing Value Mask: same shape as the encoded matrix, where the missing values
are encoded as 0 and the non-missing values as 1.

• Numerical Mask: a vector of the same length as the number of columns, where the
continuous columns (if exist) are encoded as 1 and the categorical columns (if exist)
are encoded as 0.

• Categorical Mask: the complement of the numerical mask, where the continuous
columns are encoded as 0 and the categorical as 1.

The last step in encoding the matrix is converting all missing values to 0. This
serves two purposes: the first is that neural networks can’t handle missing values, and
the other is to remove the effect of these missing nodes in the neural network. Once the
encoded matrix and the three masks are created, the training step can begin.

2.3 Training the Autoencoder

To train the autoencoder, each row of the encoded matrix is treated as the input and
output at the same time. Therefore, the number of nodes in the input (n_input) and
output layer are equal to the number of columns in the encoded matrix.

The architecture that was defined consists of 3 hidden layers. The design is sym-
metrical with the number of nodes of each of the hidden layers as follows:

• Hidden Layer 1: n_input/2
• Hidden Layer 2: n_input/4
• Hidden Layer 3: n_input/2

x0

x1

x2

x3

Xn_input-1

Xn_input

X’0

X’1

X’2

X’3

X’n_input-1

X’n_input

be1

be2

bd1

bd2

Encoder 1
[(n_input+1) x n_input/2]

Encoder 2
[(n_input/2+1) x n_input/4]

Decoder 1
[(n_input/4+1) x n_input/2]

Decoder 2
[(n_input/2+1) x n_input]

Fig. 3. The network architecture.
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There are two encoding layers and two decoding layers. The reason why the
number of nodes for the hidden layers is smaller than the input layer is due to the idea
of projecting the data onto a lower dimension and find the latent factors to reconstruct
the data set from there.

Figure 3 shows the autoencoder neural network architecture, with the dimensions
of each encoding/decoding layer. The “+1” in the first dimension of each
encoder/decoder is the bias term that was added.

The activation function that was used for each of the nodes is the sigmoid given as,

r xð Þ ¼ 1
1þ e�x

The output of each encoder and decoder are computed as follows:

Encoder 1 ¼ r X �WE1 þBE1ð Þ

Where * denotes matrix multiplication, WE1 are the weights for encoder 1
learned from the network (initialized randomly) and BE1 is the bias of the encoder 1
learned from the network (initialized randomly). This result is fed to the second
encoder,

Encoder 2 ¼ r Encoder 1 �WE2 þBE2ð Þ

Similarly, for the Decoders:

Decoder 1 ¼ r Encoder 2 �WD1 þBD1ð Þ

X 0 ¼ Decoder 2 ¼ r Decoder 1 �WD2 þBD2ð Þ

The output of decoder 2 has the same dimensions as the input and is the output
from which the weights will be trained.

2.4 The Cost Functions

As stated previously, there are three main objectives in this work; to minimize
reconstruction error for both continuous and categorical variables, and to eliminate the
effect of missing values in the model.

Continuous and categorical variables are different in nature, and therefore should be
treated differently when used in any model. In most neural networks applications, there is
only one type of output variable (either continuous or categorical) but in this case, there
may be mixed nodes. This work proposes using a mixed cost function that is the sum of
two separate cost functions, one for continuous variables and one for categorical variables.

costtotal ¼ argmin
W ;B

ðcostcontinuous þ costcategoricalÞ
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To be able to distinguish between continuous and categorical variables, the
numerical and categorical masks, that are created earlier, will be used.

For the purpose of the third objective, the missing values mask will be used to only
consider the error of values that are not missing. By using this approach, there is no
need to pre-impute missing values as they will have no effect on the overall cost
function.

Mathematically, the continuous cost function is as follows:

costcontinuous ¼
X

i;j
X 0
ij � Xij

� �
dnumjdmissij

� �2

Where X 0
ij is the output of Decoder 2 for position ij, Xij is the same value in the

original encoded matrix, dnumj is the value in the numerical mask for column j, and
dmissij is the value in the missing value mask for position ij. It is clear that this cost will
only consider values that are in columns that are numerical ðdnumj ¼ 1Þ and that are not
missing in the original matrix ðdmissij ¼ 1Þ.

The categorical cost function is given by the cross entropy:

costcategorical ¼ �
X
i;j

Xij ln X 0
ij

� �
þ 1� Xij
� �

ln 1� X 0
ij

� �� �
dcatjdmissij

Similarly, X 0
ij is the output of Decoder 2 for position ij, Xij is the same value in the

original encoded matrix, dcatj is the value in the categorical mask for column j, and
dmissij is the value in the missing value mask for position ij. It is clear that this cost will
only consider values that are in columns that are categorical ðdcatj ¼ 1Þ and that are not
missing in the original matrix ðdmissij ¼ 1Þ. The total cost function is minimized using
Gradient Descent. The learning rate for these tests was set at a default of 0.01.

2.5 The Post-processing of the Dataset

The output of the Autoencoder is a matrix where all the numerical columns are at the
beginning, and all the categorical columns are split among different columns, with a
value between 0 and 1, at the end. The goal is to reconstruct the original matrix, with
the columns in the same order and each categorical variable as one column with
different levels.

The first step is computing the “prediction” for the categorical variables, that is, the
level of the categorical variables that obtained the highest score after the decoder 2.
Once the category is found, the name of the column is assigned as the category or level
for that variable. This is repeated for all categorical variables.

Once each categorical column is decoded to its original form and levels, the col-
umns are reordered using the order of the original dataset. Then, the numerical vari-
ables are scaled back using the minimum and maximum values saved during the
pre-processing step for each column.
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At this point, the matrix is in the same shape and scale as the original matrix; with
all the missing values imputed.

The model in this work is based on a deep learning model using autoencoder for
content recommendation based on the solution of the matrix completion problem. The
main idea that this work proposes is extending the state of the art to impute missing
values of any type of dataset, and not just numerical. One of the principal idea of this
work is the application of a new cost function, a mixed cost function, that has not been
done before. This function detects which columns are continuous and which are cat-
egorical, and computes the proper error depending on the type of the data. This
improves considerably the performance of the model and can be extended to any neural
network application that requires output nodes of mixed types.

3 The Results and Conclusion

3.1 The Data Set and the Results

For this analysis, 15 publicly available datasets [12–26] were used. The dataset was
selected such that the data set would be diverse with respect to sparsity level, domain or
application, amount of numerical vs categorical data, and the number of rows and
columns.

To create a more varied selection of data, 100 bootstrap samples were created from
each of the datasets by selecting a random number of rows, a random number of
columns, and a random number of missing values.

To measure the performance of continuous variables, the Normalized Root Mean
Squared Error (NRMSE) measure is used. The reason this metric is used is that we
could compare the performance of difference datasets regardless of the range or vari-
ance it has. The lower the NRMSE score, the better.

NRMSE ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
mean xtrue � xpred

� �2� �

var xtrueð Þ

vuut

To measure the performance of categorical variables, the Accuracy is used. The
higher the accuracy score, the better.

Accuracy ¼ mean xtrue ¼ xpred
� �

The execution time is measured in seconds. The lower the execution time, the
better.

To compare the performance of our model vs other state of the art models, seven
packages in R were used as baselines models: Amelia [51], impute [49], mice [72],
missForest [70], missMDA [59], rrecsys [11], and softImpute [48]. The models in these
packages are state of the art solutions for the matrix completion problem and cover all
the models described in the introduction.
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The number of missing values ranged from 0 to 100%, but limitations on other
packages only allowed only up to 80% on most models, and 20% on Amelia package
model.

Figure 4 shows the performance of the models with 1500 bootstrap samples (100
per dataset) measured by the NRMSE. It can be seen that the model proposed in this
paper outperforms all of the models, with less variation in the results. The closest
model, Amelia, was only tested with up to 20% sparsity but our autoencoder still
improves the median NRMSE by 11% (0.09293 vs 0.10395).

Fig. 4. Comparing the performance using NRMSE.

An Efficient Deep Learning Model for Recommender Systems 229



Figure 5 shows the accuracy of categorical variables for all packages that are able
to handle them. Out of the seven packages that were tested to compare, only four are
able to impute categorical variables. The model proposed in this paper sits right in the
middle in terms of median performance with large variation in the results.

Figure 6 shows the execution time in seconds for all the packages. The tests were
run in a MacBook Pro with a 2.5 GHz Intel Core i7 processor. It can be seen that the
autoencoder model is the third slowest, however the median computational cost is still
reasonable at about 0.5 s per model. Comparing the execution time to models that can
handle categorical values, the two models that outperform in accuracy take about 5
times as long to execute as the autoencoder indicating our model has the best

Fig. 5. Comparing the accuracy of different models.

Fig. 6. Comparing the execution time of different models.
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performance for NRMSE for all models tested. Thus, for the models that can handle
mixed datasets, our model has the best tradeoff between accuracy and execution time.

The results indicate our model outperforms existing models. It has the best NRMSE
of all models, and has the best trade-off accuracy and computational complexity as the
two models.
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Abstract. AI and machine learning are mathematical modeling methods for
learning from data and producing intelligent models based on this learning. The
data these models need to deal with, is normally a mixed of data type where both
numerical (continuous) variables and categorical (non-numerical) data types.
Most models in AI and machine learning accept only numerical data as their
input and thus, standardization of mixed data into numerical data is a critical
step when applying machine learning models. Having data in the standard shape
and format that models require often a time consuming, nevertheless very sig-
nificant step of the process.
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1 Introduction

1.1 Motivation

As an example, when we have a data set (below) combined of many variables where all
are numerical ones except two variables of categorical type (gender and marital status)
as following [50]:

Table 1. Original mixed variables

User Age Income Gender Marital status

1 31 90,000 M Single
2 45 45,000 M Married
3 63 34,000 M Divorced
4 33 65,000 F Divorced
5 47 87,000 F Single
6 38 39,000 M Married
7 26 120,000 M Married
8 25 32,000 F Married
9 29 55,000 F Single
10 44 33,000 F Single
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When applying many machine learning models, the models need the data to be
numerical data type. Thus, the categorical data should be converted into numerical
type. The most efficient way of converting the categorical variable is the introduction of
dummy variables (one hot encoding) for which a new (dummy) variable is created for
each category (except the last category – since it’d be dependent on the rest of dummy
variables, i.e., its value could be determined when all other dummy variables are
known) of the categorical variable. These dummy variables are binary variables and
could assume only two values, 1 and 0. The value 1 means the sample has the value of
that variable and 0 means the opposite.

Here, for this example, we have two categorical variables:

1. Gender: there are only two categories, so we need to create one dummy variable.
2. Marital Status: there are three categories so we need to create two new dummy

variables.

The result after the creation of dummy variables is shown in Table 2.

After this transitional step, we could use any machine learning model for this data
set as all its variables are numerical one.

In general, for any categorical variable of “m” categories (classes), we need to
create “m − 1” dummy variables. The problem arises when any specific categorical
variable has large (based on our work, that means larger than 8) number of categories.
The reason is that, in these cases, the number of dummy variables need to be created
becomes too large causing the data to become of high dimension. The high dimen-
sionality of data leads to “curse of dimensionality” problem and thus all related issues
related to “curse of dimensionality” such as the need of “exponential increase in the
number of data rows” and “difficulties of distance computation” would appear.
Obviously, one needs to avoid the situation since, in addition to these problems, curse
of dimensionality also leads to misleading results from any machine learning models
such as finding false patterns discovered based on noise or random chance. Besides all

Table 2. The original variables after the introduction of dummy variables.

User Age Income Dummy variable-1
(female)

Dummy variable-2
(married)

Dummy
variable-3 (single)

1 31 90000 0 0 1
2 45 45000 0 1 0
3 63 34000 0 0 0
4 33 65000 1 0 0
5 47 87000 1 0 1
6 38 39000 0 1 0
7 26 120000 0 1 0
8 25 32000 1 1 0
9 29 55000 1 0 1
10 44 33000 1 0 1
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of that, higher dimension leads to higher “computational cost” and “slow model
response and lower robustness”, all of which should be avoided. Therefore, in the
process of transformation of categorical data into numerical data types, we must reduce
the number of newly created numerical variables to reduce the dimension of data [50].

Two examples of the case of categorical variables of large categories or classes are
“country of residence” and “URL related data such as the last site visited by the user”.
For the first variable, there are more than 150 categories and for the second, there is
potentially as many categories as the number of users which is a very large (in the order
of millions) number. To address these types of problem, this work establishes a new
approach of reducing the number of categories (when the number of categories in a
categorical variable in larger than 10) to K categories for K� 10. This way, we will
create a limited number of dummy variables to replace the categorical variable in the
data set.

For some types of categorical variables such as “country of residence”, we may find
some attributes online and thus, using these attributes and applying clustering models
and web scraping, we can create only a handful of dummy variable to replace the
categorical variables of large categories [50].

But, there are other type of categorical variables, such as “URL” variable, where it
is not possible to scrap features online and thus the above method [50] cannot be
applied. This paper focuses on a method of dealing with this type of categorical data.

2 The Approach Used in This Work

2.1 The Difficulties in Dealing with Modern Data

Quite often, the models in machine learning are models that use only numeric data.
Though, practically all data that are used in machine learning are mixed type, numerical
and categorical data. When used for machine learning models that could use only
numerical data, mixed data types are handled using three different approaches: first
approach is trying to, instead, using models that could handle mixed data type, second
approach is to ignore (drop) categorical variables. The last approach is converting
categorical variables to numerical type by introducing dummy variables. The first
approach introduces many limitations as there are only a limited number of models that
could handle mixed data and those models are often not the best model fitting the data
set. The second approach leads to ignoring much of the information in data set, i.e., the
categorical data. The practical approach is the third one, i.e., conversion of categorical
data into numerical data. As we explained above, this can be done correctly only when
all categorical variables have only limited number of categories (10 or less). Else, it
leads to high dimensional data that causes, among other problems, machine learning
models to produce meaningless (biased) results. In other words, when the variable has
many classes, this approach becomes infeasible because the number of variables will be
too much for the numeric models to handle.

This work detects a much smaller number of “latent classes” that are the under-
pinning classes or categories for the original categories of each categorical variable.
This way, the high dimensionality is avoided and thus, we can use these latent classes
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to perform the dummy variable generation described above to use any machine
learning. The small number of latent categories are detected using k-means clustering.

The basic idea is that categorical variables that have many values (or unique values
for each sample) provide little information for other samples. To maintain the useful
information from these variables, the best method is to keep that useful (latent)
information. This invention does it by finding the latent categories by clustering all
categories into similar groups. Using k-means clustering of the categories of any cat-
egorical variable, we may two distinct cases. First, is when each category has given
features or attributes. This is rarely seen in the data sets. The second case is when there
are no such attributes about each of the categories and we need to create them.

In the cases, we have features for all categories or classes of any variable, we could
use k-means clustering directly. Though, quite often, there is no attributes information
about these classes in the data sets. This work uses NLP [2, 13, 18–20, 53, 57] models
(Natural Language Processing) to address the case of categorical variables without any
attributes or features. The objective is to find a small number of dummy variables
replacing the categorical variable, that we want to convert to a numerical one.

We show our approach for the very important example of URL variable.

2.2 Application of Our Model by Using the Example of URL Data

Categorical variables having URL are important example of these types of categorical
variables. They are frequently present in click data and often have very large possible
values, sometime as much as the number of users.

To extract the latent categories from these URL variables, we try to cluster them
into similar URL’s i.e. URLs with similar paths. We choose to extract a word and
character using n-gram vector representations from the URL’s, then cluster these vector
representations using K-means clustering.

URL clustering is a great example because of the difficulty of the task. The diffi-
culty is not only as a result of the number of URLs but also because of the lack of
information (attributes) about them that can be used for clustering. When there is no
information available about the variables, we need to use NLP. It important that we use
NLP to perform the clustering because we have no knowledge of the format of the
URLs, i.e., we have no attributions for each URL and clustering cannot be done
without attributes. In this case, we use NLP to build the needed attributes for the URLs.
When URLs have the same domain, like www.google.com, then the clusters would all
be under www.google.com. However, the URLs could also be under multiple domains
in which case the clusters would be under multiple domains. A predetermined
algorithm would not be able to dynamically handle this variability. This is another
reason that, in the case of URLs as an example, we use NLP to cluster them based off
syntactic similarity, specifically word bigrams i.e. groups of three words. Our cate-
gorical variable has 500 categories, all under the domain of www.adobe.com. A few of
these categories are;
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For the algorithm to work best, we first strip the URL’s of any characters that provide
little information for clustering (since these words may introduce no new information).
Thesewords include punctuation and commonwords such as “http” and “www”.We, thus,
perform pre-processing on this listwhich includes removing punctuation, queries (anything
after the character “?”), and stop-words (http, com, www, html, etc.). After this step, we are
left with the URLs as space separated words representing the path of URL (Fig. 2);

Fig. 1. The example of URL variable list with 500 different categories.

Fig. 2. The process of deleting noisy words from the url variable.
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A sample of the result looks like (Fig. 3):

One of the most popular tools in NLP is the ones involving representation of words
with a numerical vector representation in an n dimensional space. Using the context of
a word, it can be mapped into an n-dimensional vector space. Learned representations
such as word embedding is increasingly popular for modeling semantics in NLP. This
is done by reducing semantic composition to simple vector operations. We’ve modified
and extended traditional representation learning techniques [13, 18, 50] to support
multiple word senses and uncertain representations.

In this work, we used a modification so that, instead of projecting individual words,
we project whole URLs containing multiple words. We use these words and their
contexts as features for the projection of the whole URL (Fig. 4).

adobe creativecloud business teams
adobe creativecloud desktop-app
adobe creativecloud business enterprise
adobe creativecloud business teams
adobe creativecloud business enterprise
adobe creativecloud business teams plans
adobe creativecloud

adobe creativecloud buy students
adobe creativecloud buy education
adobe creativecloud buy students
adobe creativecloud buy students
adobe creativecloud buy education
adobe creativecloud buy government
adobe creativecloud buy government

Fig. 3. The url data after the removal of words that may be irrelevant for clustering.

Fig. 4. Vector representation of the url data.
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Using the cleaned list, we extract vector representations of the URL’s using the tool
“Sally”. Sally is a tool that maps a set of strings to a set of vectors. The features that we
use for this mapping are bi-gram words and tri-gram characters. Thus, using word
bigrams of the URLs as features, we project the URLs into vector space using “Sally”.
Sally represents the URLs using a sparse matrix representation. This means that the
URLs are projected into very long vectors with each dimension representing a word
trigram that has been seen in the dataset. If a trigram has been observed in the URL its
value in the vector is 1. Otherwise the value is 0. This results in a long vector with most
values equal to 0 and a few values equal to 1. All the vectors together make a matrix
that is a sparse matrix because of its many 0 values. Finally, we used K-means clus-
tering on the embedding. Given that the URLs have been transformed into points in
n-dimensional vector space, K-means clustering can find groups of points and parti-
tions them as a cluster in the dataset. Given a number K which is the number of clusters
for the algorithm to discover, K-means finds the best partitioning of the dataset such
that the points in the clusters are mutually as similar as possible. In the context of URLs
this means finding the groups of URLs that share the most word trigrams. Figure 5
shows that the best K values is 10.

2.3 Computing the Optimal Number of Clusters

To compute the optimal number of clusters, we use Silhouette method which is based
on minimizing the dissimilarities inside a cluster and maximizing the dissimilarities
among clusters [31, 50]:

Fig. 5. The computation of optimal number of clustering using word tri-grams.
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The Silhouette model computes s(i) for each data point in the data set for each K:

sðiÞ ¼ bðiÞ � aðiÞ
max aðiÞ; bðiÞf g

Where a ið Þ is the mean distance of point i to all the other points in its cluster. Also,
b ið Þ is the mean distance to all the points in its closest cluster, i.e., b ið Þ is the minimum
mean distance of point i to all clusters that i is not a member of.

The optimal K is the K that maximizes the total score s(i) for all data set. The score
values lie in the range of [−1, 1] with −1 to be the worst possible score and +1 to be the
optimal score. Thus, the closest (average score of all points) score to +1 is the optimal
one and the corresponding K is the optimal K. Our experiments show that the value of
K has upper bound of 10. Here, we use not only the score but the maximum separation
and compactness of the clusters, as measured by distance between clusters and uni-
formity of the width of clusters, to test and validate our model simultaneously when
computing optimal K. Figure 6 depicts Silhouette model for different K [50].

Using the results from silhouette model, we use k-means clustering to cluster the
URL data. Some of the clusters are shown in Fig. 7.

Fig. 6. Using silhouette model to compute the optimal number of clusters, to be 10.
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adobe data-analytics-cloud
adobe data-analytics-cloud analytics
adobe data-analytics-cloud
adobe data-analytics-cloud analytics
adobe data-analytics-cloud
adobe data-analytics-cloud
adobe data-analytics-cloud analytics
adobe data-analytics-cloud
adobe data-analytics-cloud analytics
adobe data-analytics-cloud analytics
adobe data-analytics-cloud analytics
adobe data-analytics-cloud analytics select
adobe data-analytics-cloud analytics prime
adobe data-analytics-cloud analytics ultimate
adobe data-analytics-cloud analytics video
adobe data-analytics-cloud analytics predictive-intelligence
adobe data-analytics-cloud analytics live-stream
adobe data-analytics-cloud analytics data-workbench
adobe data-analytics-cloud analytics mobile-app-analytics
adobe data-analytics-cloud analytics capabilities
adobe data-analytics-cloud analytics new-capabilities
adobe data-analytics-cloud analytics resources
adobe data-analytics-cloud analytics learn-support
adobe data-analytics-cloud analytics select
adobe data-analytics-cloud analytics prime
adobe data-analytics-cloud analytics ultimate
adobe data-analytics-cloud analytics video
adobe data-analytics-cloud analytics predictive-intelligence
adobe data-analytics-cloud analytics live-stream
adobe data-analytics-cloud analytics data-workbench
adobe data-analytics-cloud analytics mobile-app-analytics
adobe data-analytics-cloud analytics marketing-attribution
adobe data-analytics-cloud analytics analysis-workspace

adobe products photoshop
adobe products illustrator
adobe products indesign
adobe products premiere
adobe products experience-design
adobe products elements-family
adobe products special-offers
adobe products photoshop
adobe products photoshop-lightroom
adobe products illustrator
adobe products premiere
adobe products indesign
adobe products experience-design
adobe products captur

Fig. 7. Some of the clusters for the url data.
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As the figure above shows, our method has grouped together URLs with similar
paths and separated URLs with dissimilar paths.

3 The Results and Conclusion

This project provides a method of converting categorical variables to numerical vari-
ables so machine learning models could use data. For this conversion to be plausible
for categorical variables with many classes, we propose that clustering can be used to
decrease the number of classes in the variable to a small number for dummy variable
generation. Though, some variables may have accessible features which makes it
possible to cluster them, but many variables lack the information or features that would
be needed for clustering models. This work deal effectively with these types of cate-
gorical variables and assumes no extra features and information may be available,
neither explicitly nor implicitly – by web scraping, for such variables. For the model to
work, we used NLP to create a vector representation of the variables. Then, we use the
vector representation to cluster the variables, i.e., clustering the categories of the
variables.

This work provides a new and only practical method of dealing with the stan-
dardization of categorical variables when the variables have large number of categories
or classes and have no explicitly or implicitly available features. Our model avoids the
deletion of the categorical variables and thus loss of information that causes machine
learning models to produce meaningless results. This work also leads to the avoidance
of creating high dimensional data where “curse of dimensionality” leads to high
computational cost, need of exponentially larger data sets, distorted values for distance
metrics and biased models.
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Abstract. The world of AI and Machine Learning is the world of data and
learning from data so the insights could be used for analysis and prediction.
Almost all data sets are of mixed variable types as they may be quantitative
(numerical) or qualitative (categorical). The problem arises from the fact that a
long list of methods in Machine Learning such as “multiple regression”, “lo-
gistic regression”, “k-means clustering”, and “support vector machine”, all to be
as examples of such models, designed to deal with numerical data type only.
Though the data, that need to be analyzed and learned from, is almost always, a
mixed data type and thus, standardization step must be undertaken for all these
data sets. The standardization process involves the conversion of qualitative
(categorical) data into numerical data type.

Keywords: Mixed variable types � NLP � K-means clustering

1 Introduction

1.1 Why this Work is Needed

AI and machine learning are mathematical modeling methods for learning from data
and producing intelligent models based on this learning. The data these models need to
deal with, is normally a mixed data type of both numerical (continuous) variables and
categorical (non-numerical) data types. Most models in AI and machine learning accept
only numerical data as their input and thus, standardization of mixed data into
numerical data is a critical step when applying machine learning models. Having data
in the standard shape and format that models require is often a time consuming,
nevertheless very significant step of the process.

As an example, when we have a data set (below) combined of many variables
where all variables are numerical ones except two variables of categorical type (gender
and marital status) as following (Table 1):
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When applying many machine learning models, the models need the data to be
numerical data type. Thus, the categorical data should be converted into numerical
type. The most efficient way of converting the categorical variable is the introduction of
dummy variables (one hot encoding) for which a new (dummy) variable is created for
each category (except the last category – since it’d be dependent on the rest of dummy
variables, i.e., its value could be determined when all other dummy variables are
known) of the categorical variable. These dummy variables are binary variables
Queryand could assume only two values, 1 and 0. The value 1 means the sample has
the value of that variable and 0 means the opposite.

Here, for this example, we have two categorical variables:

1. Gender: there are only two categories, so we need to create one dummy variable.
2. Marital Status: there are three categories so we need to create two new dummy

variables.

The result after the creation of dummy variables is shown in Table 2.

Now, we could use any machine learning model for this data set as all its variables
are of the numerical type.

Table 2. The original variables after the introduction of dummy variables.

User Age Income Dummy variable-1
(Female)

Dummy variable-2
(Married)

Dummy variable-
3 (Single)

1 31 90000 0 0 1
2 45 45000 0 1 0
3 63 34000 0 0 0
4 33 65000 1 0 0
5 47 87000 1 0 1
6 38 39000 0 1 0
7 26 120000 0 1 0
8 25 32000 1 1 0
9 29 55000 1 0 1
10 44 33000 1 0 1

Table 1. Original mixed variables

User Age Income Gender Marital status

1 31 90,000 M Single
2 45 45,000 M Married
3 63 34,000 M Divorced
4 33 65,000 F Divorced
5 47 87,000 F Single
6 38 39,000 M Married
7 26 120,000 M Married
8 25 32,000 F Married
9 29 55,000 F Single
10 44 33,000 F Single
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In general, for any categorical variable of “m” categories (classes), we need to
create “m − 1” dummy variables. The problem arises when any specific categorical
variable has large (based on our work, that means larger than 8) number of categories.
The reason is that, in these cases, the number of dummy variables need to be created
becomes too large causing the data to become of high dimension. The high dimen-
sionality of data leads to “curse of dimensionality” problem and thus all related issues
related to “curse of dimensionality” such as the need of “exponential increase in the
number of data rows” and “difficulties of distance computation” would appear.
Obviously, one needs to avoid the situation since, in addition to these problems, curse
of dimensionality also leads to misleading results from any machine learning models
such as finding false patterns discovered based on noise or random chance. Besides all
of that, higher dimension leads to higher “computational cost” and “slow model
response and lower robustness”, all of which should be avoided. Therefore, in the
process of transformation of categorical data into numerical data types, we must reduce
the number of newly created numerical variables to reduce the dimension of data.

2 The Model

2.1 The Problem of Mixed Variables

The Vast majorities of the models in machine learning are models that use only
numeric data. Though, practically all data that are used in machine learning are mixed
type, numerical and categorical data. When used for machine learning models that
could use only numerical data, mixed data types are handled using three different
approaches: first approach is trying to, instead, using models that could handle mixed
data type, second approach is to ignore (drop) categorical variables. The last approach
is converting categorical variables to numerical type by introducing dummy variables
or one hot encoding. The first approach introduces many limitations as there are only a
limited number of models that could handle mixed data and those models may not the
best model fitting the data sets. The second approach leads to ignoring much of the
information in the data sets, i.e., the categorical data.

The practical approach is the third one, i.e., conversion of categorical data into
numerical data. As we explained above, this can be done correctly only when all
categorical variables have only limited number of categories. Else, it leads to high
dimensional data that causes, among other problems, machine learning models to
produce meaningless (biased) results. In other words, when the variable has many
classes, this approach becomes infeasible because the number of variables will be too
high for the numeric models to handle.

We can classify categorical variables into three types of variables. The first type is the
ones without any clear and explicit features (like url, concatenated data, acronyms and so
on). The second type of categorical variable occur when we have features (attributes)
readily available as a part of data sets (or metadata). This is rarely seen in the data sets of
the real world. In these cases that we have features for all categories or classes of any
variable, we could use k-means clustering directly and follow it with the rest of the steps
in this work. The third categorical data type is the case of categorical data without those
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readily available features. This paper addresses this last type of data where, quite often,
there is no attributes information about these classes in the data sets and thus this we use
NLP, Natural Language Processing [2, 13, 18–20, 40, 44, 45, 52, 56], models to establish
these attributes. For our invention, we use web scraping to detect all features or attributes
for our data sets. Then using these features, we use k-means clustering to compute a
limited number of clusters that would represent the number of newly created features for
the categorical data.

In this work, we also determine the upper bound for the number of new numerical
variable created for conversion and representation of categorical variable. Besides, we
define our way of testing the correctness and validation of our approach.

Therefore, to address these types of problem, this work establishes a new approach
of reducing the number of categories (when the number of categories in a categorical
variable in larger than 10) to K categories for K � 10. We do it by clustering the
categories of each of such categorical variable into k clusters, using k-means clustering.
We compute the number of clusters, k, using silhouette method. We also use Silhouette
method also to verify correctness of our models simultaneously. Then, the number of
dummy variable needs to be created for any categorical variable of such will be reduced
to K dummy variables, one for each cluster. Thereafter, the standardization is done by
introducing K dummy variables.

Using the method explained above, this work detects a much smaller number of
“latent classes”, that in general could be some of the original attributes or some linear or
non-linear combination of the original attributes, that are the underpinning classes or
categories for the original categories of each categorical variable. This way, the high
dimensionality is avoided and thus, we can use these latent classes to perform the dummy
variable generation procedure that is described above to be used for anymachine learning
model. The small number of latent categories are detected using k-means clustering.

The basic idea is that categorical variables that have many values (or unique values
for each sample) provide little information for other samples. To maintain the useful
information from these variables, the best method may be to keep that useful (latent)
information. This paper does it by finding the latent categories by clustering all cate-
gories into similar groups.

2.2 Computing the Number of Cluster K and Testing the Model

In this work, including for the three examples, to compute the optimal number of
clusters, the upper bound for the number of clusters, and for testing and validation of
our model, we use Silhouette method which is based on minimizing the dissimilarities
inside a cluster and maximizing the dissimilarities among clusters:

The Silhouette model computes s(i) for each data point in the data set for each K:

sðiÞ ¼ bðiÞ � aðiÞ
maxfaðiÞ; bðiÞg

Where a ið Þ is the mean distance of point i to all the other points in its cluster. Also, b ið Þ
is the mean distance to all the points in its closest cluster, i.e., b ið Þ is the minimum
mean distance of point i to all clusters that i is not a member of.
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The optimal K is the K that maximizes the total score s(i) for all data set. The score
values lie in the range of [−1, 1] with −1 to be the worst possible score and +1 to be the
optimal score. Thus, the closest (average score of all points) score to +1 is the optimal
one and the corresponding K is the optimal K. Our experiments show that the value of
K has upper bound of 10. Here, we use not only the score but the maximum separation
and compactness of the clusters, as measured by distance between clusters and uni-
formity of the width of clusters, to test and validate our model simultaneously when
computing optimal K.

In this work, we display the application of our model using three examples of
categorical variables of large categories or classes. The first example is “country of
residence” where there are over 175 categories or classes (countries). Secondly, we
consider “city of residence (in the US)” as the second example where we use 183 most
populated cities in the US. The third example of categorical variable with large cate-
gories that we use as an application of our model is “vegetables”. For the vegetables,
we have found records of 52 different classes (types of vegetables). In these examples,
we show, that using our approach, we can find a small number of grouping within these
variables and that these groupings can then be appended to the original data as dummy
numeric variables to be used alongside the numeric variables.

2.3 The First Example of Categorical Variable, “Country of Residence”

Again, the issue is that there are so many categories for this categorical variable
(country of residence), i.e., 175 categories. So, we need to create 174 dummy variables
that would lead to a very high dimensional data and hence to “curse of dimensionality”,
as explained above. Here, we used clustering to group a list of 175 countries. For this

Fig. 1. The Silhouette plots displaying the optimal K to be 8.
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case, syntactic similarity is useless since the name of a country has no relation to its
attributes. Thus, we extracted the features from “www.worldbank.com”. The seven
features that we extracted, for each country, were: population, birth rate, mortality rate,
life expectancy, death rate, surface area and forest area. These features were first
normalized then K-means clustering was performed on the samples, again with a range
of K from 2 to 10. Based off the silhouette plots in the following figure, Fig. 1, we can
see that the algorithm performed well with K equal to 8:

country clustering output after k-means clustering is:

In this example, the features extracted were not from only one domain, such as
economic features only or just physical features. The advantage, of having a diverse
domain features, is that the clusters that are formed will be more meaningful as they
represent higher variation of data. For example, if our only feature was country size

Antigua and Barbuda Burundi Belgium Bangladesh Bahrain Barbados China Comoros Cabo 
Verde Cyprus Czech Republic Germany Denmark Dominican Republic Micronesia Fed. Sts. 
United Kingdom Gambia Guam Haiti Indonesia Israel Italy Jamaica Japan Kiribati Korea Rep. 
Kuwait Lebanon St. Lucia Liechtenstein Sri Lanka Luxembourg St. Martin (French part) Mal-
dives Malta Mauritius Malawi Nigeria Netherlands Nepal Pakistan Philippines Puerto Rico 
Korea Dem. People?◌۪s Rep. West Bank and Gaza Qatar Rwanda South Asia Singapore El Salva-
dor Sao Tome and Principe Seychelles Togo Thailand Tonga Trinidad and Tobago Uganda St. 
Vincent and the Grenadines Virgin Islands (U.S.) Vietnam

Australia Botswana Canada Guyana Iceland Libya Mauritania Suriname

Angola Bahamas Brazil Bhutan Chile Estonia Kyrgyz Republic Lao PDR Peru Sudan Solomon 
Islands Somalia Sweden Uruguay Vanuatu Zambia

Central African Republic Gabon Kazakhstan Russian Federation

Afghanistan Belarus Cameroon Congo Dem. Rep. Colombia Djibouti Fiji Faroe Islands Georgia 
Guinea Guinea-Bissau Equatorial Guinea Iran Islamic Rep. Latin America & Caribbean (exclud-
ing high income) Liberia Lithuania Madagascar Montenegro Mozambique Nicaragua Panama 
United States Yemen Rep. South Africa

Argentina Congo Rep. Algeria Finland Mali New Caledonia Niger Norway New Zealand Oman 
Papua New Guinea Paraguay Saudi Arabia

Albania United Arab Emirates Austria Azerbaijan Benin Burkina Faso Bulgaria Bosnia and Her-
zegovina Cote d'Ivoire Costa Rica Ecuador Egypt Arab Rep. Spain Ethiopia Greece Honduras 
Croatia Hungary Ireland Iraq Jordan Kenya Cambodia Lesotho Morocco Moldova Mexico Mac-
edonia Myanmar Malaysia Poland Portugal French Polynesia Romania Senegal Sierra Leone 
Serbia Slovak Republic Slovenia Tajikistan Timor-Leste Tunisia Turkey Tanzania Ukraine Uzbek-
istan

For n_clusters = 8 The average silhouette_score is : 0.608186424138

Fig. 2. The K-means clustering output for the first example.
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then the clustering algorithm would cluster algorithms with similar size. Additionally,
if our only feature was country population then the algorithm would cluster countries
with similar sizes. However, by using the different types of features, the algorithm
could find clusters of countries that have both similar sizes and similar populations. For
example, big countries with small populations could be in the same cluster as well as
small countries that have large populations - - based their overall similarities computed
using many various features.

2.4 The Second Example of Categorical Variable, “City of Residence”
Using Web Scraping

To extract features for our categorical data (cities), we web scraped Wikipedia pages
because of their abundant and concise data. The extraction came from the infobox on
Wikipedia pages which contain quick facts about the article. We used five features
which mainly pertained to the various attributes of the cities: land area, water area,
elevation, population, and population density. For the most part, this was the only
information available for direct extraction via Wikipedia pages. We extracted features
for 183 U.S. cities then performed the same K-means clustering as in the previous
examples to group the set into similar cities in each cluster. The most important aspect
of this example is the web scraping. Whereas in the previous example, the features

Fig. 3. The Silhouette model applied to this example. The plots display the optimal number of
cluster to be K = 8.
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were taken from prebuilt online datasets, in this example we automatically built our
own dataset by web scraping Wikipedia pages and constructing the features from this
dataset. This shows that despite having a variable with many classes and no available
information about the classes, we can extract the information necessary to perform the
clustering. The following figure shows the silhouette model outcome:

As indicated, the silhouette plot for city clusters shows the number of newly
variables, replacing 183 cities (categories), should be 8. Some of these clusters are
shown here:

2.5 The Third Example: Categorical Variable, “Vegetables” Using Web
Scraping

For the final example, we again use web scraping on a list of 52 vegetables to extract
features. The features we extracted were: calories, protein, carbohydrates, and dietary

Fig. 4. The city clustering output after K-means clustering.

Fig. 5. The Silhouette plot indicating the optimal number of cluster is 7.
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fiber. Like the previous example, we used Wikipedia articles to extract the features.
Once again, this example shows the practicality of using web scraping as a means of
automatically collecting features to build features for a dataset and then perform
clustering on the dataset. The clustering of vegetables demonstrates the wide variety of
variable types that our method can be applied to. The Silhouette plots is shown below
with the optimal k to be 7:

Some of the clusters are shown below:

As shown by the images above, our algorithm is able to cluster the list of vegetables
into groups based on similar nutritional benefit.

3 Conclusion

This work deals with the problem of converting categorical variables (to numerical
ones) when the variables have high number of classes. We have shown the application
of our model using three examples: countries, cities and vegetables. We use NLP plus
clustering to show that even when there is no available information about the attributes,
we could still perform clustering for the purpose of standardization of data. In the
second example, we extracted external information about the values and then applied
clustering using the information (features). In the second and third examples, we
automatically extracted features from online resources. This information is needed for
clustering. These three examples show that as long as there exists information about a
variable, somewhere online, this information can be extracted and used for clustering.
The final objective is to use the clustering method to drastically reduce the number of
dummy variables that must be created in place of the categorical data type. Our model
is practical and easy to use. It is an essential step in pre-processing data for many
machine learning models.

Fig. 6. Some of the clusters for the example three.
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Abstract. Latent Dirichlet Allocation (LDA) is a statistical technique
for topic modeling. Since it is very computationally demanding, its par-
allelization has garnered considerable interest. In this paper, we system-
atically analyze the data access patterns for LDA and devise suitable
algorithmic adaptations and parallelization strategies for GPUs. Exper-
iments on large-scale datasets show the effectiveness of the new parallel
implementation on GPUs.

Keywords: Parallel topic modeling
Parallel Latent Dirichlet Allocation · Parallel machine learning

1 Introduction

Latent Dirichlet Allocation (LDA) is a powerful technique for topic modeling
originally developed by Blei et al. [2]. Given a collection of documents, each
represented as a collection of words from an active vocabulary, LDA seeks to
characterize each document in the corpus as a mixture of latent topics, where
each topic is in turn modeled as a mixture of words in the vocabulary.

The sequential LDA algorithm of Griffiths and Steyvers [3] uses collapsed
Gibbs sampling (CGS) and was extremely compute-intensive. Therefore, a num-
ber of parallel algorithms have been devised for LDA, for a variety of tar-
gets, including shared-memory multiprocessors [13], distributed-memory systems
[7,12], and GPUs (Graphical Processing Units) [6,11,14,15,17]. In developing a
parallel approach to LDA, algorithmic degrees of freedom can be judiciously
matched with inherent architectural characteristics of the target platform. In
this paper, we conduct an exercise in architecture-conscious algorithm design
and implementation for LDA on GPUs.

In contrast to multi-core CPUs, GPUs offer much higher data-transfer band-
widths from/to DRAM memory but require much higher degrees of exploitable
parallelism. Further, the amount of available fast on-chip cache memory is orders
of magnitude smaller in GPUs than CPUs. Instead of the fully sequential col-
lapsed Gibbs sampling approach proposed by Griffiths et al. [3], different forms
of uncollapsed sampling have been proposed by several previous efforts [10,11]
c© Springer International Publishing AG, part of Springer Nature 2018
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in order to utilize parallelism in LDA. We perform a systematic exploration of
the space of partially collapsed Gibbs sampling strategies by

(a) performing an empirical characterization of the impact on convergence and
perplexity, of different sampling variants and

(b) conducting an analysis of the implications of different sampling variants on
the computational overheads for inter-thread synchronization, fast storage
requirements, and implications on the expensive data movement to/from
GPU global memory.

The paper is organized as follows. Section 2 provides the background on LDA.
Section 3 presents the high-level overview of our new LDA algorithm (AGA-
LDA) for GPUs, and Sect. 4 details our algorithm. In Sect. 5, we compare our
approach with existing state-of-the-art GPU implementations. Section 6 summa-
rizes the related works.

2 LDA Overview

Latent Dirichlet Allocation (LDA) is an effective approach to topic modeling.
It is used for identifying latent topics distributions for collections of text docu-
ments [2]. Given D documents represented as a collection of words, LDA deter-
mines a latent topic distribution for each document. Each document j of D

Algorithm 1. Sequential CGS based LDA
Input: DATA: D documents and x word tokens in each document, V : vocabulary size, K : number
of topics, α, β: hyper-parameters
Output: DT : document-topic count matrix, WT : word-topic count matrix, NT : topic-count
vector, Z : topic assignment matrix

1: repeat
2: for document = 0 to D − 1 do
3: L ← document length
4: for word = 0 to L − 1 do
5: current word ← DATA[document][word]
6: old topic ← Z [document][word]
7: decrement WT [current word][old topic]
8: decrement NT [old topic]
9: decrement DT [document][old topic]
10: sum ← 0
11: for k = 0 to K − 1 do

12: sum←sum + W T [current word][k]+β
NT [k]+V β

(DT [document][k] + α)

13: p[k] ← sum
14: end for
15: U ← random uniform() × sum
16: for new topic = 0 to K − 1 do
17: if U < p[new topic] then
18: break
19: end if
20: end for
21: increment WT [current word][new topic]
22: increment NT [new topic]
23: increment DT [document][new topic]
24: Z [document][word] ← new topic
25: end for
26: end for
27: until convergence
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documents is modeled as a random mixture over K latent topics, denoted by
θj . Each topic k is associated with a multinomial distribution over a vocabulary
of V unique words denoted by φk. It is assumed that θ and φ are drawn from
Dirichlet priors α and β. LDA iteratively improves θj and φk until convergence.
For the i th word token in document j, a topic-assignment variable zij is sampled
according to the topic distribution of the document θj|k, and the word xij is
drawn from the topic-specific distribution of the word φw|zij

. Asuncion et al. [1]
succinctly describe various inference techniques, and their similarities and dif-
ferences for state-of-the-art LDA algorithms. A more recent survey [4] discusses
in greater detail the vast amount of work done on LDA. In context of our work,
we first discuss two main variants, viz., Collapsed Gibbs Sampling (CGS) and
Uncollapsed Gibbs Sampling (UCGS).

Collapsed Gibbs Sampling. To infer the posterior distribution over latent
variable z, a number of studies primarily used Collapsed Gibbs Sampling (CGS)
since it reduces the variance considerably through marginalizing out all prior dis-
tributions of θj|k and φw|k during the sampling procedure [7,15,16]. Three key
data structures are updated as each word is processed: a 2D array DT main-
taining the document-to-topic distribution, a 2D array WT representing word-
to-topic distribution, and a 1D array NT holding the topic-count distribution.
Given the three data structures and all words except for the topic-assignment
variable zij , the conditional distribution of zij can be calculated as:

P (zij = k|z¬ij ,x, α, β) ∝
WT¬ij

xij |k + β

NT¬ij
k + V β

(DT¬ij
j|k + α) (1)

where DTj|k =
∑

w Sw|j|k denotes the number of word tokens in document j
assigned to topic k ; WTw|k =

∑
j Sw|j|k denotes the number of occurrences of

word w assigned to topic k ; NTk =
∑

w Nw|k is the topic-count vector. The
superscript ¬ij means that the previously assigned topic of the corresponding
word token xij is excluded from the counts. The hyper-parameters, α and β
control the sparsity of DT and WT matrices, respectively. Algorithm 1 shows
the sequential CGS based LDA algorithm.

Uncollapsed Gibbs Sampling. The use of Uncollapsed Gibbs Sampling
(UCGS) as an alternate inference algorithm for LDA is also common [10,11].
Unlike CGS, UCGS requires the use of two additional parameters θ and φ to
draw latent variable z as follows:

P (zij = k|x) ∝ φxij |kθj|k (2)

Rather than immediately using DT , WT and NT to compute the conditional
distribution, at the end of each iteration, newly updated local copies of DT , WT
and NT are used to sample new values on θ and φ that will be levered in the
next iteration. Compared to CGS, this approach leads to slower convergence
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since the dependencies between the parameters (corresponding word tokens) is
not fully being utilized [7,11]. However, the use of UCGS facilitates a more
straightforward parallelization of LDA.

3 Overview of Parallelization Approach for GPUs

As seen in Algorithm 1, the standard CGS algorithm requires updates to the DT ,
WT and NT arrays after each sampling step to assign a new topic to a word in a
document. This is inherently sequential. In order to achieve high performance on
GPUs, a very high degree of parallelism (typically thousands or tens/hundreds
of thousands of independent operations) is essential. We therefore divide the
corpus of documents into mini-batches which are processed sequentially, with
the words in the mini-batch being processed in parallel. Different strategies can
be employed for updating the three key data arrays DT , WT and NT . At one
extreme, the updates to all three arrays can be delayed until the end of processing
of a mini-batch, while at the opposite end, immediate concurrent updates can
be performed by threads after each sampling step. Intermediate choices between
these two extremes for processing updates also exist, where some of the data
arrays are immediately updated, while others are updated at the end of a mini-
batch. There are several factors to consider in devising a parallel LDA scheme
on GPUs:

– Immediate updates to all three data arrays DT , WT and NT would likely
result in faster convergence since this corresponds most closely to fully CGS.
At the other extreme, delayed updates for all three arrays may be expected
to result in the slowest convergence, with immediate updates to a subset of
arrays resulting in an intermediate rate of convergence.

– Immediate updating of the arrays requires the use of atomic operations, which
are very expensive on GPUs, taking orders of magnitude more time than
arithmetic operations. Further, the cost of atomics depends on the storage
used for the operands, with atomics on global memory operands being much
more expensive than atomics on data in shared memory.

– While delayed updates mean that we can avoid expensive atomics, additional
temporary storage will be required to hold information about the updates to
be performed at the end of a mini-batch, since storage is scarce on GPUs,
especially registers and shared-memory.

– The basic formulation of CGS requires an expensive division operation (Eq. 1)
in the innermost loop of the computation for performing sampling. If we
choose to perform delayed updates to DT , an efficient strategy can be devised
whereby the old DT entries corresponding to a minibatch can be scaled by
the division operation by means of the denominator term in Eq. 1 once before
processing of a mini-batch commences. This will enable the innermost loop
for sampling to no longer requires an expensive division operation.

In order to understand the impact on convergence rates for different update
choices for DT , WT and NT , we conducted an experiment using four datasets
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and all possible combinations of immediate versus delayed updates for the three
key data arrays. As shown in Fig. 1, standard CGS (blue line) has a better
convergence rate per-iteration than fully delayed updates (red line). However,
standard CGS is sequential and is not suitable for GPU parallelization. On the
other hand, delayed update scheme is fully parallel but suffers from a lower
convergence rate per-iteration. In our scheme, we divide the documents into
mini-batches. Each document within a mini-batch is processed using delayed
updates. At the end of each mini-batch, DT , WT and NT are updated and
the next mini-batch uses the updated DT , WT and NT values. Note that the
mini-batches are processed sequentially.
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Fig. 1. Convergence over number of iterations on KOS, NIPS, Enron and NYTimes
datasets. The mini-batch sizes are set to 330, 140, 3750 and 28125 for KOS, NIPS,
Enron and NYTimes, respectively. X-axis: number of iterations; Y-axis: per-word log-
likelihood on test set. (Color figure online)

Each data structure can be updated using either delayed updates or atomic
operations. In delayed updates, the update operations are performed at the end
of each mini-batch and is faster than using atomic operations. The use of atomic
operations to update DT , WT and NT makes the updates closer to standard
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sequential CGS, as each update is immediately visible to all the threads. Figure 1
shows the convergence rate of using delayed updates and atomic updates for each
DT , WT and NT . Using atomic-operations enables a better convergence rate
per-iteration. However, global memory atomic operations are expensive com-
pared to shared memory atomic operations. Therefore, in order to reduce the
overhead of atomic operations, we map WT to shared memory. In addition to
reducing the overhead of atomics, this also helps to achieve good data reuse for
WT from shared memory.

In order to achieve the required parallelism on GPUs, we parallelize across
documents and words in a mini-batch. GPUs have a limited amount of shared-
memory per SM. In order to take advantage of the shared-memory, we map
WT to shared-memory. Each mini-batch is partitioned into columns such that
the WT corresponding to each column panel fits in the shared-memory. Shared-
memory also offers lower atomic operation costs. DT is streamed from global
memory. However, due to mini-batching most of these accesses will be served by
the L2 cache (shared across all SMs). Since multiple threads work on the same
document and DT is kept in global memory, expensive global memory atomic
updates are required to update DT . Hence, we use delayed updates for DT .
Figure 2 depicts the overall scheme.

Fig. 2. Overview of our approach. V : vocabulary size, B: number of documents in the
current mini-batch, K: number of topics

4 Details of Parallel GPU Algorithm

As mentioned in the overview section, we divide the documents into mini-
batches. All the documents/words within a mini-batch are processed in parallel,
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Algorithm 2. GPU implementation of sampling kernel
Input: DOC IDX, WORD IDX, Z IDX: document index, word index and topic
index for each nnz in CSB format corresponding to the current mini-batch,
lastIdx: a vector which stores the start index of each tile, V : vocabulary size,
K : number of topics, β: hyper-parameter

1: tile id = block id
2: tile start = lastIdx[tile id]
3: tile end = lastIdx[tile id + 1]
4: shared WT [column panel width][K]
5: warp id = thread id / WARP SIZE
6: lane id = thread id % WARP SIZE
7: n warp k = thread block size / WARP SIZE

// Coalesced data load from global memory to shared memory
8: for i=warp id to column panel step n warp k do
9: for w = 0 to K step WARP SIZE do

10: shared WT [i][w+lane id] = WT [(tile id×col panel width+i)][w+lane id]
11: end for
12: end for
13: syncthreads()
14: for nnz = thread id+tile start to tile end step thread block size do
15: curr doc id = DOC IDX[nnz]
16: curr word id = WORD IDX[nnz]
17: curr word shared id = curr word id − tile id × column panel width
18: old topic = Z IDX[nnz]
19: atomicSub (shared WT [curr word shared id][old topic], 1)
20: atomicSub (NT [old topic], 1)
21: sum = 0
22: for k = 0 to K − 1 do
23: sum += (shared WT [curr word shared id][k]+β)×DNT [curr doc id][k]
24: end for
25: U = curand uniform() × sum
26: sum = 0
27: for new topic = 0 to K − 1 do
28: sum += (shared WT [curr word shared id][k]+β)×DNT [curr doc id][k]
29: if U < sum then
30: break
31: end if
32: end for
33: atomicAdd (shared WT [curr word shared id][new topic], 1)
34: atomicAdd (NT [new topic], 1)
35: Z IDX[nnz] = new topic
36: end for

// Update WT in global memory
37: for i=warp id to column panel step n warp k do
38: for w = 0 to K step WARP SIZE do
39: WT [(tile id×col panel+i)][w+lane id] = shared WT [i][w+lane id]
40: end for
41: end for
42: syncthreads()
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and the processing across mini-batches is sequential. All the words within a mini-
batch are partitioned to form column panels. Each column panel is mapped to
a thread block.

Shared Memory: Judicious use of shared-memory is critical for good performance
on GPUs. Hence, we keep WT in shared-memory which helps to achieve higher
memory access efficiency and lower cost for atomic operations. Within a mini-
batch, WT gets full reuse from shared-memory.

Reducing Global Memory Traffic for the Cumulative Topic Count: In the orig-
inal sequential algorithm (Algorithm1) the cumulative topic is computed by
multiplying WT with DT and then dividing the resulting value with NT . The
cumulative count with respect to each topic is saved in an array p as shown in
Line 13 in Algorithm 1. Then a random number is computed and is scaled by
the topic-count-sum across all topics. Based on the scaled random number the
cumulative topic count array is scanned again to compute the new topic. Keeping
the cumulative count array in global memory will increase the global memory
traffic especially as these accesses are uncoalesced. As data movement is much
more expensive than computations, we do redundant computations to reduce
data movement. In order to compute the topic-count-sum across all topics, we
perform a dot product of DT and WT in Line 23 in Algorithm 2. Then a ran-
dom number which is scaled by the topic sum is computed. The product of DT
and WT is recomputed, and based on the value of scaled random number, the
new topic is selected. This strategy helps to save global memory transactions
corresponding to 2 × number of words × number of topics (read and write)
words.

Reducing Expensive Division Operations: In Line 12 in Algorithm 1, division
operations are used during sampling. Division operations are expensive in
GPUs. The total number of division operations during sampling is equal to
total number of words across all documents × number of features. We can pre-
compute DNT = DT/NT (Algorithm 4) and then use this variable to com-
pute the cumulative topic count as shown in Line 23 in Algorithm2. Thus a
division is performed per document as opposed to per word which helps to
reduce the total number of division operations to total number of documents ×
number of features.

Reducing Global Memory Traffic for DT (DNT): In our algorithm, DT is
streamed from global memory. The total amount of DRAM (device memory)
transactions can be reduced if we can substitute DRAM access with L2 cache
accesses. Choosing an appropriate size for a mini-batch can help to increase L2
hit rates. For example, choosing a low mini-batch size will increase the probabil-
ity of L2 hit rates. However, if the mini-batch size is very low, there will not be
enough work in each mini-batch. In addition, the elements of the sparse matri-
ces are kept in segmented Compressed Sparse Blocks (CSB) format. Thus, the
threads with a column panel process all the words in a document before moving
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on to the next document. This ensures that within a column panel the temporal
reuse of DT (DNT ) is maximized.

Algorithm 2 shows our GPU algorithm. Based on the column panel, all the
threads in a thread block collectively bring in the corresponding WT elements
from global memory to shared memory. WT is kept in column major order. All
the threads in a warp bring one column of WT and different wraps bring different
columns of WT (Line 10). Based on the old topic, the copy of WT in shared
memory and NT is decremented using atomic operations (Lines 19 and 20).

The non-zero elements within a column panel are cyclically distributed across
threads. Corresponding to the non-zero, each thread computes the topic-count-
sum by computing the dot product of WT and DNT (Line 23). A random
number is then computed and scaled by this sum (Line 25). The product of WT
and DNT is then recomputed to find the new topic with the help of the scaled
random number (Line 28). Then the copy of WT in shared memory and NT is
incremented using atomic operations (Lines 33 and 34).

At the end of each column panel, each thread block collectively updates the
global WT using the copy of WT kept in shared memory (Line 39).

Algorithm 3. GPU implementation of updating the DT

Input: DOC IDX, Z IDX: document index and topic index for each nnz in CSB
format corresponding to the current mini-batch

1: curr doc id = DOC IDX[thread id]
2: new topic = Z IDX[thread id]
3: atomicAdd (DT [curr doc id][new topic], 1)

Algorithm 4. GPU implementation of updating the DNT

Input: V : vocabulary size, α, β: hyper-parameters

1: curr doc id = blockIdx.x
2: DNT [curr doc id][thread id] = DT [curr doc id][thread id]+α

NT [thread id]+V β

At the end of each mini-batch, we need to update DT and pre-compute
DNT for the next mini-batch. Algorithm3 shows our algorithm to compute
DT . All the DT elements are initially set to zero using cudaMemset. We iterate
over all the words across all the documents. Corresponding to the topic of each
word, we increment the document topic count using atomic operations (Line 3).
The pre-computation of DNT is shown in Algorithm 4. In this algorithm, each
document is processed by a thread block and the threads within a thread block
are distributed across different topics. Based on the document and thread id,
each thread computes the DNT as shown in Line 2.
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5 Experimental Evaluation

Two publicly available GPU-LDA implementations, Lu-LDA by Lu et al. [6]
and BIDMach-LDA by Zhao et al. [17], are used in the experiments to compare
the performance and accuracy of the approach developed in this paper. We label
our new implementation as Approximate GPU-Adapted LDA (AGA-LDA). We
also use GibbsLDA++ [8] (Sequential CGS), a standard C++ implementation
of sequential LDA with CGS, as a baseline. We use four datasets: the KOS, NIPS,
Enron and NYTimes from the UCI Machine Learning Repository [5]. While
Table 2 shows the characteristics of the datasets, Table 1 shows the configuration
of the machines used for experiments.

Table 1. Machine configuration

Machine Details

GPU GTX TITAN (14 SMs, 192 cores/MP, 6 GB Global Memory, 876MHz,
1.5 MB L2 cache)

CPU Intel(R) Xeon(R) CPU E5-2680(28 core)

Table 2. Dataset characteristics. D is the number of documents, W is the total number
of word tokens and V is the size of the active vocabulary.

Dataset D W V

KOS 3,430 467,714 6,906

NIPS 1,500 1,932,365 12,375

Enron 39,861 6,412,172 28,099

NYTimes 299,752 99,542,125 101,636

In BIDMach-LDA, the train/test split is dependent on the size of the mini-
batch. To ensure a fair comparison, we use the same train/test split across dif-
ferent LDA algorithms. The train set consists of 90% of documents and the
remaining 10% is used as the test set. BIDMach-LDA allows changing the hyper-
parameters such as α. We tuned the mini-batch size for both BIDMach-LDA
and AGA-LDA and we report the best performance. In AGA-LDA, the hyper-
parameters, α and β are set to 0.1. The number of topics (K) in all experiments
is set to 128.

5.1 Evaluation Metric

To evaluate the accuracy of LDA models, we use the per-word log-likelihood on
the test set. The higher the log-likelihood, the better the generalization of the
model on unseen data.
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log(p(xtest)) =
∏

ij

log
∑

k

WTw|k + β
∑

w WTw|k + V β

DTj|k + α
∑

k DTj|k + Kα
(3)

per-word log-likelihood =
1

W test
log(p(xtest)) (4)

where W test is the total number of word tokens in the test set. For each LDA
model, training and testing algorithms are paired up.
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Fig. 3. Convergence over time on KOS, NIPS, Enron and NYTimes datasets. The mini-
batch sizes are set to 330, 140, 3750 and 28125 for KOS, NIPS, Enron and NYTimes,
respectively.

5.2 Speedup

Figure 3 shows the log-likelihood versus elapsed time of the different models.
Compared to BIDMach-LDA, AGA-LDA achieved 2.5×, 15.8×, 2.8× and 4.4×
on the KOS, NIPS, Enron and NYTimes datasets, respectively. AGA-LDA con-
sistently performs better than other GPU-based LDA algorithms on all datasets.
Figure 4 shows the speedup of our approach over BIDMach-LDA and Lu-LDA.
The y-axis in Fig. 4 is the ratio of time for BIDMach-LDA and Lu-LDA to achieve
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Fig. 4. Speedup of AGA-LDA over BIDMach-LDA and Lu-LDA.

a log-likelihood to how long AGA-LDA took. The result shows that y-values of
all points are greater than one for all cases, indicating that AGA-LDA is faster
than the existing state-of-the-art GPU-based LDA algorithms.

6 Related Work

The LDA algorithm is computationally expensive as it has to iterate over all
words in all documents multiple times until convergence is reached. Hence many
works have focused on efficient parallel implementations of the LDA algorithm
both in multi-core CPU as well as many-core GPU platforms.

Multi-core CPU Platform. Newman et al. [7] justifies the importance of dis-
tributed algorithms for LDA for large scale datasets and proposed an Approxi-
mate Distributed LDA (AD-LDA) algorithm. In AD-LDA, documents are par-
titioned into several smaller chunks and each chunk is distributed to one of the
many processors in the system, which performs the LDA algorithm on this pre-
assigned chunk. However, global data structures like word-topic count matrix
and topic-count matrix have to be replicated to the memory of each processor,
which are updated locally. At the end of each iteration, a reduction operation is
used to update all the local counts thereby synchronizing the state of the differ-
ent matrices across all processors. While the quality and performance of the LDA
algorithm is very competitive, this method incurs a lot memory overhead and
has performance bottleneck due to the synchronization step at the end of each
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iteration. Wang et al. [12] tries to address the storage and communication over-
head by an efficient MPI and MapReduce based implementation. The efficiency
of CGS for LDA is further improved by Porteous et al. [9] which leveraging the
sparsity structure of the respective probability vectors, without any approxima-
tion scheme. This allows for accurate yet highly scalable algorithm. On the other
hand, Asuncion et al. [1] proposes approximation schemes for CGS based LDA
in the distributed computing paradigm for efficient sampling with competitive
accuracy. Xiao and Stibor [13] proposes a dynamic adaptive sampling technique
for CGS with strong theoretical guarantees and efficient parallel implementation.
Most of these works either suffer from memory overhead and synchronization
bottleneck due to multiple local copies of global data-structures which are later
used for synchronization across processors, or have to update key data structures
using expensive atomic operations to ensure algorithmic accuracy.

Many-Core GPU Platform. One of the first GPU based implementations
using CGS is developed by Yan et al. [15]. They partition both the documents
and the words to create a set of disjoint chunks, such that it optimizes mem-
ory requirement, avoids memory conflict while simultaneously tackling a load
imbalance problem during computation. However, their implementation requires
maintaining local copies of global topic-count data structure. Lu et al. [6] tries to
avoid too much data replication by generating document-topic counts on the fly
and also use succinct sparse matrix representation to reduce memory cost. How-
ever, their implementation requires atomic operations during the global update
phase which increases processing overhead. Tristan et al. [11] introduces a vari-
ant of UCGS technique which is embarrassingly parallel with competitive perfor-
mance. Zhao et al. [17] proposes a state-of-the-art GPU implementation which
combines the SAME (State Augmentation for Marginal Estimation) technique
with mini-batch processing.

7 Conclusion

In this paper, we describe a high-performance LDA algorithm for GPUs based on
approximated Collapsed Gibbs Sampling. The AGA-LDA is designed to achieve
high performance by matching characteristics of GPU architecture. The algo-
rithm is focused on reducing the required data movement and overheads due
to atomic operations. In the experimental section, we show that our approach
achieves significant speedup when compared to the existing state-of-the-art GPU
LDA implementations.
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Abstract. We develop a reinforcement learning based search assistant
which can assist users through a sequence of actions to enable them
realize their intent. Our approach caters to subjective search where user
is seeking digital assets such as images which is fundamentally differ-
ent from the tasks which have objective and limited search modalities.
Labeled conversational data is generally not available in such search
tasks, to counter this problem we propose a stochastic virtual user which
impersonates a real user for training and obtaining bootstrapped agent.
We develop A3C algorithm based context preserving architecture to train
agent and evaluate performance on average rewards obtained by the
agent while interacting with virtual user. We evaluated our system with
actual humans who believed that it helped in driving their search for-
ward with appropriate actions without being repetitive while being more
engaging and easy to use compared to conventional search interface.

Keywords: Subjective search · Reinforcement learning
Virtual user model · Context aggregation

1 Introduction

Within the domain of “search”, the recent advances have focused on person-
alizing the search results through recommendations [17,28]. While the quality
of recommendations have improved, the conventional search interface has not
innovated much to incorporate useful contextual cues which are often missed.
Conventional search interface enables the end user to perform a keyword based
faceted search where the end user types in her search query, applies some fil-
ters and then modifies the query based on the results. This iterative interaction
naturally paves way for incorporating conversations in the process. Instead of
the search engine just retrieving the “best” result set, it can interact with the
user to collect more contextual cues. For example, if a user searches for “birth-
day gift”, the search engine could follow-up by asking “who are you buying the
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gift for”. Such information and interaction can provide more human-like and
engaging search experience along with assisting user in discovering their search
intent. In this work we address this problem by developing a Reinforcement
Learning (RL) [18] based conversational search agent which interacts with the
users to help them in narrowing down to relevant search results by providing
them contextual assistance.

RL based dialogue agents have been designed for tasks like restaurant, bus
and hotel reservation [16] which have limited and well-defined objective search
modalities without much scope for subjective discussion. For instance, when
searching for a restaurant, the user can specify her preferences (budget, distance,
cuisines etc.) due to which the problem can be modeled as a slot filling exercise.
In contrast, suppose a designer is searching for digital assets (over a repository of
images, videos etc.) to be used in a movie poster. She would start with a broad
idea and her idea would get refined as the search progresses. The modified search
intent involves an implicit cognitive feedback which can be used to improve the
search results. We train our agent for this type of search task where it is modeled
as a sequence of alternate interactions between the user and the RL agent. The
extent to which the RL agent could help the user depends on the sequence and
the type of actions it takes according to user behavior. Under the RL framework,
intermediate rewards is given to the agent at each step based on its actions
and state of conversational search. It learns the applicability of different actions
through these rewards. In addition to extrinsic rewards, we define auxiliary tasks
and provide additional rewards based on agent’s performance on these tasks.
Corresponding to the action taken by the agent at each turn, a natural language
response is selected and provided to the user. Since true conversational data
is not easily available in search domain, we propose to use query and session
log data to develop a stochastic virtual user environment to simulate training
episodes and bootstrap the learning of the agent.

Our contributions are three-fold: (1) formulating conversational interactive
search as a reinforcement learning problem and proposing a generic and easily
extendable set of states, actions and rewards; (2) developing a stochastic user
model which can be used to efficiently sample user actions while simulating
an episode; (3) we develop A3C (Asynchronous Advantage Actor-Critic) [13]
algorithm based architecture to predict policy and state value functions of RL
agent.

2 Related Work

There have been various attempts at modeling conversational agents, as dialogue
systems [4,10,20,26] and text-based chat bots [5,11,12,21,24]. Some of these
have focused on modeling goal driven RL agent such as indoor way finding
system [5] to assist humans to navigate to their destination and visual input
agents which learn to navigate and search object in 3-D environment space [27].

RL based dialogue systems have been explored in the past. For example,
[20] uses User Satisfaction (US) as the sole criteria to reward the learning agent
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and completely disregards Task Success (TS). But US is a subjective metric
and is much harder to measure or annotate real data with. In our formulation,
we provide a reward for task success at the end of search along with extrinsic
and auxiliary rewards at intermediate steps (discussed in Sect. 3.4). Other RL
based information seeking agents extract information from the environment by
sequentially asserting questions but these have not been designed on search tasks
involving human interaction and behavior [2].

RL has also been used for improving document retrieval through query refor-
mulation where the agent sequentially reformulates a given complex query pro-
vided by the user [14,15]. But their work focuses on single turn episodes where
the model augments the given query by adding new keywords. In contrast, our
agent engages the user directly into the search which comprises of sequence of
alternate turns between user and agent with more degrees of freedom (in terms
of different actions the agent can take).

To minimize human intervention while providing input for training such
agents in spoken dialogue systems, simulated speech outputs have been used
to bypass spoken language unit [4]. This approach enables to reduce the sys-
tem’s dependence on hand engineered features. User models for simulating user
responses have been obtained by using LSTM which learns inter-turn depen-
dency between the user actions. They take as input multiple user dialogue con-
texts and outputs dialogue acts taking into account history of previous dialogue
acts and dependence on the domain [1].

Often task oriented dialogue systems are difficult to train due to absence
of real conversations and subjectivity involved in measuring shortcomings and
success of a dialogue [7]. Evaluation becomes much more complex for subjective
search systems due to absence of any label which tells whether the intended task
had been completed or not. We evaluate our system through rewards obtained
while interacting with the user model and also on various real world metrics
(discussed in experiments section) through human evaluation.

3 System Model

3.1 Reinforcement Learning

Reinforcement Learning is the paradigm to train an agent to interact with the
environment in a series of independent episodes where each episode comprises of
a sequence of turns. At each turn, the agent observes state s of the environment
(s ∈ S - set of possible states) and performs an action from A - set of possible
actions which changes the state of the environment and the agent gets the corre-
sponding reward [18]. An optimal policy maximizes cumulative reward that the
agent gets based on the actions taken from start till the final terminal state.

3.2 Agent Action Space

Action space A is designed to enable the search agent to interact with the user
and help her in searching the desired assets conveniently. The agent actions
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Table 1. Probe intent actions

Action Description

Probe use case Ask about where assets will be used

Probe to refine Ask the user to further refine query if less relevant search results are
retrieved

Cluster categories Ask the user to select from categorical options related to her query

Table 2. General actions

Action Description

Show results Display results corresponding to most recent user query

Add to cart Suggest user to bookmark assets for later reference

Ask to download Suggest user to download some results if they suit her requirement

Ask to purchase Advise the user to buy some paid assets

Provide discount Offer special discounts to the user based on search history

Sign up Ask the user to create an account to receive updates regarding her
search

Ask for feedback Take feedback about the search so far

Provide help List possible ways in which the agent can assist the user

Salutation Greet the user at the beginning; say goodbye when user concludes
the search

can be divided into two sets - the set of probe intent actions - P and general
actions - G as described in Tables 1 and 2 respectively. The agent uses the probe
intent actions P to explicitly query the user to learn more about her context.
For instance, the user may make a very open-ended query resulting in a diverse
set of results even though none of them is a good match. In such scenarios, the
agent may prompt the user to refine her query or add some other details like
where the search results would be used. Alternatively, the agent may cluster the
search results and prompt the user to choose from the clustered categories. These
actions serve two purposes - they carry the conversation further and provide
various cues about the search context which is not evident from input query.

The set G consists of generic actions like displaying assets retrieved corre-
sponding to the user query, providing help to the user etc. The set G comprises of
actions for carrying out the functionality which the conventional search interface
provides like “presenting search results”. We also include actions which promote
the business use cases (such as prompting the user to signup with her email,
purchase assets etc.). The agent is rewarded appropriately for such prompts
depending on the subsequent user actions.

3.3 State Space

We model the state representation in order to encapsulate facets of both search
and conversation. The state s at every turn in the conversation is modeled
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using the history of user actions - history user,1 history of agent actions -
history agent, relevance scores of search results - score results and length conv
which represents number of user responses in the conversation till that point.

The variables history user and history agent comprises of user and agent
actions in last k turns of the conversational search respectively. This enables
us to capture the context of the conversation (in terms of sequence of actions
taken). Each user-action is represented as one-hot vector of length 9 (number
of unique user actions). Similarly, each agent-action has been represented as a
one-hot vector of length 12. The history of the last 10 user and agent actions
is represented as concatenation of these one-hot vectors. We use zero padded
vectors wherever current history comprises of less than 10 turns.

The variable score results quantifies the degree of similarity between most
recent query and the top 10 most relevant search assets retrieved. They have
been used to incorporate the dependency between the relevance of probe intent
actions and quality of search results retrieved. length conv has been included
since appropriateness of other agent actions like sign up may depend on the
duration for which the user has been searching.

3.4 Rewards

Reinforcement Learning is concerned with training an agent in order to maximize
some notion of cumulative reward. In general, the action taken at time t involves
a long term versus short term reward trade-off. This problem manifests itself even
more severely in the context of conversational search. For instance, let us say that
the user searches for “nature”. Since the user explicitly searched for something,
it would seem logical to provide the search results to the user. Alternatively,
instead of going for immediate reward, the agent could further ask the user if
she is looking for “posters” or “portraits” which would help in narrowing down
the search in the long run.

Since we aim to optimize dialogue strategy and do not generate dialogue
utterances, we assign the rewards corresponding to the appropriateness of the
action considering the state and history of the search. We have used some rewards
such as task success (based on implicit and explicit feedback from the user during
the search) which is also used in PARADISE framework [22]. We model the total
reward which the agent gets in one complete dialogue as:

Rtotal = rTask Completion(search) +
∑

t∈turns
(rextrinsic(t) + rauxiliary(t))

Task Completion and Extrinsic Rewards. First kind of reward (rTC) is
based on the completion of the task (Task Completion TC) which is download
and purchase in the case of our search problem. This reward is provided once
at the end of the episode depending on whether the task is completed or not.

1 History user includes most recent user action to which agent response is pending
in addition to remaining history of user actions.
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As second kind of rewards, we provide instantaneous extrinsic rewards [6] -
(rextrinsic) based on the response that the user gives subsequent to an agent
action. We categorize the user action into three feedback categories, namely
good, average or bad. For example, if the agent prompts the user to refine the
query and the user does follow the prompt, the agent gets a high reward while
if the user refuses, a low reward is given to the agent. A moderate reward will
be given if the user herself refines the query without the agent’s prompt.

Auxiliary Rewards. Apart from the extrinsic rewards, we define a set of
auxiliary tasks TA specific to the search problem which can be used to provide
additional reward signals, rauxiliary, using the environment. We define TA = {#
click result, # add to cart, # cluster category click, if sign up option exercised}.
rauxiliary is determined and provided at every turn in the search based on the
values of different auxiliary tasks metrics defined in TA till that turn in the
search. Such rewards promotes a policy which improves the performance on
these tasks.

3.5 Stochastic User Model Details

The RL agent is trained to learn the optimal action policy requiring actual
conversational search data which is not available as conversational agents have
not been used for search task we defined. To bypass this issue and bootstrap
training, we propose a user model that simulates user behavior to interact with
the agent during training and validation. Our methodology can be used to model
a virtual user using any query and log sessions data.

We developed a stochastic environment where the modeled virtual human
user responds to agent’s actions. The virtual human user has been modeled
using query sessions data from a major stock photography and digital asset
marketplace which contain information on queries made by real users, the cor-
responding clicks and other interactions with the assets. This information has
been used to generate a user which simulates human behavior while searching
and converses with the agent during search episode. We map every record in the
query log to one of the user actions as depicted in Table 3. Figure 1 shows an
example mapping from session data to user action. To model our virtual user,
we used the query and session log data of approximately 20 days.

The virtual user is modeled as a finite state machine by extracting condi-
tional probabilities - P (User Action u| History h of User Actions). These
probabilities are employed for sampling next user action given the fixed length
history of her actions in an episode. The agent performs an action in response
to the sampled user action and the process continues.

The query and session log data has been taken from an asset search platform
where the marketer can define certain offers/promotions which kick in when
the user takes certain actions, for instance the user can be prompted to add
some images to cart (via a pop-up box). User’s response to such prompts on the
search interface is used as proxy to model the effect of RL agent on virtual user’s
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Fig. 1. Example of mapping session data to user actions. The session data comprises
of sequence of logs, each log comprises of search query, filters applied (content type),
offset field and interaction performed by the user (such as search, click etc.)

Table 3. Mapping between query logs and user actions

User action Mapping used

New query First query or most recent query with no intersection with
previous ones

Refine query Query searched by user has some intersection with previous
queries

Request more Clicking on next set of results for same query

Click result User clicking on search results being shown

Add to cart When user adds some of searched assets to her cart for later
reference

Cluster category click When user clicks on filter options like orientation or size

Search similar Search assets with similar series, model etc.

sampled action subsequent to different probe actions by the agent. This ensures
that our conditional probability distribution covers the entire probability space
of user behavior.

3.6 Q-Learning

The agent can be trained through Q-learning [23] which consists of a real valued
function Q : S × A → IR. This Q-function maps every state-action pair (s, a) to
a Q-value which is a numerical measure of the expected cumulative reward the
agent gets by performing a in state s. In order to prevent the agent from always
exploiting the best action in a given state, we employ an ε− greedy exploration
policy [25], 0 < ε < 1. The size of our state space is of the order of ≈107. For
Q-learning, we use the table storage method where the Q-values for each state
is stored in a lookup table which is updated at every step in a training episode.

3.7 A3C Algorithm

In this algorithm, we maintain a value function Vπ and a stochastic policy π as a
function of the state. The policy π : A×S → IR defines a probability distribution
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Fig. 2. A3C architecture for predicting policy pt and value V (st).

π(a|s) over the set of actions which the agent may take in state s and is used to
sample agent action given the state. The value function Vπ : S → IR represents
the expected cumulative reward from current time step in an episode if policy π
is followed after observing state s i.e. Vπ(s) = IEa∼π(.|s)[Qπ(s, a)].

Search Context Preserving A3C Architecture. We propose a neural archi-
tecture (Fig. 2) which preserves the context of the conversational search for
approximating the policy and value functions. The architecture comprises of
a LSTM [8] which processes the state at a time step t (input it = st) and gen-
erates an embedding ht which is processed through a fully connected layer to
predict the probability distribution over different actions using softmax function
[3] and value of the input state separately. In A3C algorithm, the agent is allowed
to interact with the environment to roll-out an episode. The network parame-
ters are updated after completion of every n-steps in the roll-out. An n-step
roll-out when the current state is st can be expressed as (st, at, rt, st+1, vst

) →
(st+1, at+1, rt+1, st+1, vst+1) → . . . → (st+n−1, at+n−1, rt+n−1, st+n, vst+n−1).
The parameters are tuned by optimizing the loss function losstotal which can
be decomposed into - losspolicy, lossvalue, lossentropy. lossvalue is defined as:

lossvalue(θ) = (Vtarget(si) − V (si; θ))2, i = t, t + 1, . . . , t + n − 1
where, Vtarget(si) =

∑t+n−i−1
k=0 γkrk+i + γn+t−iV (st+n; θ)

(1)

Thus an n-step roll-out allows us to estimate the target value of a given state
using the actual rewards realized and value of the last state observed at the end
of the roll-out. Value of a terminal state sT is defined as 0. In a similar way, the
network is trained on losspolicy which is defined as:

losspolicy(θ)=− log(p(ai|si; θ)) ∗ A(ai, si; θ), i = t, t + 1, . . . , t + n − 1, where

A(ai, si; θ) =
∑t+n−i−1

k=0 γkrk+i + γn+t−iV (st+n; θ) − V (si; θ)
(2)

The above loss function tunes the parameter in order to shift the policy in
favor of actions which provides better advantage A(at, st, θ) given the state st.
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This advantage can be interpreted as additional reward the agent gets by taking
action at in state st over the average value of the state V (st; θ) as the reference.
However, this may bias the agent towards a particular or few actions due to
which the agent may not explore other actions in a given state. To prevent this,
we add entropy loss to the total loss function which aims at maximizing the
entropy of probability distribution over actions in a state.

lossentropy(θ) = −
∑

a∈A

−p(a|si; θ) log(p(a|si; θ)), i = t, t+1, . . . , t+n− 1 (3)

4 Experiments

In this section, we evaluate the trained agent with the virtual user model and
discuss the results obtained with the two reinforcement learning techniques, A3C
and Q-learning, and compare them. For each algorithm, we simulate validation
episodes after each training episode and plot the average rewards and mean
value of the states obtained during the validation episodes. We also developed a
chat-search interface where real users can interact with the trained agent during
their search.2

4.1 A3C Using User Model

The global model is obtained using 10 local agents which are trained in parallel
threads (each trained over 350 episodes). We compare the validation results using
this global model for different state representations for conversational search and
hyper-parameter settings such as discount factor (γ) (which affects exploration vs
exploitation trade-off) and the LSTM size which controls the context preserving
capacity of our architecture.

Varying Discount Factor. We experiment with 3 values of discount factor and
fix the LSTM size to 250. Figure 3 shows the validation trend in average rewards
for different discount factors. Greater discount factor (lower value of γ) lowers
weights for the future rewards due to which the agent tries to maximize the
immediate rewards by taking the greedy actions. We validate this by computing
the variance in the results for each case. The variance values for the 3 cases
(γ = 0.90, 0.70, 0.60) are 1.5267, 1.627, and 1.725 respectively. Since the agent
takes more greedy actions with higher discount factors, the variance in the reward
values also increases since the greedy approach yields good rewards in some
episodes and bad rewards in others.

2 Supplementary material containing snapshots and demo video of the chat-search
interface can be accessed at https://drive.google.com/open?id=0BzPI8zwXMOi
WNk5hRElRNG4tNjQ.

https://drive.google.com/open?id=0BzPI8zwXMOiWNk5hRElRNG4tNjQ
https://drive.google.com/open?id=0BzPI8zwXMOiWNk5hRElRNG4tNjQ
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Fig. 3. Plot of average validation reward against number of training episodes for A3C
agent. The size of LSTM is 250 for each plot with varying discount factor. Higher value
of discount results in better average rewards.

Fig. 4. Plot of mean of state values observed in an episode for A3C agent. Different
curves correspond to different LSTM size. The discount value is γ = 0.90 for each
curve. Better states (higher average state values) are observed with larger LSTM size
since it enables the agent to remember more context while performing actions.

Varying Memory Capacity. We vary the size of the LSTM as 100, 150 and
250 to determine the effect of size of the context preserved. Figure 4 depicts the
trend in mean value of states observed in an episode. We observe that larger size
of the LSTM results in better states since average state value is higher. This
demonstrates that a bigger LSTM size providing better capacity to remember
the context results in agent performing actions which yield improved states.

4.2 Q-Learning Using User Model

We experimented with values of different hyper-parameters for Q-learning such
as discount (γ) and exploration control parameter (ε) determined their optimal
values to be 0.70 and 0.90 respectively based on trends in average reward value
at convergence. We compare the A3C agent (with LSTM size 250 and γ = 0.90
with the Q-learning agent (Fig. 5). It can be observed that the A3C agent is able
to obtain better averaged awards (≈1.0) in validation episodes upon convergence
as compared to the Q-agent which obtains ≈0.20. Since A3C algorithm performs
and generalize better than Q-learning approach, we evaluated it through profes-
sional designers.
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Fig. 5. Plot of average reward observed in validation episodes with Q-agent (left) with
γ = 0.70 and ε = 0.90) and A3C agent (right) with γ = 0.90 and LSTM size = 250.
The average reward value at convergence is larger for A3C agent than Q-agent.

4.3 Human Evaluation of Agent Trained Through A3C

To evaluate the effectiveness of our system when interacting with real humans, we
asked professional designers to search images which they will use while designing
a poster on natural scenery using both our conversational search agent and
conventional search interface provided by stock photography marketplace and
collected feedback from 12 designers. We asked them to rate our conversational
search system on following metrics. Table 4 shows average rating value of each
of these metrics.

1. Information flow to measure the extent to which the agent provide new
information and suggestions which helped in driving the search forward (on
a scale of 1 to 5 where 5 represents high information flow).

2. Appropriateness of actions to measure the suitability of actions taken by
the agent during the search in terms of coherence (on a scale of 1 to 5 where
5 denotes that it took right actions at right time during the search).

3. Repetitiveness to measure how repetitive was the agent’s actions in provid-
ing assistance during their search (on a scale of 1–5 where 1 represents not
repetitive at all).

Table 4. Human evaluation ratings for agent trained through A3C

Metric Average rating

Information flow 2.58

Appropriateness 2.67

Repetitiveness 2.50

We also asked the designers to compare our system to conventional search
interface in terms of following metrics:
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1. Engagement: This is to measure how interactive and engaging conversa-
tional search is on a scale of 1 to 5 where 1 represents same engagement as
conventional search. Our system could achieve an average rating of 2.67 in
this metric.

2. Time Required: We asked the designers to compare two search modalities
in terms of time required to reach desired results. They were asked to choose
between conversational search required - 1. More time, 2. About the same
time, 3. Less time. About 33.3% of designers said that it requires more time,
16.7% said that conversational search was faster while remaining 50% believed
that it required about the same time.

3. Ease of Use: We asked them to choose one of three options - conversational
search is, 1. Difficult to use and adds additional burden, 2. About the same
to use, 3. Much easier to use, compared to conventional search. 33.3% of the
designers believed that conversational search is easier, 41.7% said that it is
the same while 25% believed that it is difficult to use it for search.

The above evaluation shows that although we trained the bootstrapped agent
through user model, it performs decently well with actual users by driving their
search forward with appropriate actions without being much repetitive. The com-
parison with conventional search shows that out system is much more engaging,
requires about the same time while being easier to use than conventional search.
Following is an example interaction between assistant and real human:

User: show some images of mountains
Agent: We also have many images in these categories, should I show you
some?
User: nature mountains
Agent: Where will you use these images?
User: i am organizing adventure sports
Agent: Check out the images
User: can you show some more
Agent: Images can be added to cart for building a separate collection of stuff
that you like. You can simply click on add to cart button
User: <User adds few assets to cart>
Agent: Want me to get you anything else?
User: i want people riding bike on mountains
Agent: We also have many images in these categories, should I show you
some? - high mountains, hiking sports mountains, mountaineering mountains
User: hiking sports mountains
Agent: Signing up takes a moment, just give me your email id
User: ABC@XYZ.com

5 Conclusion

In this paper, we develop a Reinforcement Learning based search assistant to
interact with customers to help them search digital assets suited to their use-
case. We model the rewards, state space, action space and develop an A3C based



Improving Search Through RL Based Conversational Assistant 285

architecture which leverages the context of search to predict the policy. The
trained agent is able to obtain higher average rewards in the validation episodes
with virtual user and observes states with better values indicative of providing
better search experience. As the next step, we would deploy our system to collect
true conversational data which can be used to fine tune the current model as
well as to train a new model which can generate the natural language responses
in addition to deciding the action. In different search domains, designing the
state and action space can take significant time which makes every situation
an absolutely new task to be solved. To approach this issue as a future work,
another system can be designed which helps in the automation of state space
characterization with the help of system query logs.
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Abstract. The Adapteva Epiphany many-core architecture comprises a scalable
2D mesh Network-on-Chip (NoC) of low-power RISC cores with minimal
uncore functionality. The Epiphany architecture has demonstrated significantly
higher power-efficiency compared with other more conventional general-
purpose floating-point processors. The original 32-bit architecture has been
updated to create a 1,024-core 64-bit processor recently fabricated using a
16 nm process. We present here our recent work in developing an emulation and
simulation capability for future many-core processors based on the Epiphany
architecture. We have developed an Epiphany SoC device emulator that can be
installed as a virtual device on an ordinary x86 platform and utilized with the
existing software stack used to support physical devices, thus creating a
seamless software development environment capable of targeting new processor
designs just as they would be interfaced on a real platform. These virtual Epi-
phany devices can be used for research in the area of many-core RISC array
processors in general.

Keywords: RISC � Network-on-Chip � Emulation � Simulation
Epiphany

1 Introduction

Recent developments in high-performance computing (HPC) provide evidence and
motivation for increasing research and development efforts in low-power scalable
many-core RISC array processor architectures. Many-core processors based on
two-dimensional (2D) RISC arrays have been used to establish the first and fourth
positions on the most recent list of top 500 supercomputers in the world [1]. Further,
this was accomplished without the use of commodity processors and with instruction
set architectures (ISAs) evolved from a limited ecosystem, driven primarily by research
laboratories. At the same time, the status quo in HPC of relying upon conventional
commodity processors to achieve the next level of supercomputing capability has
encountered major setbacks. Increasing research into new and innovative architectures
has emerged as a significant recommendation as we transition into a post-Moore era [2]
where old trends and conventional wisdom will no longer hold.
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At the same time, there is increasing momentum for a shift to open hardware
models to facilitate greater innovation and resolve problems with the ecosystems that
presently provide the majority of computing platforms. Open hardware architectures,
especially those based on principles of simplicity, are amenable to analysis for relia-
bility, security, and correctness errata. This stands in stark contrast to the lack of
transparency we find with existing closed architectures where security and privacy
defects are now routinely found years after product deployment [3]. Open hardware
architectures are also likely to spark more rapid and significant innovation, as was seen
with the analogous shift to open-source software models. Recognition of the benefits of
an open hardware architecture can be seen in the DARPA-funded RISC-V ISA
development, which has recently lead to the availability of a commercial product and is
based on a BSD open source licensed instruction set architecture.

Whereas the last decade was focused mainly on using architectures provided by just
a few large commercial vendors, we may be entering an era in which architectures
research will become increasingly important to define, optimize, and specialize
architectures for specific classes of applications. A reduction in barriers to chip fab-
rication and open source hardware will further advance an open architecture model
where increasing performance and capability must be extracted with innovative design
rather than a reliance on Moore’s Law to bring automatic improvements.

More rapid and open advances in hardware architectures will require unique
capabilities in software development to resolve the traditional time lag between
hardware availability and the software necessary to support it. This problem is long
standing and one that is more pragmatic than theoretical. Significant software devel-
opment for new hardware architectures will typically only begin once the hardware
itself is available. Although some speculative work can be done, the effectiveness is
limited. Very often the hardware initially available will be in the form of a development
kit that brings unique challenges, and will not entirely replicate the target production
systems. Based on our experience with Epiphany and other novel architectures, the
pattern generally follows this scenario. Efforts to develop hardware/software co-design
methodologies can benefit development in both areas. However in this work we are
proposing an approach that goes further.

Modern HPC platforms are almost universally used for both development and
production. With increasing specialization to achieve extreme power and performance
metrics for a given class of problems, high-performance architectures may become well
designed for a specific task, but not well suited to supporting software development and
porting. An architecture emulation and simulation environment, which replicates the
interfacing to real hardware, could be utilized to prepare software for production use
beyond the early hardware/software co-design phase. As an example, rather than
incorporate architectural features into a production processor to make it more capable at
running compiler and development tools, the production processor should be
purpose-built, with silicon and power devoted to its specific production requirements.
A more general-purpose support platform can then be used to develop and test both
software and hardware designs at modest scale in advance of deployment on produc-
tion systems.

The focus of this research has been on the Epiphany architecture, which shares
many characteristics with other RISC array processors, and is notable at the present
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time as the most power-efficient general-purpose floating-point processor demonstrated
in silicon. To the best of our knowledge, Epiphany is the only processor architecture
that has achieved the power-efficiency projected to be necessary for exascale. The
Adapteva Epiphany RISC array architecture [4] is a scalable 2D array of low-power
RISC cores with minimal un-core functionality supported by an on-chip 2D mesh
network for fast inter-core communication. The Epiphany-III architecture is scalable to
4,096 cores and represents an example of an architecture designed for power-efficiency
at extreme on-chip core counts. Processors based on this architecture exhibit good
performance/power metrics [5] and scalability via a 2D mesh network [6, 7], but
require a suitable programming model to fully exploit the architecture. A 16-core
Epiphany-III processor [8] has been integrated into the Parallella mini-computer
platform [9] where the RISC array is supported by a dual-core ARM CPU and
asymmetric shared-memory access to off-chip global memory. Most recently, a
1024-core, 64-bit Epiphany-V was fabricated by DARPA and is anticipated to have
much higher performance and energy efficiency [10].

The overall motivation for this work stems from ongoing efforts to investigate
future many-core processors based on the Epiphany architecture. At present we are
investigating the design of a hybrid processor based on a 2D array of Epiphany-V
compute cores with several RISC-V supervisor cores acting as an on-die CPU host. In
support of such efforts, we need to develop a large-scale emulation and simulation
capability to enable rapid design and specialization by allowing testing and software
development using simulated virtual architectures. In this work, a special emphasis is
placed on achieving a seamless transition between emulated architectures and physical
systems. The overall design and implementation of the proposed emulation and sim-
ulation environment will be generally applicable to supporting more general research
and development of other many-core RISC array processors.

The main contributions presented here are as follows: we present a description of
the design and implementation of an Epiphany architecture emulator that can be used to
construct virtual Epiphany devices on an ordinary x86 workstation for software
development and testing. Early results from testing and validation of the Epiphany ISA
emulator are presented.

2 Background

The Adapteva Epiphany MIMD architecture is a scalable 2D array of RISC cores with
minimal uncore functionality connected with a fast 2D mesh Network-on-Chip (NoC).
The Epiphany-III (16-core) and Epiphany-IV (64-core) processors have a RISC CPU
core that support a 32-bit RISC ISA with 32 KB of shared local memory per core (used
for both program instructions and data), a mesh network interface, and a dual-channel
DMA engine. Each RISC CPU core contains a 64-word register file, sequencer, interrupt
handler, arithmetic logic unit, and a floating point unit. The fully memory-mapped
architecture allows shared memory access to global off-chip memory and shared
non-uniform memory access to the local memory of each core. The Epiphany-V pro-
cessor, shown in Fig. 1, was extended to support 64-bit addressing and floating-point
operations. The 1,024-core Epiphany-V processor was fabricated by DARPA at 16 nm.
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The present work leverages significant research and development efforts related to
the Epiphany architecture, and which produced the software stack to support
many-core processors like Epiphany. Previous work included investigating a parallel
programming models for the Epiphany architecture, including threaded MPI [11],
OpenSHMEM [12, 13], and OpenCL [14] support for the Epiphany architecture. In all
cases the parallel programming model involved explicit data movement between the
local memory of each core in the RISC array, or to/from the off-chip global DRAM.
The absence of a hardware cache necessitated this movement to be controlled in
software explicitly. Also relevant to the present work, progress was made in the
development of a more transparent compilation and run-time environment whereby
program binaries could be compiled and executed directly on the Epiphany
co-processor of the Parallella platform without the use of an explicit host/coprocessor
offload model [15].

3 Simulation Framework for Future Many-Core Architectures

There are several technical objectives addressed in the design and implementation of a
simulation framework for Epiphany-based many-core architectures. First and foremost,
the ISA emulator(s) must enable fast emulation of real compiled binaries since they are
to be used for executing real application code, and not merely for targeted testing of
sub-sections of code. This will require a design that emphasizes efficiency and potential
optimization. An important application will be the use of virtual devices operating at a
level of performance that, albeit slower than real hardware, is amenable to executing
large applications.

Fig. 1. The Epiphany-V RISC array architecture. A tiled array of 64-bit RISC cores are
connected through a 2D mesh NoC for signaling and data transfer. Communication latency
between cores is low, and the amount of addressable data contained on a mesh node is low
(64 KB). Three on-chip 136-bit mesh networks enable on-chip read transactions, on-chip write
transactions, and off-chip memory transactions.
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Cycle-accurate correctness of the overall system is not an objective of the design,
since the goal is not to verify the digital logic of a given hardware design; sufficient
tools already exist for this purpose as part of the VLSI design process. The goal instead
is to ensure that the emulation and simulation environment is able to execute real
applications with correct results and with the overall performance modeled sufficiently
well so as to reproduce meaningful metrics. Thus, performance modeling is done by
way of directly executing compiled binary code rather than employing theoretical
models of the architecture. The advantage of this approach is that it will simultaneously
provide a natural software development environment for proposed architectures and
architecture changes without the need for physical devices. The software development
and execution environment should not appear qualitatively different between simula-
tion and execution on real hardware.

3.1 Epiphany Architecture Emulator

The design and implementation of an emulator for the Epiphany architecture is initially
focused on the 32-bit architecture since physical devices are readily available for
testing. The more recent extension of the ISA to support 64-bit instructions will be
addressed in future work. The emulator for the 32-bit Epiphany architecture is
implemented as a modular C++ class, in order to support the rapid composition and
variation of specific devices for testing and software development. Implementing the
emulator directly in C++, and without the use of additional tools or languages, avoids
unnecessary complexity and facilitates modifications and experimentation. In addition,
the direct implementation of the emulator in C++ will allow for the highest levels of
performance to be achieved through low-level optimization. The emulator class is
primarily comprised of an instruction dispatch method, implementations of the
instructions forming the ISA, and additional features external to the RISC core but
critical for the architecture functionality, such as the DMA engines.

The present design uses an instruction decoder based on an indirect threaded dis-
patch model. The Epiphany instruction decode table was analyzed to determine how to
efficiently dispatch the 16-bit and 32-bit instructions of the ISA. Examining the lowest
4 bits of any instruction can be used to differentiate 16-bit and 32-bit instruction. For
16-bit instructions, it was determined that the lower 10 bits could efficiently dispatch
the instruction by way of a pre-initialized call table for all 16-bit instructions. For 32-bit
instructions, it was determined that a compressed bit-field of {b19…b16|b9…b0} could
efficiently dispatch instructions by way of a larger pre-initialized call table that extends
the table used for 16-bit instructions. The instruction call table is sparse, representing a
balance of trade-offs between table size and dispatch efficiency.

The instruction dispatch design will allow for any instruction to stall in order to
support more realistic behaviors. Memory and network interfaces are implemented as
separate abstractions to allow for different memory and network models. Initially, a
simple memory mapped model is used, and the incorporation of more complex and
accurate memory models will be introduced in future work. The emulator supports the
Epiphany architecture special registers, dual DMA engines, and interrupt handler.
The DMA engines and interrupt support are based on a direct implementation of the
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behaviors described in the Epiphany architecture reference, and are controlled by the
relevant special registers.

As will be described in more detail below, the emulator was validated using
applications developed in previous work and has been demonstrated to correctly
execute complex code that included interrupts, asynchronous DMA transfers, and
host-coprocessor synchronization for host callback capabilities and direct Epiphany
program execution without supporting host code.

3.2 Virtual Epiphany Devices

Rather than incorporate the emulator into a stand-alone tool, the chosen design allows
the use of the emulator to create virtual Epiphany devices that present an interface
identical to that of a physical coprocessor and is indistinguishable from a user appli-
cation. This is accomplished by creating a nearly identical interface to that which is
found on the Parallella boards. On this platform, the dual-core ARM host and the
Epiphany-III device share 32 MB of mapped DRAM, and the Epiphany SRAM and
registers are further mapped into the Linux host address space. The result is that with
one exception of an ioctl() call intended to force a hard reset of the device, all inter-
actions occur via reads and writes to specific memory locations. Further, the
COPRTHR-2 API uses these mappings to create a unified virtual address space
(UVA) between the ARM host and Epiphany coprocessor so that no address translation
is required when transferring control from host to coprocessor.

Low-level access to the Epiphany coprocessor is provided by the device special file
mounted on the Linux host file system at /dev/epiphany/mesh0. The setup of the UVA
described above is carried out entirely through mmap() calls of this special file from
within the COPRTHR software stack. Proper interaction with the Epiphany device
requires nothing more than knowing the required mappings and the various protocols to
be executed via ordinary reads and writes to memory. In order to create a virtual
Epiphany device, a shared memory region is mounted at /dev/shm/e32.0.0 that repli-
cates the memory segments of a physical Epiphany device, as shown in Fig. 2.

The emulator described in Sect. 3 is then used to compose a device of the correct
number of cores and topology, and then run “on top” of this shared memory region. By
this, it is meant that the emulator core will have mapped its interfacing of registers,
local SRAM, and external DRAM to specific segments of the shared memory region.
By simply redirecting the COPRTHR API to map/dev/shm/e32.0.0 rather than/dev/
epiphany/mesh0, user applications executing on the host see no difference in func-
tionality between a physical and virtual Epiphany device.

The only real distinction is the replacement of the ioctl() call mentioned above with
a direct back-channel mechanism for forcing the equivalent of a hard reset of the virtual
device. In addition, whereas the device special file is mapped as though it represented
the full and highly sparse 1 GB address space of the Epiphany architecture, the shared
memory region is stored more compactly to optimize the storage required for repre-
senting a virtual Epiphany device. This is achieved by removing unused segments of
the Epiphany address space for a given device, and storing only the core-local memory,
register files, and global memory segments within the shared memory region. As an
example, for a 256-core device with 32 MB of global memory, the compressed address
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space of the device will only occupy 42 MB rather than a sparse the sparse 1 GB
address space.

The Linux daemon process emudevd creates this shared memory region and then
operates in either active or passive mode. In active mode, an emulator is started up and
begins executing on the shared memory region. If subsequently the user executes a host
application that utilizes the Epiphany coprocessor, it will find the virtual device to be
active and running, just as it would find a physical device.

The result of fully decoupling the emulator and user applications has an interesting
benefit. Having a coprocessor in an uncertain state is closer to reality, and there is
initially a low-level software requirement to develop reliable initialization procedures
to guarantee that an active coprocessor can be placed in a known state regardless of the
state in which it is found. This was the case during early software development for the
Epiphany-III processor and the Parallella board. Issues of device lockup and unre-
coverable states were common until a reliable procedure was developed. If a user
application were executed through a “safe” emulator tool placing the emulated device
in a known startup state, this would be overly optimistic and avoid common problems
encountered with real devices. The decoupling of the emulator and user application
replicates realistic conditions and provides visibility into state initialization that was
previously only indirectly known or guessed at during early software development.

It is worth emphasizing the transparency and utility of these virtual Epiphany
devices. The Epiphany GCC and COPRTHR tool chains are easily installed on an x86
platform, and with which Epiphany/Parallella application code can be cross-compiled.
By simply installing and running the emudevd daemon on the same x86 platform, it is
possible to then execute the cross-compiled code directly on the x86 platform. The
result is a software development and testing environment equivalent to that of a Par-
allella development board. Furthermore, the virtual device is configurable in terms of
the number of cores and other architectural parameters. It is also possible to install
multiple virtual devices appearing as separate shared memory device special files

Fig. 2. The shared memory region replicates the physical memory segments of an Epiphany
processor. Each emulated core has virtual local and global addresses which match the physical
addressing.
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under /dev/shm. Finally, through modifications to the (open-source) Epiphany emu-
lator, researchers can explore “what-if” architecture design modifications. At the same
time, the user application code is compiled and executed just as it would be on a
Parallella development board with a physical device. A discussion of the initial testing
and verification performed using the Epiphany ISA emulator and virtual devices will be
presented in Sect. 4.

4 Epiphany Emulator Results

Initial results from testing the Epiphany ISA emulator are promising and demonstrated
functional correctness in a benchmark application, generating results identical to those
generated using a physical Epiphany-III device. Two platforms were used for testing.
A Parallella development board was used for reference purposes, and was comprised of
a Zynq 7020 dual-core ARM CPU and a 16-core Epiphany-III coprocessor, and with a
software stack consisting of Ubuntu Linux 15.04, GCC 4.9.2 for compiling host
applications, GCC 5.2.0 for cross-compiling Epiphany binaries, and the COPRTHR-2
SDK for providing software support for the Epiphany coprocessor. Emulation was
tested on an ordinary x86 workstation with an eight-core AMD FX-8150 CPU, and
with a software stack consisting of Linux Mint 17.3, GCC 5.3.0 for compiling host
applications, GCC 5.4.0 for cross-compiling Epiphany binaries, and the COPRTHR-2
SDK for providing software support for the Epiphany coprocessor.

Two test cases were used for initial debugging and then validation of the Epiphany
architecture emulator. The first test application involved a simple “Hello, World!” type
program that used the COPRTHR host-coprocessor interoperability. This represents a
non-trivial interaction between the host application and the code executed on the
Epiphany coprocessor. The test code was compiled on the x86 workstation using the
COPRTHR coprcc compiler option ‘-fhost’ to generate a single host executable that
will automatically run the cross-compiled Epiphany binary embedded within it. We
note that the test code was copied over from a Parallella development board and left
unmodified. When executing the host program just as it would be executed on the
Parallella development platform, the application ran successfully on the x86 work-
station using the Epiphany emulator. From the perspective of the host-side
COPRTHR API, the virtual Epiphany device appears to be a physical Epiphany
coprocessor that was simply mounted at a different location within the Linux file
system.

A variation of this “Hello, World!” type program was also tested using an explicit
host program to load and execute a function on one or more cores of the Epiphany
coprocessor. For this test, the Epiphany binary was first compiled using the GCC
cross-compiler on the x86 workstation, with results being very similar to the first
successful test case. A cross-compiled Epiphany binary was then copied over from the
Parallella platform and used directly on the x86 workstation with emulation. Using the
binary compiled on the different platform, no differences in behavior were observed.
This demonstrated that Epiphany binaries could be copied from the Parallella platform
and executed without modification using emulation on the x86 workstation. Using the
COPRTHR shell command coprsh we were able to execute the test program using
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various numbers of cores up to 16, with success in all cases. From a user perspective,
the “look and feel” of the entire exercise did not differ from that experienced with
software development on a Parallella development board.

The overall results from the above testing demonstrated that the test codes previ-
ously developed on the Parallella platform using the COPRTHR API could be com-
piled and executed via emulation on an ordinary workstation, seamlessly, and using an
identical workflow. For a more demanding test of the emulator, a benchmark appli-
cation was used that exercises many more features of the Epiphany coprocessor.

The Cannon matrix-matrix multiplication benchmark was implemented in previous
work for Epiphany using the COPRTHR API with threaded MPI for inter-core data
transfers [11]. This application code was highly optimized and used previously for
extensive benchmarking of the Epiphany architecture and provides a non-trivial test
case for the emulator for several reasons. The Cannon algorithm requires significant
data movement between cores as sub-matrices are shifted in alternating directions.
These inter-core data transfers are implemented using a threaded MPI interface, and
specifically the MPI_Sendrecv_replace() call which requires precise inter-core syn-
chronization. Finally, the data transfers from shared DRAM to core-local memory are
performed using DMA engines. As a result, this test case places significant demands on
the architecture emulator and is built up from complex layers of support with the
COPRTHR device-side software stack. For a complete and detailed discussion of this
Epiphany benchmark application see reference [11].

Figure 3 shows the actual workflow and output from the command-line used to
build and execute the benchmark on the x86 workstation with the emulated virtual
Epiphany device. This workflow is identical to that which is used on a Parallella
platform, and the benchmark executes successfully without error. It was mentioned
above that the application code leverages the COPRTHR software stack; it is important
to emphasize again that no changes have been made to the COPRTHR software stack
to support emulation. The virtual Epiphany devices create a seamless software
development and testing capability, and appear to the supporting middleware to be real
devices.

The idea behind using emulated devices is that they allow for testing and software
development targeting future architecture changes. The previously developed
matrix-matrix multiplication benchmark allowed command line options to control the
size of the matrices and the number of threads used on the Epiphany device. With a
physical Epiphany-III, the range of valid parameters was limited to 16 threads, with
submatrices required to fit in the core-local memory of the coprocessor core executing
each thread. Using emulated Epiphany devices, it was possible to execute this
benchmark on 64 and 256 cores, and with larger matrices.

The results from this testing are shown in Table 1 where for each combination of
device, matrix size, and thread count, the total execution time for the benchmark is
reported in terms of 1,000 s of device clocks and wall-clock time in milliseconds. For
each reported result, the numerical accuracy of the calculated matrix satisfied the
default error test requiring that the relative error of each matrix element be less than 1%
as compared with the analytical result. This criterion was used consistently in identi-
fying coding errors during benchmark development, and is used here in validating the
successful executing of the benchmark through emulation.
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Data for certain combinations of device, matrix size, and thread count are not
shown due to several factors. First, results for larger thread counts require devices with
at least as many cores. Additionally, the size of the matrices is limited by core count
since the distributed submatrices must fit in core-local memory, which for the purposes
of testing was kept at 32 KB. Finally, smaller matrices have a lower limit in terms of
the number of threads that can be used, and this limit is impacted by a four-way loop
unrolling in the optimized matrix-matrix multiplication algorithm.

The overall trend shows that the emulator executes the benchmark in fewer clocks
when compared to a physical device. This result is expected, since the instruction
execution at present is optimistic and does not account for pipeline stalls. Having such
an optimistic mode of emulation is not necessarily without utility, since it allows for
faster functional testing of software. The emulator also, as expected, takes longer to
execute the benchmark than a physical device. Future work will attempt to address the
issue of enabling more realistic clock cycle estimates while also optimizing the emu-
lator for faster execution in terms of wall clock time. Finally, it should be noted that the
scaling of wall clock time with the number of emulated cores is expected since the
emulator is presently not parallelized in any way.

Of importance is the fact that as a result of this work, the software stack for devices
that do not yet exist in silicon may be developed. A case in point can be seen in the
results for the 256-core device which does not correspond to any fabricated Epiphany
device. The ability to prepare software in advance of hardware will shorten signifi-
cantly the traditional lag that accompanies hardware and then software development.

] gcc –I$COPRTHR_INC_PATH -c cannon_host.c

] gcc -rdynamic -o cannon.x cannon_host.o \ 
 -L$COPRTHR_LIB_PATH -lcoprthr -lcoprthrcc -lm -ldl

] coprcc -o cannon_tfunc.e32 cannon_tfunc.c \ 
 -L$COPRTHR_LIB_PATH -lcoprthr_mpi

] ./cannon.x -d 4 -n 32

COPRTHR-2-BETA (Anthem) build 20180118.0014
main: Using -n=32, -s=1, -s2=1, -d=4
main: dd=0
main: 0x2248420 0x223f3f0
main: mpiexec time 0.117030 sec
main: # errors: 0

Fig. 3. Workflow and output from the command-line used to build and execute the Cannon
matrix-matrix multiplication benchmark on the x86 workstation using the emulated virtual
Epiphany device. The workflow and execution is unchanged from that used on the Epiphany
Parallella platform where the benchmark was first developed. This seamless interface to the
Epiphany ISA emulator enables a testing and software development environment for new designs
that is identical to production hardware.
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5 Conclusion and Future Work

An Epiphany 32-bit ISA emulator was implemented that may be configured as a virtual
many-core device for testing and software development on an ordinary x86 platform.
The design enables a seamless interface allowing the same tool chain and software
stack to be used to target and interface to the virtual device in a manner identical to that
of real physical devices. This has been done in the context of research into the design of
future many-core processors based on the Epiphany architecture. The emulator has
been validated for correctness using benchmarks previously developed for the Epi-
phany Parallella development platform, which work without modification using emu-
lated devices.

Efforts to develop the software support for simulating and evaluating future
many-core processor designs based on the Epiphany architecture reflects ongoing
work. In the near term, the emulator will be improved with better memory models and
instruction pipeline timing to allow for the prediction of execution time for software
applications. The emulator will be extended to support the more recent 64-bit ISA
which is backward compatible with the 32-bit Epiphany architecture. With direct
measurements taken from the Epiphany-V SoC the emulator will be refined to produce
predictive metrics such as clock cycle costs for software execution. With this cali-
bration, general specializations to the architecture can then be explored with real
software applications.

Table 1. Performance results for the execution of the Cannon matrix-matrix multiplication
benchmark using physical and emulated devices for different matrix sizes and thread counts.
Results are shown in terms of 1,000 s of device clocks (wall clock time in milliseconds)

Matrix Threads Epiphany-III Emulated Device
16-core 16-core 64-core 256-core

162 1 104 (2.7) 46 (59) 60 (340) 79 (2667)
4 90 (2.8) 11 (53) 12 (310) 16 (2485)
16 109 (2.7) 14 (57) 14 (325) 18 (2288)

322 1 201 (3.1) 112 (138) 127 (682) 145 (4032)
4 155 (3.1) 37 (86) 38 (448) 41 (2712)
16 145 (3.1) 22 (70) 23 (325) 26 (2311)
64 – – 47 (569) 51 (2868)

642 4 479 (4.5) 201 (298) 202 (1421) 205 (7679)
16 311 (4.0) 73 (141) 73 (672) 77 (3773)
64 – – 64 (663) 67 (3358)

256 – – – 258 (8773)
1282 16 1062 (9.4) 400 (561) 400 (2395) 404 (13522)

64 – – 165 (1230) 168 (6033)
256 – – – 291 (9831)

2562 64 – – 816 (4849) 820 (23651)
256 – – – 490 (15731)
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Abstract. Heterogeneous computing systems with multiple CPUs and
GPUs are increasingly popular. Today, heterogeneous platforms are
deployed in many setups, ranging from low-power mobile systems to
high performance computing systems. Such platforms are usually pro-
grammed using OpenCL which allows to execute the same program on
different types of device. Nevertheless, programming such platforms is a
challenging job for most non-expert programmers. To enable an efficient
application runtime on heterogeneous platforms, programmers require
an efficient workload distribution to the available compute devices. The
decision how the application should be mapped is non-trivial. In this
paper, we present a new approach to build accurate predictive-models for
OpenCL programs. We use a machine learning-based predictive model to
estimate which device allows best application speed-up. With the LLVM
compiler framework we develop a tool for dynamic code-feature extrac-
tion. We demonstrate the effectiveness of our novel approach by applying
it to different prediction schemes. Using our dynamic feature extraction
techniques, we are able to build accurate predictive models, with accura-
cies varying between 77% and 90%, depending on the prediction mecha-
nism and the scenario. We evaluated our method on an extensive set of
parallel applications. One of our findings is that dynamically extracted
code features improve the accuracy of the predictive-models by 6.1% on
average (maximum 9.5%) as compared to the state of the art.

Keywords: OpenCL · Heterogeneous computing
Workload scheduling · Machine learning · Compilers · Code analysis

1 Introduction

One of the grand challenges in efficient multi-device programming is the workload
distribution among the available devices in order to maximize application per-
formance. Such systems are usually programmed using OpenCL that allows exe-
cuting the same program on different types of device. Task distribution-mapping
c© Springer International Publishing AG, part of Springer Nature 2018
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defines how the total workload (all OpenCL-program kernels) is distributed
among the available computational resources. Typically application developers
solve this problem experimentally, where they profile the execution time of kernel
function for each available device and then decide how to map the application.
This approach error prone and furthermore, it is very time consuming to analyze
the application scaling for various inputs and execution setups. The best map-
ping is likely to change with different: input/output sizes, execution-setups and
target hardware configurations [1,2]. To solve this problem, researchers focus on
three major performance-modeling techniques on which mapping-heuristic can
be based: simulations, analytical and statistical modeling. Models created with
analytical and simulation techniques are most accurate and robust [3], but they
are also difficult to design and maintain in a portable way. Developers often have
to spend huge amount of time to create a tuned-model even for a single target
architecture. Since modern hardware architectures are rapidly changing those
methods are likely to be out of the date. The last group, statistical modeling
techniques overcome those drawbacks, where the model is created by extract-
ing program parameters, running programs and observing how the parameters
variation affects their execution times. This process is independent of the target
platform and easily adaptable. Recent research studies [4–9] have already proved
that predictive models are very useful in wide range of applications. However, one
major concern for accurate and robust model design is the selection of program
features.

Efficient and portable workload mapping requires a model of corresponding
platform. Previous work on predictive modeling [10–13] restricted their attention
to models based on features extracted statically, avoiding dynamic application
analysis. However, performance related information, like the number of memory
transactions between the caches and main memory, is known only during the
runtime.

In this paper, we present a novel method to dynamically extract code features
from the OpenCL programs which we use to build our predictive models. With
the created model, we predict which device allows the best relative application
speed-up. Furthermore, we developed code transformation and analysis passes to
extract the dynamic code features. We measure and quantify the importance of
extracted code-features. Finally, we analyze and show that dynamic code features
increase the model accuracy as compared to the state of the art methods. Our
goal is to explore and present an efficient method for code feature extraction to
improve the predictive model performance. In summary:

– We present a method to extract OpenCL code features that leads to more
accurate predictive models.

– Our method is portable to any OpenCL environment with an arbitrary num-
ber of devices. The experimental results demonstrate the capabilities of our
approach on three different heterogeneous multi-device platforms.

– We show the impact of our newly introduced dynamic features in the context
of predictive modeling.



Automatic Mapping for OpenCL-Programs 303

This paper is structured as follows. Section 2 gives an overview of the related
work. Section 3 presents our approach. In Sect. 4 we describe the experiments.
In Sect. 5 we present results and discuss the limitations of our method. In the
last section, we draw our conclusion and show directions for the future work.

2 Background and Existing Approaches

Several related studies have tackled the problem of feature extraction from
OpenCL programs, followed by the predictive model building.

Grewe and O’Boyle [10] proposed a predictive model based on static OpenCL
code features to estimate the optimal split kernel-size. Authors present that the
estimated split-factor can be used to efficiently distribute the workload between
the CPU and the GPU in a heterogeneous system.

Magni et al. [11] presented the use of predictive modeling to train and build
a model based on Artificial Neural Network algorithms. They predict the correct
coarsening factor to drive their own compiler tool-chain. Similarly to Grewe they
target almost identical code features to build the model.

Kofler et al. [12] build the predictive-model based on Artificial Neural Net-
works that incorporates static program features as well as dynamic, input sen-
sitive features. With the created model, they automatically optimize task parti-
tioning for different problem sizes and different heterogeneous architectures.

Wen et al. [13] described the use of machine learning to predict the proper
target device in context of a multi-application workload distribution system.
They build the model based on the static OpenCL code features with few run-
time features. They included environment related features, which provide only
information about the computing-platform capabilities. This approach is most
related to our work. They also study building of the predictive model to dis-
tribute the workloads in a context of the heterogeneous platform.

One observation is that all these methods extract code features statically
during the JIT compilation phase. We believe, that our novel dynamic code
analysis, can provide more meaningful and valuable code features. We justify
our statement by profiling the Listing 1.1.
1 kernel
2 void floydWarshall ( global uint * pathDist ,global uint * path ,
3 const uint numNodes , const uint pass)
4 {
5 const int xValue = get_global_id (0);
6 const int yValue = get_global_id (1);
7 const int oldWeight = pathDist[yValue * numNodes + xValue ];
8 const int tempWeight = (pathDist[yValue * numNodes + pass] +
9 pathDist[pass * numNodes + xValue ]);

10 if (tempWeight < oldWeight){
11 pathDist[yValue * numNodes + xValue] = tempWeight;
12 path[yValue * numNodes + xValue] = pass;
13 }}

Listing 1.1. AMD-SDK FloydWarshall kernel

The results are shown in Fig. 1. These experiments demonstrate the execution
times of the Listing 1.1 executed with varying input values (numNodes, pass)
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Fig. 1. Profiling results for an AMD-SDK FloydWarshall kernel function on test plat-
forms. The target architectures are detailed in the Sect. 4.1. The Y-Axis presents the
execution time in milliseconds, the X-Axis shows the varying number of nodes.

and execution-configurations on our experimental platforms. We can observe
that even for a single kernel function, the optimal mapping considerably depends
on the input/output sizes and the capabilities of the platform. In Listing 1.1
the arguments numNodes and pass control effectively the number of requested
cache lines. According to our observations, many of the OpenCL programs rely
on kernel input arguments, known only at the enqueuing time. In general, input
values of OpenCL-function arguments are unknown at the compilation time.
Many performance related information, like the memory access pattern, number
of executed statements, could possibly be dependent on these parameters. This
is a crucial shortcoming in previous approaches. The code-statements dependent
on values known during the program execution are undefined and could not
provide quantitative information. Since current state of the art methods analyze
and extract code features only statically, new methods are needed. In the next
section, we present our framework that addresses this problem.

3 Proposed Approach

This section describes the design and the implementation of our dynamic feature
extraction method. We present all the parts of our extraction approach: transfor-
mation and feature building. We describe which code parameters we extract and
how we build the code features from them. Finally, we present our methodol-
ogy to train and build the statistical performance model based on the extracted
features.

3.1 Architecture Overview

Figure 2 shows the architecture of our approach. We modify and extend the
default OpenCL-driver to integrate our method. First, we use the binary LLVM-
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Fig. 2. Architecture of the proposed approach.

IR representation of the kernel function and cache it in the driver memory ❶. We
reuse IR functions during enqueuing to the compute-device. During the enque-
ing phase, cached IR functions with known parameters are used as inputs to
the transformation engine. At the time of enqueuing, the values of input argu-
ments, the kernel code and the NDRange sizes are known and remain constant.
A semantically correct OpenCL program always needs this information to prop-
erly execute [14]. Based on this observation, our transform module ❷ rewrites
the input OpenCL-C kernel code to a simplified version. This kernel-IR version
is analyzed to build the code features ❸. Finally we deploy our trained predictive
model and embed it as a last stage in our modified OpenCL driver ❹. Following
sections describe steps ❶–❹ in more details.

3.2 Dynamic Code Feature Analysis and Extraction

The modified driver extends the default OpenCL driver by three additional mod-
ules. First, we extend and modify the clBuildProgram function in OpenCL API.
Our implementation adds a caching system ❶ to reduce the overhead of invok-
ing transformation and feature-building modules. We store internal LLVM-IR
representations in the driver memory to efficiently reuse it in the transforma-
tion module ❷. Building the LLVM-IR module is done only once, usually at
the application beginning. The transformation module ❷ is implemented within
the clEnqueueNdRangeKernel OpenCL API function. This module rewrites
the input OpenCL-C kernel code to a simplified version. The Fig. 3 shows the
transformation architecture. The module includes two cache objects, which store
original and pre-transformed IR kernel functions. We apply transformations in
two phases T1 and T2. First phase T1, we load for a specific kernel name the
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Fig. 3. Detailed view on our feature extraction module.

IR-code created during ❶ and then wrap the code region with work-item loops.
The wrapping technique is a known method described by Lee [15] and already
applied in other studies [16,17]. The work-group IR-function generation is per-
formed at kernel enqueue time, when the group size is known. The known work-
group size makes it possible to set constant values to the work-item loops. In a
second phase T2, we load the transformed work-group IR and propagate con-
stant input values. After this step, the IR includes all specific values not only the
symbolic expressions. The remaining passes of T2 further simplifies the code. The
Listing 1.2 presents the intermediate code after the transformation T1 and input
argument values propagation. Due to the space limitation, we do not present the
original LLVM-IR code but a readable-intermediate representation.
1 kernel
2 void floydWarshall ( global uint * pathDist ,global uint * path)
3 {
4 for(int yValue =0; yValue <1024; yValue ++){
5 for(int xValue =0;xValue <1024; xValue ++){
6 const int oldWeight = pathDist[yValue * 1024 + xValue ];
7 const int tempWeight = (pathDist[yValue * 1024 + 16] +
8 pathDist [16 * 1024 + xValue ]);
9 if (tempWeight < oldWeight){

10 pathDist[yValue * 1024 + xValue] = tempWeight;
11 path[yValue * 1024 + xValue] = 16;
12 }
13 }
14 }
15 }

Listing 1.2. The readable-intermediate representation of Listing 1.1 after input and
built-in constants propagation. The execution parameters are: numNodes = 1024, pass
= 16, work-group sizes = (1,1), global sizes = (1024,1024)
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We can observe that the constant propagation pass, enables to determine
how the memory accesses are distributed. Now the system can extract not only
how many load and stores are requested, but also how are they distributed. With
pure static code analysis, this information is not available. Additionally, com-
pared to the pure static methods we analyze more accurately the instructions.
Our method simplifies the control flow graph and analyzes only the executable
instructions. In contrast, the static code analysis scans all basic blocks also these
that are not used. Furthermore, we extract for each load and store instructions
the Scalar Evolution (SCEV) expressions. The extracted SCEV expressions rep-
resent the evolution of loop variables in a closed form [18,19]. A SCEV consist
of a starting value, an operator and an increment value. They have the format
{<base>,+, <step>}. The base of an SCEV defines its value at loop iteration
zero and the step of an SCEV defines the values added on every subsequent
loop iteration [20]. For example, the SCEV expression for the load instruction
in Listing 1.2 on line 6 has the form {{%pathDist,+, 4096},+, 4}. We can see
that this compact representation describes the memory access of the kernel input
argument %pathDist. With this information, we analyze the SCEVs for existing
loads and stores to infer the memory access. We group the extracted memory
accesses in four groups. First invariant accesses with the stride zero. Stride zero
accesses (i.e., invariant) means that the memory access index is the same for
all loop iterations in a work-group. The second group, consecutive accesses with
stride one. Stride one means that the memory access index increases by one for
consecutive loop iterations. The third group, non-consecutive accesses with the
stride N , where N means that the memory access index is neither invariant nor
stride one. Finally, the last group, the unknown accesses with the stride X. In
general, SCEV expression can have an unknown value due to a dependence on
the results calculated during the code execution. Table 1 presents all extracted
information about the kernel function.

The selected features are not specific for any micro-architecture or device
type. We extract the existing OpenCL-C arithmetic, control and memory instruc-
tions. Additionally in contrast to other approaches, we extract the memory access
pattern. The selection of the features is a design specific decision. We analyze in
more detail the importance of selected features in Sect. 4.2. In the next section,
we use our extracted features to create the training data and describe how we
train our predictive model.

3.3 Building the Prediction Model

Building machine-learning based models involves the collection of data that is
used in the model training and evaluation. To retrieve the data we execute,
extract features and measure the execution time for various test applications.
We use different applications implemented in: the NVIDIA OpenCL SDK [21],
the AMD APP SDK [14], and the Polybench OpenCL v2.5 [22]. We execute the
applications with different input data sizes. The purpose of this is twofold. First,
the variable sizes of input data let us collect more training data and second, the
data is more diverse due to the implicit change in work-group sizes. Many of these
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Table 1. Features extracted with our dynamic analysis method. These features are
used to build the predictive model.

Features Description

F1 (arithmetic inst)/(all inst) Computational intensity ratio

F2 (memory inst)/(all inst) Memory intensity ratio

F3 (control inst)/(all inst) Control intensity ratio

F4 datasize Global memory allocated

F5 globalWorkSize Number of global threads

F6 localWorkSize Number of local threads

F7 workGroups Number of work-groups

F8 Stride0 Invariant memory accesses

F9 Stride1 Consecutive memory accesses

F10 StrideN Scatter/gather memory accesses

F11 StrideX Unknown memory accesses

applications adapt the number of work-groups with the change of input/output
data sizes. By varying the input variables of applications, we create the data set
with 5887 samples. The list of application is shown in Table 2.

In our approach, we execute presented OpenCL programs on the CPU and
the GPU to measure the speedup of the GPU execution for each individual
kernel over the CPU. Furthermore, to consider various costs of data transfers on
architectures with discrete and integrated GPUs, we measure the transfer times
between the CPU and GPU. We define it as DT . To model the real cost of the
execution on the GPUs, we add the DT to the GPU execution time. Finally, in
a last step we combine the CPU/GPU execution times and label the kernel-code
to one of five speed-up classes. The Eq. 1 defines the speed-up categories for our
predictive model.

Speedup class =

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

Class1 CPU
GPU+DT ≤ 1x(no speedup)

Class2 1x < CPU
GPU+DT ≤ 3x

Class3 3x < CPU
GPU+DT ≤ 5x

Class4 5x < CPU
GPU+DT ≤ 7x

Class5 CPU
GPU+DT ≥ 7x

(1)

In our experiments, we use the Random Forest (RF) classifier. The reason
for this is twofold. First, the RF classifier enables to build the relative feature
importance ranking. In Sect. 5 we use this metric to explore the relative feature
importance on the classification accuracy. The second one is that, the classifiers
based on decision trees are usually fast. We also investigated other machine
learning algorithms but due to the space limitations, we will not show a detailed
comparison of these classifiers. Finally, once the model is trained we use the
trained model during the runtime ❹ to determine the kernel scheduling.
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Table 2. The applications used to train and evaluate our predictive model.

Suite Application Input sizes Application Input sizes

AMD SDK Binary search 80K–1M Bitonic sort 8K–64K

Binomial option 1K–64K Black Scholes 34M

DCT 130K–20M Fast Walsh
transform

2K–32K

Floyd Warshall 1K–64K LU
decomposition

8M

Monte Carlo Asian 4M–8M Matrix
multiplication

130K–52M

Matrix transpose 130K–50M Quasi random
sequence

4K

Reduction 8K RadixSort 8K–64K

Simple convolution 130K–1M Scan large
arrays

4K–64K

Nvidia SDK DXT compression 2M–6M Median filter 3M

Dot product 9K–294K FDTD3d 8M–260M

HMM 2M–4M Tridiagonal 320K–20M

Polybench Atax 66K–2M Bicg 66K–2M

Gramschmidt 15K–1M Gesummv 130K–5M

Correlation 130K–5M Covariance 130K–52M

Syrk 190K–5M Syr2k 190K–5M

4 Experimental Evaluation

4.1 Hardware and Software Platforms

We evaluate on three CPU+GPU platforms. The details are shown in Table 3.
All platforms have Intel CPUs, two platforms include discrete GPUs. The third
platform is an Intel SoC (System on Chip) with integrated CPU/GPU. We use
LLVM 3.8 with Ubuntu-Linux 16.04 LTS to drive our feature extraction tool.
The host-side compiler is GCC 5.4.0 with -O3 option. On the device-side Intel
OpenCL SDK 2.0, NVIDIA Cuda SDK 8.0 and AMD OpenCL SDK 2.0 provide
compilers.

4.2 Evaluation of the Model

We train and evaluate two speed-up models with different features to compare
our approach with the state of the art. The first model, is based on our dynamic
feature extraction method. Table 1 shows the features applied to build the model.
To train and build the second model, we extract statically only the code features
F1–F7 from the kernel function (i.e. during the JIT-compilation). The mem-
ory access features F8-F11 known only during the runtime are not included.
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Table 3. Hardware platforms

Platform A CPU I7-4930K GPU Radeon R9-290

Architecture Ivy Bridge Hawaii

Core count 6 (12 w/HT) 2560

Core clock 3.9 GHz 0.9 GHz

Memory bandwidth 59.7 GB/s 320GB/s

Platform B CPU I7-6600U GPU HD-520

Architecture Skylake Skylake

Core count 2 (4 w/HT) 192

Core clock 3.4 GHz 1.0 GHz

Memory bandwidth 34.1 GB/s 25.6 GB/s

Platform C CPU Xeon E5-2667 GPU Geforce GTX 780 Ti

Architecture Sandy Bridge Kepler

Core count 6 (12 w/HT) 2880

Core clock 3.5 GHz 0.9 GHz

Memory bandwidth 51.2 GB/s 288.4 GB/s

For both models, we apply the following train and evaluation method. We split
10 times our dataset into train and test sets. Each time we randomly select
33% of dataset samples for the evaluation process. The remaining 67% are used
to train the model. Figure 4 presents the confusion matrix for the evaluation
scenario.

We observe that the prediction accuracy for the model created with dynamic
features is higher than for the model based on static features. On the Platform A
the model based on dynamic features have a 90.1% mean accuracy. The accuracy
values is an average over testing scenarios. We calculate the accuracy as the ratio
between sum of values on the diagonal in Fig. 4 to all values. We observe similar
results for two other Platforms B and C. The mean accuracies for the remaining
platforms are 77% and 84% for Platforms B and C respectively. Overall, we can
report increase of the prediction accuracy with dynamically extracted features
by 9.5%, 4.9% and 4.1% for the tested Platforms. We observe also that, the
model based on dynamic features leads to lower slowdowns. We can observe from
Fig. 4 that the model with static features predicts less accurate, the error rate
is 19.4%, for the dynamic model only 9.9%. More importantly, we can see that
the distribution of errors is different. Overall, we can observe that the number
of miss-predictions, values below and above the diagonal, is higher for the model
created with static features. In the worst case, the model based on statically
extracted features predicts only 36 times correctly the 7x speed-up on the GPU.
This point corresponds to the lowest row in the confusion matrix presented in
Fig. 4.
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Fig. 4. The confusion matrix for platform A, (a) results for the model with dynamic
features (b) results without dynamic features.

5 Discussion

We find out in our experiments that the predictive models designed with the
dynamic code features are more accurate and lead to lower performance degra-
dation in context of workload distribution. To further explore the impact of
dynamic features on the classification, we analyze the relative feature impor-
tance. The selected RF classifier enables to build the relative feature importance
ranking. The relative feature importance metric is based on two statistical meth-
ods Gini-impurity and the Information gain. More details about the RF classifier
and the feature importance metric are included in the [23]. Figure 5 presents the
relative feature importance for the both models presented in the previous section.

Fig. 5. Relative feature importance for the classifier (a) trained with dynamic features
and (b) with statically extracted features. The values on X-Axis are features presented
in Table 1, the Y-Axis represents the ranking of relative feature importance.
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We can observe for the model created with the dynamic code features that
the most informative features (i.e. mostly reducing the model variance), are
consecutive memory access F9 and the F5 number of global work-items. For the
second model created with statically extracted features, most informative are
number of loads and stores the F2 and again the F5 count of global work-items.
The high position in the ranking for loads and stores confirms the importance
of memory accesses extracted with our dynamic approach. One intuitive and
reasonable explanation for the importance of dynamic code features (memory
accesses) would be that many of the analyzed workloads are memory-bound.

5.1 Limitations

Our dynamic approach described in previous sections increases a classification
accuracy. However, the proposed and described method in this paper has also
several limitations. Our memory access analysis is limited to a sub-set of all
possible code variants. The Scalar Evolution pass computes only the symbolic
expressions for combinations of constants, loop variables and static variables.
It supports only a common integer arithmetic like addition, subtraction, mul-
tiplication or unsigned division [20]. Other possible code variants and resulting
statements lead to unknown values. Another aspect is the feature extraction
time. Compared to the pure static methods our dynamic method generates an
overhead during the runtime. We can observe the variable overhead between 0.3
and 4 ms, dependent on the platform capabilities and the code complexity.

6 Conclusion and Outlook

Deploying data parallel applications using the right hardware is essential for
improving application performance on heterogeneous platforms. A wrong device
selection and as a result not efficient workload distribution may lead to a signif-
icant performance loss. In this paper, we propose a novel systematic approach
to build the predictive model that estimates the compute device with an opti-
mal application speed-up. Our approach uses dynamic features available only
during the runtime. This improves the prediction accuracy independently of the
applications and hardware setups. Therefore, we believe that our work provides
an effective and adaptive approach for users who are looking for high perfor-
mance and efficiency on heterogeneous platforms. The performed experiments
and results encourage us to extend and improve our methodology in the future.
We will extract and experiment with other code features and classifiers. Addi-
tionally, we will improve our feature extraction method to further increase the
model accuracy and reduce the overall runtime.
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Preface

Bioinformatics and biomedical engineering are interdisciplinary in nature. In addition
to biomedicine and biology, many other disciplines are integrated, such as mathematics
and systems theory, computational modeling and high-performance computing, just to
name a few.

Emerging life sciences applications need to use bioinformatics tools, biological data
banks, patient’s molecular and clinical data as well as epidemiology data in a coor-
dinated way. Therefore, new challenges to computer science arise from huge amounts
of data to be integrated and the computing power necessary to analyze those big data
sets or to simulate complex biological and biomedical systems. The aim of this Special
Section is to discuss challenges and future directions of bioinformatics and biomedical
algorithms, computational models, computer hardware and applications; and relate
these to the accepted papers of the 11th Workshop on Biomedical and Bioinformatics
Challenges for Computer Science, held in Wuxi, China, 11–13 June, 2018. The first
edition of this workshop took place in Krakow, Poland, in 2008 [1], and since then a
couple of special issues with extended papers presented at the workshops were pub-
lished [2–4].

Crossing Multiple Scales of Biomedicine

The papers presented in this Special Section deals with different scales of biology and
biomedicine.

Wienbrandt et al. in their paper 1,000x Faster than PLINK: Genome-Wide Epis-
tasis Detection with Logistic Regression Using Combined FPGA and GPU Acceler-
ators deal with challenges at the level of the genes.

Vizza et al. in their paper On blood viscosity and its correlation with biological
parameters study how cells, such as Hematocrits and Erythrocytes influence human
blood viscosity.

Katsushima et al. in their paper Development of Octree-Based High-Quality Mesh
Generation Method for Biomedical Simulation present a simulation of the biome-
chanics of the tibia bone.

Reis et al. in their paper Combining Data Mining Techniques to Enhance Cardiac
Arrhythmia Detection present how to use ECG signals, Electrocardiograms, taken non-
invasively from patient to infer the electrical behavior of the heart.

Chillarón et al. in their paper CT medical imaging reconstruction using direct
algebraic methods with few projections study how to reconstruct images of the human
body from x-rays.

Finally, Varella et al. in their paper A Stochastic Model to Simulate the Spread of
Leprosy in Juiz de Fora present a new model to describe the spread and dynamics of
the Hansen’s disease within a particular population of a Brazilian city.

Therefore, the selected papers presented in this Special Section deal with diverse
spatial and time scales of life, from genes to population dynamics, passing through
cells, organs and the human body.
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Computational Models

Although the papers presented in this Special Section use computational modeling to
address different challenges, the reader can find a great variety of types of models.

Empirical models are used in the works of Vizza et al. and Reis et al. in order to
capture the relation between blood cells and viscosity, and the relation between ECG
signals and cardiac pathologies, respectively.

On the other hand, mechanistic models are used by Katsushima et al.,
Chillarón et al., and Varella et al.. Katsushima et al. present simulations of the
structural biomechanics of the tibia bone using partial differential equations. These
simulations can be used to help the planning of High Tibial Osteotomy (HTO), a
surgical procedure that aims to disperse excessive load on the bone due to bow leg
deformation. Chillarón et al. also use deterministic models, in the form of algebraic
equations, in order to reconstruct CT-images from X-rays.

Finally, mechanistic but stochastic models are proposed by Varella et al. to describe
the evolution of the Hansen’s disease within a particular city. Stochastic models were
needed to capture the limited number of infected persons, as described by the public
health database of the aforementioned city.

Therefore, the selected papers presented in this Special Section use different types
of models, from empirical to mechanistic, from deterministic to stochastic ones.

New Algorithms

All the papers presented in this Special Section propose new algorithms or new
implementations to address different challenges of biomedicine and bioinformatics.

Wienbrandt et al. developed a new parallel algorithm to compute a logistic
regression. The algorithm is based on a modified version of the classical Newton’s
method specially tailored to FPGAs and GPUs.

Katsushima et al. developed an octree-based high-quality mesh generator to sup-
port biomedical simulations, such as those based on the Finite Element Method.

Reis et al. combine different data mining techniques, such as clustering, feature
selection, oversampling strategies and automatic classification algorithms to create
efficient classification models to identify cardiac diseases based on ECG signals.

Chillarón et al. present two new direct algebraic algorithms for CT-imaging
reconstruction, one based on Sparse QR (SPQR), and another based on singular values
decomposition (SVD).

Finally, Varella et al. implement the Gillespie algorithm to solve the new proposed
stochastic and compartmental model of epidemiology.

High Performance Computing

Modern challenges of life sciences involve a large amount of data and complex models,
posing considerable requirements for computing power and storage resources. Not
surprisingly, high performance computing is often used to deal with these complexities.
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The numerical methods developed and presented by Chillarón et al. for CT-
imaging reconstruction were run on a cluster composed of 128 cores.

The simulations of the structural biomechanics of the tibia bone performed by
Chillarón et al. were executed on a shared-memory system composed of a total of 512
cores.

Finally, the new parallel algorithms to assess gene-gene interactions developed by
Wienbrandt et al. were executed on a modern and heterogeneous high-performance
platform that combines CPUs, FPGAs, and GPUs. The combinations of FPGAs and
GPUs resulted in a speedup of more than one thousand when compared to a classical
parallel algorithm that was executed on 32 cores. These new computer architectures
enabled the reduction of execution times from months to a couple of hours.

Conclusion

Modern biology and medicine are on a regular basis challenging computer science in
many aspects: (i) by demanding new concepts and models or the integration of them;
(ii) by promoting the development of new algorithms, methods and techniques to solve
problems that arise from life sciences or biomedical engineering; (iii) and even by
requesting novel computer architectures that can cope with the ever-increasing tasks of
processing large amount of data and simulation of complex computational models. The
selection of papers of the 11th Workshop on Biomedical and Bioinformatics Chal-
lenges for Computer Science discusses all these issues and suggest novel directions and
approaches to tackle them.
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Abstract. Detection of Cardiac Arrhythmia (CA) is performed using
the clinical analysis of the electrocardiogram (ECG) of a patient to pre-
vent cardiovascular diseases. Machine Learning Algorithms have been
presented as promising tools in aid of CA diagnoses, with emphasis on
those related to automatic classification. However, these algorithms suffer
from two traditional problems related to classification: (1) excessive num-
ber of numerical attributes generated from the decomposition of an ECG;
and (2) the number of patients diagnosed with CAs is much lower than
those classified as “normal” leading to very unbalanced datasets. In this
paper, we combine in a coordinate way several data mining techniques,
such as clustering, feature selection, oversampling strategies and auto-
matic classification algorithms to create more efficient classification mod-
els to identify the disease. In our evaluations, using a traditional dataset
provided by the UCI, we were able to improve significantly the effective-
ness of Random Forest classification algorithm achieving an accuracy of
over 88%, a value higher than the best already reported in the literature.

Keywords: Cardiac Arrhythmia Detection · Automatic classification
Machine learning

1 Introduction

Cardiovascular diseases are still one of the leading causes of death in the
world. One of the major abnormalities associated with these diseases is Car-
diac Arrhythmia (CA), which can be detected by the specialist through a clin-
ical analysis of the patient’s electrocardiogram (ECG). Early detection of CA
can aid in treatment, significantly reducing the risk of patient’s life. However,
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their discovery in the onset of the first clues is a difficult task since they involve
evaluating the several variables present in an ECG.

In order to assist specialists in the diagnosis of cardiovascular diseases, a
recent and promising line of research has been adopted, that corresponds the
use of methods based on Machine Learning in the detection of Arrhythmia [18].
From a previous set of ECG examinations duly and manually classified by medi-
cal specialists, a learning technique is applied resulting in a classification model.
So, this model can be used by the physician in the evaluation/classification of
new patient’s ECG. However, the process of creating effective classification mod-
els is challenged by two main issues: (1) each ECG consists of a very large set
of attributes; and (2) datasets related to ECG assessments are very unbalanced,
since the number of patients diagnosed with CA is much smaller than those clas-
sified as “normal”. While the first question is related to computational cost [24],
the second one limits the learning process of the smaller classes [7], which are
precisely the targets of the models in this scenario.

The questions mentioned above can be solved employing some data pre-
processing strategies, on which the most common ones are Feature Selection
techniques (FS) [2,17,24] and oversampling approaches [4,7,8]. FS consists of
techniques that can measure the importance of each attribute in the construc-
tion of the classification model for a given base, returning those attributes more
relevant, aiming to solve the first question previously presented. Oversampling
consists of replicate/combine samples related to smaller classes, generating new
samples to compose the dataset with a smaller unbalance, increasing the amount
of information associated with the smaller classes, thus relating to the second
question. Regarding the techniques of oversampling, although we find significant
results in the literature related to efficacy in collections of data whose unbal-
ance is even more pronounced, as in the CA detection scenario, the excessive
generation of artificial samples can generate distortions which compromise the
effectiveness of the classification model generated. From this finding, recently
in [26], the authors present a technique called Classification using lOcal clus-
tering with OverSampling (COG-OS), which consists, briefly, in the application
of some clustering technique in classes splitting them into other smaller classes
and then applying oversampling techniques considering the new distribution of
generated classes. The authors’ premise is that fewer artificial samples need to
be generated, thereby reducing distortions in the generation of the classification
model.

Therefore, in this paper, we proposed the combination, in a coordinated way,
of several data mining and data preprocessing techniques aiming at the gen-
eration of more efficient (lower computational cost) and efficient classification
models for the CA detection problem. More specifically, different classification
algorithms were evaluated, combined with FS, clustering and oversampling tech-
niques. To evaluate our proposal, we consider one of the collections of data
related to the CA more referenced in the literature [16]. In our experimental
analysis, we demonstrate that these strategies are complementary and, when
appropriately combined, can result in a more efficient classification model. For
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example, while a classification model constructed based on the algorithm Ran-
dom Forest using the collection of data without any preprocessing results in an
accuracy of 63%, the model generated after the application of an FS technique
achieve an accuracy of 72%. Moreover, the model generated after the application
of clustering and oversampling strategies results in an accuracy of approximately
82%. Finally, the model that combines all these strategies achieves an accuracy
of over 88%, a value higher than the best already reported in the literature.

Roadmap. The remaining of paper is organized as follows. Section 2 presents
some related works. The work methodology is presented in Sect. 3. In Sect. 4
the results of the experimental evaluation are discussed and the conclusions and
future work are presented in Sect. 5.

2 Related Work

In recent years, several investigations related to the classification of CA have
been performed, with the primary objective being the detection of arrhythmia
using classification models. Felipe et al. [19] developed some CA classification
models using eight different sets of variables related to the onset of CA in people.
These variables were collected in real time from patients hospitalized at the Hos-
pital Center of Porto, such as vital signs, laboratory results, among others. These
are well-controlled data (not public) and related only to hospitalized patients,
resulting in a relatively balanced collection, different from the collection consid-
ered in our study. Using the SVM classification algorithm, the authors achieved
a 95% of accuracy.

Samad et al. [22] compared three classifiers based on their accuracy for the
detection of the cardiac arrhythmia in the UCI dataset [16], the same one used
in our paper. The classification algorithms k-NN, Naive Bayes and Decision Tree
were used. The most relevant result was obtained by k-NN, reaching an accuracy
of 66.96%. Moreover, this paper provides a detailed explanation of the conversion
of an ECG into numerical values for using in machine learning tasks. Shivajirao
et al. [14] created an intelligent system based on artificial neural networks to
determine the classification of the presence or absence of CA, also using the UCI
dataset. The authors used the Multilayer Perceptron model with the Backpropa-
gation technique, reaching an accuracy of 86.67%, the best-reported result in the
literature for this collection. As we will show in Sect. 4, combining Feature Selec-
tion (FS), clustering and oversampling techniques, we achieve superior results
(i.e., 88.8% accuracy).

An FS technique is used to designate a score for each attribute to assess
its importance in the learning task. In [28], the authors compare the perfor-
mance of some metrics, such as Information Gain (IG), χ2, Odds Ratio (OR)
and Correlation Coefficient (CC). In our paper, we consider CfsSubsetEval [12].
Concerning clustering techniques, there are several proposals in the literature [5].
These are from straightforward and usable techniques in several scenarios, such
as K-Means [10], to some more elaborate and accurate for certain contexts, such
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as subspace clustering [1] and partitioning clustering [5]. In our paper, we con-
sider only the K-Means, but other strategies can be evaluated in the future, as
detailed in Sect. 5.

Finally, regarding oversampling techniques, Wu et al. [26] have developed an
approach to address the problem of class unbalance that overcomes the other
ones to predict rare classes. The method, titled Classification using lOcal clus-
tering (COG), applies a clustering technique to divide the major classes into
smaller subclasses. A significant improvement in the efficacy of supervised clas-
sification algorithms was observed in the results. A variation of the COG was
also shown by applying the local clustering method together with an oversam-
pling technique. This change was called Classification using lOcal clustering with
OverSampling (COG-OS), being one of the techniques adopted in our approach.

3 Methodology

In this section, we present the methodology adopted to combine different data
mining techniques, such as feature selection, oversampling and automatic super-
vised classification algorithms to improve the process of automatically identifying
Cardiac Arrhythmia. First, we present the techniques considered by each step
of our methodology. Next, we present the different strategies followed by the
methodology to combine the techniques, which corresponds to evaluating the
classification algorithms applying different data preprocessing approaches (i.e.,
feature selection, clustering and oversampling). Finally, we present the metrics
adopted to evaluate each one of the combinations.

3.1 Data Mining Techniques

In this section, we present the algorithms considered in our paper. For all of them,
we adopt the implementations provided by Weka [25], an educational software
package, which has several data mining algorithms implemented, including clas-
sification, feature selection, oversampling and clustering. Next, we detail these
algorithms.

Feature Selection. For this paper we considered the CfsSubsetEval [12], which
calculates, for each subset of attributes, the correlation of each of them with the
dataset classes. In this case, it is desirable the subset that has a high correlation
with a class in which each attribute of the subset has a low correlation with each
other. Thus, it adds/removes attributes until it reaches a subset that has only
the most relevant attributes to predict the desired class.

Clustering. The clustering algorithm chosen was the K-Means [9], which con-
sists of partitioning the objects into K groups where each object belongs to a
group. The algorithm creates K centers in the object space and continues to
change the location of its centers until the number of objects in each center from
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one iteration to another does not modify. The WCSS value is determined by
Eq. 1, where Sk is the set of observations in the kth cluster and x̄kj is the jth
variable of the cluster center for the kth cluster.

To determine the number K, the Within-Cluster Sum of Squares (WCSS)
value must be analyzed, which is the sum done within each cluster between
its objects and its center squared. It is necessary to observe the WCSS metric
ranging the value of K (i.e., from 1 to 10).

WCSS =
K∑

k=1

∑

i∈Sk

p∑

j=1

(xij − x̄kj)2 (1)

Oversampling. The oversampling algorithm chosen was SMOTE [7], which
consists of creating synthetic instances of rare classes. For each class that we
want to create objects to make the dataset balanced, SMOTE uses k neighbor
objects to combine and generate a synthetic instance that is close to those k
objects.

Classification Algorithms. In our analysis, supervised classification algo-
rithms considered state-of-the-art have been chosen, which address the problem
through different approaches. They are:

– Naive Bayes: probabilistic algorithm that calculates the probability of a
given new instance belonging to each of the available classes in a collection.
It is one of the most widely used learning machine methods that combine
efficiency and simplicity [23,24].

– Random Forest: it is an algorithm based on the bagging approach, in which
a set of m decision trees are trained considering different training set samples.
Then, each of these trees is considered in the algorithm final decision to
classify a new instance [6,20].
Support Vector Machine (SVM): this algorithm maps the training set
as points in a vector space, trying to define the boundaries of the space that
separates each one of the classes. New instances are mapped into this vector
space and assigned to the class according to their location. It is considered
the most effective algorithm in the literature [15].

– k-Nearest Neighbor (k-NN): this is a lazy nonlinear classification algo-
rithm in which the classification consists of assigning a new instance for the
majority class related to k closest instances in a vector space [21,27].

For all algorithms, weka default parameters were used.

3.2 Combination Approaches

In Fig. 1 we illustrate the combination approaches proposed to be evaluated in
this work. Below we detail each of them. For all them, it is important to provide
a missing values treatment in the dataset, which consists of removing/replacing
all missing values from the dataset attributes.
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1. Classification Without Preprocessing: in this step, classification using
the selected classification algorithms is done without any preprocessing;

2. FS Classification: in this step the goal is to apply the FS technique to
remove attributes that do not add value to the classification, using only a
subset of relevant attributes. After that, it is generated new classification
models that are evaluated the quality achieved in comparison to the results
without applying any preprocessing techniques;

3. Classification with the COG-OS Technique: for this step of the method-
ology, considering all the attributes, the COG-OS method mentioned in
Sect. 2 is applied to the dataset. This method consists in applying the clus-
tering algorithm in the majority class (“normal” ECG), redistributing its
instances into k smaller classes. Then, the oversampling technique is applied
in the minority classes (arrhythmia ECG) to achieve a class balance in the
dataset. Finally, the classification algorithms are applied again for a new
round of results evaluation;

4. Classification with FS and COG-OS Combined: in this step the two
techniques (FS and COG-OS) are applied together. The FS technique is
applied to select the most relevant subset of attributes, and the COG-OS
is applied to the resulting dataset. With the fully-treated dataset, all classi-
fication algorithms are executed, and the results are compared once again.

Fig. 1. Data Mining combination approaches for identifying Cardiac Arrhythmia.

3.3 Evaluation Metrics

In our evaluations, we consider two metrics: Accuracy and Macro F-Measure
(Macro-F1). Accuracy measures the global effectiveness regarding all decisions
made by the classifier (that is, the inverse of error rate). Macro-F1 on the
other hand, measures the classification effectiveness regarding each class inde-
pendently. It corresponds the mean of the F-Measure values obtained for each
possible class in the dataset.
To define the F-Measure metric, we need to understand two main concepts:
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– Precision: number of items classified as positive is positive;
– Recall: number of relevant items selected.

The F-Measure (F1) is the harmonic mean between precision and recall:

F1 = 2 ∗ precision ∗ recal
precision + recall

(2)

We propose to use the K-fold Cross Validation Strategy [3] with K = 10,
which consists of splitting the total dataset into ten mutually exclusive subsets
of the same size, and from that, a subset is used for testing, and the remain-
ing nine subsets are used for the model training. This process is repeated ten
times, alternating the test subset. In the end, the reported results in the next
section refer to the average of the Accuracies and Macro-F1 obtained in the ten
repetitions.

4 Experimental Evaluation

In this section, we present the experimental results regarding each combination
approach described in the previous section, considering a real dataset related to
CA detection.

4.1 Experimental Setup

Dataset. The dataset used was created by Guvenir et al. [11] and made avail-
able by UCI1, being characterized by a transformation of ECGs into numerical
attributes for the application of data mining algorithms. This base has missing
values and ambiguous samples that need to be addressed for a more efficient use
of classification algorithms. The original dataset has 280 attributes. The base
has 16 classes; class 01 refers to normal ECGs; class 13 refers to ECGs that
do not have a classification, and the others refer to ECGs with the presence of
some arrhythmia. Three of these classes were disregarded because they did not
have any associated instances. Figure 2 depicts the distribution of occurrences
between classes. As we can see, this is a highly unbalanced dataset, so some
classes of arrhythmia have two instances, while the normal ECG class has 245
instances.

Treatment of Missing Values. In a previous dataset analysis, we identified
that one of the attributes (V14) had 390 missing values instances, which was
removed from our analyses. For the remainder of the attributes, the missing
values treatment was performed using the packet mice provided in conjunction
with the R language. This packet has a function for replacing incomplete values
by synthetic plausible ones according to all columns, losing no data consistency.
At all stages of our experimental evaluation, we used the data collection resulting
from this treatment.
1 https://archive.ics.uci.edu/ml/datasets/Arrhythmia.

https://archive.ics.uci.edu/ml/datasets/Arrhythmia


328 C. Gomes et al.

Fig. 2. Distributing instances between classes in the UCI dataset.

4.2 Analysis of Results

The first result was reached through the evaluation of classification algorithms
without the use of preprocessing techniques. Table 1 presents the accuracy and
Macro-F1 values achieved by each evaluated by the classification algorithm. As
we can see, the algorithm Random Forest was the one that obtained the best
value for Macro-F1 and accuracy in the unbalanced dataset, where Naive Bayes
achieved an approximate value. The value achieved can be considerate low since
in the unbalanced dataset most of the classes of arrhythmia are not classified cor-
rectly. That happens because the created models were trained on an unbalanced
dataset, bias to normal class, which is the most frequent.

Table 1. Results achieved in the unbalanced original dataset classification.

Algorithm Accuracy Macro-F1

Naive Bayes 62.0% 61.0%

Random Forest 69.9% 62.3%

k-NN 58.1% 45.6%

SVM Linear 54.2% 38.1%

The second result set refers to the combination of the classification algorithms
and the FS technique, and the results are presented in Table 2. The FS algorithm
was able to decrease the number of attributes from the 280 ones presenting in the
original dataset, selecting only the 23 most relevant attributes. We can observe
that almost all classifiers, except SVM, get improvements in the classification
quality considering only the 23 most relevant attributes. It is important to note
that, in addition to the improving classification models, using FS techniques can
also improve efficiency in the process to create classification models.

The third step consists in the use of the COG technique as a preprocessing
step for classification. In the arrhythmia dataset, only the “normal” class has
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Table 2. Results achieved in classification after applying the FS technique.

Algorithm Accuracy Macro-F1

Naive Bayes 68.4% 66.2%

Random Forest 75.7% 72.7%

k-NN 63.9% 55.2%

SVM Linear 54.2% 38.1%

numerous objects, so the clustering is applied to divide it into smaller subclasses.
The best value for WCSS was achieved for four clusters (K = 4). The last step is
the application of the oversampling technique to obtain a more relevant balancing
between the classes. The new class distribution achieved using this strategy is
presented in Fig. 3.

Fig. 3. Resulting dataset after applying the COG-OS approach.

Based on the resulting dataset from the application of the COG-OS, the clas-
sification was performed to compare with the previous results. Table 3 shows the
classification results considering all the 280 original attributes of the dataset. We
can observe that almost all classifiers, except SVM, get expressive improvements
in the classification quality considering the COG-OS technique, demonstrating
that efforts to mitigate unbalance between classes are able to improve consider-
ably the quality of classification models for detecting Cardiac Arrhythmia.

Table 3. Results achieved in the classification after applying the COG-OS approach.

Algorithm Accuracy Macro-F1

Naive Bayes 70.1% 70.0%

Random Forest 82.6% 81.9%

k-NN 65.6% 62.5%

SVM Linear 30.4% 32.2%
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The fourth and final step consisted in combining the local clustering, oversam-
pling and FS techniques as a preprocessing step, that is, COG-OS was applied
to the dataset with only 23 attributes. The new class distribution achieved using
this strategy is presented in Fig. 4.

Fig. 4. Resulting dataset after applying the COG-OS approach considering the 23 most
relevant attributes.

Table 4 presents the results achieved by the classification algorithms consid-
ering the dataset distribution shown in Fig. 4. As we can see, the combination
of techniques was very effective, further increasing the quality of the classifica-
tions. While the accuracy achieved by Naive Bayes in original dataset was 61%,
for the preprocessed dataset the accuracy was 71.3%. A more expressive result
is achieved by Random Forest algorithm, 62.3% of accuracy in original dataset
and 88.8% in preprocessed dataset.

Table 4. Results obtained in the classification after applying the COG-OS approach
considering the 23 most relevant attributes.

Algorithm Accuracy Macro-F1

Naive Bayes 71.9% 71.3%

Random Forest 88.9% 88.8%

k-NN 71.9% 70.6%

SVM Linear 29.4% 32.2%

4.3 Discussion

The FS techniques and the COG-OS method showed an excellent strategy in
improving the effectiveness of the chosen classifiers, except the SVM. The algo-
rithm that obtained the best results was the Random Forest, reaching a Macro-
F1 of nearly 90%, making it the best result already reported in the literature
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for the CA detection. Table 5 shows how it was possible to gradually increase
the value of accuracy and, mainly, of the Macro-F1 value of the Random Forest
algorithm. That is an important scientific breakthrough showing that the combi-
nation of different data mining strategies can significantly aid in the construction
of classification models that assist medical specialists in the detection of CA.

Table 5. Random Forest result achieved at each step of our methodology.

Preprocessing techniques Macro-F1

None 62.3%

FS 72.7%

COG-OS 81.9%

FS + COG-OS 88.8%

5 Conclusion and Future Works

In this paper, it has been demonstrated that the unbalance between classes of
a dataset related to CA detection negatively influences the process of creat-
ing supervised classification models using traditional classifiers algorithms. The
large majority of arrhythmia diagnoses are classified as normal, and cases of
disease incidence are rare. In this way, several preprocessing strategies combined
with automatic classification techniques were evaluated to create a more effi-
cient classification models to assist specialists in the detection of the disease.
More specifically, the results of this paper demonstrated that classification mod-
els constructed from a more relevant attributes subset, selected through an FS
technique, tend to improve the quality of the models generated significantly. In
an analogous and complementary way, it has been demonstrated that an over-
sampling strategy, combined with a clustering approach (COG-OS), also results
in effective models. Besides, combining both strategies was achieved an even
better classification model, surpassing the best result reported in the literature.
More specifically, using the classification Random Forest algorithm, considering
only the 23 most relevant attributes and applying the COG-OS oversampling
strategy, a Macro-F1 of 88.8% was obtained, surpassing the 86% achieved in [14]
for the same UCI dataset.

As a future work, the goal is to improve the prediction of arrhythmia further
using other classification algorithms, clustering and oversampling [13] in the steps
proposed in this work. Also, a detailed analysis of the 23 selected attributes can
facilitate the arrhythmia detection in an ECG, finding out the relationships of
these attributes in their respective ECG.
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stage machine learning approach for temporally-robust text classification. Inf. Syst.
69(Suppl. C), 40–58 (2017). https://doi.org/10.1016/j.is.2017.04.004, http://www.
sciencedirect.com/science/article/pii/S0306437917301801

22. Samad, S., Khan, S.A., Haq, A., Riaz, A.: Classification of arrhythmia. Int. J.
Electr. Energy 2(1), 57–61 (2014)
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Universitat Politècnica de València, Valencia, Spain

mnichipr@inf.upv.es, vvidal@dsic.upv.es
2 Instituto de Seguridad Industrial, Radiof́ısica y Medioambiental (ISIRYM),
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Abstract. In the field of CT medical image reconstruction, there are
two approaches you can take to reconstruct the images: the analytical
methods, or the algebraic methods, which can be divided into iterative
or direct.

Although analytical methods are the most used for their low compu-
tational cost and good reconstruction quality, they do not allow reducing
the number of views and thus the radiation absorbed by the patient.

In this paper, we present two direct algebraic approaches for CT recon-
struction: performing the Sparse QR (SPQR) factorization of the system
matrix or carrying out a singular values decomposition (SVD). We com-
pare the results obtained in terms of image quality and computational
time cost and analyze the memory requirements for each case.

Keywords: CT · Medical imaging · Reconstruction
Matrix factorization · QR · SVD · Few projections

1 Introduction and Background

In medical imaging, CT (computerized tomography) [18,24] is one of the most
significant tests to perform a diagnosis. Thus, it is imperative to develop recon-
struction algorithms that provide high-quality images as well as high compu-
tational time efficiency. Having fast algorithms is essential to have short-term
results of a CT scan available to medical professionals.

The reconstruction methods can be divided into two types, depending on
their nature. On the one hand, we find the analytical algorithms. They are
based on the application of the Fourier transform on the data obtained from the
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projection of x-rays on an object, called sinogram. On the other hand, we have
the algebraic methods, whether direct or iterative, which make a mathematical
approach to the reconstruction problem.

In clinical practice, the most widespread methods are the analytical ones.
This is due to the reduced computational time cost involved, which can be vital
in emergency diagnoses. However, algebraic methods allow reducing the number
of projections, and therefore the radiation to which we expose the patient.

Since hardware elements evolve at high speed and also their cost decreases
constantly, using algebraic approaches to solve these problems has become possi-
ble. Although they involve a high computational cost, nowadays it is less signif-
icant thanks to parallel computing (multiple CPUs, GPU computing, clusters,
etc.) [12]. If we add the enhancement of main memory in new equipments, it is
now feasible to implement these methods for large size problems as is our case.

The aim of this work is to achieve the resolution of the CT image recon-
struction problem by means of two direct algebraic factorization methods. The
first one, called multifrontal sparse QR (SPQR), and implemented in the library
‘SuiteSparseQR, a multifrontal multithreaded sparse QR factorization package’
[7], allows solving the equation of reconstruction problem more directly than the
iterative methods we studied previously (such as ART [1], SART [2] or LSQR
[22]). This is achieved by calculating the QR factorization of the sparse system
matrix A to simulate its pseudo-inverse.

The second method is the singular values decomposition (SVD) of the system
matrix A, which is carried out through the parallel implementation of the method
included in the SLEPc [14] to simulate, as in the previous case, the pseudo-inverse
of the matrix.

Since these methods are not widespread in clinical practice, the validity of
both approaches will be tested. We will check the quality of the reconstructed
image by working with a smaller number of projections in order to reduce the
radiation induced to the patient, and analyze the computation resources neces-
sary to perform the decomposition of the matrix A. This point will be vital for
the use of these algebraic methods, since the matrices are large and can suppose
a high demand for RAM.

2 Materials and Methods

2.1 CT Image Reconstruction Problem

In a CT reconstruction problem, using an algebraic approach we need to solve
the equations system defined by the Eq. (1), where A (2) represents the system
matrix, a sparse matrix that measures the weight of the influence that each ray
has on the reconstructed image [5,16]. The size of the matrix A is M× N, where
M is the number of traced rays, and N is the size in pixels of the image to be
reconstructed. The vector g (3) represents the sinogram or projections vector
and u (4) the solution image. Both the system matrix and the sinogram vector
have been calculated with Joseph’s Forward Projection method [17].

A ∗ u = g (1)
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A = ai,j ∈ R
MxN (2)

g = [g1, g2, . . . , gM ]T ∈ R
M (3)

u = [u1, u2, . . . , uN ]T ∈ R
N (4)

The projections have been generated for a phantom corresponding to the
mathematical representation of the human head developed by the Forbild Phan-
tom Group [10], using the medical image program CONRAD [20] to generate the
phantom reference images. This is defined by simple geometric objects that rep-
resent head elements with different densities such as bone, tissue, gray matter,
etc.

When reconstructing a CT image for a given physical configuration of the
scanner, the associated matrix A is always the same. What changes is the sino-
gram (g), that represents the studied object. If it were possible to calculate a
pseudo-inverse A+ of the matrix A [13,19], the image could be obtained more
directly without solving a large equations system. This means the computational
cost would be reduced to a matrix-vector product. But this idea not viable since
the explicit calculation of the matrix A+ is prohibitive for a high resolution and
many views in the reconstruction. The reason why is that A+ can be dense and
contaminated due to rounding errors.

Another possibility is to calculate implicitly an approximation of the range
and use it to simulate the pseudo-inverse. The two methods that we have con-
sidered to solve this approach are explained in the following subsections

2.2 Projections Reduction

In the acquisition of the data, the important factors that influence the recon-
struction of the image are two, the number of samples per projection (detectors)
and the number of projections. A reduced number of any of these two variables
will cause the formation of artifacts in the reconstructed image when using ana-
lytical methods: rings by the Gibbs phenomenon, streaks and lines and Moiré
pattern, amongst others [3].

To prevent such problems, we should take into account the Nyquist theorem
[21], which says the sampling rate must be greater than twice the bandwidth of
the sampled signal. If we undersample we get the aforementioned artifacts. The
classical analytical procedure of image reconstruction (filtered back projection
FBP) is a fast process but it needs a complete set of projections to obtain high-
quality images. The exact number depends on the physical characteristics of the
scanner, but typically the minimum number of projections to take is 360.

If the aim is to reduce the dose absorbed by the patient, we should take
the fewer number of projections possible, so we should use different methods
that can work with less projections, such as iterative or direct methods. In our
previous works [6,8,9,23] it has been shown that it is possible to use few views,
between 30 and 90, while using iterative methods to reconstruct high-quality
images. However, the computational cost is high for these algorithms.
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In order to take an approach that is not iterative, we propose the SPQR and
SVD methods. In this way, the computational cost of the reconstruction could
be reduced, so we could reconstruct images faster in real time. We will check if
its application to the CT image reconstruction allows reducing the number of
views in equal measure than the methods that we used previously.

2.3 Sparse Pivoting QR Factorization

The first new direct method used to solve the equations system is the Multi-
frontal Sparse QR (SPQR) [7]. It is a method that performs a QR [13] factor-
ization of a large sparse matrix in a sequence of dense frontal matrices. In this
way, we can form the pseudo-inverse of the system matrix.

The software used to perform this factorization is implemented in the SuiteS-
parseQR library, which uses BLAS and LAPACK, and Intel Threading Building
Block to exploit parallelism. This allows processing heavy matrices, which is key
in the reconstruction of CT images since A is large for high resolutions.

The QR factorization of the matrix A comprises its decomposition as a prod-
uct of two matrices (5), where Q is orthogonal and R is upper triangular.

A = QR (5)

AP = QR (6)

However, when A is considerably large and sparse, this decomposition can be
prohibitive since Q could not be sparse. Here, the decomposition with pivoting
(6) must be used. The resolution would be:

– If m ≥ n we have to solve (7). That means a matrix-vector product of QT by
the vector g, the resolution of an upper triangular system with the matrix R
and a rearrangement with permutation matrix P.

– If m < n we have to solve (8), that is reordering the vector g, then solve a
triangular system and finally make the product of the resulting vector by the
matrix Q.

u = P ∗ (R−1(QT ∗ g)) (7)

u = Q ∗ (R−T (PT ∗ g)) (8)

2.4 Q-Less Sparse QR Factorization

If we want to spare memory, we can compute the QR decomposition without
saving the Q explicitly. In this way we would have to transform the equations
to obtain the solution vector u, which would be as follows:

– If m ≥ n we have to solve the system Q * R * g = u. By multiplying both
sides of equation by AT , we obtain: (Q ∗ R)T ∗ Q ∗ R ∗ g = AT ∗ u. Since Q
is orthogonal, performing the matrix operations to solve for u, we reach the
solution Eq. (9).

u = R−1 ∗ R−T (AT ∗ g) (9)
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– If m < n we would work with the QR decomposition of AT . By a similar
reasoning to the previous case, the solution of the system would correspond
to calculate (10), which requires the same operations but in a different order.

u = AT ∗ R−1 ∗ (R−T ∗ g) (10)

Note that the Q matrix is not used for the calculation of u and therefore this
process requires fewer memory resources.

2.5 Singular Values Decomposition

The singular values decomposition performs the k-order factorization (11)
[4,11,19]. In this factorization, U ∈ R

Mxk and V ∈ R
kxN are matrices whose

columns are orthogonal and are called left-hand and right-hand singular vectors,
where k is the number of singular values computed. Σ ∈ R

kxk is a diagonal
matrix that has the singular values in decreasing order. The software we use
to apply this algorithm is the SVD solver included in the eigenvalues calcula-
tion parallel library SLEPc. Applying this factorization, we can transform the
equations system into the product (13), taking the pseudo-inverse as (12)

A = UΣV T (11)

A+ = V Σ−1UT (12)

u = A+g (13)

Note that the storage cost of this decomposition is of order (M * k) +
(k * N) elements. When k grows, the memory resources necessary to carry out
the decomposition increase. Once the decomposition of the system matrix has
been calculated, resolving the problem consists on the product of two dense
matrices by a vector,thus the computational cost is of order ((M + N) * k)
flops.

Since we can do this decomposition ‘offline’, it can be calculated and stored
and it can be ready when a CT image has to be reconstructed. Therefore, we
can replace an iterative method with a much simpler and less computationally
expensive matrix multiplication problem. In our application, we are interested in
the case where k = N, in which case we have enough information to reconstruct
the image with great precision.

3 Results and Discussion

In order to check the validity of both methods, we used a cluster belonging to
the Universitat Politécnica de Valéncia to perform the factorizations. The cluster
consists of 4 RX500S7 servers with four Intel Xeon E5-4620 8 core processors
(32 cores per node) and 256 GB DDR3 RAM (8 GB/core ratio) per node.
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3.1 Memory Requirements

For the SPQR factorization, we have used the code developed for Matlab. We
reserve a single node in the cluster. In this node which we can consume a maxi-
mum of 250 GB of main memory. With these resources, it has been possible to
compute the QR decomposition corresponding to the system matrix for an image
resolution from 32× 32 up to 256 × 256 with 30 views. Besides, using the Q-less
QR factorization we have been able to use up to 90 views with the 256× 256 res-
olution, which is important as we will explain in Sect. 3.3. For the analogous case
of resolution 512× 512, considering 30 views, the matrix has not been factorized
due to lack of RAM.

Regarding the SVD decomposition, all cases of 30 views have been computed,
except for the 512 × 512 resolution case. For this process, we have reserved up
to 32 processors with 15 GB of RAM per processor, which means up to 240 GB.
Despite making use of distributed memory, we can not reserve over one server
node at a time, similar to the sequential case. In addition, the SVD process
requires more memory than the SPQR, so with the same characteristics, it has
not been possible to reach the case of 90 views for the 256 × 256 resolution.

3.2 Computational Time Efficiency

Although the factorization time is not critical in this scenario, it is convenient
to have an approximation of the computation time required for each matrix size.
In addition, we want to make a comparison between the two proposed methods.
Table 1 shows the results in seconds of computational time cost to carry out the
decompositions.

Table 1. Factorization time

Resolution Factorization method

SPQR SVD

Time (secs.)

32× 32 30 views 1.2 9

64× 64 30 views 5.6 50

128× 128 30 views 151 1900

256× 256 30 views 3270 12000

256× 256 60 views 12336 -

256× 256 90 views 16400 -

As we can observe, the factorization time in both cases is satisfactory.
Although it may seem that with the SVD decomposition it is too high, we must
bear in mind that this calculation will be performed only once and ‘offline’,
which makes it a non-critical calculation. As shown in the table, the compu-
tational time efficiency of the SPQR method is greater, which can be justified
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because this calculation is performed in a single node, and therefore does not
require distributed memory as does the SVD. Since SVD implements the com-
munication through MPI messages, it generates an extra time associated with
interprocess communications, which makes the temporary efficiency much worse.

3.3 Image Quality

Regarding the quality of the images obtained by performing a reconstruction
with both methods, the results are reflected in Table 2. To measure the quality,
we used the PSNR metric [15], which shows the noise level of a image compared to
a reference image, and also the SSIM metric [15], which indicates the structural
similarity between both images, based on the shape of the elements it contains.

Table 2. Reconstructed images quality

Resolution SPQR SVD

PSNR SSIM PSNR SSIM

32× 32 30 views 228 1 238 1

64× 64 30 views 213 1 224 1

128× 128 30 views 255 1 221 1

256× 256 30 views 38 0.03 30 0.29

256× 256 60 views 32.5 0.03 - -

256× 256 90 views 150 1 - -

In both cases we can see that up to the resolution 128 × 128, the results of
the reconstruction are very good, getting a PSNR greater than 200 in all cases
(considering that a PSNR close to 100 can be considered a perfect reconstruction
to the perception of the eye human). In addition, all cases obtain an SSIM equal
to 1, which means that structurally the image is accurate. The result of the
reconstruction by SVD with resolution 128× 128 can be seen in Fig. 1b. If we
compare it with the reference image for the same resolution (Fig. 1a), we observe
that they are almost identical and the reconstruction does not have artifacts
or noise. However, for the 256× 256 resolution and 30 views, the result is of
very poor quality for both methods, being the PSNR of both around 30. The
reconstructed images, that we can see in Fig. 2 are very noisy and although we
get to perceive elements of the phantom, it is not seen clearly enough.

The poor quality of this reconstruction is due to the fact that for this par-
ticular case (256 × 256 and 30 views), the sub-matrix extracted from the system
matrix is rank deficient, as shown in Table 3. Therefore, the equations system
is ill-conditioned, which leads to missing information necessary for the recon-
struction. We observe that in the rest of the cases with smaller resolutions the
sub-matrix retains the full rank, so we have no problem when reconstructing
using these algebraic methods.
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(a) Reference image 128x128 (b) SVD reconstruction 128x128 30 views

Fig. 1. Reference and reconstructed 128× 128 images

(a) SPQR reconstruction (b) SVD reconstruction

Fig. 2. Reconstructions 256× 256 30 views

If we analyze the rank of the sub-matrices when we work with the largest
resolutions, we can observe that we need to use more views in order to reach full
rank. For 256× 256 pixels reconstructions, we should use at least 90 views, which
means we still reduce the number of views with respect to traditional methods.
For 512 × 512 resolution, we need over 180 views, approximately 260, to keep
the full rank on the sub-matrix. That means that even if we could still reduce a
few views compared with other methods, the resulting reconstruction problem
would have larger dimensions than we can compute.

We have verified that the rank of the matrix used has direct effect on the
reconstructed image. In Fig. 3 we present the singular vector of a full-rank sub-
matrix. As we can see, we have a few dominant values, approximately 1000, and
then they start to decrease. When we reach the 8000th value, it looks like they
stabilize and are close to 0. If we look to the detail window on the plot, we can
observe that the last 1600 values, even if they are close to 0, vary between 0.03
and 0.01, which is still a significant number in this case. Therefore, this means
we can not disregard any singular value.
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Table 3. Rank study

Resolution Number of views

180 120 90 60 30

N◦ of columns/rank

32× 32 1024/1024 1024/1024 1024/1024 1024/1024 1024/1024

64× 64 4096/4096 4096/4096 4096/4096 4096/4096 4096/4096

128× 128 16384/16384 16384/16384 16384/16384 16384/16384 16384/16384

256× 256 65536/65536 65536/65536 65536/65536 65536/49380 65536/30093

512× 512 262144/149551 262144/100842 262144/76000 262144/50963 262144/25608

Fig. 3. Singular vector 128× 128

In Fig. 4 we can observe how varying the number of singular values, we get
very different reconstructions. As explained before, we do not reach optimal
quality until we use the full rank. We observe the same effect with SPQR if we
vary the number of views.

In Fig. 5 we see the difference between taking 30, 60, and 90 for the 256 × 256
resolution matrix. With 60 projections we increase the rank, so the image is
slightly better than with 30, as can be observed in the edges of the phantom.
But it is not until we reach 90 views that the image is of good quality.
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(a) 2000 (b) 6000 (c) 10000

(d) 14000 (e) 15300 (f) 16384

Fig. 4. Reconstruction varying singular values 128× 128

(a) 30 views (b) 60 views (c) 90 views

Fig. 5. SPQR 256× 256 reconstructions

4 Conclusion

In the present work, we have proposed two sparse matrix factorization methods
that can be used for CT image reconstruction. In this way, we simulate the
use of the pseudoinverse of the system matrix to transform the initial problem
solution into a simpler one. The main challenge of these methods is the high
consumption of memory to perform the computation, so we had to make use of
a high performance computing cluster.

In this cluster it has been possible to calculate the SPQR factorization up
to a resolution of 256 × 256 pixels and 90 views. In addition, the SVD up to
256 × 256 and 30 views. Although with the SVD method we have not obtained
satisfactory results for higher resolutions, through SPQR we have managed to
perform a reconstruction of very high quality with 90 views and full rank. This
translates into a very significant difference in the doses of x-rays to which patients
should be exposed. Taking into account that the direct methods are based on the
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Nyquist theorem, for our scanner configuration, they would use significantly more
views. However, we are reducing them to 90 in the case of resolution 256 × 256
and to 30 in lower ones.

Since the calculation of the factorizations for this type of reconstruction
problem can be done before the moment of the reconstruction itself and stored,
the computation times required for all cases are acceptable, the SPQR method
being faster because it does not need distributed memory.

In addition, we have transformed the problem of reconstruction into a prob-
lem of matrix-vector multiplication and resolution of a triangular system in the
case of the QR and a matrix-vector product in the case of the SVD. These
resolutions are highly parallelizable in both CPU and GPU, which means that
having the matrices stored we could accomplish the reconstructions faster than
with the previous methods.

Regarding the image quality obtained, it is very satisfactory for all the cases
in which the sub-matrix generated is full range, obtaining images of higher qual-
ity than those obtained by iterative methods that we have presented in previous
works, such as LSQR [4]. However, the moment the sub-matrix becomes rank
deficient, the reconstructed image is of very poor quality due to the lack of infor-
mation. In future works, it is proposed to introduce regularization algorithms to
increase the range of sub-matrices, or a filter in the image that, as with the LSQR
method, are combined in a certain way that allows a more quality approximation
to be made despite having an ill-conditioned problem.

In addition, it is necessary to analyze the implementation of the factorizations
in order to improve the use of RAM memory, and in this way to factorize the
corresponding matrix for 512× 512 pixels, which is the objective resolution. For
this problem, we set out to use out-of-core computing techniques that make use
of the disk to avoid main memory problems.

In conclusion, we can say that we have tested the viability of the SPQR and
SVD direct algebraic methods applied to CT image reconstruction. In spite of
not having reconstructed images of very high quality, we have verified that with
these methods it is possible to reduce the dose of radiation to a great extent if
the matrix can be computed.

At this point of our work we have two resolution options: For rapid recon-
structions with low dose and medium resolutions, factoring methods. For high-
resolution reconstructions and slightly worse quality, the LSQR + FISTA + STF
iterative method, which is slower but guarantees good results.
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Abstract. In recent years interest in blood viscosity has increased sig-
nificantly in different biomedical areas. Blood viscosity, a measure of the
resistance of blood flow, related to its thickness and stickiness, is one
of the main biophysical properties of blood. Many factors affect blood
viscosity, both in physiological and in pathological conditions.

The aim of this study is to estimate blood viscosity by using the
regression equation of viscosity which is based on hematocrit and total
plasma proteins. It can be used to perform several observations regards
the main factors which can influence blood viscosity. The main contribu-
tion regards the correlation between viscosity values and other important
biological parameters such as cholesterol. This correlation has been sup-
ported by performing statistical tests and it suggest that the viscosity
could be the main risk factor in cardiovascular diseases. Moreover, it is
the only biological measure being correlated with the other cardiovascu-
lar risk factors. Results obtained are compliant with values obtained by
using the standard viscosity measurement through a viscometer.

Keywords: Blood viscosity · Regression equation
Cardiovascular disease

1 Introduction

Blood is a fluid in a viscous, red and opaque state, which is distributed in the
body through the circulatory system. It is a non-Newtonian fluid composed by
many cells with different features and tasks [1]. Blood consists of two parts: (i)
a liquid part, called plasma, and (ii) a corpuscular part, formed by cells or frag-
ments of cells. The former represents the 54% of the circulating blood mass and it
is composed by 90% of water and 10% of inorganic substances, including critical
proteins which are fundamental for sustaining health and life. The latter con-
tains the so-called figurative elements including red blood cells (or erythrocytes),
white blood cells (or leukocytes) and platelets (thrombocytes), as well as some
liquid particles. The platelets are cellular fragments essential for coagulation and
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in case of vessel lesion. The white blood cells defense the organism in the case of
pathogens aggression. The red blood cells represent the 40–50% of total volume
so that this high concentration influences the behavior of the blood more than
the other blood cells. Moreover, they are particularly important in the study of
rheology and blood flow dynamics, but also in hemorrhage which is specifically
aimed at the study of blood and viscosity. The volumetric concentration of ery-
throcytes in the blood is commonly known as hematocrit which is responsible
for blood viscosity. In fact, it indicates the relationship between the liquid and
the corpuscular parts of the blood expressed as a percentage or a fraction. Blood
viscosity represents the inherent resistance of blood to flow and it is obtained
by summing the viscosity of hematocrit with the viscosity of plasma [2]. In the
International System, the unit of measure used for viscosity is “Pascal-Second”
(Pa · s). In general, the viscosity coefficient of a fluid indicates the ratio between
the force applied per unit area and the relative velocity gradient, called shear
rate and expressed in s−1. The force per unit area that produces the shear rate is
called shear stress and is expressed in dyne/cm2. The relationship between shear
stress and shear rate corresponds to viscosity. The main factor that influences
blood viscosity is hematocrit. Red blood cells, in contrast to white blood cells
and platelets, strongly influence viscosity by: (i) volumetric fraction: its increase
leads to an increase in viscosity; (ii) rouleaux development: the aggregation of red
blood cells increases viscosity; (iii) cells warping: a decrease in the deformability
of red blood cells leads to an increase in viscosity [3].

The relationship between volumetric fraction and dynamic viscosity is a non-
linear relationship. Viscosity grows rapidly for hematocrit values above 45%.

1.1 Related Work

Recently, the interest in studying blood viscosity has significantly increased
because it has been shown that alterations in its normal values can be related
to diseases [4–7]. Viscosity can be determined by (i) a reduction in plasma, (ii)
a change in the volume or number of red blood cells, (iii) an increase in blood
coagulation capacity [8–10]. These events cause greater resistance in blood flow,
forcing the heart to increase its contraction force. Conventional methods for mea-
suring blood viscosity include the use of different types of viscometers [11]. They
cannot perform a direct measure but they estimate an experimental parameter
related to viscosity in a known manner. Moreover, they present disadvantages
in terms of avoiding to deal with heavy and expensive equipment, large sample
consumption, and long measurement time. To overcome these limitations, new
measurement techniques have been proposed in literature [12]. A quick method
to measure blood viscosity, which allows to verify the accuracy of predictions
and to biologically determine the variability of the blood viscosity and its com-
ponents, is based on a regression equation [13–16]. These study are based on this
regression equation and they are been conducted on demographic and labora-
tory variables in normal subjects to identify deviations related to cardiovascular
diseases.
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2 Methods

The dataset used for the experiment contains features from 4320 subjects who
enrolled at the Laboratory of Clinical Biochemistry in University of Magna
Graecia. The subjects attended the laboratory from January to December 2016
for routine blood tests. Every subject, between 12 and 100 years old, gave writ-
ten informed consent to this research conforming to the ethical guidelines of the
Declaration of Helsinki, as reflected in a priori approval by the Ethical Com-
mittee of Mater Domini Hospital in Catanzaro, Italy. Moreover, features of the
dataset have been acquired by taking into consideration all clinical variabilities
(e.g. temperature, use of anticoagulants). For each subject, the number of clinical
record has been linked to an identifier associated with personal data (e.g. date of
birth, sex) and the examination date. In this study, the regression equation has
been applied to the dependent variable (blood viscosity) and has been correlated
to the independent variables (e.g. proteins, hematocrit). The goal is to estimate
a functional relationship between the dependent variable and the independent
variables. Blood viscosity have been calculated for different shear rates:

– Shear rate 208 s−1 with (x, y, z) = (0.12, 0.17, 2.07);
– Shear rate 104 s−1 with (x, y, z) = (0.12, 0.19, 2.13);
– Shear rate 52 s−1 with (x, y, z) = (0.14, 0.22, 2.6);
– Shear rate 5.2 s−1 with (x, y, z) = (0.46, 0.62, 14.25).

The Eq. 1 used for the Whole Blood Viscosity (WBV) is [17]:

WBV = x · HCT + y · TP − z (1)

WBV is the dependent variable and HCT (hematocrit, expressed in percent-
age) and TP (plasma protein concentration, expressed in g/dL) are the indepen-
dent clinical variables. Blood viscosity is dependent because it depends on the
value of proteins and hematocrit and also on the variables x, y, z, (related to
the thickness of vessels) defined according to the shear rate. Moreover, viscosity
also depends on the cutting speed because blood is a non-Newtonian fluid, due
to the presence of cells, so the viscosity is closely linked to the speed gradient.

All the variables have been measured in the laboratories of Clinical Biochem-
istry and Clinical Pathology of the Mater Domini Polyclinic. Possible correlations
between blood viscosity and hematocrit, proteins and shear rate have been eval-
uated for two groups of subjects divided by sex and age. The viscosity correlation
with other important variables has been analyzed to validate the correct func-
tioning of the organism. In particular, the serum calcium has been examined and
the analysis has been performed based on five different serum calcium values:

– Group 1: serum calcium ≤ 9 mg/dl;
– Group 2: serum calcium > 9 mg/dl and ≤ 9.3 mg/dl;
– Group 3: serum calcium > 9.3 mg/dl and ≤ 9.6 mg/dl;
– Group 4: serum calcium > 9.6 mg/dl and ≤ 9.8 mg/dl;
– Group 5: serum calcium > 9.8 mg/dl.
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Statistical analysis has been performed by using T-test with a significance
level of 0.05. The association between viscosity and calcium has been studied by
using a Pearson correlation. Multiple regression analysis has been used to eval-
uate the correlation adjusted for age between viscosity and hematocrit, proteins
and share rate. The analysis of variance ANOVA has been performed to compare
the multivariate means among the 5 calcium groups.

3 Results

The overall population consists of 4320 subjects (1922 women and 2398 men)
in an age range between 12 and 100 years. In order to manage the data, apply
the regression equation and perform the analysis, IBM Watson (www.ibm.com/
watson-analytics) has been used. Watson Analytics is a cloud-based software for
data analysis and visualization containing modules able to find useful informa-
tion through statistical and machine learning models. Table 1 reports mean and
standard deviation values for age, hematocrit, proteins and serum calcium vari-
ables. Women are younger than men and show significantly lower hematocrit.
Proteins and serum calcium are similar for women and men.

Table 1. Values of clinical and biochemical parameters.

Variable Total Women Men

Number 4320 1922 2398

Age (years) 56.25± 18.27 53.61± 19.08 58.36± 17.31

Hematocrit (%) 40.77± 5.17 39.03± 4.36 42.16± 5.36

Proteins (g/dL) 7.03± 0.66 7.06± 0.64 7.01± 0.68

Serum calcium (mg/dL) 9.37± 0.49 9.39± 0.47 9.35± 0.51

The higher values of hematocrit in men is due to the higher testosterone
levels. In fact, erythrocytes are produced in the bone marrow thanks to the
stimulating action of erythropoietin (EPO), an action that depends on several
factors, including the concentration of testosterone. Table 2 reports the viscosity
calculated by using the regression equation and related to the different values
of shear-rate. Viscosity increases significantly and progressively as the shear-
rate decreases, both for men and women. Since blood is a non-Newtonian fluid,
viscosity increases as the cutting speed decreases.

Pearson correlation and T-test have been performed to evaluate correla-
tions between viscosity and age, hematocrit, proteins and calcium. These results
are reported in Table 3. A weak correlation between age and viscosity can
be observed and the T-test produces a result statistically significant with a
p-value < 0.001, confirming the weak relation. A significant and direct associa-
tion between hematocrit and viscosity can be highlighted. This is a direct rela-
tionship, hence viscosity increases with the increase of the hematocrit. By con-
sidering the gender, higher values are reported in male, which can be explained

www.ibm.com/watson-analytics
www.ibm.com/watson-analytics


On Blood Viscosity and Its Correlation with Biological Parameters 351

Table 2. Blood viscosity values divided according to shear-rate values.

Variable Shear rate 208 Shear rate 104 Shear rate 52 Shear rate 5.2

Total viscosity 5.74± 0.66 5.82± 0.67 6.68± 0.78 14.28± 2.54

Viscosity for women 5.53± 0.57 5.62± 0.58 6.45± 0.67 13.50± 2.17

Viscosity for men 5.90± 0.69 5.99± 0.71 6.87± 0.83 14.90± 2.68

Table 3. Pearson coefficient for viscosity and age, hematocrit and proteins and related
p-values.

Correlation Women Men Total p-value

Age-viscosity −0.10 −0.27 −0.15 <0.001

Hematocrit-viscosity 0.98 0.99 0.99 <0.001

Proteins-viscosity 0.46 0.50 0.49 <0.001

Calcium-viscosity 0.42 0.45 0.44 <0.001

by viscosity being closely related to hematocrit. This strong correlation is statis-
tically confirmed by a p-value < 0.001. Moreover, Pearson correlation confirms
a moderate correlation between proteins and viscosity and between calcium and
viscosity, both with a p-value < 0.001. Blood viscosity increases with the increase
of proteins but the presence of proteins is not highly influential, therefore it does
not influence the viscosity trend excessively. The correlation between the serum
calcium and blood viscosity has been calculated to evaluate the presence of
a major cardiovascular risk. The dataset has been subdivided into five groups
with respect to the different calcium values (as reported in the previous section).
Table 4 reports the dimension of each group in term of number of subjects, mean
and standard deviation (SD) value for blood viscosity.

Table 4. Blood viscosity for each group representative of specific calcium level.

Group 1 Group 2 Group 3 Group 4 Group 5 Total

Dimension 888 783 969 534 692 3870

Mean 5.26 5.66 5.82 5.95 6 5.71

SD 0.73 0.61 0.56 0.53 0.6 0.67

We note a mean blood viscosity that increases with the increase of the cal-
cium values in each group. ANOVA statistical test has been applied between the
mean values and the result indicates a significant difference between the means
of the groups. Then, the Turkey-Kramer Post-Hoc test has been applied because
the groups present a different dimension and also in this case a significant differ-
ence between means is reported, especially between the first and the last group
(Groups 1 and 5). Hematocrit values have been evaluated related to the five
groups for their strong correlation with blood viscosity. Results are reported in
Table 5.
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Table 5. Hematocrit for each group representative of specific calcium level.

Group 1 Group 2 Group 3 Group 4 Group 5 Total

Dimension 888 783 969 534 692 3870

Mean 37.63 40.29 41.36 42.2 42.41 40.59

SD 5.73 4.69 4.54 4.29 4.78 5.24

4 Discussion

The main result of this study is that blood viscosity can be calculated by applying
the regression equation proposed in this paper. The obtained results have been
compared to the ones obtained through a viscometer instrument and they show
a statistical similarity (test results and details not reported), thus confirming the
validity of the method. The second result is the evaluation and the identification
of the main factors influencing blood viscosity. Hematocrit, plasma viscosity and
erythrocyte deformability are factors independently associated with viscosity at
high and low shear rates. Viscosity increases significantly as shear rate decreases
and hematocrit increases. Viscosity at high shear rates is strongly influenced
by erythrocyte deformability, while at low shear rates it is influenced by the
aggregation of red blood cells. These characteristics also depend on the proper-
ties of erythrocytes and plasma. Another result is the evidence of a significant
correlation between serum calcium and viscosity. Results also show that blood
viscosity is one of the risk factors for cardiovascular diseases and it is a biological
measure correlated with all the other major cardiovascular risk factors, such as
an excessive calcium increase. In particular, a higher blood viscosity is due to
an increase in calcium level. By acting on the amount of calcium, this reflects
on cholesterol and, consequently, on viscosity.

5 Conclusion

We presented a cross-sectional study to evaluate the application of the regres-
sion equation on blood viscosity measurements. The increase in blood viscosity
as a pathogenetic factor for the development of cardiovascular complications
and diseases has been evaluated with respect to specific clinical and biological
parameters. A significant correlation between serum calcium and viscosity, both
in men and women, is reported. This suggests that the calcium supplement in the
population should be done with caution. The result of this study is in line with
results obtained by using the standard blood viscosity measurement, validating
the proposed method and verifying the effect of calcium on cardiovascular risks.
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Abstract. This paper proposes a robust high-quality finite element
mesh generation method which is capable of modeling problems with
complex geometries and multiple materials and suitable for the use in
biomedical simulation. The previous octree-based method can generate
a high-quality mesh with complex geometries and multiple materials
robustly allowing geometric approximation. In this study, a robust mesh
optimization method is developed combining smoothing and topology
optimization in order to correct geometries guaranteeing element qual-
ity. Through performance measurement using sphere mesh and applica-
tion to HTO tibia mesh, the validity of the developed mesh optimization
method is checked.

Keywords: Mesh generation · Multiple materials
Mesh optimization · Biomedical simulation

1 Introduction

Numerical simulations of biomedical bodies are expected to bring new knowledge
to medicine and bioengineering field through discovering pathology developing
mechanisms and optimizing surgical procedures. In particular, biomedical sim-
ulations based on finite element (FE) analysis which can analyze arbitrarily
shaped field have been an active research topic recently. Thanks to the emer-
gence of medical image diagnostic apparatus such as CT scans and MRI scans, it
has become relatively easy to acquire detailed geometric information of biomed-
ical bodies including inner structures without dissection. For the realization of
reliable biomedical FE simulations, the mesh generation of biomedical bodies,
which have complex geometries and multiple materials generally came to be a
large current bottleneck and development of robust mesh generation method
which is capable of complex geometries and multiple materials is required.

Though some meshing methods tailored for specific problems such as model-
ing of soils [1], realized robust mesh generation, they are not capable of complex
c© Springer International Publishing AG, part of Springer Nature 2018
Y. Shi et al. (Eds.): ICCS 2018, LNCS 10861, pp. 354–367, 2018.
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geometries and multiple materials. As a prototype of a robust generation method
of mesh consisting of complex geometries and multiple materials, octree-based
fast mesh generation method which can generate global mesh by tetrahedraliz-
ing cubes locally using look up table [2,3] has been developed. This method has
high affinity with a mesh generation of biomedical bodies thanks to the ability
to use brightness values of two dimensional images as an input. However, mesh
generated by this method contains small geometrical approximation, which leads
to the bad convergence and local concentration of feature amount, such as stress
and strain in analysis results. In order to use this method in biomedical simu-
lations which requires high accuracy, modification of geometrical approximation
remains to be settled.

Geometrical modification needs to be performed guaranteeing that invalid
elements (i.e., inside out elements and greatly distorted elements) will not be
generated which are unacceptable in numerical analysis. Therefore, simple geo-
metrical modification which smooths only boundary nodes is not satisfactory
due to the generation of invalid elements especially near boundary surfaces.
Frequently boundary nodes get locked because of the restriction of the element
quality guarantee and then geometrical modification does not progress any more.
To escape from this situation topology optimization (i.e., changing node-element
connectivity) is useful and it has been reported that combination of smoothing
and topology optimization leads to generation of high quality mesh.

In this study, with the objective of the use in biomedical FE simulations,
a robust mesh optimization method to modify geometric approximation guar-
anteeing mesh quality is developed. Consequently, combining with the previous
method, a robust generation method of high-quality mesh whose geometries fol-
low input geometries with multiple materials is established. Mesh optimization
method is developed combining smoothing and topology optimization as previ-
ous studies. While modifying surface geometries of mesh by smoothing, situation
that boundary nodes get locked because of generated bad elements is avoided
by topology optimization.

The rest of this paper is organized as follows. Previous mesh generation
method and mesh optimization method developed in this study are explained in
Sect. 2. Performance measurement of developed method is performed in Sect. 3.
Developed method is applied to tibia model after HTO surgery in Sect. 4.
Section 5 summarizes this paper.

2 Methodology

Mesh generation method developed in this study follows the procedures shown
in Fig. 1. In the first half, initial mesh is generated using octree-based mesh gen-
eration method. By allowing small geometric approximation, boundary surfaces
of multiple materials are explicitly resolved with robustness, mesh conformity
is ensured and mesh quality is guaranteed. However, geometric approximation,
which leads to bad convergence and local concentration of feature amount in
analysis results is undesirable. In the second half, mesh optimization reduces the
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magnitude of geometric approximation. This mesh optimization method repeats
smoothing and topology optimization and thus the geometric approximation is
reduced according to the number of iterations. In the following subsections, we
explain the overview of octree-based mesh generation method and mesh opti-
mization method.

Fig. 1. Flowchart of developed mesh generation method

2.1 Overview of Octree-Based Mesh Generation Method

Using closed triangular patches discretizing surface information of each material
region as an input, this method generates conforming mesh with linear tetrahe-
dral elements robustly. The target domain is decomposed into multi-scale cubes
using an orthogonal octree structure and then each cube is decomposed into
tetrahedral elements. The former process is referred to as “cube generation” and
the latter process as “cube decomposition” in this paper.

Cube Generation. Using closed triangular patches defining each material
region as an input, the target domain (Fig. 2a) is recursively decomposed into
multi-scale cubes by orthogonal octree structure (Fig. 2b). While fine cubes are
allocated near material boundaries in order to resolve detailed geometries of
boundary surfaces, coarse cubes are allocated inside material regions to gener-
ate mesh with minimum degree of freedoms. The size of boundary cubes, which
have input material boundaries inside and are allocated near material bound-
aries is the smallest and referred to as “resolution” in this paper. Since large
gap in size between neighboring cubes will directly lead to generation of bad
quality tetrahedral elements and deterioration in analysis accuracy, size differ-
ence between neighboring cubes is restricted to be within one level. At the same
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Fig. 2. Cube generation procedure in 2D

time, sizes of cubes inside material regions are restricted to be smaller than
the size prescribed for each material to generate fine enough mesh required for
numerical analysis. Each node is allocated material information which identifies
the material region the node belongs to.

Cube Decomposition. Each cube is decomposed into tetrahedral elements
referring to look up table using material information of nodes as an input
(Fig. 3a–b). Mesh generation resolving multiple material boundaries is enabled
by constructing boundary cube decomposition look up table using multiple mate-
rial marching cubes method [4] which can define boundary surfaces of multiple
materials inside structured grid. Moreover, by storing cube decomposition pat-
terns in look up table which guarantee mesh conformity between neighboring
cubes, tetrahedralization of each cube is realized.

Following procedures explained above, a conforming linear tetrahedral mesh
with complex geometries and multiple materials is generated robustly. Unique-
ness of all procedures involved in cube generation and decomposition assures the
robustness in mesh generation. Though originally the input is material region
definition in 3D, it is possible to allocate material information of each node from
brightness values of image information in 2D. Therefore, it is not difficult to mod-
ify current source code to use 2D image as an input and this method has high
affinity with mesh generation of biomedical bodies. However, mesh generated by
this method contains geometric approximation whose size is half of the resolu-
tion at maximum. This is due to the location restriction of new boundary nodes
to lattice points in 3D when decomposing boundary cubes with input material
boundaries inside and defining new material boundaries (Fig. 4). Though guaran-
teeing mesh conformity and quality, this geometric approximation is undesirable
since bad convergence and local concentration of feature amount will be brought
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Fig. 3. Cube decomposition procedure

Fig. 4. Geometric approximation

together in FE analysis. In next subsection, mesh optimization method to reduce
geometric approximation is developed.

2.2 Mesh Optimization

Overview of Mesh Optimization. Mesh optimization can be classified into
to two groups, smoothing and topology optimization according to the modifi-
cation content of mesh information. The former smoothing changes positions of
nodes while preserving mesh topology, or node-element connectivity. The latter
topology optimization changes mesh topology while preserving node positions.
Smoothing, which repositions node is available for geometric modification, but
in many cases nodes get locked because of the generation of bad quality ele-
ments during the iteration of smoothing. Quality of elements with boundary
nodes tends to be bad and in particular, it often becomes impossible to improve
quality of elements with four boundary nodes by smoothing [5]. In such cases,
topology optimization is effective to improve element quality and reportedly
combination of smoothing and topology optimization leads to mesh with better
quality [6,7].

On the other hand, mesh optimization can be classified into global optimiza-
tion and local optimization according to the size of domain to optimize in one
process. While topology optimization is always performed locally since global
topology optimization means global mesh generation, smoothing can be per-
formed either locally or globally. Global smoothing, which repositions all nodes
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in whole mesh which are free to move at the same time is reduced to solve con-
strained non-linear programming problem in order to move nodes guaranteeing
element quality firmly. However, in addition to the difficulty of the formulation
of the objective function, obtaining global solution requires large computation
and often fails since there is no guarantee of convergence in general cases. In
local smoothing, which moves all nodes inside each small domain which are free
to move at the same time, the optimization of the whole mesh is achieved by
solving local optimization problems in each small domain. While having advan-
tages such as the easy convergence of each local optimization which requires
small computation and the suitability for parallelization, local optimization has
disadvantages such as the increase of the overall computation because of the
iteration of local optimization in each small domain [8] and convergence to local
solution depending on the objective function [8].

In this study, mesh optimization method combining smoothing and topology
optimization is developed following previous studies. Since topology on boundary
surfaces is maintained while nodes are repositioned and element topology inside
material regions is changed, mesh fineness on surface is preserved. Developed
method is designed to modify geometry by iterating unit process consisting of
smoothing and topology optimization. Smoothing improves surface geometries of
mesh while topology optimization avoids such a situation that nodes get locked
because of bad quality elements. Both smoothing and topology optimization in
unit process are preformed locally and iteratively in many small domains. By
adopting local processes which have small computation for smoothing and topol-
ogy optimization, steady geometric improvement guaranteeing that no element
violates the predetermined value of element quality metric. Moreover, room is
left for acceleration envisaging the application to a large-scale mesh by adopting
local processes which can be naturally parallelized.

In the following subsections, preparation required for mesh optimization is
explained first, and then boundary node smoothing, interior node smoothing,
and topology optimization of low quality elements which consists of unit process
of mesh optimization are explained.

Preparation. First, as a preparation for mesh optimization, construction of
boundary cube decomposition look up table with two materials which does not
contain any element consisting of four boundary nodes and assignment of pro-
jection destinations to boundary nodes. In smoothing, tetrahedral elements con-
sisting of four boundary nodes are undesirable. Since boundary nodes are moved
toward projection destinations, quality of tetrahedral elements sharing bound-
ary nodes tend to deteriorate and especially tetrahedral elements consisting of
four boundary nodes should not exist. Therefore, in this study, decomposition
look up table of boundary cube with two materials, which is frequently refer-
eed to when generating initial mesh is improved to have no tetrahedral element
consisting of four boundary nodes. Additionally it is required to choose projec-
tion destinations for each boundary node from input triangle patches defining
material surfaces in advance of mesh optimization processes. This projection
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destination information will be used to move boundary nodes toward desirable
position to improve mesh geometry. As for the assignment of projection destina-
tion of edge-centered boundary node, one triangle patch which has intersection
with the edge on which the edge-centered node exists is chosen from input tri-
angle patches. Projection destinations of face-centered boundary node is set to
be the union of the projection destinations of the edge-centered boundary nodes
which are on the same face. Therefore, face-centered boundary node can have
four projection destinations at maximum. Based on the same idea, projection
destinations of cube-centered boundary node is set to be the union of the pro-
jection destinations of the edge-centered boundary nodes which are on the same
cube. Cube-centered boundary node can have twelve projection destinations at
maximum.

Boundary Node Smoothing. Each boundary node has its own projection
destination information. In this process, after Laplacian smoothing, boundary
nodes are moved toward their projection destinations. Since the void domain of
the target problem is also considered as one material, boundary nodes which are
shared with air part and another material are also moved.

• Boundary node Laplacian smoothing

Position of boundary nodes is improved to mitigate the distortion of elements
brought by boundary node repositioning. This process is essential to avoid such
a situation that boundary nodes get locked because of the approach of boundary
nodes in the iteration of mesh optimization. Laplacian smoothing is adopted as a
determining method of new position on the ground of the easiness of implementa-
tion and small computation. However, simple movement to the arithmetic mean
of all neighbouring nodes of the boundary node may result in further position
from the projection destinations because of the neighbouring interior nodes. This
phenomena will be remarkable with boundary nodes sharing air part (Fig. 5a–b).
Therefore, in this study, boundary nodes are moved to the arithmetic mean of
all neighbouring boundary nodes (Fig. 5a–c). Whether inside out element or low
quality element is generated by this node repositioning is checked at every step
to deal with the disadvantage of Laplacian smoothing. In case these invalid ele-
ments are generated, boundary nodes are moved by half of the movement vector.
Thus, the boundary node Laplacian smoothing procedure is summarized as:

1. Calculate the arithmetic mean of neighbouring boundary nodes and move-
ment vector from the current position.

2. Calculate new position by adding movement vector to the current position.
3. When moved to new position, if inside out element or low quality element

whose element quality metric value violates predetermined value is generated,
half the movement vector and go to 2.

4. Move to new position.

Note that this boundary node Laplacian smoothing is performed only in the
first half of the mesh optimization iterations since it does not always move each
boundary node toward its own projection destination.
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• Movement of boundary node toward boundary surface

Boundary nodes are moved to boundary surfaces designated by projection
destination information. New position is set to be the foot of a perpendicular
line projected from the current position to the boundary surface (Fig. 5c–d). In
case these invalid elements such as inside out elements or low quality elements
are generated, boundary nodes are moved by half of the movement vector. Since
there were some cases that a element get stuck in other element, the movement
vector is also halved in these cases. Movement vector of boundary node which
has two or more projection destinations is set to be the arithmetic mean of all
movement vectors toward each boundary surfaces. Thus, movement procedure
of boundary node toward boundary surface is summarized as:

1. Calculate movement vector from the current position to the foot of a perpen-
dicular line on the boundary surface (Fig. 6). If boundary node has two or
more projection destinations, calculate the arithmetic mean of all movement
vectors toward each boundary surfaces.

2. Calculate new position by adding movement vector to the current position.
3. When moved to new position, if inside out element or low quality element

whose element quality metric value violates predetermined value is generated
or a element get stuck in other element, half the movement vector and go
to 2.

4. Move to new position.

However, sometimes the above procedure cannot move boundary nodes suffi-
ciently. One possibility of this phenomena is because of the activation of element
quality restriction since there are other boundary nodes which share the bound-
ary surface with the boundary node to move on the way to the new position.
This problem stems from the fact that movement vector is simply set to be in the
direction of the foot of a perpendicular line on the boundary surface. Therefore,
when the above procedure failed to work, some perturbation is added to the
movement vector and movement in the direction of boundary surface avoiding
other boundary nodes is enabled. Perturbation vector is set by random number
and its magnitude is set to be half of the magnitude of the movement vector.
Since the magnitude ratio of movement vector and perturbation vector is con-
stantly 1:2, new position is assured to be closer to the boundary surface than the
current position. Thus, movement procedure of boundary node toward boundary
surface with perturbation is summarized as:

1. Calculate movement vector from the current position to the foot of a per-
pendicular line on the boundary surface. If boundary node has two or more
projection destinations, calculate the arithmetic mean of all movement vec-
tors toward each boundary surfaces.

2. Set perturbation vector whose magnitude is half of the magnitude of move-
ment vector using random number.

3. Calculate new position by adding movement vector and perturbation vector
to the current position.
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4. When moved to new position, if inside out element or low quality elements
whose element quality metric value violates predetermined value is generated
or a element get stuck in other element, half the movement vector and go
to 3.

5. Move to new position.

Fig. 5. Example of mesh near air part. Small dots represent boundary nodes. The
boundary node represented by the red dot in (a) is going to be repositioned. While
simple Laplacian smoothing results in (b) pulled by interior nodes, developed method
results in (c) near the boundary surface. Next, projection to boundary surface results
in (d). (Color figure online)

Fig. 6. Movement vector toward boundary surface
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Interior Node Smoothing. This process improves position of interior nodes.
The objective of this process is to relieve the distortion of elements near boundary
surfaces which is brought by moving boundary nodes to boundary surfaces in
entire mesh. By repositioning interior nodes and mitigating the distortion near
boundary surfaces, further movement of boundary nodes to boundary surfaces is
intended. New position of interior nodes is determined by Laplacian smoothing
and in case of the generation of invalid elements, interior nodes are moved by
half of the movement vector. Thus, smoothing procedure of interior node is
summarized as:

1. Calculate the arithmetic mean of neighbouring nodes and movement vector
from the current position.

2. Calculate new position by adding movement vector to the current position.
3. When moved to new position, if inside out element or low quality element

whose element quality metric value violates predetermined value is generated,
half the movement vector and go to 2.

4. Move to new position.

Topology Optimization. Topology of elements whose quality became almost
no better than the predetermined value in the iteration of mesh optimization is
changed. Topology optimization involving more elements tends to bring about
better results since the number of patterns to change topology increases. There-
fore, in this study, the algorithm of topology optimization is designed to change
topology of several elements at the same time. First, an interior node composing
low quality element is chosen. The reason why boundary node is not chosen is to
maintain the topology of material boundary surfaces. Next, the surface triangles
of the polygon consisting of tetrahedral elements which share the interior node
is extracted. This process deletes the interior node and all tetrahedral elements
sharing this interior node. Finally, using constrained Delaunay tetrahedraliza-
tion, the polygon is decomposed into tetrahedral elements preserving the surface
triangles. New nodes generated in this process are restricted inside the polygon.
However, if a tetrahedral element consisting of four boundary nodes or a low
quality tetrahedral element is generated, topology optimization is not performed.
Advantages of these processes are the topology preservation on boundary sur-
faces and the tendency to improve the element quality by changing the topology
of several elements at the same time. Thus, topology optimization procedure is
summarized as:

1. Choose an interior node composing a low quality element.
2. Extract all tetrahedral elements sharing the interior node and construct poly-

gon
3. Extract surface triangles from the polygon.
4. Perform constrained Dealunay tetrahedralization preserving surface triangles.
5. If and only if no tetrahedra consisting of four boundary nodes or no low quality

tetrahedra whose element quality metric value violates predetermined value
is generated, change topology.
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3 Performance Measurement

Performance of mesh optimization method developed in previous section is mea-
sured. Considering that geometric approximation can become large on curved
surfaces, sphere with a diameter of 8 is used. Figure 8a shows initial sphere mesh
with resolution 0.1 before mesh optimization. The mesh consists of 452,280 lin-
ear tetrahedral elements, 90,813 nodes, 272,439 degrees of freedom, and 30,070
boundary nodes. Geometric approximation is clearly visible. On the other hand,
sphere mesh after mesh optimization is shown in Fig. 8b, which has smoother
surface. In this mesh optimization, the total number of iterations consisting
of smoothing and topology optimization set 50, while Laplacian smoothing of
boundary nodes is performed only in the first 25 iterations. Allowable maximum
aspect ratio is set 30. Aspect ratio, a, represents an indicator of element quality
and an element with a smaller a value is considered to exhibit better quality
(a becomes 1 for a regular tetrahedron). Figure 9a shows maximum distance
and average distance between each node and boundary surface on which the
node should be in terms of iterations. Before mesh optimization shown as 0th
iteration, maximum distance is 4.96E−2 which almost match the half size of res-
olution 0.1 and average distance is 1.67E−2. While distance increases in some
part of iterations until 25th iteration, after 26th iteration distance monotoni-
cally decreases since Laplacian smoothing of boundary nodes is not performed
and after finishing 50th iteration both maximum and average distance are small
enough. Moreover, after 38th iteration, maximum and average distance almost
converged to 4.25E−15 and 1.9E−16 respectively. Figure 9b shows cumulative
relative frequency distribution of element aspect ratio inside overall mesh. Max
aspect ratio changed from 4.87 to 30 through mesh optimization. It can be under-
stood that nodes moved to the limit of allowable maximum aspect ratio. Even
after mesh optimization, 95% of all elements have aspect ratio smaller than 10
and overall mesh quality is still maintained (Fig. 9).

Fig. 7. Topology optimization of low quality element. Change topology of elements
sharing the interior node represented with the black dot.
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Fig. 8. Mesh optimization of sphere mesh (Res. 0.1)

Fig. 9. Performance measurement results

4 Application Example

High tibial osteotomy (HTO) is a surgical procedure to disperse excessive load on
the inner side of the thigh due to bow leg deformation toward the outer side of the
thigh. For the realization of less invasive HTO surgery, quantitative evaluation of
stress distribution applied to the bone, such as presence of stress concentration,
is considered to be effective. This time, using two tibia meshes after HTO with
and without mesh optimization respectively, linear elastic analysis under static
load was performed and the validity of the developed mesh generation method
was verified by comparing stress distributions between them.

The tibia of the right leg of an adult male was used [9,10]. Setting the reso-
lution to 0.05 cm, tibia mesh consisting of 5,459,851 linear tetrahedral elements,
1,073,949 nodes and 3,221,847 degrees of freedom was generated (Fig. 10). Initial
mesh generation took 157 s using 64 cores and mesh optimization took 7,947 s
using 1 core of SGI UV 300. SGI UV300 is a 512 core, 24.5-TB cache-coherent
shared memory system consisting of 32 sockets of 16-core Intel Xeon E7-8867
v3 CPUs and 768 slots of 32 GB DDR4 DRAM connected with SGI NUMAlink
ASIC technology. Smooth surface of the generated mesh can be seen.
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Fig. 10. HTO tibia mesh after mesh optimization (cm)

Fig. 11. Comparison of maximum principal stress distribution

Next, linear elastic structural analysis was performed using generated tibia
mesh. As a boundary condition, static load was applied on the top face of tibia
in downward direction and lower half part was fixed. Comparison of minimum
principal stress distributions between two meshes is shown in Fig. 11. While
contour line on the mesh before mesh optimisation is rough, contour line on the
mesh after mesh optimisation is smooth. It is suggested that mesh optimization
method developed in this study reduces local concentration of stress and enables
quality assurance of numerical analysis by mesh refinement. Though the inner
material of tibia used in this analysis was assumed to be uniform for simplicity,
making use of the ability to resolve multiple material boundaries of developed
mesh generation method, analysis considering heterogeneous material distribu-
tion inside bone would be easily realizable.
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5 Closing Remarks

In this study, by developing mesh optimization method which modifies geometric
approximation of previous mesh generation method, robust generation method
of high-quality mesh with complex geometries and multiple materials is estab-
lished. Steady geometry modification guaranteeing element quality is realized by
iterating local smoothing and topology optimization. Performance measurement
using sphere mesh confirmed that geometry is finely improved. Comparing stress
distributions of tibia meshes, it is suggested that mesh optimization method real-
izes numerical simulations whose quality can be assured by mesh refinement. One
of the future works would be the acceleration of mesh optimization method. Cur-
rent mesh optimization takes some days to complete optimization of mesh with
O(107) elements. Considering that initial mesh with O(109) elements can be gen-
erated in several hours, by accelerating mesh optimization method whose room
for parallelization possibility is left, mesh generation for large-scale biomedical
simulations would be easily possible.
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Abstract. Logistic regression as implemented in PLINK is a powerful
and commonly used framework for assessing gene-gene (GxG) interac-
tions. However, fitting regression models for each pair of markers in a
genome-wide dataset is a computationally intensive task. Performing bil-
lions of tests with PLINK takes days if not weeks, for which reason pre-
filtering techniques and fast epistasis screenings are applied to reduce
the computational burden.

Here, we demonstrate that employing a combination of a Xilinx Ultra-
Scale KU115 FPGA with an Nvidia Tesla P100 GPU leads to runtimes of
only minutes for logistic regression GxG tests on a genome-wide scale. In
particular, a dataset of 53,000 samples genotyped at 130,000 SNPs was
analyzed in 8 min, resulting in a speedup of more than 1,000 when com-
pared to PLINK v1.9 using 32 threads on a server-grade computing plat-
form. Furthermore, on-the-fly calculation of test statistics, p-values and
LD-scores in double-precision make commonly used pre-filtering strate-
gies obsolete.

Keywords: Genome-wide association study (GWAS)
Genome-wide interaction study (GWIS)
Gene-gene (GxG) interaction · Linkage disequilibrium (LD) · BOOST
Hardware accelerator · Hybrid computing · Heterogeneous architecture

1 Introduction

Gene-gene (GxG) interactions (epistasis) are believed to be a significant source
of unexplained genetic variation causing complex chronic diseases. Several stud-
ies provided evidence for statistical GxG interaction between the top disease-
associated single nucleotide polymorphisms (SNPs) of complex chronic dis-
eases, including ankylosing spondylitis [21], Behçet’s disease [15], type 2 dia-
betes [14], and psoriasis [6]. Particularly, in psoriasis a significant interaction
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(p = 6.95 × 10−6) as measured by logistic regression has been detected between
the genes ERAP1 (rs27524 ) and HLA-C (rs10484554 ). The biological conse-
quence of this interaction is that the ERAP1 SNP only has an effect in individ-
uals carrying at least one copy of the risk allele at the HLA-C SNP.

In general, detection of GxG interactions poses a great challenge for genome-
wide association studies (GWAS) due to the computational burden of testing
billions of pairs of SNPs (as a result of the number of tests being quadratic in
the number of SNPs). Traditional logistic regression analysis is still the gold-
standard to detect statistical GxG interactions in case/control studies, but too
slow in practice to screen for GxG interactions on a genome-wide scale. Thus,
many approximate methods for epistasis screening have been proposed applying
a variety of heuristic and filtering techniques to conduct genome-wide interac-
tion studies (GWIS) in a reasonable amount of time. Well-established meth-
ods include the Kirkwood Superposition Approximation (KSA) of the Kullback-
Leibler divergence implemented in BOOST [23] as well as the joint effects test
introduced by Ueki et al. [22]. Another exhaustive interaction method, called
GWIS [7], employs a permutation-based approach to calibrate test statistics.
Similarly, MBMDR [3] uses permutations to adjust the p-value of the signif-
icance test. However, it is able to reduce the dimensionality of any problem
into one dimension categorizing into high-risk, low-risk and no evidence groups
before calculating a chi-squared test statistic. Other tools defining different test
statistics include BiForce [8], iLOCi [18] and EDCF [27]. The latter uses a cluster-
ing approach in order to reduce the computational burden. Recently, entropy-
based measures for GxG interaction detection gained increasing attention. A
well-written overview can be found in [5].

However, no convincing GxG loci have been identified exclusively from GWIS
using these approaches. Many of the methods derive an upper bound on the
test statistic in order to prune the search space and conduct follow-up model-
fitting analysis using logistic regression on a pre-filtered subset of pairs [24].
Furthermore, the computational load for preliminary epistasis screenings is not
negligible. Accordingly, several tools emerged to speedup this process employing
hardware accelerators, such as GPUs in GBOOST [28] or SHEsisEpi [9]. Another
way to reduce the computational burden is to reduce the number of SNPs in
advance by pre-filtering for linkage disequilibrium (LD), although it can be shown
that SNPs supposed to be in LD may also reveal an interaction effect [2,10].

An attempt to reduce the computational load for logistic regression tests is
made in [17] by using GLIDE [11]. To our knowledge, GLIDE is the fastest cur-
rently available GPU implementation of the logistic regression GxG interaction
test. More recently, CARAT-GxG [16] emerged. It also offers linear regression
including covariate analysis on GPUs, but provides a poor performance when
compared to GLIDE (12 days for a dataset containing 500,000 SNPs and not
more than 1,000 samples using 32 Nvidia Tesla M2070 GPUs).

In this paper, we show that we are able to perform an exhaustive genome-wide
logistic regression analysis for SNP-SNP interactions on datasets consisting of
hundreds of thousands of SNPs and tens of thousands of samples in minutes, thus
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eliminating the needs for epistasis screening or LD-filtering as a preprocessing
step. If required, LD-filtering can directly be applied as a postprocessing step,
thanks to on-the-fly calculation of r2. Furthermore, we perform our calculations
in double-precision floating point format in order to overcome precision problems
that may occur during floating point accumulations.

We run our benchmark against PLINK v1.9 using 32 threads on a computing
system with two Intel Xeon E5-2667v4 eight-core CPUs. We already gain a 10–11
times speedup by sacrificing the support for sample covariates (re-enabling it in
our method is still under development) and adapting the logistic regression test
to be used with contingency tables. This reduces the computational complexity
from O(NT ) to O(N + T ) (with N indicating the number of samples and T
the number of iterations required for a single test). By harnessing a combination
of only two hardware accelerators, namely a Xilinx Kintex UltraScale KU115
FPGA and an Nvidia Tesla P100 GPU, we gain another 100 times speedup
resulting in a total of >1,000 times speedup compared to multi-threaded PLINK
on a server-grade platform. Exemplary, for analyzing a dataset consisting of 130k
SNPs and 53k samples our method requires only 8 min while PLINK running
with 32 threads almost requires 6 days. Finally, it turns out that our method is
even more than 300 times faster than GLIDE, which harnesses 12 Nvidia GTX
580 GPUs.

2 Pairwise Epistasis Testing

2.1 Logistic Regression Test

In this article we address the efficient implementation of a genotype-based sta-
tistical test for binary traits. Let Y be a random variable correlated with the
trait. Correspondingly, for the trait being a disease, we define the two possible
outcomes of Y as Y = 1 if the sample is a case affected by the disease, and
Y = 0 if the samples is a control unaffected by the disease. Furthermore, for
a pairwise test, we define XA and XB as random variables correlated with the
observation of genotypes at SNPs A and B, respectively. The possible outcomes
of XA/B are gA/B ∈ {0, 1, 2} representing the observed genotype (0 = homozy-
gous reference, 1 = heterozygous, 2 = homozygous variant). PLINK [4,20] uses
the following multiplicative logistic regression affection model with β3 indicating
the interaction effect of SNPs A and B.

ln
P (Y = 1|XA = gA,XB = gB)
P (Y = 0|XA = gA,XB = gB)

= β0 + β1gA + β2gB + β3gAgB (1)

PLINK employs Newton’s method to iteratively obtain ML estimates of the
model parameters. It firstly generates a covariate matrix C with entries Cij

whereby i indicates a sample of the input dataset and j ∈ 0, 1, 2, 3 indicates a
column for each βj . The matrix is defined as follows:

Ci0 = 1, Ci1 = giA, Ci2 = giB and Ci3 = giAgiB (2)
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In detail, for a variable number of iterations t = 0, . . . , T − 1, fitting the
vector β is performed in a stepwise manner. β(0) is initialized with β

(0)
j = 0 ∀j

for the first iteration t = 0.

1. For each sample i, compute intermediate variables
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2. Compute gradient
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3. Compute Hessian matrix
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4. Compute Δβ(t) =
{

Δβ
(t)
j

}3

j=0
by efficiently solving the linear system

H(t)Δβ(t) = ∇(t) (7)

using the Cholesky decomposition of H(t).
5. Update model parameters

β(t+1) ← β(t) − Δβ(t). (8)

If
∑

j Δβ
(t)
j approaches zero, i.e. there is no more significant change, the

process stops with β(t+1) as the current result. Otherwise, the next iteration is
started with step 1. However, if the change does not converge to zero, the process
stops after a fixed number of iterations. PLINK uses at maximum 16 iterations
and a close-to-zero threshold of 0.0001. Additional tests for convergence failure
are implemented but omitted here for the sake of brevity.

The result of the logistic regression test in PLINK is composed of three
components, namely the test statistic, its approximate p-value and the odds-
ratio. The test statistic χ2 is calculated as

χ2 =
β3

ε2
. (9)

ε is the standard error for the gAgB-term in (1). It can directly be determined
by solving the linear system H(t)e = (0, 0, 0, 1) and defining ε2 = e3.
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According to PLINK, the test statistic is assumed to follow a chi-squared
distribution χ2

1 with one degree of freedom, which implies that the approximate
p-value can directly be determined from its cumulative distribution function.
Finally, the odds-ratio is defined as eβ3 .

Obviously, steps 1 to 3 in each iteration have linear complexity in N , i.e. O(N)
whereby N is the number of samples. Let T be the number of iterations, then
O(NT ) is the total complexity for a single test. In the next Sects. 2.2 and 2.3, we
show how to do a linear precomputing step to generate a contingency table and
how to apply the contingency table in the logistic regression test, which results
in a constant computation complexity for each iteration.

2.2 Contingency Tables

For any SNP pair (A,B) a contingency table represents the number of samples
in a dataset that carry a specific genotype information. In particular, an entry
nij represents the number of samples that carry the information gA = i at SNP
A and gB = j at SNP B. Thus, a contingency table for pairwise genotypic
tests contains 3 × 3 entries. Since we are focusing on binary traits, we require
a contingency table for each state, w.l.o.g. one for the case and control group,
respectively, and denote their entries by ncase

ij and nctrl
ij (see Fig. 1).

Fig. 1. Contingency tables for cases and controls. nij reflect the number of occurrences
for the corresponding genotype combination in a given pair of SNPs.

For a given SNP pair generating the contingency tables is clearly linear in the
number of samples. In the next section (Sect. 2.3) we show how to incorporate
contingency tables into logistic regression.

2.3 Logistic Regression with Contingency Tables

The information in the contingency tables for case and control group can be
used to simplify steps 1 to 3 in Sect. 2.1. Steps 4 and 5 as well as the calculation
of the test statistic, the odds-ratio and the p-value remain the same.

1. From a given contingency table we compute the following intermediate vari-
ables.
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p
(t),ctrl
ij = p

(t)
ij , p

(t),case
ij = p

(t)
ij − 1, v

(t)
ij = p

(t)
ij

(
1 − p

(t)
ij

) (
ncase

ij + nctrl
ij

)

(11)

2. The gradient ∇(t) from (5) can now be computed as
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3. The Hessian matrix H(t) from (6) evaluates to

H(t) =
{

h(t)
pq

}3

p,q=0
=

⎛
⎜⎜⎜⎝

∑
v
(t)
ij 0 0 0∑

iv
(t)
ij

∑
i2v

(t)
ij 0 0∑

jv
(t)
ij

∑
ijv

(t)
ij

∑
j2v

(t)
ij 0∑

ijv
(t)
ij

∑
i2jv

(t)
ij

∑
ij2v

(t)
ij

∑
i2j2v

(t)
ij

⎞
⎟⎟⎟⎠ (14)

where each sum is evaluated over all indexes i and j.

Obviously, the complexity of each iteration step is now constant, i.e. O(1).
As in Sect. 2.1, let N be the total number of samples and T the number of
iterations. We recall the complexity of the method used by PLINK with O(NT ).
Our proposed method improves this complexity to O(N +T ) which can directly
be observed in a significant increase in computation speed (see Sect. 4).

2.4 Linkage Disequilibrium

Our ultimate aim is the exhaustive testing of all SNP pairs on a genome-wide
scale without pre-filtering with regard to linkage disequilibrium (LD). However,
to be able to apply posthoc LD filtering we compute the r2-score on-the-fly. r2

is a measure of similarity between two SNPs. It is defined as

r2 =
D2

pA(1 − pA)pB(1 − pB)
with D = pAB − pApB . (15)

D is the distance between the observed allele frequency pAB at loci A and B and
the expected allele frequency pApB assuming statistical independence. Thus, r2

is a normalized measure for D which can be used for comparison of different
SNP pairs. The allele frequencies pA and pB can directly be determined as

pA =
2n00 + 2n10 + 2n20 + n01 + n11 + n21

2N
(16)

pB =
2n00 + 2n01 + 2n02 + n10 + n11 + n12

2N
(17)
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whereby nij = ncase
ij + nctrl

ij for all i, j. Unfortunately, the determination of the
allele frequency pAB from genotypic data is not straightforward. This is due to
the unknown phase when two heterozygous genotypes face each other in a SNP
pair. Basically, it can be defined as

pAB =
2n00 + n01 + n10 + x

2N
(18)

with x meeting x ≤ n11. x has to satisfy the following equation whose solution
is omitted here for simplicity:

(f00 + x)(f11 + x)(n11 − x) = (f01 + n11 − x)(f10 + n11 − x)x (19)

where fij is the number of allele combinations ij we know for sure, e.g. f00 =
2n00 + n01 + n10 and f11 = 2n22 + n21 + n12.

PLINK does not compute the r2-score jointly with the logistic regression test.
However, one can create a table of r2 scores explicitly for all pairs of a given
range (--r2 switch), or compute the r2-score for a single pair (--ld switch).
This process is in linear complexity for each pair of SNPs to determine the
respective allele frequencies. In comparison, we are using the information of
the precomputed contingency table which allows us to calculate the r2-score in
constant time.

3 Implementation

3.1 Heterogeneous FPGA-GPU Computing Architecture

Our implementation targets a heterogeneous FPGA-GPU computing architec-
ture. We improved our architecture proposed in [26] by adding high-end off-
the-shelf components, namely a server-grade mainboard hosting two Intel Xeon
E5-2667v4 8-core CPUs @ 3.2 GHz and 256 GB of RAM, an NVIDIA Tesla P100
GPU, and an Alpha Data ADM-PCIE-8K5 FPGA accelerator card.

The GPU accelerator is equipped with 16 GB of graphics memory and is con-
nected via PCI Express Gen3 x16. The FPGA accelerator hosts a recent Xilinx
Kintex UltraScale KU115 FPGA with two attached 8 GB SODIMM memory
modules. It is connected via PCI Express Gen3 x8 allowing high-speed commu-
nication with the host and the GPU. The system runs a Ubuntu 17.10 Linux OS
(Kernel version 4.13).

Due to driver restrictions, it is currently not possible to perform direct peer
transfers, i.e. moving data from an FPGA accelerator to a GPU or vice-versa.
Therefore, both devices are placed in slots that are served by the same CPU to
reduce transmission overhead as described in [13].

According to the PCIe specifications, the net transmission rate between
FPGA and GPU is about 7.3 GB/s. This absolutely fits our application demands,
such that the transmission interface does not become a bottleneck.
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3.2 Task Distribution

Similar to our method for testing third-order SNP interactions based on informa-
tion gain [26], we split the application into three subtasks. Firstly, the creation
of pairwise contingency tables (see Sect. 2.2) is done by the FPGA module. Sec-
ondly, all computations required for the logistic regression test based on the
contingency tables are performed by the GPU. And thirdly, the host collects
and filters the results created by the GPU.

As before, data transmission between the modules is performed by DMA
transfers via PCI Express, and since there is no direct connection between the
FPGA and the GPU module, the transmission of the contingency tables is redi-
rected via the host memory.

The input dataset is assumed to be in binary PLINK format, i.e. three files
in .bed, .bim, .fam format. The output is in plain text format containing for
each result the information on the respective SNP pair (name and ID), χ2 test
statistic, odds-ratio, approximate p-value and r2-score.

Contingency Table Creation on the FPGA. The FPGA pipeline for con-
tingency table generation is based on our previous work for pairwise [12,25] and
third-order interactions [26]. Thus, we omit details here and only remark the
differences.

Shortly summarized, the pipeline consists of a chain of 480 process elements
(PEs) divided into two subchains of 240 PEs each. After a short initialization
phase, the chain produces 480 contingency tables in parallel while the genotype
data of one SNP is streamed through the pipeline at a speed of 266 MHz and
8 genotypes/cycle. This sums up to a peak performance of about 40.8 million
contingency tables per second for a dataset containing about 50,000 samples, as
used in our performance evaluation in Sect. 4.

In previous publications, we used a sparse contingency table representation
lacking support for unknown genotypes. The disadvantage of such a design is,
that datasets containing unknown genotypes could not be supported because
the assumption that the sum of all entries stays the same over all tables is
disproved in the presence of unknowns. In order to remove this limitation, we
now transfer complete tables from the FPGA to the GPU. Unfortunately, this
increases the transmission rate significantly. Therefore, we encode each table
entry into two bytes, i.e. 18 B per table. For each pair of corresponding case
and control tables 4 B for the pair ID is added, which accumulates to 40 B per
table pair. Hence, the peak transmission rate for the example above is about
816 MB/s, compared to 245 MB/s required for the sparse representation. How-
ever, the peak transmission rate of the architecture is 7.3 GB/s according to
PCIe Gen3 specifications which theoretically allows us to process datasets down
to 5,200 samples without the transmission link becoming the bottleneck.

Processing Contingency Tables on the GPU. The GPU stores the buffers
from the FPGA containing contingency tables in graphics memory. We used
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a transmission buffer size of 256 MB which may hold up to 6.7 million table
pairs. The computation process follows a simple parallelization scheme over GPU
threads. By setting the block size to the maximum supported block size and the
grid size to evenly distribute the contingency tables over the blocks, each thread
processes exactly one contingency table pair, and only one kernel call per buffer
is required.

Logistic regression and LD computation have been implemented as described
in Sects. 2.3 and 2.4. However, in contrast to PLINK, we use the double precision
floating point format in all our computations. The output is written into a result
buffer. We provide one result buffer for each table transmission buffer, which is
transferred to the host as soon as processing a table buffer has finished.

By evenly distributing the contingency tables over the blocks, we most likely
introduce an unequal load resulting from a varying number of Newton iterations
per thread. However, the average number of iterations per block remains virtually
constant.

Transmission Buffer Management and Result Collection on the Host.
We used a similar transmission buffer management as presented in [26], but
introduced some improvements. In order to reduce transmission overhead, we
used different adapted buffer sizes for contingency table transmission between
FPGA and GPU, and result transmission from GPU to host. We used a trans-
mission buffer size of 256 MB for contingency tables leading to 230.4 MB for
results (reserving space for one result per contingency table pair). As before,
the buffers are page-locked to ensure a fast transmission without delay, and the
number of buffers allocated for each connection is equal (eight per default).

Multiple threads on the host system perform the collection of results by fil-
tering by a given significance threshold and finally providing them sorted with
regard to the test statistic. For this purpose, the min-max fine heap data struc-
ture [1,13] is employed. Each thread keeps its own instance of a min-max heap
to avoid lock conditions and inserts a result only if the test statistic exceeds the
threshold. Then, the output file is composed by iteratively extracting the single
best result over all heaps until the heaps are drained or the number of requested
results is reached, whichever occurs first.

The complete workflow on our heterogeneous FPGA-GPU-based architecture
is illustrated in Fig. 2.

4 Performance Evaluation

For performance evaluation we prepared six datasets based on in-house cohorts.
Dataset “A” and “B” contain 14,513 and 19,085 cases of autoimmune diseases,
respectively, and share a common collection of 34,213 healthy controls. Modified
instances of sets “A” and “B” were generated by applying an LD filter with
r2-threshold of 0.2, resulting in sets “A LD” and “B LD”, respectively. Fur-
thermore, we reduced the latter two datasets to only comprise SNPs located on
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Fig. 2. Workflow on our heterogeneous system. 1. Genotypic data is sent to the FPGA.
2. For each pair of SNPs the FPGA creates contingency tables. 3. The contingency
tables are sent to the GPU employing a memory buffer on the host. 4. The GPU
calculates the logistic regression and LD. 5. Results (p-value, odds-ratio and LD-score)
are transferred back to host. 6. Result are filtered using a min-max heap on host.

chromosomes 5 and 6. The resulting sets have been denoted by “A LD chr5,6”
and “B LD chr5,6”. An overview of these datasets can be found in Table 1.

Our target system was the architecture described in Sect. 3.1. We compiled
our implementation with GCC 5.4.1 and CUDA 9.0. The FPGA code was written
in VHDL and compiled with Xilinx Vivado 2017.3. For comparison, we used the
to date most recent 64-bit PLINK v1.9 built published on Jan 9th, 2018. We
ran PLINK on all six datasets in two ways. Firstly, we computed the standard
logistic regression tests with flags --epistasis --epi1 5e-8 which filters the
results by a genome-wide significance threshold of 5 · 10−8 according to the
approximate p-value. Secondly, we applied a faster epistasis screening test with
the BOOST [23] method (included in PLINK) with the same threshold flag,
but replacing --epistasis with --fast-epistasis boost. Both runs used all
available 32 threads (--threads) on our 2x Intel Xeon E5-2667v4 system.

We ran our implementation from a hybrid built, i.e. using both accelerators
(Xilinx Kintex UltraScale KU115 FPGA and Nvidia Tesla P100 GPU) and a
CPU-only built using all 32 threads. In contrast to PLINK, our implementations
perform all calculations in double-precision floating point format, while PLINK
only uses single-precision. Furthermore, we calculated the r2-score in order to
test for linkage disequilibrium on all SNP pairs, which PLINK does not.

We verified the correctness of our implementation by comparing our results
with the PLINK results. At first, we encountered a lot of differences in the score
and also in the order. Thus, we modified the source code of PLINK to let it do the



378 L. Wienbrandt et al.

Table 1. Overview of datasets.

Dataset # samples # SNPs Comment

A LD chr5, 6 48,726 5,725 Disease A, LD0.2-filtered, only
chromosomes 5, 6

B LD chr5, 6 53,298 5,725 Disease B, LD0.2-filtered, only
chromosomes 5, 6

A LD 48,726 37,358 Disease A, LD0.2-filtered

B LD 53,298 37,358 Disease B, LD0.2-filtered

A 48,726 130,052 Disease A, complete

B 53,298 130,052 Disease B, complete

calculations in double-precision as well. This modification increased the runtime
of PLINK by a factor of about 5.7, but the results were almost exactly equal
now, showing that the inconsistencies were caused by the different precisions. We
believe the remaining small inconsistencies were due to numerical problems in
PLINK when accumulating small floating-point values over all samples in steps
2 and 3 of computing the logistic regression test (see (5) and (6) in Sect. 2.1).

The wall-clock runtimes were measured with the GNU time command and
without additional system load. The results are listed in Table 2. The measures
demonstrate that by applying our method that reduces runtime complexity by
using contingency tables, we can gain a 10–11 times speedup. With an additional
application of the combination of two hardware accelerators, namely FPGA and
GPU, we gain an additional speedup of about 100, resulting in a total com-
putation speed that it is more than 1,000 times faster than that of PLINK on
a server-grade high-end platform. The performance is underlined by the addi-
tional burden on our implementation, which is a higher calculation precision and
the additional on-the-fly r2-score computation, which is not performed by the
PLINK software. Furthermore, our full logistic regression test is still almost 7
times faster than the quick but imprecise pre-scanning method BOOST [23].

However, Table 2 also shows, that small datasets, that have a very short
runtime on our hybrid system, do not gain a high speedup. The reason is a
large overhead for file reading, buffer preparation, device initialization and file
output. In particular, these processes take about 10 seconds for the two smallest
datasets in our ensemble, which implies a total pipeline run of less than two
seconds for the real task. Since this processes cannot be simplified for a single
task, we implemented a scheduling system that allows exclusive access to the
accelerator pipeline for parallel tasks, but pre- and post-processing can be run
concurrently.

We exemplary compared our computational speed to GLIDE [11]. For this
purpose, we extrapolated GLIDE’s presented interaction speed to the number of
samples used in our evaluation datasets. Combined with the number of interac-
tion tests required for our data, we calculated the runtime of GLIDE for dataset
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“A” as 44.7 h and for dataset “B” as 48.9 h. This leads to a speedup of 361 and
364 respectively.

Table 2. Wall-clock runtimes and speedup of the hybrid FPGA-GPU logistic regression
test compared to PLINK [19] logistic regression (--epistasis) and PLINK BOOST
(--fast-epistasis boost) and our CPU-only implementation, all using 32 threads
on two Intel Xeon E5-2667v4 processors. Our CPU-only and hybrid implementations
additionally calculate the r2-score (LD) and do all computations in double-precision
format (vs. single-precision without r2 in PLINK).

Dataset PLINK Hybrid Speedup

log.reg. BOOST CPU-only FPGA-GPU CPU-only Hybrid

A LD chr5,6 15 m 48 s 7 s 1 m 32 s 11 s 10.30 86.18

B LD chr5,6 16 m 48 s 8 s 1 m 39 s 12 s 10.18 84.00

A LD 11 h 09 m 38 s 4 m 05 s 57 m 51 s 50 s 11.58 803.56

B LD 11 h 49 m 32 s 4 m 34 s 1 h 02m 45 s 53 s 11.31 803.25

A 5 d 14 h 06 m 49 m 34 s 11 h 40m 12 s 7m 25 s 11.49 1,084.85

B 5 d 18 h 18 m 54 m 34 s 12 h 39m 05 s 8m 03 s 10.93 1,030.81

5 Conclusions and Future Work

In this paper, we presented two ways of improving performance of PLINK’s
logistic regression epistasis test [4,20]. Firstly, we reduced the computational
complexity from O(NT ) to O(N+T ) for a single test by introducing contingency
tables (see Sect. 2). This already led to a speedup of a factor of more than 10 for
all our example datasets, although we were even calculating in double-precision
format.

The second improvement was made by applying a two-step hardware acceler-
ation pipeline (see Sect. 3). By generating contingency tables on a Kintex Ultra-
Scale KU115 FPGA and computing the logistic regression based on the tables
on an Nvidia Tesla P100 GPU, we gained a total speedup of more than 1,000
when compared to the original PLINK v1.9 software run with 32 threads on a
server-grade two processor (Intel Xeon E5-2667v4) system.

Furthermore, we demonstrated that by employing contingency tables, the
LD-score r2 can be computed on-the-fly. In combination, this provides a powerful
tool for epistasis analysis on large datasets, making LD-filtering deprecated as a
pre-processing step.

Consequently, we are able to calculate a full logistic regression test in double-
precision format on all pairs of hundreds of thousands of SNPs with tens of
thousands of samples in a few minutes and allow to filter the results by score
and/or by LD in the post-processing stage.

Currently, our method does not support the use of a covariate matrix as
additional user input. However, we are currently working on a solution based on
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weighted contingency tables in order to be able to incorporate covariate infor-
mation.

In order to make the system available for the scientific community, we are
currently working on a much more powerful successor by enhancing it with three
additional Xilinx UltraScale FPGAs and Nvidia Tesla P100 GPUs. Furthermore,
we aim to develop a web interface to allow scientists to perform genome-wide
epistasis tests on our system.

References

1. Atkinson, M.D., Sack, J.R., Santori, N., et al.: Min-max heaps and generalized
priority queues. Commun. ACM 29(10), 996–1000 (1986)

2. Bulik-Sullivan, B.K., Loh, P.R., Finucane, H.K., et al.: LD score regression dis-
tinguishes confounding from polygenicity in genome-wide association studies. Nat.
Genet. 47, 291–295 (2015). https://doi.org/10.1038/ng.3211

3. Cattaert, T., Calle, M.L., Dudek, S.M., et al.: Model-based multifactor dimension-
ality reduction for detecting epistasis in case-control data in the presence of noise.
Ann. Hum. Genet. 75(1), 78–89 (2011)

4. Chang, C.C., Chow, C.C., Tellier, L.C., Vattikuti, S., Purcell, S.M., Lee, J.J.:
Second-generation PLINK: rising to the challenge of larger and richer datasets.
Gigascience 4, 1–16 (2015). https://doi.org/10.1186/s13742-015-0047-8

5. Ferrario, P.G., König, I.R.: Transferring entropy to the realm of GxG interactions.
Briefings in Bioinform., 1–12 (2016). https://doi.org/10.1093/bib/bbw086

6. Genetic Analysis of Psoriasis Consortium, et al.: A genome-wide association study
identifies new psoriasis susceptibility loci and an interaction between HLA-C and
ERAP1. Nat. Genet. 42, 985–990 (2010). https://doi.org/10.1038/ng.694

7. Goudey, B., Rawlinson, D., Wang, Q., et al.: GWIS: model-free, fast and exhaustive
search for epistatic interactions in case-control GWAS. Lorne Genome 2013 (2013)

8. Gyenesei, A., Moody, J., Semple, C.A., et al.: High-throughput analysis of epistasis
in genome-wide association studies with BiForce. Bioinformatics 28(15), 1957–1964
(2012). https://doi.org/10.1093/bioinformatics/bts304

9. Hu, X., Liu, Q., Zhang, Z., et al.: SHEsisEpi, a GPU-enhanced genome-wide SNP-
SNP interaction scanning algorithm, efficiently reveals the risk genetic epistasis in
bipolar disorder. Cell Res. 20, 854–857 (2010)

10. Ibrahim, Z.M., Newhouse, S., Dobson, R.: Detecting epistasis in the presence
of linkage disequilibrium: a focused comparison. In: 2013 IEEE Symposium on
CIBCB, pp. 96–103 (2013). https://doi.org/10.1109/CIBCB.2013.6595394

11. Kam-Thong, T., Azencott, C.A., Cayton, L., et al.: GLIDE: GPU-based linear
regression for detection of epistasis. Hum. Hered. 73, 220–236 (2012). https://doi.
org/10.1159/000341885
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{ararevalom,jhninop,gjhernandezp}@unal.edu.co,

javier.sandoval@uexternado.edu.co
2 Universidad Externado de Colombia, Bogotá, Colombia
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Abstract. This paper presents improvements in financial time series
prediction using a Deep Neural Network (DNN) in conjunction with
a Discrete Wavelet Transform (DWT). When comparing our model
to other three alternatives, including ARIMA and other deep learning
topologies, ours has a better performance. All of the experiments were
conducted on High-Frequency Data (HFD). Given the fact that DWT
decomposes signals in terms of frequency and time, we expect this trans-
formation will make a better representation of the sequential behavior
of high-frequency data. The input data for every experiment consists of
27 variables: The last 3 one-minute pseudo-log-returns and last 3 one-
minute compressed tick-by-tick wavelet vectors, each vector is a product
of compressing the tick-by-tick transactions inside a particular minute
using a DWT with length 8. Furthermore, the DNN predicts the next
one-minute pseudo-log-return that can be transformed into the next pre-
dicted one-minute average price. For testing purposes, we use tick-by-tick
data of 19 companies in the Dow Jones Industrial Average Index (DJIA),
from January 2015 to July 2017. The proposed DNN’s Directional Accu-
racy (DA) presents a remarkable forecasting performance ranging from
64% to 72%.

Keywords: Short-term forecasting · High-frequency forecasting
Computational finance · Deep Neural Networks
Discrete Wavelet Transform

1 Introduction

Modeling and forecasting financial time series continue to be a very difficult
task [6,16–18,21]. Techniques to address this problem can be split into two
categories: analytical models and Machine Learning. On one hand, analytical
techniques include statistical and stochastic models, such as Linear Regres-
sion (LR), Multiple Linear Regression (MLR), Autoregressive Integrated Moving
Average (ARIMA), Generalized Autoregressive Conditional Heteroskedasticity
c© Springer International Publishing AG, part of Springer Nature 2018
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386 A. Arévalo et al.

(GARCH/N-GARCH), Brownian Motion (BM), Diffusion, Poisson and Levy
Processes. On the other hand, Machine Learning Techniques (MLT) include
Decisions Trees, Artificial Neural Networks (ANN), Fuzzy Systems, Kernel Meth-
ods, Support Vector Machines (SVM) and recently, Deep Neural Networks
(DNN), an extension of Artificial Neural Networks [6,16,20].

We selected Deep Learning because MLT are good while dealing with non-
linearities and complexities, such as those present in financial data, in addition
to its capabilities to handle large amounts of data, such as those present on
HFD. Moreover, we decided to use wavelets as a feature generator because the
sequential behavior of HFD, there are many transactions at the same price and
changes (price jumps), under normal market conditions should occur with not
high variance. Moreover, Deep Learning has been successfully applied in many
different fields including price forecasting, as a result, we think that this kind of
representation can improve previous results achieved in [1].

The paper is organized as follows: Sect. 2 presents a theoretical overview
of Time Series, ARIMA, Artificial Neural Networks, and Wavelets. Section 3
presents the proposed model to forecast one-minute pseudo-log-returns. Section 4
presents some baseline models which are used to compare performance against
the proposed method. Section 5 presents final results and their analysis. Finally,
Sect. 6 presents conclusions and recommendations for future research.

2 Theory Overview

2.1 Financial Time Series

A time series is a sequence of successive data points with a time order. A Finan-
cial Time Series (FTS) is a sequence of financial data points, like price, volume
(quantity of financial asset), or any transformation of the previous ones. A FST
is a non-stationary process. Formally, a FST X is denoted: X = Xt : t ∈ T .

Where T is an index set, where each element is labeled by a date time stamp,
and it is associated only with one data point for a specific financial asset.

Forecasting models seek to predict aptly the next value of the series X with-
out the knowledge of future. F , the predicted time series, is the sequence of
predicted values. In order to assess model’s performance of F , it is necessary to
determine the similarity between X and F . Popular similarity measures for time
series include [14]:

– Mean Squared Error (MSE): A scale dependent measure.

MSE =
1
n

n∑

t=1

(Xt − Ft)2 (1)

– Directional Accuracy (DA): A scale independent measure. Percent of pre-
dicted directions that matches the original time series. DA is widely used in
finance [22].
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DA =
100%
n − 1

n∑

t=2

1sign(Xt−Xt−1)=sign(Ft−Ft−1) (2)

Where 1 is an indicator function: 1A = f(x) =

{
1, A = True
0, A = False

A common transformation to make a FST stationary consists of getting the
Log-return or pseudo-log-return series.

Log-Return. Let pt be the current closing price and pt−1 the previous closing
price.

R = ln
pt

pt−1
· 100% = (ln pt − ln pt−1) · 100% (3)

From a log-return R, the price pt can be reconstructed as follows: pt = pt−1 ·e R
100%

Pseudo-Log-Return. It is a logarithmic difference (log of quotient) between
average prices on consecutive minutes. Let pt be the current one-minute average
price and pt−1 the previous one-minute average price.

R̂ = ln
pt

pt−1
· 100% = (ln pt − ln pt−1) · 100% (4)

Pseudo-returns can be reconstructed just as log-returns: pt = pt−1 · e
R̂

100%

2.2 ARIMA

Traditionally, econometric models dominate the forecasting arena, where sta-
tistical linear methods such as ARIMA. ARIMA(p, d, q) and (Auto-Regressive
Integrated Moving Average with orders p, d, q), are the most frequently used.
In general, these models are a set of discrete time linear equations with noise, of
the form: (

1 −
p∑

k=1

αkL
k

)
(1 − L)dXt =

(
1 −

q∑

k=1

βkL
k

)
εt. (5)

Particularly, ARIMA forecasting equation is a linear regression-type equation,
in which the predictors consist of lags of a dependent variable and lags of pre-
dicted errors, where p is the number of autoregressive terms, d is the number
of nonseasonal differences needed for stationarity, and q is the number of lagged
forecast errors in the prediction equation.

Despite the relative success of these models, they have low capacity to capture
market movements, given complexities and non-linear relationships [6] exhibit in
financial markets. For these reasons machine learning methods have emerged as
an important alternative to handle this kind of problem, since they are able to
recognize complex patterns, and they have the ability to process large amounts
of data.
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2.3 Artificial Neural Networks

The first class of ANN was the Feed-forward Neural Network (FNN), which has
multiple neurons connected to each other, but there are no cycles or loops in the
network. Therefore, the information always moves forward from input to output
nodes. A Multilayer Perceptron (MLP), which is a FNN subtype, has an input,
multiple hidden layers, and one output layer. Each layer has a finite number of
neurons that are fully connected to all neurons in the next layer [11].

Since the late 1980s, techniques using ANNs have been widely used to forecast
financial time series, due to its ability to extract essential features and to learn
complex information patterns in high dimensional spaces [8,16,21,23].

Deep learning (DL) models have demonstrated a greater effectiveness in both
classification and prediction tasks, in different domains such as video analy-
sis, audio recognition, text analysis and image processing. Models based on DL
attracts the interest of general public because they are able to learn useful repre-
sentations from raw data, avoiding the local minimum issue of ANNs, by learning
in a layered way using a combination of supervised and unsupervised learning to
adjust weights W . Nevertheless its advantages, DL applications in computational
finance are limited [3,4,7,24,25,28].

Within DL there is a wide variety of architectures, the most simple one uses
MLP. However, for the purpose of this paper, we will be using more complex
ones such as Recurrent Neural Networks (RNN), Gate Recurrent Units (GRU)
and Long Short Term Memory (LSTM). A RNN is an ANN that has connections
from output units to input ones, such that a directed cycle is formed. Under this
architecture, the network is feedback by the output data; this allows modeling
temporal behavior dynamics when storing previous inputs or outputs in an inter-
nal memory [11,13,19]. The first known application of a RNN in finance “Stock
price pattern recognition-a recurrent neural network approach” was published
in [15].

Historically, RNN are better at learning time series, because they are designed
to identify patterns through time. But they include a greater complexity than
the MLP, and therefore they are more difficult to train. In 1997, the Long Short-
Term Memory (LSTM), a kind of RNN, was proposed in [13]. It solved some
issues of recurrent networks related to learning too much time dependencies;
LSTMs are capable of learning in a balanced way both long and short-term
dependencies [10]. Recently, [5] proposed Gated Recurrent Unit (GRU), a vari-
ation of LSTM. It combines several internal components of the LSTM; making
it simpler than LSTM because it has fewer parameters to be fitted during the
training phase.

2.4 Wavelets

A wavelet is a wave function with an average value of zero. One key difference is
duration; wavelets, unlike sinusoids, have a finite duration, that is, they have a
beginning and an end [9]. Wavelets are a useful way to extract key features from
signals in order to reproduce them without having to save or keep the complete
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signal. Moreover, wavelets possess additional advantages that help to overcome
non-stationarity associated with financial time series. In order to get a theoretical
background on wavelets, it is important to start with Multi-resolution Analysis
(MRA).

Definition 1: A MRA on R is a sequence of subspaces Vj , j ∈ Z on functions
L2 on R that satisfies the following properties [12,26]:

– ∀j ∈ Z ,Vj ⊂ Vj+1

– if f(x) is C 0
c on R, then f(x) ∈ span Vj , j ∈ Z. Given ε > 0,∃ j ∈ Z and

a function g(x) ∈ Vj , such that ‖f − g‖2 < ε
–

⋂
j∈Z Vj = 0

– A function f(x) ∈ V0 if and only if f(2x) ∈ Vj+1∀j ∈ Z
– ∃ a function ϕ(x),L2 on R, called the scaling function, such that {τnϕ(x)}

is an orthonormal system of translates and V0 = span{τnϕ(x)}
MRA allows an exact calculation of the wavelet coefficients for an L2 func-

tion. Let {Vj} an MRA with scaling function ϕ(x), therefore [26]:

– ϕ(x) =
∑

n h(n)ϕ1,n(x), is the scaling function.
– ψ(x) =

∑
n g(n)ϕ1,n(x), is the corresponding wavelet.

Where g(n) = (−1)nh(1− n), is the wavelet filter.
Wavelets transforms could be either continuous or discrete. Since financial

time series are discrete, Discrete Wavelet Transform (DWT) is more suitable to
filter the data. DWT is defined as follows [26]:

Having a signal co(n), its DWT is a sequence collection: {dj(k) : 1 ≤ j ≤
J ;k ∈ Z} ∪ {cj(k) : k ∈ Z}, where

cj+1(n) = (Hcj)(n)

d j+1(n) = (Gcj)(n)

cj (n) = (H∗cj+1)(n) + (G∗dj+1)(n)

(Hc)(k) =
∑

n

c(n)h(n − 2k)

(Gc)(k) =
∑

n

c(n)g(n − 2k)

(6)

Wavelet analysis offers the following advantages [12]:

– It does not require a strong assumption about the data generation process.
– It provides information in both time and frequency domains.
– It has the ability to locate discontinuities in the data.

However, it has some disadvantages [12]: It requires that the length of the
data be 2j . It is not shift invariant. Finally, it may shift data peaks, causing
wrong approximations when compared to the original data.
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Table 1. Dataset description

Company Exchange Symbol # Ticks File size

Apple NASDAQ AAPL 146.98 M 7.1 GB

American Express NYSE AXP 4.15 M 197 MB

Boeing NYSE BA 3.55 M 168 MB

Caterpillar NYSE CAT 4.59 M 218 MB

Cisco Systems NASDAQ CSCO 58.11 M 2.8 GB

Chevron NYSE CVX 7.1 M 340 MB

DuPont Corporation NYSE DD 3.66 M 170 MB

Walt Disney NYSE DIS 6.34 M 304 MB

General Electric NYSE GE 4.76 M 224 MB

Goldman Sachs NYSE GS 3.2 M 151 MB

The Home Depot NYSE HD 4.35 M 206 MB

IBM NYSE IBM 3.59 M 173 MB

Intel NASDAQ INTC 70.47 M 3.4 GB

Johnson & Johnson NYSE JNJ 5.77 M 278 MB

JPMorgan Chase NYSE JPM 7.9 M 375 MB

Coca-Cola NYSE KO 3.72 M 174 MB

McDonald’s NYSE MCD 0.57 M 28 MB

3M NYSE MMM 2.63 M 127 MB

ExxonMobil NYSE XOM 8.13 M 386 MB

Total 349.56 M 17 GB

Because in a previous work [1], a simple DNN achieved good predictability
on high frequency data for two different NYSE equities, we will use DWT as
a feature selector, to test the DNN’s ability to improve forecasting capabilities
when using as inputs features extracted from wavelet analysis of price sequences.

3 Proposed Method

3.1 Dataset Description

Data from the Dow Jones Industrial Average (Dow30) is used. Dow30 is the
second-oldest U.S. market index and consists of 30 major US companies. Tick-
by-tick data from 19 randomly chosen companies are used. Data were down-
loaded from January 1st, 2015 to July 31th, 2017. Table 1 shows some dataset
descriptors.

3.2 Preprocessing

HFD means high transaction frequency (microseconds to seconds), our approach
includes representing a typical one minute for this kind of data. We know that
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Fig. 1. Stock sequences

prices can vary dramatically in financial markets, however, given the liquidity of
DOW30′s instruments, under normal market conditions, they should exhibit
the following characteristics:

– There are many transactions, occurring within short intervals (usually mil-
liseconds/microseconds).

– Prices should not have much volatility between ticks.
– There should not be many different prices.
– Price jumps should not be very wide.

This means that for a typical one minute period, any instrument should
exhibit similar behavior. The average number of price jumps (measured in cents)
is lower as the price jump is larger, and usually, the less liquid stocks exhibit
bigger jumps between ticks. There is a strong correlation between an average
number of ticks per minute and the number of streaks or sequences occurring
at the same price. That is P t = Pt−1. Moreover, we can see that nearly 50%
of the ticks have the same price in most of the stocks, except for the more
liquids (AAPL, CSCO, INTC), where this measure is near 72% on average. We
infer that price discovery is more efficiently performed. As a result, there is a
larger proportion of ticks at the same price. In contrast, less liquid stocks exhibit
a lower percentage of ticks at the same price, and wider price jumps between
ticks. Graphically, this behavior is seen in Fig. 1a and b; The charts have a step
style that makes them very similar. This kind of behavior is suitable for wavelet
decomposition since the signal exhibits stepped changes between points. This
is the reason to use DWT, in order to choose Wavelets coefficients as inputs,
because on HFD traded prices can be interpreted as price intervals. Next, we
will illustrate in detail the steps to select inputs for the DNN.

All data were summarized at a one-minute level. For each minute, the one-
minute pseudo-log-return is calculated. Average prices are calculated from all of
the ticks for the particular minute. Moreover, the tick-by-tick series is compressed
to 8 values using the DWT.

A log transformation is applied to all tick-by-tick prices on a minute, then
iterated differences are performed. The resulting time series is decomposed until
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the last possible level using the DWT with a Haar filter. Finally, Wavelet and
Scaling coefficients from the last two levels are selected. The final result is a
vector of 8 values: 4 wavelet coefficients and 4 scaling coefficients.

The last level is composed of only 2 coefficients (1 wavelet coefficient and 1
scaling coefficient). But the one before could be composed of only 4 or 6 coeffi-
cients depending on the number of transactions that were made in a particular
minute. When this is the case, there are 8 coefficients on the last two levels.
When the second level is composed of only 8 coefficients, 2 zeros are appended
to the vector in order to obtain 8 values. Table 2a shows decomposition of num-
bers ranging from 1 to 12. Table 2b shows number decomposition ranging from
1 to 8.

Table 2. Compressed tick-by-tick series using DWT: case I

Level Wavelet Coefficients Scaling Coefficients

3 5.65 24.04

2 2 2 2 5 13 21

1 0.70 0.70 0.70 0.70 0.70 0.70 2.12 4.94 7.77 10.60 13.43 16.26

Time series: 1 2 3 4 5 6 7 8 9 10 11 12

Final vector: 5.65 2 2 2 24.04 5 13 21

(a) Case I

Level Wavelet Coefficients Scaling Coefficients

3 5.65 24.04

2 2 2 5 13

1 0.70 0.70 0.70 0.70 2.12 4.94 7.77 10.60

Time series: 1 2 3 4 5 6 7 8

Final vector: 5.65 2 2 0 12.72 5 13 0

(b) Case II

Fig. 2. Example of 60 one-minute prices.

3.3 Modeling

Figure 2 shows the average price, a good descriptor of market behavior. The
highest or lowest prices are usually found within a confidence range of average
price, therefore the next highest and lowest prices can be estimated from a
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predicted average price. The closing price is the last price within a minute, it
can be the highest/lowest price inclusive. Unlike the average price, the highest,
lowest and close are exposed largely to market dynamics.

Since this work’s objective is to build the best possible forecaster, average
prices could be more suitable for this purpose than closing prices. With a good
average price forecast, it is known that traded prices will match at some point
in time the predicted average during the next minute.

Selected inputs consist of 27 values: The last 3 one-minute pseudo-log-returns
and the last 3 compressed tick-by-tick time series (8 × 3). The selected output
is the next predicted one-minute pseudo-log-returns.

The network architecture consists of one input layer, 5 hidden layers, and
one output layer. For each hidden layer, the number of neurons decreases with a
constant factor 1

5 , (27, 22, 17, 11 and 6 neurons respectively). The output layer
has one neuron. All neurons in hidden layers use a Tanh activation function,
whereas the output neuron uses a Linear activation function. Figure 3 shows
the architecture overview.

Fig. 3. DNN’s architecture

4 Experiments

The proposed method will be compared against the following methods or models,
in order to verify its performance (Table 3).
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Table 3. Experiment summary

Method Architecture Inputs Reason to use

ARIMA Analytical formula Logarithmic
rescale

Traditional
econometric forecasting
model

DNN 5 layers 4 categories,
described
in [1,2]

Baseline work

GRU 2 layers Same as
proposed
method

More suitable DL
topologies for time
series

LSTM 2 layers Same as
proposed
method

More suitable DL
topologies for time
series

ARIMA: Although it has good performance over in-sample datasets, it has bad
performance over out-sample datasets. The time series were rescaled to a loga-
rithmic scale to help to stabilize strong growth trends. And then, many ARIMA
models were fitted with the Augmented Dickey-Fuller Test, the Auto and Cross-
Covariance and Correlation Function Estimation (ACF) and the Partial Auto
and Cross-Covariance and Correlation Function Estimation (PACF). Finally, for
each dataset, the ARIMA model with the lowest AIC was selected.

DNN: [1,2] proposed a DNN which also forecasts the next one-minute pseudo-
log-return. DNN’s inputs are composed of four groups: the current time (hour
and minute), the last n one-minute pseudo-log-returns, the last n one-minute
standard deviations of prices and the last n one-minute trend indicators, where
n is the window size. The trend indicator is a statistical measure computed
as the linear model’s slope (price = at + b) fitted on transaction prices for a
particular minute. LSTM and GRU architectures only have two layers, whereas
our base work exhibits a five layers network. The main reason to change the
number of layers was training times. Given the memory effect of GRU and LSTM,
complexity of these topologies is greater, therefore reducing the number of layers
decreases training times.

5 Results and Analysis

The dataset was split up into two parts: an in-sample dataset (first 85%) and
an out-sample dataset (last 15%). For each symbol and machine learning model,
ten artificial networks were trained and then the average error was calculated
and reported. Overall, all networks had homogeneous and stable results.

Figure 4 shows the Model Performances during the training and testing
phases. Figure 5a shows the Model Performances per Symbol during the training
and testing phases, whereas Fig. 5b shows the DA performance on a wider scale.
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Fig. 4. Model’s performance during the training and testing phases

Fig. 5. Model’s performance per symbol during the training and testing phases
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Fig. 6. Average number of ticks per minute vs. DA performance

Given the analysis of models performance over out-sample datasets, machine
learning techniques had a much better performance compared to ARIMA. Mean-
while, networks using DWT are slightly better than the one without DWT; On
average, DNN without DWT, DNN with DWT, GRU with DWT and LSTM
with DWT achieved a MSE of 0.002026, 0.001963, 0.001941 and 0.001939, and a
DA of 65.27%, 67.38%, 67.74% and 67.72% respectively during the testing phase.
The best model was GRU, though its performance is almost equal to LSTM.

On the other hand, GRU is definitely better than LSTM, because although
it has the same performance as LSTM, GRU has less complexity and fewer
parameters than LSTM, therefore, the training time is reduced and this method
is more suitable for use in a real environment.

Overall, DNNs can learn market dynamics with reasonable precision and
accuracy over out-sample datasets. But DA performance may be correlated to
liquidity. For instance, symbols AAPL, CSCO and INTC, which exhibit the most
liquidity, got much better DA performance, close to 72%, 68%, and 68% respec-
tively. Otherwise, other symbols that are less liquid, like MMM (10 ticks/minute)
had a lower DA performance, close to 64%. It is important to mention that more
liquidity means more data, the raw material for Machine Learning Techniques.

A Pearson Correlation Test and a Spearman Correlation Test were performed
in order to verify the dependency between the average number of ticks per minute
and DA performance archived by each machine learning model on all out-sample
datasets. The Pearson correlation archived by DNN without DWT, DNN with
DWT, GRU with DWT and LSTM with DWT on all symbols were 0.4407459,
0.4524886, 0.4695877 and 0.4648353 respectively. Whereas, the Spearman corre-
lation achieved by DNN without DWT, DNN with DWT, GRU with DWT and
LSTM with DWT over all symbols were 0.7684211, 0.7368421, 0.7649123 and
0.7701754 respectively.
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The Spearman correlation suggests that there is a non-linear correlation
between liquidity and DA Performance. Hence, as liquidity is higher, the pro-
posed model has greater effectiveness. It is important to clarify that the model
effectiveness will be stuck at some unknown point, in other words, the proposed
models would never reach 100% precision despite the liquidity of a particular
instrument.

Figure 6 shows the relationship between the average number of ticks per
minute and DA Performance for each machine learning model. Stocks with higher
liquidity, (AAPL, CSCO, and INTC), were excluded for better visualization. As
we can see, the most traded the stock the best model predicts. Also, it draws a
fitted Generalized Additive Model (GAM).

6 Conclusions

Traders collectively repeat the behavior of the traders that preceded them [27].
Those patterns can be learned by a DNN. The proposed strategy replicates the
concept of predicting prices for short-time periods.

Feature selection is a very important step while building a machine learning
model. Moreover, frequency domain with temporal resolution, produced by the
DWT, allows the network to identify more complex patterns in the time series.

In liquid stocks there are many ticks in a minute, therefore the mean is more
stable than another less liquid stocks. As a result, the final average price time
series has less noise, therefore, a machine learning technique can perform better
for these kinds of stocks.

Within the deep learning arena, there are more models than the ones depicted
here. As a result, a possible research opportunity could be to evaluate model’s
performance against other DL models such as Deep Belief Networks, Convolu-
tional Networks, Deep Coding Networks, among others. Overall, Deep Learning
techniques can learn market dynamics with a reasonable precision and accuracy,
for instance, using recurrent networks increased model’s performance.

Another opportunity would be to explore higher resolution levels, other
wavelet filters families such as Daubechies, Coiflets, Symlets, Discrete Meyer,
Biorthogonal, among others, as well as other discrete transformations.
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Abstract. As far as we know, Inverse Extreme Learning Machine
(IELM) is the first work extending ELM to LLP problem. Due to bas-
ing on extreme learning machine (ELM), it obtains the fast speed and
achieves competitive classification accuracy compared with the exist-
ing LLP methods. Kernel extreme learning machine (KELM) generalizes
basic ELM to the kernel-based framework. It not only solves the problem
that the node number of the hidden layer in basic ELM depends on man-
ual setting, but also presents better generalization ability and stability
than basic ELM. However, there is no research based on KELM for LLP.
In this paper, we apply KELM and design the novel method LLP-KELM
for LLP. The classification accuracy is greatly improved compared with
IELM. Lots of numerical experiments manifest the advantages of our
novel method.

Keywords: Learning from label proportions
Extreme learning machine · Kernel · Classifier calibration

1 Introduction

In the age of big data, there are a huge number of varied data, but manually
labeling these data is very difficult and expensive [10,19,34,35]. In order to solve
the situation, many machine learning techniques called weak-label learning are
proposed. They don’t require the complete labeling information and can achieve
good generalization performance. There are many specific techniques of weak-
label learning, such as semi-supervised learning (SSL) [3,17,33], learning from
c© Springer International Publishing AG, part of Springer Nature 2018
Y. Shi et al. (Eds.): ICCS 2018, LNCS 10861, pp. 400–409, 2018.
https://doi.org/10.1007/978-3-319-93701-4_30
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partial labels [5,16,31], multi-instance learning (MIL) [1,2,7,21,32] and learning
from label proportions (LLP) [4,6,8,18,22,23,25–30]. In this paper, the problems
of LLP are concerned on and investigated.

In LLP, the training instances are divided into bags and there are no labels for
every instance. The only known information about labels is the label proportion
for every bag. The goal of LLP is to get a instance-level classifier to give the
predictions of the class labels for the new instances. An intuitive instruction of
LLP problem is shown in Fig. 1.

Fig. 1. Illustration of LLP. Consider the binary classification problem, each instance
has the positive or negative label. Now there are 4 bags for training: bag1, bag2,
bag3, bag4. The proportions of positive instances in each bag are 50%, 60%, 20%, 80%,
respectively. By using the 4 bags with the proportions, we get a instance classifier.

LLP attracts a lot of attention and has many applications, such as privacy
protection, spam filter, computer vision and medical research. Let’s take medical
research as a detailed example. Of course, it is also an application of LLP for
privacy protection [27]. In medical research, we want to study the outbreak
pattern of a new type of flu. Whether each patient is infected with this new
type of flu virus is a private information between the patient and the doctor.
However, the statistics can be obtained on the proportion of patients diagnosed
with this new flu who went to hospital for treatment. Some information about
the basic physical condition of patients is also available. Based on these, LLP
methods can be used to predict whether each patient is infected with the new
flu virus. According to the prediction of LLP methods, the medical researchers
can explore the specific relationship between this new type of flu and individual
physical condition. After establishing the corresponding relationship, they can
develop corresponding measures to better treat this disease and prevent large-
scale infections.

For the sake of addressing the problems of LLP, many algorithms have been
proposed [4,6,8,18,22,23,25–30]. Recently, Cui et al. [6] presented an approach
based on extreme learning machine (ELM) [12–15] called inverse extreme learn-
ing machine (IELM). Compared with the existing methods, it speeds up the
training process and achieves competitive classification results. However, the
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LLP methods based on ELM have not been well studied. In this paper, we
design a new LLP method LLP-KELM, which links inverse classifier calibration
[6,24,27] to kernel extreme learning machine (KELM) [13]. It overcomes the
disadvantage that the node number of hidden layer need to be manually set.
Moreover, the performance has been significantly improved than IELM.

2 Related Work

2.1 Classifier Calibration Methods

On a dataset, an probability distribution P (X,Y ) is given to describe the gen-
eration process of data instances. where Y and X denotes the label set and the
sample space, respectively. Without loss of generality, Y is set to a binary set
{+1,−1}. Generally speaking, P (X,Y ) is an oracle and we don’t known it. For
a general classification task, we usually obtain the classification result by using
the sign value of numerical decision function, i.e.,

class(x) = sign(fNum(x)).

In order to produce a probabilistic prediction, we can use a probabilistic classifier
fProb. It estimates the class probability conditioned on the given sample x, i.e.

fProb(x) ≈ P (Y = 1|x).

When we want to get the probability output and expect to improve the perfor-
mance of numerical classifier, calibrating the numerical classifier is a standard
approach. Therefore, we need to find a good appropriate function to scale the
numerical decision values into the probability values:

σ(fNum(x)) ≈ P (Y = 1|x).

Platt calibration [24] is one of probabilistic calibration techniques. It has
been validated that this method is quite efficient for many numerical decision
functions. It can transform decision outputs to posterior probabilities by the
equation:

σPlatt(f(x)) =
1

exp(B − Af(x)) + 1
.

In above equation, the parameters B and A can be solved by maximum likelihood
estimation.

2.2 Extreme Learning Machine

The work [14] proposed a single-hidden-layer feed-forward networks (SLFNs)
learning system called ELM. ELM unifies the classification and regression in the
same framework. ELM runs extremely fast and can be easily implemented.

We briefly describe the special form of ELM models, which only have one
output node as follows: Given N training instances (xi, yi)

N
i=1, where xi ∈ R

n



KELM for LLP 403

denotes the feature vector, yi ∈ R denotes the corresponding target value. Sup-
pose that the SLFNs with M hidden nodes have activation function z(x), then
the model of SLFNs can be represented as

M∑

j=1

βjz(wj .xi + bj) = oi, i = 1, 2, .., N. (1)

Here, wj ∈ R
n and βj ∈ R denote the input and output weight, respectively.

In order to make the output oi be as close as possible to the target yi, the
loss function of SLFNs is build as

min
{βj ,wj ,bj}M

j=1

N∑

i=1

|oi − yi|2. (2)

(2) can be transformed compactly as:

min
β ,{wj ,bj}M

j=1

‖Qβ − Y ‖22. (3)

Here, β = [β1, β2, ..., βM ]T , Y = [y1, y2, ..., yN ]T , Q (q(x) can be regard as the
feature mapping) can be expressed as:

Q =

⎡

⎢⎣
q(x1)

...
q(xN )

⎤

⎥⎦ =

⎡

⎢⎣
q1(x1) . . . qM (x1)

...
...

...
q1(xN ) . . . qM (xN )

⎤

⎥⎦

=

⎡

⎢⎣
z(w1x1 + b1) . . . z(wMx1 + bM )

...
...

...
z(w1xN + b1) . . . z(wMxN + bM )

⎤

⎥⎦

N×M

(4)

In the training phase of ELM, {wj , bj}L
j=1 are randomly produced and don’t

need to be learned. So, the tuned parameters β of the learning system ELM can
be solved by means of the least squares methods. The solution β� is

Q†Y, (5)

where the notation † operates the Moore-Penrose generalized inverse of a matrix.
Finally, ELM is represented as

f(x) = q(x)β�. (6)

According to the theory of matrix computation [9], when Q is full row-rank,

β� = QT (QQT )−1Y, (7)

when Q is full column-rank,

β� = (QTQ)−1QT Y. (8)
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3 KELM for LLP

In LLP, InvCal [27] is the first method to adopt the process of inverting cali-
bration for a classifier, IELM method [6] also used the inverse process. In this
paper, the idea also will be used.

A binary classification situation is considered as follows. The training
instances {xi, y

�
i }N

i=1 are expressed as the form of K bags: {Bk, Pk}K
k=1, where

Bk represents the k-th bag including Nk instances{xi, y
�
i }Nk

i=1.
We denote y�

i ∈ {+1,−1} the unknown ground truth label of each instance
xi. Then, for the k-th bag Bk, the proportions of positive instances (i.e. the
conditional probability)can be calculated by

Pk =
|{i|xi ∈ Bk, y�

i = +1}|
|Bk| , k = 1, 2 . . . K. (9)

If the instance labels are modeled as {yi}N
i=1, for the k-th bag, the modeled label

proportion can be expressed as

pk =
|{i|xi ∈ Bk, yi = +1}|

|Bk| , k = 1, 2 . . . K. (10)

Here, we can treat pk as the estimate value of Pk.
Now, LLP problem formulation has been completed and we know the bags

{Bk}K
k=1 and the corresponding proportions {pk}K

k=1. Next, We will inverse the
process of classifier calibration [6,27]. Firstly, each bag Bk is regarded as an
instance Xk, which is called the “super-instance”. The super-instance Xk is
presented as the mean value of all instances in Bk, i.e., Xk = (

∑
xi∈Bk

xi)/|Bk|.
Secondly, a soft label σ−1(pk) are generated. The generation process is described
as follows: (1) We fix the scaling function in classifier calibration methods. Here,
we use the scaling function σPlatt in the Platt calibration and let the parameter
A = 1, B = 0. (2) We calculate the inverse of the scaling function σ−1

Platt(p) =
−log(1/p − 1) and get the soft label ys

k = σ−1
Platt(pk) of each super-instance Xk.

After obtaining the super-instance Xk and the soft label ys
k, the LLP prob-

lem is converted to a supervised learning problem, i.e., a regression problem.
We expect the regression model f can fits ys

k well over each super-instance
Xk. In this paper, KELM is adopted to better solve the regression problem. In
KELM, Mercer’s conditions are applied and the ELM kernel function is defined
as: κ(xi, xj) = 〈q(xi), q(xj)〉 = Ki,j , where 〈, 〉 represents the inner product
operation, q is the feature mapping function in formula (4). Here, lots of ker-
nel function can be used, such as polynomial kernel, RBF kernel and so on. In
Eq. (7), a positive number C can be added to all the diagonal elements of QQT

motivated by the ridge regression theory [11], and QQT can be replaced by the
kernel matrix K. When a new instance x comes, we compute the kernel matrix
kx between x and {Xk}K

k=1 and then get the corresponding response yx by for-
mula (11), the label y of x can be obtained by the sign of yx . The novel model
LLP-KELM can be formalized as:
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f(x ) = q(x )QT (
I
C

+ QQT )−1Y

= kx (
I
C

+ QQT )−1Y (11)

=

⎡

⎣
κ(x ,X1)

:
k(x ,XN )

⎤

⎦
T

(
I
C

+ K)−1Y,

Here, K represents the kernel matrix of the super-instances {Xk}K
k=1, Y is the

vector of the soft labels {ys
k}K

k=1. We summarize the process of LLP-KELM as
Algorithm 1.

Algorithm 1. LLP-KELM
Require: A training set in bags {(Bk, pk)}K

k=1, the kernel function κ, the parameter
C and a test instance x

Ensure: The predicted label y of the instance x
1: Compute the bag-level super-instances {Xk}K

k=1

2: compute the kernel matrix K of {Xk}K
k=1by the kernel function κ

3: compute Y = [ys
1, ..., y

s
K ]T by the inverse function of σ: σ−1(pk), k = 1, 2, .., K.

4: compute the inverse of I
C

+ K
5: compute β� = ( I

C
+ K)−1Y

6: compute the kernel matrix kx between x and the super-instances {Xk}K
k=1

7: compute the responding yx = kx β�

8: get the predicted label y = sign(yx )
9: return the predicted label y

4 Numerical Experiment

We conduct the experiment to verify the performances of our novel method LLP-
KELM in this section. From the paper [6], we know that IELM can produce the
comparable classification accuracy and has very fast training speed compared
with other advanced methods in many public datasets. Therefore, it is appropri-
ate that we choose IELM as the only baseline. We run the experiment code on
a server with Windows Server OS. Its configurations are Intel(R) Xeon(R) CPU
E5-2640 at 2.6 GHz and 128 GB main memory. MATLAB R2013a 64-bit version
is used as the programming IDE.

4.1 Benchmark Datasets

Different algorithms are compared in real-world classification datasets obtained
from the UCI repository [20] and LibSVM collection1. We only consider the
binary classification datasets. For each dataset, the features are scaled. The
statistics for these used datasets are shown in Table 1.
1 https://www.csie.ntu.edu.tw/∼cjlin/libsvmtools/datasets/.

https://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/
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Table 1. Statistics of the used data. According to the sample number, data are list
one by one.

Datasets # of samples # of features

Spect 267 22

Heart 270 13

Liver-disorders 345 5

Vote 435 16

Credit-a 690 15

Diabetes 768 8

Fourclass 862 2

Splice 1000 60

German.numer 1000 24

A1a 1605 119

4.2 Experimental Settings

In order to generate the data form of LLP problems, we randomly split various
datasets in Table 1 into lots of bags with fixed bag size. In this paper, the bag
sizes which are used are 2, 4, 8, 16, 32, 64. We utilize grid search and 5-fold
cross validation to find the best parameters and evaluate the performance. The
performance are evaluated based on test accuracy on the instance level.

For the baseline IELM, we follow the paper [6] and adopt the same param-
eter setting rule. The node number of hidden layer ranges from the set
{5, 10, 15, 20, 25, . . . , 200}. For our proposed method, the RBF kernel κ(u, v) =
exp(−γ‖u−v‖22) is considered. The logarithm of parameters, log10 C and log10 γ,
are adjusted from the set {−3,−2,−1, 0, 1, 2, 3}.

4.3 Results and Analysis

The experiment results on the various datasets are reported in Table 2. We use
the bold figures to state the best accuracy of our experiments. Table 2 displays
the mean test accuracies of 5-fold cross validation with standard deviation. As
shown in Table 2, our novel method LLP-KELM overwhelmingly outperforms the
baseline IELM on the test accuracy in most situations. We take some examples
to illustrate the results. The datasets “splice”, we observe that the accuracy of
LLP-KELM and IELM are respectively 82.80%, 75.10% in the bag size 2. In the
setting of bag size 4, the accuracy value are respectively 79.30%, 70.10%. It is
obvious that LLP-KELM is much better than IELM on the test accuracy. In
other bag size setting, this is also true. We can also notice that the accuracies of
the two methods LLP-KELM and IELM decrease with the bag size increasing
in some ways. This indicates that the larger the bag size, the harder it is to
correctly classify the instances in the bags. This is a great challenge in LLP.
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Table 2. Mean test accuracies (mean ± std%) of 5-fold cross validation with different
bag sizes: 2, 4, 8, 16, 32, 64.

Datasets Method Bag Size

2 4 8 16 32 64

Spect LLP-KELM80.91±3.5580.13±4.0081.30±3.5681.66±6.69 80.13±4.41 79.39± 4.47

IELM 80.17± 3.46 77.13± 5.15 73.81± 8.31 72.61± 8.34 78.25± 7.57 81.66±2.29

Heart LLP-KELM82.96±4.0185.93±3.8481.85±2.4177.04±5.65 74.44±5.77 73.33± 9.85

IELM 82.22± 4.46 80.37± 2.81 76.30± 7.90 70.74± 12.92 67.04± 6.60 75.56±6.06

Liver-disordersLLP-KELM69.28±7.2063.48±5.2762.32±5.4257.97± 4.81 58.84±5.2958.26±5.16

IELM 68.41± 4.40 62.03± 7.20 60.00± 6.28 60.00±6.28 53.91± 8.84 52.46± 11.10

Vote LLP-KELM96.32±1.8995.40±1.4194.48±0.9693.56±2.38 91.95±1.8287.82±5.05

IELM 95.63± 0.51 92.87± 3.08 89.43± 4.48 91.03± 4.48 91.95±4.53 87.36± 7.22

Credit-a LLP-KELM86.38±3.0585.36±3.0585.22±4.4385.22±3.22 83.48±5.4879.71±7.19

IELM 85.94± 1.89 81.16± 5.45 81.30± 2.48 79.86± 2.73 74.64± 5.66 77.54± 4.23

Diabetes LLP-KELM77.73±1.3075.78±1.9274.87±0.9674.48±2.24 70.32±2.1869.27±3.92

IELM 76.43± 0.58 74.35± 1.28 72.39± 3.37 69.66± 4.99 69.80± 4.48 60.78± 13.32

Fourclass LLP-KELM81.22±6.1279.01±3.6177.03±4.1176.22±7.66 75.18±3.9574.02±5.76

IELM 78.54± 4.11 75.88± 4.03 67.52± 4.91 62.41± 12.23 59.98± 8.58 55.21± 9.45

Splice LLP-KELM82.80±1.9679.30±2.1474.00±5.4271.00±5.33 61.50±3.1860.50±7.95

IELM 75.10± 3.21 70.10± 4.60 66.10± 4.16 63.40± 2.13 61.30± 2.46 60.20± 6.39

German.numerLLP-KELM75.00±2.6274.60±2.0473.30±3.9370.90±1.85 70.10±1.6471.00±3.54

IELM 73.70± 2.36 71.60± 3.07 66.60± 4.38 67.00± 2.85 64.50± 4.43 63.40± 2.58

Ala LLP-KELM83.12±1.6882.18±1.4880.12±2.9878.69±2.60 78.38±2.6176.88±2.30

IELM 79.31± 3.17 75.26± 2.58 72.40± 3.97 68.72± 5.56 71.21± 7.83 74.58± 4.90

5 Conclusion

We design a novel LLP method called LLP-KELM, which significantly improves
the method IELM. In LLP-KELM, the kernel version of ELM and the inverse
process of classifier calibration are fully utilized. In most situation of our experi-
ments, it can gain the better performances than IELM. In conclusion, our novel
method LLP-KELM is feasible for LLP and can be applied in many practical
applications.
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Abstract. Recurrent neural network are a type of deep learning units
that are well studied to extract features from sequential samples. They
have been extensively applied in forecasting univariate financial time
series, however their application to high frequency multivariate sequences
has been merely considered. This paper solves a classification problem
in which recurrent units are extended to deep architecture to extract
features from multi-variance market data in 1-minutes frequency and
extreme market are subsequently predicted for trading signals. Our
results demonstrate the abilities of deep recurrent architecture to capture
the relationship between the historical behavior and future movement of
high frequency samples. The deep RNN is compared with other mod-
els, including SVM, random forest, logistic regression, using CSI300 1-
minutes data over the test period. The result demonstrates that the capa-
bility of deep RNN generating trading signal based on extreme movement
prediction support more efficient market decision making and enhance
the profitability.

Keywords: Recurrent neural networks · Deep learning
High frequency trading · Financial time series

1 Introduction

Financial time series forecasting, especially stock price forecasting has been one
of the most difficult problems for researchers and speculators. The difficulties
are mainly caused by the uncertainty and noise of samples, the generation of
samples are not just consequence of historical behavior information contained
in samples, but also influenced by information beyond historical samples such
as macro economy, investor sentiment etc. Traditional statistics methods were
well prefered to fit financial time series consider the their robustness to noise
c© Springer International Publishing AG, part of Springer Nature 2018
Y. Shi et al. (Eds.): ICCS 2018, LNCS 10861, pp. 410–418, 2018.
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and good explaination. But consider it’s pool fitting capability, their implement
on sending signal for trading were mostly undesirable. Machine learning method
were exploited to this problem and get considerable progress but bottleneck are
lead by their sensitivity to parameters and tendency to overfitting.

In recent years, deep learning method have shown remarkable progress in
many tasks such as computer visions [9,15], nature language process [7], speech
recognition [5] etc. The deep architecture have shown powerful capabilities of
feature extraction and fitting,and the auxiliary tricks such as dropout [14],batch
normalization [6] etc. and optimizer such as Rmsprop, Adam [8], Nadam etc.
were designed to improve the efficiency of training and figure problems of over-
fitting, gradient vanish, gradient explosion that substantially led by the deep
architecture and non-linear mapping during training. In application on finan-
cial time series prediction,numerous studies have shown that neural network
is a very effective tool in financial time series forecasting [2,13,16]. Weigend
et al. [12,17,18] compared the performance of neural network with that of tradi-
tional statistics methods in predicting financial time series and neural network
showed superior forecasting ability than tradition ways. NN models were firstly
applied to solve problem in financial domain in White research [19], five differ-
ent exchange rates were predicted by feedforward and recurrent networks and it
was shown in their finding that performance of predictions can be improved by
applying NN. Some works show that neural networks are efficient and profitable
in forecasting financial time series [4]. Some combinations of multiple neural
networks or NN with other method are also proposed for financial time series
forecasting. For example, a hybrid artificial method based on neural network
and genetic algorithm was used to model daily exchange rates [11].

In this paper, we extended recurrent neural network into deep architecture
as a classifier to predict the movement trend of stock price. The performance of
models were evaluated on CSI 300 stock index and the results of classification
were considered as trading signal to evaluate the profitability.

2 Recurrent Neural Networks with Deep Architecture

2.1 RNN

RNNs [20] are sequence learners which have achieved much success in applica-
tions such as natural language understanding, language generation, video pro-
cessing, and many other tasks [1,3,10]. A simple RNN is formed by a repeated
application of a function Fh to the input sequence Xt = (X1, . . . , XT ).For each
time step t = 1, . . . , T ,the function generates a hidden state ht:

ht = Fh(Xt, ht−1) = σ(WhXt + Uhht−1 + bh) (1)

for some non-linear activation function σ(x), where Xt denotes the input at
time t, Wh denotes the weight of connection between input and hidden state, Uh

denotes the weight of connection between the hidden states ht and ht−1, and bh

denotes the bias of activation.
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2.2 Batch Normalization

With the depth of a net work growing, problems such as gradient explosion and
gradient vanish may be incurred, and some approach were proposed to alleviate
these problems, one of them was batch normalization [6]. The main idea of batch
normalization is to perform normalization on the output of each layers for each
mini batch [BN], and to reduce internal covariate shift of each layer’s activation,
the mean and variance of the distribution are parameterized and learned while
training. A batch normalization layer can be formulated as:

x̂k =
xk − E[xk]
√

V ar[xk]
(2)

yk = γkx̂k + βk (3)

where xk is the activation of kth layer, yk is the output after batch normalization,
γ and β are parameters of batch normalization to be learned.

2.3 Deep Recurrent Architecture

To address the problem of stock price prediction, we extend recurrent neural
networks into deep architecture. The input of model are multi-variance time
series of high frequency market data. At each frame, the hidden outputs ht from
recurrent layer are fully connected to the next recurrent layer so that the recur-
rent units are stacked into deeper architecture. Between each stacked recurrent
layers, batch normalization are performed on each time axis so that the output
of each recurrent units can be normalized to avoid the problems that may led
by scale of activation while training on mini-batch. At the last recurrent layer,
the last normalized frame was connected to a fully connected perception and
output with a softmax layers. The details of our deep architecture are presented
in Fig. 1.

3 Data and Preprocessing Methodology

3.1 Sampling

To exploit trading signal from historical market behavior (open, close, high, low,
amount, volumns), market data of CSI 300 from the period Jan. 2016 to Dec.
2016 with frequency of 1-minute were sampled into short sequence by constant
windows with length of 120, normalization are performed on each univariate
time series of each segmented sequence.

3.2 Labeling Methodology

The profitability not only depend on the correctness of prediction on the move-
ment direction of price, but also the margin of price movement that captured
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Fig. 1. RNN architecture for financial time series prediction.

by trading signal. So we label samples by assign those whose future prices rise
or fall sharply into two single classes and the others as another class, which is
defined as:

Lt =

⎧
⎨

⎩

1 rt > rθ

0 Others
−1 rt < r1−θ

where Lt denotes the label of sample Xt,rt = ln
closet+tforward

closet
denotes the log-

arithm return of the stock index tforward minutes after t, and θ denotes the
threshold of labeling with p(rt > rθ) = θ and p(rt < r1−θ) = θ. Another rea-
son of the labeling methodology is that samples contain higher noise when the
price fluctuates in a narrow range, dependency between history behavior and
future trend are tend to be weaker than other two situations. Detail statistics of
training and test sets are shown in Table 1.

Table 1. Statistic of data sets

(a) Number of samples in each class with dif-
ferent θ.

θ
Training sets Testing sets

Rise Fluctuation Fall Rise Fluctuation Fall

0.1 12239 12277 12194 2454 2412 2370

0.15 18355 18397 18315 4511 4386 4261

0.2 24470 24504 24433 6880 6761 6642

0.25 30588 30622 30551 9667 9521 9375

0.3 36699 36738 36665 12982 12652 12322

(b) tuples (rθ, r1−θ) in different θ and tforward

θ tforward = 5 tforward = 10 tforward = 15 tforward = 20 tforward = 25 tforward = 30

0.1 (0.0026,-0.0025) (0.0036,-0.0035) (0.0044,-0.0042) (0.0051,-0.0049) (0.0057,-0.0054) (0.0063,-0.0059)

0.15 (0.0019,-0.0018) (0.0027,-0.0026) (0.0033,-0.0031) (0.0039,-0.0036) (0.0044,-0.0039) (0.0048,-0.0043)

0.2 (0.0014,-0.0013) (0.0022,-0.002) (0.0026,-0.0024) (0.003,-0.0027) (0.0034,-0.003) (0.0038,-0.0033)

0.25 (0.0011,-0.001) (0.0017,-0.0015) (0.0021,-0.0019) (0.0024,-0.0021) (0.0027,-0.0023) (0.003,-0.0025)

0.3 (0.0008,-0.0007) (0.0013,-0.0011) (0.0016,-0.0014) (0.0019,-0.0016) (0.0021,-0.0017) (0.0023,-0.0019)
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4 Experiment

4.1 Experiment Setting

We generate data sets with 5 different thresholds θ and 6 kinds of time window
tforward of prediction to train 30 RNNs. While training models and learning the
parameters, back propagation and stochastic gradient descent(SGD) are used for
updating the weights of neurons, dropout rates are 0.25 among recurrent layers
and 0.5 in fully connected layers, and the batch size is 320. The learning rate
of optimizer are 0.5 at the start of training, and decayed by 0.5 if the accuracy
on validation sets haven’t improve for 20 epochs. A early stop condition is set,
which is that accuracy on validation sets haven’t improve for 150 epochs.

4.2 Results Discussion

The performance of each model on test set are shown in Fig. 2. We find that the
prediction accuracy increases as the threshold decreases, which is likely because
the samples corresponded to larger margin of rise or fall show stronger depen-
dency between features and labels. However, the change of time windows of
prediction do not show obvious effect on model performance. Specifically, the
model with θ = 0.1, tforward = 10 reaches the best performance with the accu-
racy of 48.31%, which is remarkable for 3-classes financial time series prediction,
and can give powerful support for market practice.

We further test our 30 data sets on SVM, Random Forest, Logistic Regression
and traditional statistic model linear regression to compare results with RNN,
the best five results of each model on 30 data sets are shown in Table 2. We can
find that the performance of RNN is far better than any of the three traditional
machine learning models or linear regression, and the accuracy of SVM, the best
of the other four models, is outperformed by that of RNN about 4%.

4.3 Market Simulation

We simulate real stock trading based on the prediction of RNN to evaluate the
market performance. We follow a strategy proposed by Lavrenko et al. are fol-
lowed: if the model predicts the new sample as positive class, our system will
purchase 100,000 CYN worth of stock at next minutes with open price. We
assume 1,000,000 CYN are available at the start moment and trading signal will
not be executed when cash balance is less than 100,000 CYN. After a purchase,
the system will hold the stock for tforward minutes corresponding to the predic-
tion window of model. If during that period we can sell the stock to make profit
of rθ (threshold profit rate of labeling) or more, we sell immediately, otherwise,
at the end of tforward minute period, our system sells the stock with the close
price. If the model predicts the new sample as negative class, our system will
have a short position of 100,000 CNY worth of stock. Similarly, system will hold
the stock for tforward minutes. If during the period the system can buy the stock
at r1−θ lower than shorted, the system close the position of short by buying the
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Fig. 2. Performance of each model on 30 datasets.

Table 2. Best 5 results of each model on 30 data sets

RNN SVM Logistic regression Random forest Linear regression

1tforward =10θ = 0.1 tforward =20θ = 0.1tforward =10θ = 0.1 tforward =20θ = 0.1tforward =5θ = 0.3

48.31% 44.03% 43.41% 43.83% 35.75%

2tforward =5 θ = 0.1 tforward =10θ = 0.1tforward =5 θ = 0.1 tforward =5 θ = 0.1tforward =5θ = 0.25

47.40% 43.89% 42.97% 43.52% 35.03%

3tforward =10θ = 0.15tforward =25θ = 0.1tforward =5 θ = 0.15tforward =10θ = 0.1tforward =5θ = 0.2

46.45% 43.13% 42.67% 42.88% 34.81%

4tforward =5 θ = 0.15tforward =30θ = 0.1tforward =5 θ = 0.3 tforward =25θ = 0.1tforward =5θ = 0.1

46.40% 43.12% 42.33% 41.71% 34.55%

5tforward =15θ = 0.1 tforward =15θ = 0.1tforward =5 θ = 0.2 tforward =15θ = 0.1tforward =5θ = 0.15

45.67% 42.44% 42.13% 41.50% 34.29%

stock to cover. Or else, at the end of the period, system will close the position
in the same way at the close price of the end of period.

To simulate this strategy we use models trained on training sets to predict
the future trend of stock in each minute from April 18th 2016 to January 30th
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2017, and send trading signal according to the prediction made by models. The
profits of each model on market simulation are presented in Table 3. We can
see from results that all simulations based on trading signals sent by prediction
models are all significantly more profitable than randomly buy and sell strategy,
which implies that prediction models can catch suitable trading points by predict
future trends to make profit. Among these prediction models, all simulations
based on machine learning prediction models result in higher profit than linear
regression, which indicates that the non-linear fitting of machine learning models
show better efficiency in extreme market signal learning than traditional statistic
models. Specially, RNN achieves 18.13% more profit than the statistic model,
even the second best model is 11.13% less profit than RNN.

Table 3. Market simulation results

Hyper-parameter Profit

RNN θ = 0.1 24.50%

tforward = 10

Linear regression θ = 0.3 6.37%

tforward = 5

Logistic regression θ = 0.1 13.37%

tforward = 10

Random forest θ = 0.1 9.65%

tforward = 10

SVM θ = 0.1 12.93%

tforward = 10

Random buy and sell — 1.03%

tforward = 10

5 Conclusion

In this paper we extend RNN into deep structure to learning the extreme market
from the sequential samples of historical behavior. High frequency market data
of CSI 300 are used to train the deep RNN and the deep structure do improve the
accuracy of prediction compared with the traditional machine learning method
and statistical method. In the sight of practice, this paper presents the applica-
bility of deep non-linear mapping on financial time series, and 48.31% accuracy
for 3-classes classification is meaningful for practice in market. And we further
prove the better profitability of deep RNN in market simulation than that of
any traditional machine learning models or statistic models.
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Abstract. Multi-view Multi-task (MVMT) Learning, a novel learning
paradigm, can be used in extensive applications such as pattern recog-
nition and natural language processing. Therefore, researchers come up
with several methods from different perspectives including graph model,
regularization techniques and feature learning. SVMs have been acknowl-
edged as powerful tools in machine learning. However, there is no SVM-
based method for MVMT learning. In order to build up an excellent
MVMT learner, we extend PSVM-2V model, an excellent SVM-based
learner for MVL, to the multi-task framework. Through experiments we
demonstrate the effectiveness of the proposed method.

Keywords: SVM-based · MVMT learning · PSVM-2V
Regularization method

1 Introduction

With the promotion of diversified information acquisition technology, many sam-
ples are characterized in many ways, and thus there are a variety of multi-view
learning theories and algorithms. Those works have already been extensively used
in the practical applications such as pattern recognition [1] and natural language
processing [2]. However, multi-view learning merely solves a single learning task.

In many real-world applications, problems exhibit dual-heterogeneity. To
state it clearly, a single task has features due to multiple views (i.e., feature het-
erogeneity); different tasks are related with one another through several shared
views (i.e., task heterogeneity) [3]. Confronted with this problem, neither multi-
task learning nor multi-view learning is suitable to model. Aiming at settling this
complex problem, a novel learning paradigm (i.e. multi-view multi-task learning,
or MVMT Learning) has been proposed, which deals with multiple tasks with
multi-view data.

He and Lawrence [3] firstly proposed a graph-based framework (GraM2) to
figure out MVMT problems. Correspondingly, an effective algorithm (IteM2)
was designed to solve the problem. Zhang and Huan [4] developed a regularized
c© Springer International Publishing AG, part of Springer Nature 2018
Y. Shi et al. (Eds.): ICCS 2018, LNCS 10861, pp. 419–428, 2018.
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method to settle MVMT learning based on co-regularization. Algorithm based on
share structure to deal with multi-task multi-view learning [5]was also proposed
afterwards. Besides classification problem, Zhang et al. [6] introduced a novel
problem named Multi-task Multi-view Cluster Learning. In order to deal with
this special cluster problem, the author presented an algorithm based on graph
model to handle nonnegative data at first [6]. Then an improved algorithm [7]
was introduced to solve the negative data set.

For decades, SVMs have been acknowledged as powerful tools in machine
learning [8,9]. Therefore, many SVM-based algorithms have been proposed for
MVL and MTL separately. Although there are several methods dealing with the
MVMT learning, models based on SVM have not yet to be established. In order
to make use of the excellent performance of SVM, we incorporate multi-task
learning into the existing SVM-based multi-view model.

From the perspective of MVL, both consensus principle and complementarity
principle are essential for MVL. While the consensus principle emphasizes the
agreement among multiple distinct views, the complementary principle suggests
that different views share complementary information. Most MVL algorithms
achieve either consensus principle or complementary principle. However, a novel
MVL model PSVM-2V under the framework of Privileged SVM satisfies both
consensus and complementary through combining the LUPI and MVL [10].

In this paper, we construct a new model PSVM-2VMT by extending the
PSVM-2V model to the multi-task learning framework. In a single task, we take
advantage of PSVM-2V to learn from multiple distinct views; among different
tasks, we add regularized terms to ensure the parameters of the same view
are similar to each other. Hence, we establish a SVM-based model to solve the
MVMT learning. According to the conventional solution of SVM problem, we
derive the dual problem of the primal problem and then adopt the classical
quadratic programming (QP) solver. We conduct experiments to demonstrate
the effectiveness of our model.

To sum up, there are two main contributions of this paper. Firstly, we extend
the PSVM-2V model to the multi-task learning framework. Secondly, we conduct
experiments on multi-view multi-task data sets, and the results validate the
effectiveness of our method.

The rest of this paper is organized as follows. In Sect. 2, we survey related
work. Concrete model and corresponding optimization method are presented in
Sects. 3 and 4. In Sect. 4, we carry on experiments to demonstrate the effective-
ness of our model. At last, we conclude our work in Sect. 5.

2 Related Work

2.1 Multi-task Learning

Multi-task learning (MTL) is a learning paradigm with the help of other tasks to
improve the generalization performance of original task [11]. Specifically, char-
acterizing the relationships among tasks is the core of MTL.

In the early study of MTL, we assume that different tasks are closely related.
Multi-Task feature learning is a classical method based on this assumption.
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According to the relationship between the original feature space and learned fea-
ture space, there are two distinctive methods, i.e. feature transformation meth-
ods and feature selection methods. Multi-Task feature learning (MTFL) [12]
transformed original feature space into low-dimension common feature space.
Multi-Task feature selection (MTFS) [13] was the first method to select feature
from the original feature space in multi-task learning by adding l2,1 norm of the
weight matrix to the objective function. There were other developments in fea-
ture selection by substituting different norms such as l∞,1 [14], capped-lp,1 [15].

Besides MTFL, there were others methods brought up based on the posi-
tive relation correlation. The regularized multi-task support vector machine [16]
extended SVM into the multi-task learning framework by confining parameters
for all tasks as similar as possible. Parameswaran and Weinberger [17] extended
large margin nearest neighbor (lmnn) algorithm to the MTL paradigm.

However, the assumption of positive tasks correlation is too strong to conform
the practical situation. Therefore, researchers come up with distinct models to
figure out the outlier tasks and negative task correlation. Thrun and O’Sullivan
[18] firstly came up with the task clustering method by introducing a weighted
nearest neighbor classifier for each task. Bakker and Heskes [19] developed a
multi-task Bayesian neural network model. The work by Jacob et al. [20] explored
task clusters under the regularization framework using three orthogonal terms.

Learning the task relationships automatically from data is an advanced learn-
ing method. In [21], the covariance matrix of tasks relationships was learned by
assuming the data samples conforming to Gauss distribution. Multi-task rela-
tionship learning (MTRL) [22] also learned the covariance matrix of tasks rela-
tionship but through a more direct way, assuming parameter matrix conforming
to the matrix normal distribution. [23] was similar to MTRL, but the model
construct the covariance matrix of tasks relationship as well we feature.

2.2 Multi-view Learning

Multi-view learning (MVL) makes use of the data coming from multiple sources
to explore the latent knowledge. For MVL models both consensus principle and
complementary principle are crucial principles to obey [10]. According to dif-
ferent application, existing multi-view learning is mainly divided into tree cate-
gories: co-training, multiple kernel learning and subspace learning [24].

Co-training utilizes the complementary information among multiple views to
learn alternatively, minimizing the disagreement and thus improving the model
generalization. Multiple kernel learning explores the connection among multiple
views by integrating distinctive kernel functions corresponding to distinctive
feature spaces. Subspace learning assumes multiple views share common latent
space. Although these three learning methods are seemingly diverse, they all
follow consensus principle and complementary principle.

With the extensive study of MVL, there are a variety of SVM-based MVL
models. Brefeld and Scheffer [25] developed the Co-EM SVM to exploit the
unlabeled data. SVM-2K [26] was proposed to take advantage of two views
by combining SVM and the distance minimization version of KCCA. In [27],
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Li et al. linked co-training to random sampling building up a new model
MTSVM. The work by Xu et al. [28] introduced the theory of the information
bottleneck to multi-view learning. Rakotomamonjy et al. suggested a multi-view
intact space learning algorithm [29] by incorporating the encoded complemen-
tary information to MVL.

2.3 Multi-view Multi-task Learning

Many real-world problems are so complicated that they usually require to learn
several tasks at the same time with diverse data sources. Because this kind of
problems own task heterogeneity as well as feature heterogeneity, multi-task
learning or multi-view learning cannot provide solution for these kind of prob-
lems. Existing multi-task learning merely takes advantage of the relatedness
among different tasks ignoring the consistency within distinct views; however,
existing multi-view learning have not yet to take the information from other
tasks into consideration. Therefore, multi-view multi-task learning (MVMTL)
comes into being recently.

A graph-based framework (GraM2) to deal with multi-task multi-view prob-
lem was proposed in [3]. He and Lawrence assumed that in a single task each of
the view keep consistency with other views, and the shared views among different
tasks own the similar predictions. Under this situation, shared views became the
bridge to connect distinct tasks. Correspondingly, an effective algorithm (IteM2)
was designed to solve the problem. However, the GraM2 framework only aimed
at nonnegative data set. In order to expand the range of data set to the negative
data, a regularized framework was proposed. Based on the co-regularization in
a single task, Zhang and Huan [4] added regularized multi-task learning method
into the co-regularization model. Algorithm based on share structure to deal
with multi-view multi-task learning [5] was also proposed afterwards. Save for
aiming at classification problem, in [6] Zhang et al. introduced a novel problem
named Multi-view Multi-task Cluster Learning. In order to deal with this special
cluster problem, they presented an algorithm based on graph model to handle
nonnegative data at first [6]. Then an improved algorithm [7] was introduced to
solve more general data set including negative data.

3 PSVM-2VMT Model

There are several multi-view multi-task learning methods based on different
perspective such as graph models and co-regularized methods. However, mod-
els based on SVM have not yet to been studied. SVMs, as traditional powerful
machine learning models, outperformance most other learning methods. Hence,
we propose a SVM-based model to deal with the MVMT learning. We firstly
apply an advanced multi-view learning method PSVM-2V within each task and
then learn multiple related tasks simultaneously using regularization techniques.
Through extending PSVM-2V model to multi-task learning framework, we estab-
lish a powerful model based on SVM to solve MVMT problem.
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3.1 Notation and Problem Overview

Consider a multi-view multi-task learning problem with T tasks. In each task,
there is a supervised multi-view learning problem with data set (Xt, Yt), where
Xt comes from multiple sources. In order to make use of all tasks simultaneously
with all views, an unified model is needed to learn the decision function f(x) for
every view in every task. In this paper, our proposed model is based on PSVM-
2V. As a result, there are only two views have been taking into considerations.
The scripts of A and B represent the certain two views. Suppose we use low-
ercase letter t to present the serial number of tasks, then there are lt samples
for task t and the ith training point in task t is presented as (xA

it
, xB

it
, yjt). In

proposed model, wt
A, wt

B denote weight vectors for views A and B in task t.
C, CA, CB , γ, θ are hyperparameters remain to be chosen.

3.2 PSVM-2V

PSVM-2V model is a novel MVL method which incorporates Learning Using
Privileged Information (LUPI) into MVL [10]. This model takes views A and B
into consideration, regarding each view as the other view’s privileged informa-
tion. The concrete formulation of PSVM-2V is presented as follow:

min
wA,wB

1
2
(‖wA‖2 + γ‖wB‖2) + CA

l∑

i=1

ξA∗
i + CB

l∑

i=1

ξB∗
i + C

l∑

i=1

ηi

s. t. |(wA · φA(xA
i )) − (wB · φB(xB

i ))| � ε + ηi,

yi(wA · φA(xA
i )) � 1 − ξA∗

i ,

yi(wB · φB(xB
i )) � 1 − ξB∗

i ,

ξA∗
i � yi(wB · φB(xB

i )), ξA∗
i � 0,

ξB∗
i � yi(wA · φA(xA

i )), ξB∗
i � 0,

ηi � 0, i = 1, · · · , l.

(1)

3.3 PSVM-2VMT

Existing PSVM-2V only aims at single task with two views. When we are con-
fronted with multiple tasks, one direct way to extend the PSVM-2V is to learn
each of the multiple task individually, the optimization goal is presented below:

min
wt

A,wt
B

T∑

t=1

[
1
2
(‖wt

A‖2 + γ‖wt
B‖2) + CA

lt∑

it=1

ξA∗
it + CB

lt∑

it=1

ξB∗
it + C

lt∑

it=1

ηit

]
(2)

Apparently Eq. (2) has not utilize the relationship among different tasks. To use
the relationship among multiple tasks, we add a regularized term in the objective
function. We chose the least square loss as the formulation of the regularized
term, on one hand this regularization term limits the change of weight among
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tasks, on the other hand it is easy to optimize by calculating the gradient. At
last, we gain the following model:

min
wt

A
,wt

B

T∑

t=1

[
1

2
(‖wt

A‖2 + γ‖wt
B‖2) + CA

lt∑

it=1

ξA
∗

it + CB
lt∑

it=1

ξB
∗

it + C

lt∑

it=1

ηit

]

+
θ

2

∑

t �=t′
(‖wt

A − wt′
A‖2 + ‖wt

B − wt′
B‖2)

s. t. |(wt
A · φA(xA

it)) − (wt
B · φB(xB

it))| � ε + ηit ,

yit(w
t
A · φA(xA

it)) � 1 − ξA
∗

it ,

yit(wB · φB(xB
it)) � 1 − ξB

∗
it ,

ξA
∗

it � yit(w
t
B · φB(xB

it)), ξA
∗

it � 0,

ξB
∗

it � yit(w
t
A · φA(xA

it)), ξB
∗

it � 0,

ηit � 0, it = 1, · · · , lt.

(3)

According to the traditional method to settle the SVM problem, deriving the
corresponding dual problem is an effective way to simplify the primal problem.
Hence, we take Eq. (3) as primal problem and derive the dual problem. On the
basis of the dual theory, we calculate the derivative of the Lagrangian function,
gain the KKT conditions and obtain the dual problem as shown in Eq. (4).

min

T∑

t=1

[(θ +
1

2
− θT )

lt∑

it,jt=1

(α
A
it

yit −β
+
it

+ β
−
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− λ
B
it

yit )(α
A
jt
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+
jt

+ β
−
jt

− λ
B
jt

yjt )κA(x
A
it

, x
A
jt
)

+ (θ +
1

2γ
− θT )

lt∑

it,jt=1

(α
B
it

yit + β
+
it

− β
−
it

− λ
A
it

yit )(α
B
jt

yjt + β
+
jt

− β
−
jt

−λ
A
jt

yjt )κB(x
B
it

, x
B
jt
)]
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t′ yj
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+
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B
j
t′ yj
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A
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A
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+
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l
t′∑

j
t′=1

(α
B
it
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+
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− β
−
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− λ
A
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B
j
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+
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B
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+

T∑

t=1

[ε
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it=1

(β
+
it

+ β
−
it
) −
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it=1

(α
A
it

+ α
B
it
)]

s. t. α
A
it

+ λ
A
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� C
A

, α
B
it

+ λ
B
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� C
B

, β
+
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+ β
−
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� C,

α
A
it

, α
B
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, β
+
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, β
−
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, λ
A
it

, λ
B
it

� 0.

(4)

Because the formulation of dual problem in Eq. (4) is a classical con-
vex QPP, we can solve the problem using QP solver. Moreover, using the
KKT conditions we have the following conclusions without proof, which is
similar to the conclusions in [30]. Suppose that α1

A�, α1
B�, β1

+�, β1
−�, λ1

A�,
λ1

B�, . . . , αT
A�, αT

B�, βT
+�, βT

−�, λT
A�, λT

B� is a solution of Eq. (4), then the solu-
tions wt

A and wt
B of Eq. (3) can be formulated as follows.

wt
A =

lt∑

it=1

(αA
ityit − β+

it
+ β−

it
− λB

ityit)φA(xA
it), (5)
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wt
B =

1
γ

lt∑

it=1

(αB
ityit + β+

it
− β−

it
− λA

ityit)φB(xB
it ). (6)

Since in PSVM-2V there is a assumption that each view has sufficient infor-
mation to learn a classifier, we assume that in PSVT-2VMT two discriminative
classifiers learning from different feature views are equally important. Hence,
we have the following prediction function to predict the label of a new sample
(xA

t , xB
t ) for task t:

ft = sign(ft(xA
t , xB

t )) = sign(0.5(wt
A∗�φA(xA

t ) + wt
B∗�φB(xB

t ))). (7)

where wt
A∗ and wt

B∗ are the optima of Eq. (3)
In summary, we can predict using Eq. (7) when both the two views of a new

sample are available.

4 Numerical Experiment

In this section, we demonstrate the effectiveness of proposed model for binary
classification based on 10 data sets obtained from Animals with Attributes
(AwA). We carry out experiments on a Windows workstation with Inter Core
CPU(i7-6700K@4.00 GHz) and 32-GB RAM. In order to measure the perfor-
mance of different models, we take the accuracy as a criterion. Through using
fivefold cross validation, we gain the best parameter for each model. The details
of experiments are as follow.

4.1 Experimental Setup

Data Sets. Animals with Attributes: The Animals with Attributes (AwA)1 con-
tains 30475 images of 50 animals classes with six pre-extracted feature represen-
tations for each image. In our experiments, we take the 252-dimensional HOG
features and the 2000-dimensional L1 normalized SURF descriptors as views A
and B. Moreover, we take out ten classes as train and test data sets and con-
struct nine binary classifications regarding as nine tasks. There are 200 samples
selected randomly for each task to train. Table 1 shows the details of these nine
tasks.

Parameters. In PSVM-2VMT, there are several hyperparameters which influ-
ence the performance of model. In order to obtain the best parameters for all
models, we implement fivefold cross validation. Empirically, the smaller the
parameter ε in SVM is, the performance of SVM is better. Hence, we set ε
to be 0.001. For convenience, we set C = CA = CB . Under this situation, there
are still four hyperparameters including kernel parameter σ, penalty parameter
C,θ and nonnegative parameter γ need to be chosen. We adopt grid search as
a means of choosing hyperparameters. Since a grid search usually picks values
approximately on a logarithmic scale, we select those four hyperparameter from
{10−3, 10−2, 10−1, 1, 101, 102, 103}.
1 Available at http://attributes.kyb.tuebingen.mpg.de.

http://attributes.kyb.tuebingen.mpg.de
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Table 1. Details of multiple tasks

Task number Classification problem

Task 1 Chimpanzee vs Giant panda

Task 2 Chimpanzee vs Leopard

Task 3 Chimpanzee vs Persian cat

Task 4 Chimpanzee vs Pig

Task 5 Chimpanzee vs Hippopotamus

Task 6 Chimpanzee vs Humpback whale

Task 7 Chimpanzee vs Raccoon

Task 8 Chimpanzee vs Rat

Task 9 Chimpanzee vs Seal

4.2 Experimental Results

We use PSVM-2VMT to settle MVMT learning aiming at the aforementioned
tasks. Due to the limitation of QP solver for large-scale data set, we choose two
tasks as the input of PSVM-2VMT. Hence, we obtain 80 results for each task
pair combination, as shown in Table 2. Select the optimal accuracy for each task,
we draw the histogram as shown in Fig. 1.

Table 2. Performance on PSVM-2VMT based on 2 tasks

Training task 1:75.28 1:76.3 1:75.44 1:76.42 1:76.56 1:76.46 1:75.78 1:75.27

2:84.34 3:82.4 4:75.15 5:79.82 6:95.52 7:76.45 8:68.31 9:83.72

Training task 1:75.28 1:76.3 1:75.44 1:76.42 1:76.56 1:76.46 1:75.78 1:75.27

2:84.34 3:82.4 4:75.15 5:79.82 6:95.52 7:76.45 8:68.31 9:83.72

Training task 2:83.82 2:83.99 2:80.38 2:86.86 2:83.5 2:82.95 2:83.87 2:84.54

1:76.64 3:82.22 4:71.4 5:78.41 6:96.1 7:77.8 8:68.89 9:83.37

Training task 3:80.95 3:80.95 3:80.95 3:82.13 3:81.8 3:82.57 3:81.89 3:81.41

1:77.69 2:83.19 4:72.68 5:80.4 6:97.13 7:78.66 8:68.91 9:83.34

Training task 4:72.33 4:73.15 4:72.57 4:71.99 4:72.12 4:72.66 4:72.12 4:71.58

1:76.81 2:84.04 3:81.3 5:81.59 6:96.7 7:76.28 8:65.86 9:84.45

Training task 5:79.22 5:78.86 5:80.04 5:79.19 5:78.6 5:78.6 5:78.6 5:79.75

1:75.74 2:85.14 3:81.49 4:71.81 6:95.77 7:76.07 8:72.11 9:84.3

Training task 6:96.3 6:96.3 6:96.3 6:96.3 6:96.3 6:96.3 6:95.59 6:96.71

1:77.06 2:82.38 3:81.7 4:72.18 5:78.92 7:77.48 8:71.04 9:83.72

Training task 7:75.84 7:76.23 7:78.89 7:76.55 7:77.13 7:77.11 7:76.13 7:76.13

1:76.11 2:86.3 3:81.84 4:75.81 5:79.64 6:96.21 8:65.76 9:83.66

Training task 8:65.6 8:65.6 8:65.6 8:65.6 8:65.6 8:69.91 8:65.44 8:68.91

1:76.94 2:84.46 3:81.79 4:72.63 5:79.46 6:95.72 7:77.09 9:84.48

Training task 9:83.64 9:84.46 9:84.11 9:84.39 9:84.7 9:84.78 9:84.78 9:84.78

1:75.98 2:86.08 3:81.03 4:71.78 5:79.13 6:96.35 7:76.27 8:75.11
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Fig. 1. Best accuracy of 9 tasks

5 Conclusion

In this paper, we proposed a novel model based on SVM to settle the MVMT
learning. The existing model PSVM-2V is an effective model for MVL achieving
both consensus and complementary principle. Based on PSVM-2V, we construct
PSVM-2VMT to settle the MVMT learning. We have derived the correspond-
ing dual problem and adopted the classical QP to solve it. Experimental results
demonstrated the effectiveness of our models. In the future, we will design corre-
spond speedup algorithm to solve our problems. Furthermore, because we assume
all tasks are related in PSVM-2VMT, we will explore more complicated task
relationship in the future study.
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Abstract. Based on the media news of Alibaba and improvement of L&M
dictionary, this study transforms unstructured text into structured news senti-
ment through dictionary matching. By employing data of Alibaba’s opening
price, closing price, maximum price, minimum price and volume in Thomson
Reuters database, we build a fifth-order VAR model with lags. The AR test
indicates the stability of VAR model. In a further step, the results of Granger
causality tests, impulse response function and variance decomposition show that
VAR model is successful to forecast variables dopen, dmax and dmin. What’s
more, news sentiment contributes to the prediction of all these three variables.
At last, MAPE reveals dopen, dmax and dmin can be used in the out-sample
forecast. We take dopen sequence for example, document how to predict the
movement and rise of opening price by using the value and slope of dopen.

Keywords: News sentiment � Dictionary matching � Stock price forecast

1 Introduction

As one of the most common sources of daily life information, it is unavoidable for
media news to be decision-making basis for individuals, institutions and markets.
Nevertheless, even in the recognition of the vital position of news, it can be difficult for
investors to screen out effective information and make investment plan to max-imize
profits. Recently, more and more investors’ and financial analysts’ attentions have been
paid on news sentiment. In May 2017, in the Global Artificial Intelligence Technology
Conference (GAITC), held in the National Convention Center, it is pro-posed that AI
will play an increasingly crucial role in the financial field in future. And text mining is
going to has a promising application prospects. However, manually extracting news
sentiment from news text turns out to be difficult and time-consuming.

At present, the sentiment analysis in financial mainly includes two aspects, investor
sentiment and text sentiment. Nevertheless, most of Chinese scholars’ researches are
focused on text sentiment. With the rapid development of Internet and AI, structural
data analysis is far from enough to meet the need of people’s daily life. Hence, the
sentiment analysis of news text in this study is of great implication.

The effective source of information is the guarantee of text sentiment analysis.
Kearney and Liu summarize various information sources, including public corporate
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disclosures, media news and Internet postings [1]. Dictionary matching and machine
learning are the common methods of text sentiment analysis, with its own pros and
cons. Dictionary matching [2–6] is relatively simple, but the subjectivity of the artificial
dictionary is larger and the accuracy is limited. On the contrary, machine learning
[7–10] is able to avoid subjective problems and improve accuracy, but it comes with a
higher cost and much more work. In domestic study, public sentiment analysis is
getting more and more popular. However, Chinese dictionaries, especially in specific
areas, have not been established. Most of scholars rely on Cnki Dictionary, which is not
suitable for financial analysis. Additionally, unstructured data as such Micro-blog and
comments [11] are often utilized in domestic public sentiment analysis, which is too
subjective consciousness compared with media news. Thus, immense volume of data is
required to match the professional and literal dictionary. As a result, foreign dictionary
turns out to be more mature and suitable, together with a wide use of English language,
dictionary matching has gained its popularity. Words in dictionary matching are
divided into three categories: positive, negative and neutral. It is worth of noting that
constructing or selecting a sentiment dictionary that is applicable to financial study.
What’s more, designing an appropriate weighting scheme has been a breakthrough in
text sentiment analysis.

The stock market is closely concerned by investors. The study of the stock price
forecast has also become a heated and difficult problem in recent years. At present,
econometric analysis [12–16] in stock price prediction model has been very mature,
such as linear regression model, vector autoregressive model, Markov chain model, BP
neural network model, GARCH model [15–20]. In spite of this, unstructured data is not
fully utilized, resulting the inability for pure mathematical model to achieve accurate
forecast of stock market. Therefore, it provides a new method of combing quantitative
news sentiment with traditional mathematical model.

The rest of paper is organized as follows. In Sect. 2, we construct a VAR model
based on news sentiment analysis. In Sect. 3, we conduct a series of empirical tests,
including data processing, unit root test, Granger causality test, impulse response
function analysis and variance decomposition. In Sect. 4, we test the forecast effect of
in-static and out-static sample. Finally, in Sect. 5, we conclude and give future work of
our research.

2 Construction of VAR Model

2.1 News Sentiment Analysis

This article mainly uses the news released by the media as the source of information. In
order to ensure more comprehensive information contained in the news, this article
takes Alibaba as an example, using Gooseeker software to capture press release date,
news content and news links of 4569 news from 12 news reports including Sina
Finance, China Daily, PR Newswire, The Dow Jones Network, Economic Times,
Seeking Alpha, etc. The frequency of the data is based on the day, from September 19,
2014 (the day that Alibaba listed). As a representative of unstructured data, news needs
to be processed through the process of Fig. 1 [4].

430 L. Zhang et al.



Among the process, (1) corpus, namely the collection of news, needs to be further
processed in order to become useful information; (2) tokenize, that is the secondary
processing of the corpus. This article combines the regular expression module in
Python with Excel to remove the collection of non-essential characters in corpus;
(3) segment is transforming a string into single words according to a certain charac-
teristic; (4) match is the key means to complete the word and dictionary matching,
which can be considered as the transition from unstructured data to structured data.
This paper chooses the L & M dictionary as matching dictionary. This dictionary
contains a number of positive and negative words, and is more suitable for the field of
finance and economics. For example, “tax” is considered as a negative vocabulary in
other dictionaries while a neutral vocabulary in L & M dictionary [1]. This dictionary
consists of words with the same root but different meanings and different roots but the
same meaning. For instance, the word “care” and “careless” have the same stem, but
the meaning is exactly the opposite. The word “gram” and “grammar” also have the
same root, with irrelevant meaning as well. Currently, some scholars adopt the method
of stem and root matching, which will cause the problem of low accuracy. In view of
the root matching will bring statistical error to some extent, this paper sacrifices
matching efficiency in exchange for a higher match accuracy by treating words with the
same root as different words and making the L&M dictionary a regular one dimensional
array. Through matching, this article statistics the frequency of positive words and
negative words appearing in each piece of news respectively, and imports the matching
result into Mysql database; (5) Quantification is the destination of unstructured data
into structured data. This paper defines the result of quantification as sentiment. The
choice of the quantification formula is directly related to the forecast effect of the stock
price in the later period. Therefore, it is very important to select a reasonable formula.

Due to the impact of the event itself, there will be the same source of different news
reports and different sources of the same report. For the former, it may be necessary to
sum the word frequency to quantify the text; for the latter, averaging the word fre-
quency may be more appropriate. In order to avoid the tedious work-load of above two
methods, this paper adopts the sampling method for approximate treatment. That is to
say, if the sampling results show that most of the news comes from different events,
then all news of the same day is regarded as different events, otherwise, it is regarded as
the same event. Based on the above factors, this article selects formula (1) and use of
SQL statements to quantify the news sentiment. The advantage of this formula is that
regardless of whether the news of the same day is eventually treated as the same event
or different event, the result is the same. At present, the formula is also quite popular
with scholars [21].

CorpusNews 
Information Tokenize Segment Match

Dictionary

News 
Sentiment

Input Quantify

Input

Fig. 1. Main process of news sentiment.
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S0 ¼
P

PF=n�P
NF=nP

PF=nþ P
NF=n

¼ S ¼
P

PF �P
NFP

PFþ P
NF

ð1Þ

In formula (1), S denotes the sentiment values calculated by adding up, S’ repre-
sents the sentiment values by averaging. When S(S′) > 0, the sentiment demonstrates
positive, investors may be optimistic about the situation on the day, on the contrary, the
sentiment takes on negative, investors may be pessimistic. PF indicates the frequency
of positive words appearing on a particular day’s news, and NF indicates the frequency
of negative words appearing on a particular day’s news.

2.2 Construction of Stock Price Forecasting Model

The stock market, as an active zone for investors, is often regarded as a barometer of
economic activity and plays a decisive role in the development of the national econ-
omy. Choosing and building a reasonable stock price forecasting model is of great
significance to all countries, enterprises and individuals. Based on the literature of stock
price forecast, this paper summarizes the variables commonly used in predecessors’
stock price forecasting, including the three categories of technical indicators,
macroeconomic variables and stock price raw data [11, 22–24]. Among them, the
adoption of technical indicators combined with the original data is popular, and the
forecast results are often satisfactory. However, the effective market hypothesis put
forward by Eugene Fama in 1970 holds that all valuable information has been timely,
accurately and fully reflected in the stock price movements. Even though the theory is
still controversial, it can be thought that the past transaction information affects the
investor sentiment on the one hand. On the other hand, the investor sentiment also
indicates the volatility of the future stock market. That is, the original stock price data
not only contains the information needed by investors, but also by the external senti-
ment. Based on this, this article assumes that the combination of raw data and senti-
ment value of stock price can predict the trend of future stock price. In summary, this
article initially identifies the variables in the model as follows: closing price (close),
opening price(open), minimum(min), maximum(max), trading volume(volume) and
news sentiment(sentiment).

Considering the significant time series features and the lasting effects of each vari-
able, this paper determines to construct a time series model. However, for the commonly
used time series models such as AR (p), MA (p), and ARMA (p), the model for solving
the univariate problem is served in spite of the lag effect. Taking all factors into con-
sideration, this article focuses on the VAR (p) model. VARmodel is often used to predict
interconnected time-series systems and to analyze the dynamic impact of stochastic
disturbances on the variable system, thus explaining the impact of various economic
shocks on the formation of economic variables. At present, VARmodel is widely sought
after by many economists. Its general form can be expressed as formula (2).

Yt ¼ a0 þ a1Yt�1 þ a2Yt�2 þ . . .þ apYt�p þ et t ¼ 1; 2; . . .; T ð2Þ
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Where Yt is an n-dimensional endogenous variable, t 2 T, ai (i 2 N,
0 � i � p) is the parameter matrix to be estimated, et is an n-dimensional random
vector, E(et) = 0, p denotes the lag order. Equation (2) can be called VAR (p) model.

Ignoring the constant term, Eq. (2) can be abbreviated as Eq. (3).

AðLÞYt ¼ et ð3Þ

Among them, AðLÞ ¼ In � a1L� a2L2 � . . .� apLp, A(L) 2 Rnxn, L is a lag
operator. The formula (3) is generally called the unrestricted vector autoregressive
model [25].

In summary, the preliminary non-restrictive VAR(2) model to be established in this
paper is shown in Eq. (4).
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3 Empirical Test of VAR Model

3.1 Data Source and Processing of Stock Price

The stock data in this article is sourced from the Thomson Reuters database. We extract
opening price, closing price, the maximum price, the minimum price and trading
volume from the database for a total of 633 trading days from September 19, 2014
(listed) to March 24, 2017. The data frequency is the day. In the meantime, in order to
test the final out-of-sample prediction effect of the model, this paper specifically selects
a total of 575 transaction days from September 19, 2014 to December 30, 2016 as
sample data to input into the models, and the remaining data in total of 57 from January
3, 2017 to March 24, 2017 are reserved for the test data to test the model. Eviews9.0 is
selected as the measurement software of this article.

In data processing, the six variables of the model are standardized to eliminate the
dimensional difference between the variables. Generally believed that the absolute
value of more than 3 can be considered as abnormal values after the standardization of
the data. The results show that the trading volume data on the day of Sept. 19, 2014 is
close to 17 and much higher than 3 after standardization, which is attributable to the
noticeably higher number of news media coverage on the listing day that leads to the
overwhelming reaction of the public and the abnormal trading volume. In order to
avoid the large error brought to the model by the extreme trading volume on the listing
day, this paper excludes the data on the date of listing before the model is constructed,
and keeps the stock price data and sentiment values of the remaining 574 trading days.
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3.2 Unit Root Test of VAR Model

The application of VAR model requires that the sequence be stable, otherwise, it is easy
to produce false regression [12]. For example, wrong conclusion may be made within
are two variables with no economic relationship. However, the sequences encountered
in real life are often non-stationary, which need to be differenced to obtain the smooth
sequence. In order to eliminate the phenomenon of pseudo-regression, we use the ADF
test to test the sequence of model variables. The results are shown in Table 1.

The results show that volume and sentiment are I (0) processes, close, open, max
and min are I (1) processes, denoted as dclose, dopen, dmax and dmin respectively.
There is a clear mapping between close and dclose. When dclose > 0, it can be inferred
that today’s closing price is higher than the closing price yesterday, on the contrary, the
closing price today is lower than yesterday’s closing price, the remaining variables are
the same to be obtained. Finally, the six stationary sequences of dclose, dopen, dmax,
dmin, volume and sentiment are added to the VAR model. Taking lag 2 as an example,
the transition from formula (4) to formula (5) is made.
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3.3 Determination of Lag Period in VAR Model

The determination of lag order is directly related to the quality of the model. On the one
hand, the larger the lag order, the more realistic and comprehensive the information
reflected. On the other hand, an excessively large lag order will lead to a decrease of the
freedom degree of the model and an increase of the estimated parameters, thereby
increasing the error and decreasing the prediction accuracy. Based on this, the proper
lagging order plays a decisive role. In this paper, the 8-order lag test is carried in VAR
(2) model by Eviews9.0, the results shown in Table 2.

Table 1. T ADF test results.

Variables Test
statistics

1%
threshold

5%
threshold

10%
threshold

P
value

Stable or
not

volume −12.54943 −3.974123 −3.417668 −3.131264 0.0000 Yes
sentiment −19.04287 −3.974123 −3.417668 −3.131264 0.0000 Yes
dclose −22.44971 −3.974152 −3.417681 −3.131272 0.0000 Yes
dopen −26.25389 −3.974152 −3.417681 −3.131272 0.0000 Yes
dmax −22.09662 −3.974152 −3.417681 −3.131272 0.0000 Yes
dmin −22.26319 −3.974152 −3.417681 −3.131272 0.0000 Yes
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According to the principle of asterisk at most, it is determined that the model is
optimal for 5 lags, so the VAR(5) model is established as Eq. (6).

Yt ¼ a0 þ a1Yt�1 þ a2Yt�2 þ a3Yt�3 þ a4Yt�4 þ a5Yt�5 þ et ð6Þ

Among them, Y ¼
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1
CCCCCCCCCA

The results of the VAR model can be estimated by OLS.
The AR test is used to determine the stability of the VAR(5) model, as shown in

Fig. 2, all the characteristic roots of the model fall within the unit circle, indicating that
the model is stable.

Table 2. Lag period test results.

Lag LogL LR FPE AIC SC HQ

0 522.8801 NA 6.49e−09 −1.826431 −1.780439 −1.808481
1 1098.340 1136.687 9.64e−10 −3.732651 −3.410706 −3.606999
2 1227.335 252.0639 6.94e−10 −4.061255 −3.463357* −3.827900
3 1321.375 181.7657 5.65e−10 −4.266342 −3.392491 −3.925286*
4 1382.570 116.9841 5.17e−10 −4.355370 −3.205566 −3.906612
5 1426.921 83.84496 5.02e−10* −4.384881* −2.959124 −3.828421
6 1461.213 64.09933 5.06e−10 −4.378843 −2.677133 −3.714681
7 1489.105 51.54672 5.21e−10 −4.350195 −2.372532 −3.578331
8 1526.057 67.50489* 5.19e−10 −4.353557 −2.099941 −3.473991
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Fig. 2. Discrimination of model stability.
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3.4 Empirical Analysis of VAR(5) Model

Even the stability of the VAR model is indicated in the above analysis, it still is
unlikely to explain the whether and to what extent does the news sentiment contribute
to the model. Therefore, we use the Granger causality tests, impulse response function
and variance decomposition analysis to analyze the model in a further step.

(1) Granger Causality Tests

The causality test for the time series data of 6 variables in this study is conducted
using “Granger Causality Test”, respectively. Table 3 summarizes the test results
where the P value is less than 0.05. The P value for variable dopen is 0.0000, pointing
out that variable dopen has significant impact on the lagged items dclose, dmax, dmin,
volume and sentiment. That is to say, variables dclose, dmax, dmin and volume can be
capitalized to forecast dopen. Also, dmax and dmin have significant impact on the
lagged items of the rest of variables.

(2) Impulse Response Function

Based on the stability of model, the impulse response function explains the
response of an endogenous variable to one of the innovations. It traces the effects on
present and future values of the endogenous variable of one standard deviation shock to
one of the innovations. According to Granger Causality test, we examine the response
of variables dopen, dmax and dmin to residual disturbance.

(1) The Response of Variable dopen

It can be seen from the Fig. 3 that variable, the shock of one standard deviation at
the current period has a strong impact on variable dopen, which begins to fluctuate
around 0 since period 3, nearly vanishing at period 9. Likewise, given an unexpected
shock in dclose, dopen will initially increase and starts to fall afterwards, fluctuating
around 0. This response has acted in line with the shock of itself, converging to 0 at
period 9. The relationship between sequences dopen and dmin, dmax and volume is not
significant. With the existence of lags, the effect on the sequence is also small,
exhibiting a fluctuating trend till period 9. In line with that, the lag also exists in the
response of dopen to sentiment at current period. The link between sentiment and

Table 3. Granger causality test results.

Variables H0 Chi 2 Prob > Chi 2 Accept the
H0 or not

dopen dclose, dmax, dmin, volume and
sentiment do not casue dopen

957.2198 0.0000 No

dmax dclose, dopen, dmin, volume and
sentiment do not casue dmax

224.9506 0.0000 No

dmin dclose, dopen, dmax, volume and
sentiment do not casue dmin

242.9907 0.0000 No
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dopen can be quite complex as it can either be positive or negative, which gradually
disappears at period 8.

Hence, we can draw the conclusion that except dopen itself, only variables dclose
and sentiment have a significant influence on dopen.

(2) The Response of Variable dmax

Due to limited space, the figure of the response of variable dmax is not shown here.
However, the result depicts that the link between dmax and dmax presents
up-and-down trends till period 3. Like the response of dopen to dopen, the trend gets
close to 0 then. At current period, the variable dclose has an even stronger shock to
dmax than dmax itself. The impact gets weaker since period 2, almost decreasing to 0
since period 3. In the event of a one standard deviation shock in dopen, dmax will
decrease up until period 2, after which it will increase. The dmax will decrease again up
until period 4. It takes about 9 periods for dmax to fully become stable. Finally, the
result obtained from the IRF suggests a 1 period lag time facing a one standard
deviation shock of sentiment, then rising and falling, gradually showing no response till
period 9.

Accordingly, except dmax itself, only variables dclose, dopen and sentiment have a
significant influence on dmax. The degrees of impact are in their stated order.

-.10

-.05

.00

.05

.10

.15

1 2 3 4 5 6 7 8 9 10

Response of DOPEN to DOPEN

-.10

-.05

.00

.05

.10

.15

1 2 3 4 5 6 7 8 9 10

Response of DOPEN to SENTIMENT

-.10

-.05

.00

.05

.10

.15

1 2 3 4 5 6 7 8 9 10

Response of DOPEN to DCLOSE

-.10

-.05

.00

.05

.10

.15

1 2 3 4 5 6 7 8 9 10

Response of DOPEN to DMIN

-.10

-.05

.00

.05

.10

.15

1 2 3 4 5 6 7 8 9 10

Response of DOPEN to DMAX

-.10

-.05

.00

.05

.10

.15

1 2 3 4 5 6 7 8 9 10

Response of DOPEN to VOLUME

Response to Cholesky One S.D. Innovations ?2 S.E.

Fig. 3. Response of variable dopen to system variables.
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(3) The Response of Variable dmin

Due to limited space, the figure of the response of variable dmin is not shown here.
However, the result describes that variable min will be positively affected by dclose,
dopen and dmin at current period. These influences then start to decline and get close to
0 since period 3. The lags exist in the response to dmax, volume and sentiment,
especially the sentiment. It takes about 7 periods these 3 variables to fully become
stable. In particular, volume has a general positive effect on the sequences.

Therefore, variable dmin is only affected significantly by dclose, dopen and dmin.
The relationships between dmin and the rest of variables are not significant.

In this paper, we focus on how the news sentiment effects stock price. As what have
been stated above, variable sentiment can make contribution to the forecast of dopen,
dmax and dmin. In particular, the dopen and dmax have more significant influence on
sentiment, compared to dmin. In the meantime, dopen, dmax and dmin are first order
difference sequence of open, max and min, respectively. It is easy to find out that there
turns out to be a corresponding relationship between difference sequence and original
sequence. Taking the dopen for example, if dopen > 0, it means the opening price has
the tendency to climb. And a larger slope leads to higher price, and vice versa. In line
with dopen, the value and slope of first order difference sequence of dmax and dmin
also enable us to predict the trend of original sequence, determining investor’s
expectation.

(3) Variance Decomposition Analysis

In order to discover how does every structural shock contribute to the change of
variable, we adopt Relative Variance Contribution Rate (RVC) to examine a rela-
tionship between variable j and the response of variable i. Based on the results of
Granger causality tests and impulse response function, we will pay our attention on the
decomposition analysis of dopen, dmax and dmin from period 1 to 10.

Firstly, we run the analysis with variable dopen. The result shows that variables
dclose and dopen contribute most to dopen, next are sentiment and dmax, whereas dmin
and volume barely have no impact on the forecast of dopen, in accordance with the
result of impulse response function.

Secondly, Variance decomposition of variable dmax presents that our finding
further confirms the earlier impulse response function: one standard deviation shock of
dmax makes the greatest contribution the dmax, then are the dclose, dopen and sen-
timent. Particularly, the effect of sentiment is small at first, and becomes larger as the
time goes by.

Finally, the result of variance decomposition of dmin shows that the effects of six
variables on dmin last for 10 periods. The variables making the largest contribution is
dmin and dclose. Also there are similar but non-trivial responses of dmin to the rest of
variables. The influence of sentiment on dmin is small in the initial stage, after which it
will increase.

Due to limited space, the result of variance decomposition tables is not shown here.
It can be concluded that the results of variance decomposition of dopen, dmax and dmin
are essentially in agreement with the results of previous impulse response function.
News sentiment variable sentiment has significant effect on all three variables.
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The impacts of sentiment on dmax and dmin are small in the initial stage, after which it
will become greater. Our conclusion is consistent with Larkin and Ryan, which doc-
uments that news is successfully able to predict stock price movement, although the
predictive movement only accounts for 1.1% of whole movement [25].

4 Discussion on Forecast Effect of VAR(5) Model

4.1 Forecast Effect of in-Static Sample

Even though news sentiment can be used to forecast stock price, the forecasting effect
remains unknown. We adopt 575 samples of variable dopen to achieve in-sample
forecast. Sample 250–400 from 22/04/2016–17/09/2015 is randomly chosen to present
a clearer observation. Figure 4 reveals the comparison between the actual value
sequence (in solid line) and forecast value sequence (in dashed line).

In a further step, mean absolute percentile error (MAPE) is used to evaluate the
in-sample forecasting accuracy. The MAPE of dopen, dmax and dmin are all less than
10 (2.12, 2.48 and 5.33, respectively), enabling extrapolation forecasts of these three
variables.

4.2 Forecast Effect of Out-Static Sample

Figure 5 depicts comparison between actual value sequence (in solid line) and forecast
value sequence (in dashed line), using the samples from 576 to 632, which date from
03/01/2017 to 24/03/2017. The out-sample prediction is generally satisfactory, where
the forecast sequence is nearly line with original sequence. Even the specific abnormal
data indicates the correct movement.

Fig. 4. Forecast result of in-static sample of variable dopen.
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The VAR(5) model is proved to be effective to forecast variable dopen by using
either in or out sample data. It is well-known that the opening price acts as a signal for
stock market, indicating investor’s expectation. A high opening price means investors
are optimistic about stock price, resulting in a promising development of market.
Nevertheless, it can be harder for profit taking or arbitrage when the price goes too
high; A low opening price express the possibility that market is going to be bad or
whipsawed, requiring combing with the specific situation to make prediction; A price
closed to the previous session’s closing price shows no obvious rise and fall. Hence, a
thorough understanding of opening price is of great importance for investors. Impulse
response function above is suggested to forecast the movement of opening price, by
giving a look at the value and slope of variable dopen sequence. By this way investor’s
expectation can be further revised. Variable dmax and dmin can also be predicted by
conducting the same method. A wide discrepancy illustrates an active stock market and
a greater profit opportunity, and vice versa.

5 Conclusion and Future Work

In this study, we have proposed a forecast model to predict news sentiment around stock
price. Base on dictionary matching, unstructured news text is transformed into struc-
tured news sentiment. We build a fifth-order VAR model with lags using the data of
original stock price, including opening price, closing price, maximum price, minimum
price and volume of transaction. Granger causality tests, impulse response function and
variance decomposition analysis are employed to analyze the data of Alibaba news and
its stock transaction. The result identifies the ability of VAR model to forecast variable
dopen, dmax and dmin. In other words, news sentiment makes contribution to predict all
these three variables. What’s more, variable dopen is used to examine the predict effect
of VAR model. The forecast sequence is accordance with original sequence, success-
fully to reflect the sequence general movement. However, due to the complexity of stock
market, limited ability of author, more explanatory variables need to be concerned in the
model, enhancing investor’s decision in a further step.

Fig. 5. Forecast result of out-static sample of variable dopen.
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Abstract. Corner detection is a fundamental step for many image pro-
cessing applications including image enhancement, object detection and
pattern recognition. Recent years, the quality and the number of images
are higher than before, and applications mainly perform processing on
videos or image flow. With the popularity of embedded devices, the real-
time processing on the limited computing resources is an essential prob-
lem in high-performance computing. In this paper, we study the parallel
method of Harris corner detection and implement it on a heterogeneous
architecture using OpenCL. We also adopt some optimization strategy
on the many-core processor. Experimental results show that our paral-
lel and optimization methods highly improve the performance of Harris
algorithm on the limited computing resources.

Keywords: Harris corner detection · Heterogeneous architecture
Parallel computing · OpenCL

1 Introduction

Corner detection is an important problem in many image processing applica-
tions including edge detection, object detection and pattern recognition [1]. It
is a fundamental step in image processing. Recent years, with the development
of embedded devices or high-performance computing, the real-time computing
plays a crucial role in many applications, such as video game, communication
app and media player. Especially in the area of computer vision, applications
always require that the system can be request clients in a few seconds. As an
indispensable corner detection algorithm, Harris corner detector has been suc-
cessfully used in the image processing [25], such as feature selection or edge

c© Springer International Publishing AG, part of Springer Nature 2018
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detection. It is also accelerated based on different strategy or various compute
devices. However, much of them ignore the limitations of computing resources
like embedded device, and they do not fully take advantage of the heterogeneous
architecture.

Over past decades, the performance of computing device has achieved a
significant development. Many large-scale computing tasks are benefited from
modern processors like GPU, CPU or FPGA. Especially growing in many-core
processors, massive algorithms have been parallelled and implemented on the
many-core processor which could improve the efficiency of computing [11]. The
general purpose computing on GPU pushed the revolution of many applica-
tions like machine learning, and more and more algorithms are transplanted to
the many-core compute platforms. GPU also push the improvement of machine
learning research. Many methods would be benefited from the high-performance
of GPU [7,10,15,19–22,24].

However, large-scale computing task is suitable for the host or server devices.
For the embedded devices, the limited computing resources cannot satisfy the
complexity of massive data processing or the real-time reaction. For example,
some image applications on the Android or IOS which should be reacted in a
few seconds. Thus, how to fully utilize the limited computation resource is a
key problem which is needed to solve urgently. Two types of strategy are used
to speed up. One is reducing the complexity of an algorithm, and the other is
optimizing based on the architecture of computing device. In real applications,
the implementation is always combined this two idea to optimize the software.

In this paper, we parallel the Harris corner detection algorithm and imple-
ment it in an environment of heterogeneous architecture which is composed of
many-core and multi-core processors. We also adopt some optimization for meth-
ods basing on this unique design. We implement the algorithm by OpenCL, which
is an open source parallel library working for heterogeneous architecture and it is
commonly used in cross computation platforms. Experimental results prove that
our implementation is accuracy and efficiency. The rest paper is organized as fol-
low: Sect. 2 introduces the background and Harris corner detection, Sect. 3 makes
an instruction of heterogeneous architecture under the cross-platform software
library OpenCL and the related work of parallel Harris corner algorithm imple-
mentation. Section 4 introduces details of our implementation and optimization.
Section 5 lists the accuracy of detection and computing efficiency. At last, we
give the conclusion and explanation.

2 Background of Harris Corner Detection

Harris corner detector is developed basing on Moravec corner detection to mark
the location of corner points precisely [5]. It is a corner detection operator which
is widely used in computer vision algorithms to extract corners and infer features
of an image [23]. It also contributes to the area of computer vision [8]. At the
rest of this section, we give an overview of the formulation of the Harris corner
detection and its algorithm.
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A corner is defined as the intersection of two edges. The main idea of Harris
algorithm is that the corner would emerge when the value of an ROI (region of
interest) variant dynamically with the shift to nearby regions [2]. The algorithm
set a window scan the ROI in all directions; if it has a high gradient, we can
infer that there may be corners in this region. We define I (x, y) as a pixel in
the input image, (u, v) is the offset of shifted region from the ROI. w (x, y) is
represented a convolution function which is Gaussian filter here. The function
of the variable is defined as follow:

E (u, v) =
∑

x,y

w ⊗ (x, y) [I (x + u, y + v) − I (x, y)] (1)

where ⊗ is represented as a convolution operator. And then we make an approx-
imation with shifted ROI value based on Taylor series expansion equation.

I (x + u, y + v) ≈ I (x, y) + Ix (x, y) u + Iy (x, y) v (2)

By substituting (2) into (1) and approximate the result can be converted to
matrix form:

E (u, v) ≈ [
u v

]∑

x,y

w (x, y) ⊗
[

I2x (x, y) Ix (x, y) Iy (x, y)
Ix (x, y) Iy (x, y) I2y (x, y)

] [
u
v

]
(3)

=
(
u v

)
w (x, y) ⊗ M

(
u
v

)
(4)

The matrix H which named Harris matrix is defined as:

H =
∑

x,y

w (x, y) ⊗
[

I2x (x, y) Ix (x, y) Iy (x, y)
Ix (x, y) Iy (x, y) I2y (x, y)

]
(5)

To determine whether the pixel is a corner point or not, we need to compute
pixel criterion score c (x, y) for each pixel. The function is given by

c (x, y) = det (H) − k (trace (H))2 (6)

= λ1λ2 − k (λ1 + λ2)
2 (7)

where λ1, λ2 are the eigenvalues of the Harris matrix H. At the last step, we
calculate the criterion score c (x, y) for each pixel, if the score higher than the
threshold and it is the maximum value in the scan area, we mark this pixel as
a corner point. The description of Harris corner detection algorithm is list in
Algorithm 1.

3 Heterogeneous Architecture and Related Work

3.1 Heterogeneous Architecture

Since the improving requirement of complexity for large-scale computing, the
performance of processors become more efficiently. Many-core and multi-core
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Algorithm 1. Harris Corner Detection
Require: Input image I parameter k,
Ensure: optimal α and M
1: Compute image gradient Ix and Iy for every pixel;
2: Compute the element in the Harris Matrix H
3: repeat Each pixel
4: Define ROI of pixel by Gaussian filter
5: Update Harris matrix H
6: Compute eigenvalues of Harris matrix H
7: Compute corner score of the pixel
8: until
9: Threshold corner score

10: Mark pixel as corner point for maximum corner score

processors make a significant contribution to many fields [9]. CPU specialize in
logic operation, and contrast, GPU does well in float or integer computing. These
two kinds processors cooperate each other to enhance the computing speed. This
structure of CPU-GPU is a typical kind of heterogeneous architecture. Figure 1
shows an example of heterogeneous architecture.

Fig. 1. Multi-core and many-core heterogeneous architecture. There are several com-
pute units in the GPU and each of them contains SIMD (single instruction multi data)
unit, register stack and local data store. Most square of CPU is used to be memory,
like cache and register.

However, some factors limit the development of processors, including mem-
ory access and power wall, particularly the finite square of the chip for the
requirement of embedded devices. With the popularity of embedded devices, the
square wall of a chip is a limitation. Thus, how to fully utilize resource on-chip,
like register, local memory and compute units, is a critical problem in future.

In this paper, we consider the heterogeneous architecture, which is composed
of a GPU and a CPU. For implementation, we adopt a parallel open source
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library named OpenCL that can be performed on various devices. It is a popu-
lar framework for programming in the heterogeneous environment. It abstracts
compute devices into the same structure and constructs a communication func-
tion among compute units or devices. The most advantage of OpenCL is cross-
platform. Figure 2 shows the abstract structure in OpenCL.

Fig. 2. OpenCL open source library abstracts computing devices in a unified frame-
work [18]. The compute units are organized in clusters, compute devices are highest
level contain several compute units which are composed by dozens of process element.
Memory resources are organized in a multi-level style. The nearest from process ele-
ments are register, then in the order of local memory, global memory and host memory.

3.2 Related Works

Corner detection techniques are being widely used in many computer vision
applications for example in object recognition and motion detection to find suit-
able candidate points for feature registration and matching. High-speed feature
detection is a requirement for many real-time multimedia and computer vision
applications. Harris corner detector (HCD) as one of many corner detection algo-
rithm has become a viable solution for meeting real-time requirements of the
applications. There are many works to improve the efficiency of the algorithm,
and some parallel implementations has been developed on different platforms.
In previous work, several implementation have been proposed which target a
specific device or some particular aspects of the algorithm. Saidani et al. [16]
used the Harris algorithm for the detection of interest points in an image as a
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benchmark to compare the performance of several parallel schemes on a Cell
processor. To attain further speedup, Phull et al. [13] proposed the implemen-
tation of this low complexity corner detector algorithm on a parallel computing
architecture, a GPU software library namely Compute Unified Device Architec-
ture (CUDA). Paul and his co-author [12] present a new resource-aware Harris
corner-detection algorithm for many-core processors. The novel algorithm can
adapt itself to the dynamically varying load on a many-core processor to process
the frame within a predefined time interval. The HDC algorithm was imple-
mented as a hardware co-processor on the FPGA portion of the SoC, by Schulz
et al. [17]. Haggui et al. [3] study a direct and explicit implementation of common
and novel optimization strategies, and provide a NUMA-aware parallelization.
Moreover, Jasani et al. [6] proposed a bit-width optimization strategy for design-
ing hardware-efficient HCD that exploits the thresholding step in the algorithm.
Han et al. [4] implement the HCD using OpenCL and perform it on the desktop
level GPU and gain a 77 times speedup.

4 Harris Corner Detection OpenCL Implementation

In this section, we introduce our strategy of parallelization for Harris corner
detection in OpenCL implementation. As shown in Sect. 2, there are many oper-
ators based on the pixel level. Thus, we design our parallel implementation in
pixel grain size. We parallel the step of Gaussian blur convolution, Gradient X,
Y computing and Harris matrix construction which are implemented on GPU.
The step of eigenvalues computes and corner response are implemented on CPU.

We divide algorithm into two kernel function. One is the construction of
Harris matrix, and another is pixel score. Compared with other implementation,
we decrease the number of the kernels. We integrate the function into one kernel
as far as possible for the reason that it can reduce the time of communication
between host and kernel device, like host memory and graphics memory. It also
increases the ratio of data reuse and speeds up the program. In our design, we
assume that the computing resource is limited, such as register, shared memory
or computing unit, and our primary target is speeding up our program in the
limited resource.

4.1 Kernel of Convolution and Matrix Construction

The compute of Gaussian blur convolution, image gradient and Harris matrix
are merged into one kernel. For this kernel, we construct a computing space
which is the same dimension as an input image. Every thread deals a pixel task
and output one Harris matrix. All outputs in threads compose a complete Harris
matrix. For a thread In this kernel, we first compute the gradient X Ix (x, y)and
gradient Y Iy (x, y) of this pixel and then compute its own I2x (x, y), I2y (x, y) and
Ix (x, y) Iy (x, y). Finally, we use the operation of Gaussian blur convolution to
filter the pixel with its neighbourhood. The procedure description of this kernel
is shown in Fig. 3.
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Fig. 3. The figure indicates the process for the algorithm of Harris corner detection.

Optimization strategy: The pixel level computing is beneficial for many-core
architecture since its high parallelism and numerical value compute. We utilize
this advantage of convolution that every thread compute a mask filter. How-
ever, in the process of convolution or gradient compute, it exists many memory
access. It is low efficiency when read data from global memory to compute unit
frequently. To solve this problem, we move pixels nearby target to shared mem-
ory on-chip first. This method could improve the local data repetition rate and
make computing units access data which are stored in the consecutive address,
namely combination access. In our implementation, we set the local pixel to the
size of local computing space.

4.2 Kernel of Corner Response

After the first kernel computing, we get the corner score for every pixel in the
ROI which we defined. These corner scores can report the probability of a corner
point existing in the corresponding ROI. If a corner score is a negative value, it
means there may be an edge in this region, and a small value indicates this area
may be a flat region. Thus, we need to get the score values which are larger than
the threshold, which indicate that there exists a corner in the ROI of this pixel.
At last, we adopt the non-maximum suppression (NMS) stage which is aim to
get the local maximum value. We set the pixel which have local maximum value
as a corner point.

In our implementation, we fix a 3 ∗ 3 window to search the neighborhood
nearby the pixel. Every thread in the computing space is assigned a 3 ∗ 3 region,
and if the corner score is larger than the threshold and it is the maximum value
of this region, we set this pixel as a corner point. Similar to kernel convolution,
we store consecutive data together from global memory to the local data memory
on-chip. For limited store resource like register, we prefer the search window as
little as possible.
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5 Experimental Results

In this section, we will introduce experimental results for our implemen-
tation regarding accuracy and effectiveness on our heterogeneous hardware
architecture.

5.1 Detection Accuracy

We use the function HarrisCorner in OpenCV as our benchmark of serial imple-
mentation. OpenCV is an open source software library, and it is utilized in image
processing and computer vision. Similar with OpenCL, it can take advantage of
the cross-platform and hardware acceleration based on heterogeneous compute
device [14]. Figure 4 shows the results of corner detection.

Fig. 4. The experimental results are shown in this figure. The corners detected by
algorithms are in the red circles. The left image for each of sub-images is the detection
result of baseline method, which is the function in OpenCV. The right image for each
of sub-images is the results of our paralleled method. Contrast, our method is more
stable and more precisely. (Color figure online)

5.2 Performance Results

To evaluate our implementation, we perform our experiments on MacOS with
OpenCL 1.2. The hardware configure is a CPU of 2.6 GHz Intel Core i5 and
a many-core processor namely Intel Iris. Iris is a lightweight GPU with limited
compute units and memory, which provides 40 stream processors. It is a typically
many-core processor with limited computing resource.

Comparing with OpenCV function HarrisCorner, our implementation (image
size: 640 × 480) on the CPU-GPU architecture could get speedup of 11.7. With
the ROI increasing, the speedup is improved. It proves that our design is effi-
ciency. The experimental results are lists in Table 1.
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Table 1. We change the size of ROI to test the compute time. This table list the
compute time on CPU and heterogeneous device. When the size of ROI augment, the
speedup is increasing.

Size of ROI CPU time (ms) Heterogeneous
time (ms)

Speedup

3 × 3 120.34 11.05 10.89

5 × 5 144.10 10.94 13.17

7 × 7 147.43 11.09 13.29

Average 137.29 11.03 12.45

6 Conclusion

In this paper, we have paralleled the Harris corner detection algorithm and
implemented it on the heterogeneous architecture using OpenCL. Our imple-
mentation has achieved an acceleration compared with open library function in
OpenCV. Our design considers the utilization of memory resource. It increases
memory reuse ratio as possible. We implement Harris corner detection on a
limited resource device and gain a speedup.
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Abstract. In this paper, we present a new method JKSE+ for struc-
tured learning. Compared with some classical methods such as SSVM
and CRFs, the optimization problem in JKSE+ is a convex quadrati-
cal problem and can be easily solved because it is based on JKSE. By
incorporating the privileged information into JKSE, the performance of
JKSE+ is improved. We apply JKSE+ to the problem of object detec-
tion, which is a typical one in structured learning. Some experimental
results show that JKSE+ performs better than JKSE.

Keywords: SVM · One-class SVM · Structured learning
Object detection · Privileged information

1 Introduction

This paper deals with the structured learning problems which learn function:
f : X → Y, where the elements of X and Y are structured objects such as
sequences, trees, bounding boxes, strings. Structured learning arises in lots of real
world applications including multi-label classification, natural language parsing,
object detection, and so on. Conditional random fields [5,6], maximum margin
markov networks [9] and structured output support vector machines (SSVM)
[10] have been developed as powerful tools to predict the structured data. The
common approach of these methods is to define a linear scoring function based on
a joint feature map over inputs and outputs. There are some drawbacks in these
methods. On the one hand, to apply them one requires clearly labeled training
sets. Experiments show that some incorrect or incomplete labels can reduce their
performance. On the other hand, training these models is computationally cost.
So it is difficult or infeasible to solve large scale problems except for some special
output structures.
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To overcome these drawbacks, a method called Joint Kernel Support Estima-
tion (JKSE) has been proposed in [7]. JKSE is a generative method as it relies
on learning the support of the joint-probability density of inputs and outputs.
This makes it robust in handling mislabeled data. At the same time, The opti-
mization problem is convex and can be efficiently solved because the one-class
SVM is used in it. However, JKSE is not as powerful as SSVM [2]. So we focus
on the following problem: How to improve the performance of JKSE? To answer
this question, we introduce the privileged information into JKSE.

Privileged information [11] provides useful high-level knowledge that is used
only at training time. For example, in the problem of object detection, these
information includes the object’s parts, attributes and segmentations. More reli-
able models [3,4,8,11] can be learned by incorporating these high-level informa-
tion into SVM, SSVM, one-class SVM.

In this paper, we propose a new method called JKSE+ based on JKSE with
privileged information and apply it to the problem of object detection. Some
experiments show that our new method JKSE+ performs better than JKSE.

The rest of this paper is organized as follows. We first review the method
JKSE in Sect. 2, then introduce our new method JKSE+ in Sect. 3, and the
experimental results are presented in Sect. 4.

2 Related Work

This section considers the following structured learning problem: given the train-
ing set: {(x1, y1), ..., (xl, yl)}, where xi ∈ X , yi ∈ Y. X and Y are the space of
inputs and outputs with some structures respectively. Assume that the input-
output pairs (x, y) follow a joint probability distribution p (x, y). Our goal is to
learn a mapping: g : X → Y such that for a new input x ∈ X , the corresponding
label y ∈ Y can be determined by maximizes the posterior probability p (y|x).

As we all know, The discriminative method directly models the conditional
distribution p (y|x), and the generative method directly models the joint dis-
tribution p (x, y). These two methods are equivalent, i.e. arg max

y∈Y
p (y|x) =

arg max
y∈Y

p (x, y) for any x ∈ X . JKSE is a generative method. Suppose that

p (x, y) = 1
Z exp (〈w,Φ (x, y)〉). Here, Z ≡ ∑

x,y exp (〈w,Φ (x, y)〉), and Z is a
normalization constant. We can ignore Z during training and testing. The JKSE
method translates the task of learning a joint probability distribution p (x, y) into
a one-class SVM problem to estimate the joint probability distribution p (x, y).

In training phase, JKSE solves the following problem:

min
w,ξ,ρ

1
2 ‖ w‖2 + 1

vl

l∑

i=1

ξi − ρ

s.t. 〈w,Φ (xi, yi)〉 ≥ ρ − ξi, i = 1, 2, ..., l,
ξi ≥ 0, i = 1, 2, ..., l.

(1)
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To get its solution, JKSE solve its dual problem:

min
α

l∑

i=1

l∑

j=1

αiαjK ((xi, yi) , (xj , yj))

s.t. 0 ≤ αi ≤ 1
vl , i = 1, ..., l,

l∑

i=1

αi = 1.

(2)

where K ((x, y) , (x′, y′)) ≡ 〈Φ (x, y) , Φ (x′, y′)〉 is a joint feature kernel function.
If α∗ is the solution to the above problem (2), then the solution to the primal
problem (1) for w is given as follows:

w∗ =
l∑

i=1

α∗
i Φ (xi, yi). (3)

Furthermore, in the inference step, for a new input x ∈ X , the corresponding
label y is given by:

y = arg max
y∈Y

l∑

i=1

αiK ((xi, yi), (x, y)). (4)

3 JKSE+

Assume that we have some privileged information, (x∗
1, x

∗
2, ..., x

∗
l ) ∈ X ∗ that is

available only at the training phase but not available on the test phase. Now we
consider the following privileged structured learning problem:

Given a training set T = {(x1, x
∗
1, y1) , ..., (xl, x

∗
l , yl)} where xi ∈ X , x∗

i ∈ X ∗,
y ∈ Y, i = 1, ..., l, our goal is to find a mapping: g : x → y, such that the label
of y for any x can be predicted by y = g (x).

Now we discuss how the privileged information can be incorporated into the
framework of JKSE. Suppose that there exists the best but unknown function:
arg max

y∈Y
〈w0, Φ (x, y)〉. The function ξ (x) of the input x is defined as follows:

ξ0 = ξ (x) = [ρ − 〈w0, Φ (x, y)〉]+

where [η]+ =
{

η, if η ≥ 0,
0, otherwise.

If we know the value of the function ξ (x) on

each input xi (i = 1, ..., l) such as we know the triplets
(
xi, ξ

0
i , yi

)
with ξ0i =

ξ (xi) , i = 1, ..., l, we can get improved prediction. However, in reality, this is
impossible. Instead we use a correcting function to approximate the function
ξ (x). Similar to one-class SVM with privileged information in [3], we replace ξi

by a mixture of values of the correcting function ψ (x∗
i ) = 〈w∗, Φ (x∗

i , yi)〉 + b∗

and some values ζi, and get the primal problem of JKSE+:
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min
w,w∗,b∗,ρ,ζ

vl
2 ‖ w‖2 + γ

2 ‖ w∗‖2 − vlρ +
l∑

i=1

[〈w∗, Φ∗ (xi, yi)〉 + b∗ + ζi]

s.t. 〈w,Φ (xi, yi)〉 ≥ ρ − (〈w∗, Φ∗ (x∗
i , yi)〉 + b∗) , i = 1, ..., l,

〈w∗, Φ∗ (x∗
i , yi)〉 + b∗ + ζi ≥ 0, ζi ≥ 0, i = 1, ..., l.

(5)

The Lagrange function for this problem is:

L (w,w∗, b∗, ρ, ζ, μ, α, β) =
vl

2
‖ w‖2 +

γ

2
‖ w∗‖2 − vlρ

+
l∑

i=1

[〈w∗, Φ∗ (xi, yi)〉 + b∗ + ζi]

−
l∑

i=1

μiζi −
l∑

i=1

αi [〈w,Φ (xi, yi)〉 − ρ + 〈w∗, Φ∗ (x∗
i , yi)〉 + b∗]

−
l∑

i=1

βi [〈w∗, Φ∗ (x∗
i , yi)〉 + b∗ + ζi] (6)

The KKT conditions are as follows:

∇wL = vlw −
l∑

i=1

αiΦ (xi, yi) = 0, (7)

∇w∗L = γw∗ +
l∑

i=1

Φ∗ (x∗
i , yi) −

l∑

i=1

αiΦ
∗ (x∗

i , yi) −
l∑

i=1

βiΦ
∗ (x∗

i , yi), (8)

∂L

∂b∗ = l −
l∑

i=1

αi −
l∑

i=1

βi = 0, (9)

∂L

∂ρ
= −vl +

l∑

i=1

αi = 0, (10)

∂L

∂ζi
= 1 − βi − μi = 0, i = 1, ..., l, (11)

ρ − (〈w∗, Φ∗ (x∗
i , yi)〉 + b∗) − 〈w,Φ (xi, yi)〉 ≤ 0, i = 1, ..., l, (12)

− (〈w∗, Φ∗ (x∗
i , yi)〉 + b∗ + ζi) ≤ 0, i = 1, ..., l, (13)
−ζi ≤ 0, i = 1, ..., l, (14)

αi [ρ − (〈w∗, Φ∗ (x∗
i , yi)〉 + b∗) − 〈w,Φ (xi, yi)〉] = 0, i = 1, ..., l, (15)

βi [〈w∗, Φ∗ (x∗
i , yi)〉 + b∗ + ζi] = 0, i = 1, ..., l, (16)
μiζi = 0, i = 1, ..., l, (17)

αi ≥ 0, βi ≥ 0, μi ≥ 0, i = 1, ..., l. (18)



A New Method for Structured Learning with Privileged Information 457

From the above KKT conditions and setting δi = 1 − βi , we can get that

w =
1
vl

l∑

i=1

αiΦ (xi, yi), (19)

w∗ =
1
γ

l∑

i=1

(αi − δi) Φ∗ (x∗
i , yi), (20)

l∑

i=1

δi =
l∑

i=1

αi = vl, (21)

0 ≤ δi ≤ 1, i = 1, ..., l. (22)

So, we can get the dual problem is as follows:

max
α,δ

− 1
2vl

l∑

i=1

l∑

j=1

αiαjK ((xi, yi) , (xj , yj))

−
l∑

i=1

l∑

j=1

1
2γ (αi − δi) K∗ (

(x∗
i , yi) ,

(
x∗

j , yj

))
(αj − δj)

s.t.
l∑

i=1

αi = vl, αi ≥ 0,

l∑

i=1

δi = vl, 0 ≤ δi ≤ 1.

(23)

We use K ((xi, yi), (xj , yj)) and K∗ (
(x∗

i , yi),
(
x∗

j , yj

))
to replace the

inner product 〈Φ (xi, yi), Φ (xj , yj)〉 and
〈
Φ∗ (x∗

i , yi), Φ∗ (
x∗

j , yj

)〉
. Therefore, the

model’s decision function is f (x, y) =
l∑

i=1

αiK ((xi, yi) , (x, y)).

We can learn this mapping in JKSE framework as

y = g (x) = arg max
y∈Y

f (x, y) = arg max
y∈Y

l∑

i=1

αiK ((xi, yi) , (x, y)). (24)

Here, the function f (x, y) is equivalent to a matching function. For example in
object detection, when the overlap of an object and a bounding box is higher,
the value of the function is greater. Therefore, we output y that maximizes the
value of f (x, y).

Our new algorithm JKSE+ is given as follows:
Algorithm 1

(1) Given a training set T = {(x1, x
∗
1, y1) , ..., (xl, x

∗
l , yl)} where xi ∈ X , x∗

i ∈
X ∗, y ∈ Y, i = 1, .., l;

(2) Choose the appropriate kernel function K (u, v), K∗ (u′, v′) and penalty
parameters v > 0, γ > 0;
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(3) Construct and solve convex quadratic programming problem:

max
α,δ

− 1
2vl

l∑

i=1

l∑

j=1

αiαjK ((xi, yi), (xj , yj))

−
l∑

i=1

l∑

j=1

1
2γ (αi − δi) K∗ (

(x∗
i , yi),

(
x∗

j , yj

))
(αj − δj)

s.t.
l∑

i=1

αi = vl, αi ≥ 0,

l∑

i=1

δi = vl, 0 ≤ δi ≤ 1.

get the solution (α∗, δ∗) = (α∗
1, ...α

∗
l , δ

∗
1 , ..., δ

∗
l ).

(4) Construct decision function:

y = g (x) = arg max
y∈Y

f (x, y) = arg max
y∈Y

l∑

i=1

α∗
i K ((xi, yi), (x, y)).

4 Experiments

In this section, we apply our new method to the problem of object detection. In
object detection, given a set of pictures, we hope to learn a mapping g : X → Y,
when inputing a picture, we can get the object’s position in the picture by
mapping g. Obviously, it is a typical one of structured learning and can be
solved by our new method. Some experiments are made in this section.

4.1 Dataset

We use dataset Caltech-UCSD Birds 2011 (CUB-2011) [12] to evaluate our algo-
rithm. This dataset contains two hundred species of birds, each of which has sixty
pictures. Each picture contains only one bird, the bird’s position in the picture
is indicated by a bounding box. In addition, this dataset provides privilege infor-
mation, including the bird’s attribute information for each image described as a
312-dimensional vector and segmentation masks.

4.2 Features and Privileged Information

Our feature descriptor adopts the bag-of-visual-words model based on SURF
descriptor [1]. We use attribute informations and segmentation masks as privi-
leged information. For the feature extraction of segmentation mask, we use the
same strategy as the original image for feature extraction, that is SURF based
bag-of-visual-words feature descriptor. It is clear that the feature space of privi-
leged information provides more information relative to the feature space of the
original image so that the object’s location in the image can be better detected.

We select 50 pictures as the training set and 10 pictures as the test set. The
dimensionality of original visual feature descriptors is 200. In addition, attribute
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information is described as a 312-dimensional vector, each dimension is a binary
variable. We extract the 500-dimensional feature descriptors based on the same
bag-of-visual-words model from segmentation masks as in the original picture.
So the privilege information has a dimension of 812-dimensional vectors.

In Fig. 1, we can see that more feature descriptors can be extracted in
the segmentation masks, which is beneficial to improve the overlap of object
detection.

Fig. 1. The picture on the left is the feature descriptor of the original picture. The
picture on the right is the feature descriptor of the segmentation mask, which is used
as privilege information when training.

Table 1. Dataset

Data ID Name

001 Black footed Albatross

002 Laysan Albatross

003 Sooty Albatross

004 Groove billed Ani

005 Crested Auklet

006 Least Auklet

007 Parakeet Auklet

008 Rhinoceros Auklet

009 Brewer Blackbird

010 Red winged Blackbird

4.3 Kernal Function

We use the following version of the chi-square kernel function
(
χ2 − kernel

)
:

K (u, v) = K∗ (u, v) = e
−θ

n∑

i=1

(ui−vi)
2

ui+vi , u ∈ Rn, v ∈ Rn.

This kernel is most commonly applied to histograms generated by bag-of-
visual-words model in computer vision [13].
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Table 2. Overlap ratio of Object Detection

Model Data ID

001 002 003 004 005 006 007 008 009 010

JKSE 40.974 34.281 55.808 28.948 38.719 47.705 51.414 31.695 54.044 34.285

JKSE+ 46.241 42.933 46.347 30.323 44.660 51.455 53.692 40.342 49.919 37.866

DIFF +5.267 +8.652 −9.461 +1.375 +5.941 +3.750 +2.278 +8.647 −4.125 +3.581

4.4 Experimental Results

To evaluate our JKSE+, we compare it with JKSE. During the training,
we adjust the parameters v, γ, θ on a 8 × 8 × 8 space spanning values[
10−4, 10−3, ..., 103

]
. For JKSE, we also adjust the parameter v, θ on a 8×8

space spanning values
[
10−4, 10−3, ..., 103

]
.

We chose ten different birds to compare the detection results of JKSE and
JKSE+ (Tables 1 and 2).

The overlap ratio of JKSE+ is higher than that of JKSE in eight datasets.

5 Conclusion

We propose a new method for structured learning with privilege information
based on JKSE. Firstly, compared with some traditional methods SSVM, CRFs
for structured learning, the resulting optimization problem in our new model
JKSE+ is convex and can be easily solved. Secondly, compared with JKSE, the
prediction performance of JKSE is improved by using the privileged information.
Lastly, we apply JKSE+ to the problem of object detection. Some experimental
results show that JKSE+ performs better than JKSE in most cases.

For future work, we will consider some extensions of the JKSE+ method.
For example, at the training stage privileged information are provided only for
a fraction of inputs or privileged information are described in many different
spaces, and so on.
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Abstract. P2P online lending platforms have become increasingly
developed. However, these platforms may suffer a serious loss caused
by default behaviors of borrowers. In this paper, we present an effec-
tive default behavior prediction model to reduce default risk in P2P
lending. The proposed model uses mobile phone usage data, which are
generated from widely used mobile phones. We extract features from five
aspects, including consumption, social network, mobility, socioeconomic,
and individual attribute. Based on these features, we propose a joint
decision model, which makes a default risk judgment through combining
Random Forests with Light Gradient Boosting Machine. Validated by a
real-world dataset collected by a mobile carrier and a P2P lending com-
pany in China, the proposed model not only demonstrates satisfactory
performance on the evaluation metrics but also outperforms the existing
methods in this area. Based on these results, the proposed model implies
the high feasibility and potential to be adopted in real-world P2P online
lending platforms.

Keywords: P2P default behavior Prediction · Mobile phone usage
Joint decision model

1 Introduction

The P2P (peer-to-peer) online lending platforms provide micro-credit services by
playing a mediating role between individual lenders and borrowers. Compared
with traditional lending institutions, these platforms show lower costs, conve-
nient conditions, and quick loan process. For above advantages, more and more
individuals and investors are attracted by P2P platforms, especially in develop-
ing countries. In China, the online lending industry shows transaction size had
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reached 28 thousand billion RMB, increasing 137% over than 2015 [11].The num-
ber of P2P platforms had grown to 2307 in 2016, which increase year-on-year by
2.81%.

However, the investment of lenders on P2P platforms may suffer a serious loss
caused by default behaviors of borrowers, which may cause a critical customer
churn problem to the platforms. In order to reduce risk in P2P lending, the
platforms generally adopt risk control mechanism to filter some high default risk
borrowers. Actually, the risk control mechanism may face serious challenges from
several perspectives. First, to ensure profitability of platform, the cost on risk
control must be as low as possible, which causes a high limit in restricting the
facticity inspect of individuals information. Second, without other monitoring
mechanism required by traditional banks, a pre-approval credit checking process
is crucial to decrease the loss of default. Third, since the target customs are
the mass individuals, the credit control mechanism must have the capability to
handle users without or limited credit records in the credit behavior. All these
challenges put forward for an automated risk control mechanism, which provides
pre-approval credit estimate with high accuracy and reliable data source.

The growing need has motivated several studies in reducing the risk for P2P
lending. Based on credit related records, such as FICO, credit history, etc., some
researchers reduce the risk by rejecting loans with high potential default risk [5],
by transferring the problem to a portfolio optimizing investment decision prob-
lem [8], or by replacing default loss as profit scoring to increase the overall
income [22]. Other researchers try to find the connection between default behav-
ior and soft information [3,7,26,29]. All these aforementioned studies are effec-
tive to reduce the risk of P2P lending. However, there still exist several questions
when applying on developing countries. Due to the immature credit system, not
all borrowers have credit records. And the mass applicants make it difficult for
platforms to verify off-line self-reported applications. These restrictions narrow
the generality of the methods.

In this paper, we present a general and reliable joint decision model to pre-
dict default behaviors on P2P lending platform from mobile phone usage data.
Mobile phone usage data contains a series of records from the call, message, data
volume, and App usage. The great value of mobile phone usage data has already
been discovered in analysing user behaviors, personality traits, socioeconomic
status, consumption patterns, and economic characteristics [13,15–17,20,23,28],
which are correlated with credit default behavior [3,6,7,12,26,29]. Moreover,
the ubiquity of mobile phones guarantees the extensive application of the pro-
posed model, and the portability and versatility of smartphones ensure the data
volume and multi-descriptions of each individual, and the automatic generating
characteristic ensures the facticity of data. Supported by above conclusions, the
proposed model using mobile phone usage data has great potential and advan-
tages in predicting P2P default behavior.

The main contributions of this paper are threefold. (1) We present a risk
control mechanism for P2P online lending platforms, which can realize auto-
mated and agile loan approval. (2) We propose a quantitative model to predict
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the default behavior of individuals, which can be implemented in the risk con-
trol mechanism of P2P online lending platforms. (3) We verify our proposed
model on a real-world dataset, and gain satisfactory performance not only on
the evaluation metrics but also on the comparison with existing models in this
area.

2 Related Work

P2P online lending served as a marketplace for individuals to directly borrow
money from others through Internet [1]. Benefit from the services with lower
charge and without any confining of space [8,30], P2P lending and platforms
are growing rapidly. However, limited by information asymmetry and guarantee
fund, platforms cannot perform precision default assessment for each loan appli-
cant, which may lead to a high default rate. This situation attracts researchers
to study increasing the profit of lenders and reducing the default rate of borrow-
ers. In this work, we focus on the particular problem of building a quantitative
model to predict individual default behavior on P2P loan repayment, which acts
as a pre-approval credit checking in decreasing the risk for P2P lending.

Some researchers focus on recognizing default behavior of loan applicants by
using financial and credit data. Emekter et al. [5] measured loan performances
by credit records and historical data from LendingClub. Using the same data
source, Polena and Regner [19] defined different ranks of loan risk. Different
technologies also were used to predict defaults probability on borrowers, such as
random forest classification [14], Bayesian network [27], logistic regression [21],
decision tree [29], fuzzy SVM algorithm [25]. When data about individuals’ credit
is available, these methods achieved high precision on evaluating credit. However,
limited by collecting credible individual data, the performance of the methods
may decrease when applying on developing countries.

Other researchers try to understand the correlation between individual
default behavior and soft information that can be correlated with the default
probability. Gathergood [6] inferred personality traits and socioeconomic sta-
tus correlated with credit behavior. Lin et al. [12] found that the significant
and verifiable relational network associated with a high possible on low default
risk. Chen et al. [3] studied relationships between social capital and repayment
performance, discovering that borrowers structural social capital may have a
negative effect on his/her repayment performance. Zhang et al. [29] used social
media information to constitute a credit scoring model. Wang et al. [26] studied
the connection between borrowers self-report loan application documents and
the risk of loans by text analysis. Gonzalez and Loureiro [7] focused on the
characteristics of both lender and borrower on the P2P lending decision. These
studies illustrate the existing relationship between soft information and credit
scoring, especially prove that individuals’ behaviors on other perspectives can
affect default behavior.

Mobile phone usage data have been studied for modeling users and com-
munity dynamics in a wide range of applications. In [15,16,23], mobile phone
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usage data were used for modeling users, such as inferring personality traits and
socioeconomic status. In [9,10], phone usage data have already been used for
analyzing behavior and psychology. Chiara Renso et al. [20] proposed methods
on movement pattern discovery and human behavior inference. Parent et al. [17]
summarized the approaches on mining behavior patterns from semantic tra-
jectories. Mobile phone usage data can also reflect one’s purchase habits and
natural attributes [28]. Liu et al. [13] proposed a model to extract factors from
trajectories and construct the connection between these factors and rationality
decisions. All these studies proved the close relationship between phone usage
data and human reactions to socio-economic activities, which can affect default
behavior as previously discussed. To the best of our knowledge, in the default
behavior prediction on P2P online lending, we are the first to build a machine
learning model to predict P2P default behavior using mobile phone usage data.

3 Mechanism Overview and Data Description

3.1 Mechanism Overview

The main purpose of risk control mechanism is to reduce the default rate of
borrowers. According to the adoptive common mechanism on P2P lending plat-
forms [30], we design the mechanism as demonstrated in Fig. 1. When a borrower
applies for loans on a P2P platform, the risk control mechanism is triggered.
Firstly, the loan approval process encrypts borrower’s ID and sends it to risk
control service provider via API. Secondly, risk control service performs the
default prediction and sends the result back. Thirdly, depending on the assess-
ment result, loan approval process decides whether or not post the borrower’s
loan application. Finally, if the loan application is posted online, lenders access
the application and conclude the transaction. In order to preserve the privacy
of borrowers, phone usage data are kept within risk control service providers. In
this mechanism, the risk control service provider refers to a mobile carrier. As
soon as risk control service received the loan request, it decrypts the encrypted
ID and retrieves the applicant’s phone usage data. Then, the default prediction
model analyses the borrower’s daily behavior and predicts the default probabil-
ity of borrower and returns assessment consequence to the P2P platform. The
detail of the prediction model is introduced in Sect. 4.

3.2 Data Description

Mobile Phone Usage Dataset. Mobile phone usage data consists individ-
uals demographic information and telecommunication services records, which
contain detailed call, message, and data volume. These records are generated
during the communication between a mobile phone and base transceiver stations
(BTSs) of its carrier. Generally, a specific BTS, automatically selected according
to the distance and signal strength, provides the requested services while logs
detailed phone usage behaviors. Our mobile phone usage dataset is from one
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Fig. 1. A figure caption is always placed below the illustration. Please note that short
captions are centered, while long ones are justified by the macro package automatically.

of the mobile carriers in China. Specifically, for message service, the recorded
information includes the time stamp and the contact ID. For phone call service,
the location and call duration is added to the aforementioned items. Both these
records can describe when and where individual contact others by phone or mes-
sage. For data volume service, the detail information contains the time stamp,
the location, and the data volume. In addition, we obtain the statistical data for
each App on the frequency and data volume spend in every month. Besides these
direct information from the records, users’ movement behaviors can be implied
by locations of the selected BTSs. Despite losing a large volume of content in
data such as message texts, voices during calls, and App data, these meta-level
records reach a good balance between user privacy and behavioral representation
power.

Actual Default Behavior Dataset. Our actual default behavior dataset of
borrowers is from a P2P lending company in China, which contains 3027 sub-
jects. Before advancing this study, the ethical problem of collecting and analyz-
ing subjects’ behavior data requires careful consideration. The ethical and legal
approval is granted by the contract we signed. The data has been anonymized on
subjects’ name, ID, and phone numbers. Encryption techniques are applied by
mobile carriers. It’s impossible for us to decrypt and identify the participants.
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4 Methodology

In this section, we will discuss the default behavior prediction sub-process, as the
decisive role of the risk control process. Based on the realization procedure, we
separate the sub-process into two parts. First, we extract features from mobile
phone usage data on five aspects. Second, we build a joint decision model for the
default behavior prediction combining two popular machine learning algorithms.

4.1 Feature Extraction

According to the existing feature pools on mobile data [9,10,18] and charac-
teristics of our data, we extract a set of features conveying user behavioral
information from 5 aspects, including consumption, social network, mobility,
socioeconomic, and individual attribute. These features describe the phone usage
behavior from different fields, as depicted in Table 1.

Table 1. Extracted Features from five different aspects.

Feature set Features clusters Records type Number

Consumption
features

Communication
consumption

Calls & messages 22

MONET
consumption

Data volume 6

Telecommunication
consumption

Basic information 10

Consumption
entropy

Calls & messages 4

Social network
features

Connections
quantity

Calls & messages 2

Connections entropy Calls & messages 2

Mobility features Mobility sphere Calls & data volume 2

Mobility quantity Calls & data volume 8

Mobility entropy Calls & data volume 3

Socioeconomic
features

Age & gender Basic information 2

Individual attribute
features

App frequency App usage data 8

App data volume App usage data 6

Specific app usage
behavior

App usage data 17
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Consumption Features. Consumption features reflect the amount of usage on
the communications network, and we provide a high-level view of the statistical
criteria for calls, SMS, and internet usage.

Communication Consumption. Statistics of usage time on call, SMS and Internet
services, including the average, the maximum, the minimum number, the vari-
ance of usage frequency in one day, and the number of days that have records,
The number and the proportion of communications during the night(19pm to
7am of next day). The rate of communications occurred at home or at the work-
place. The interval refers to the time interval between two interactions, including
the average, the maximum, the minimum, the variance number.

MONET Consumption. Statistical features focus on the Data Volume records
occurred when the individuals using mobile internet, including the average, the
maximum, the minimum number, the variance of usage frequency in one day,
and the number of days that have records, The number and the proportion of
internet usage during the night(19pm to 7am of next day).

Telecommunication Consumption. Individuals telecommunication service
records, which consist of shutdown times in last year, total data volume used in
last year, total expenditure on the mobile phone in last year, the number and
cost of international and internal roams days in last year, time of network, star
level.

Consumption Entropy. We compute the number of call and SMS for different
temporal partitions: by day, and by the time of the day (eight periods of time,
0 am to 3 am, 3 am to 6 am). We use Shannons entropy to compute communi-
cations day entropy and communications time entropy. The former can reflect
the usage time regularity in every day of one mouth, and the latter reflects the
usage time regularity in eight periods of one mouth.

Social Network Features. Social network features are related to the char-
acteristics of the graph of connections between different individuals, which can
transmit information about social-related traits such as empathy of personality.

Connections Quantity. The number of unique contacts from both calls and SMS,
which can be used to measure the degrees in the Social network.

Connections Entropy. We count the number of Connections time between the
individuals and the unique contacts, and compute Shannons entropy to measure
the contacts regularity.

Mobility Features. Mobility features focus on mobility patterns of the indi-
viduals in daily life, which can be inferred from the position of BTSs connected
by the individuals.
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Mobility Sphere. The minimum radius which encompasses all the locations
(BTS), and the distance between home and workplace of the individuals.

Mobility Quantity. The record of Locations (BTSs) from both call and Data
Volume services, including the average, the maximum, the minimum number, the
variance of Locations in one day, and the number of days that have Locations,
The number and the proportion of Locations during the night(19 pm to 7 am of
next day). The number of locations where 80% of communications occurred.

Mobility Entropy. We count the frequency for each location the individual stay
on, and compute Shannons entropy to measure the locations regularity. More-
over, we compute the number of call and SMS for different locations (BTS), and
use Shannons entropy to compute connections space entropy, which reflects the
space regularity of connections.

Socioeconomic Features. Socioeconomic features are related to demographic
information (age, gender), which required in specific P2P products. We get those
features from the basic information of individuals.

Individual Attribute Features. Individual attribute features refer to individ-
uals’ operation behaviors through an electronic device. In our data, the extracted
features reflect individuals operation behaviors on mobile phones, which are
mainly the App usage behaviors. These behaviors which have been proved can
reflect differences on psychological level [10]. Specifically, payment, financial, and
P2P online lending Apps usage features are extracted to compare the different
operation preference on economic status related Apps of individuals.

App Frequency. The number of installed Apps and the categories of Apps, statis-
tics of usage frequency of Apps, including the total, the average, the variance,
the maximum, the minimum usage frequency; the regularity on usage frequency.

App Data Volume. Statistics of data volume spend on Apps, including the total,
the average, the variance, the maximum, the minimum data volume spent; the
regularity of data volume spent.

Specific App Usage Behavior. The usage features on different categories of Apps,
which consist of financial Apps, payment Apps, and the combination of financial
and payment Apps. The feature set includes the number of installed Apps, the
proportion of Apps, the number of Apps that belongs to the top5 frequently
used Apps in different categories, and the number of Apps that belongs to the
top5 frequently used Apps. Especially, for P2P online lending Apps, the total
usage time on Apps, the total data volume spending on Apps, the regularity of
usage frequency and the data volume are extracted.
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4.2 Model Building

We select supervised learning to build our default behavior prediction model of
P2P Online Lending. To this end, we represent individuals in the presented fea-
ture space, which we extract from the mobile phone usage data. Every presented
feature for an individual contains total 92 features. We select actual default
behavior of 3027 subjects. After data pre-processing on aggregating to struc-
tural data, data cleaning i.e., 2999 subjects are included in the experiments and
28 subjects have been filtered due to missing data. To train and test the effect
of our model, we randomly split the dataset into two parts, where 80% are used
for training (2399 subjects) and 20% (600 subjects) are used for testing.

We try two different classification methods to compare their performance
in this specific problem setting: Random Forests (RF) [2] and Light Gradient
Boosting Machine (LightGBM) [24]. Random Forests algorithm is a combina-
tion of tree predictors such that each tree depends on the values of a random
vector sampled independently and with the same distribution for all trees in the
forest, which is widely used in classification problems. LightGBM is a highly
efficient Gradient Boosted Decision Trees method proposed by Microsoft, which
has faster training efficiency, low memory usage, higher accuracy, and support
parallelization learning for processing large scale data.

Considering different methods have different advantages, we construct a joint
decision model, which makes a default risk judgment through combining Random
Forests with LightGBM. To build the proposed model, we train two indepen-
dent submodels by using Random Forests algorithm and LightGBM algorithm
separately. The final prediction result of the proposed model is determined by
the average value of the two default possibilities, which are given by the two
submodels. To give an example, if the default possibilities from the two sub-
models are 0.7 and 0.8, the ultimate default possibility judged by the proposed
model is 0.75, which is the average value of 0.7 and 0.8. In order to tune the
hyper-parameters automatically, we use grid-search strategy and fivefold cross
validation over the entire training set for both of the two submodels. Finally,
we get the optimal parameters of the Random Forests submodel and LightGBM
submodel respectively, which make up the optimal parameters of the proposed
model. According to the contrast result on the same testing phase, the proposed
model has a better performance in the default behavior prediction for P2P Online
Lending.

5 Experimental Results

In this section, we report the experimental results on real-world dataset as
described in Sect. 3. Considering the unbalanced nature of the ground truth, we
used the following four metrics to evaluate the prediction performance of default
behavior, i.e., Precision, Recall, F1 score, AUCROC [4]. We use the AUCROC
to measure the discriminatory ability. And the Precision, Recall, and F1 score
are used to evaluate the correctness of the categorical predictions.
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5.1 Feature Performance

In order to compare the performance of the features from mobile phone usage
data as described in Sect. 4, we use three different features sets to build our
models, i.e., CSMS features set only, IA features set only, CSMS+IA features
set. CSMS features set contains Consumption features, Social network features,
Mobility features, and Socioeconomic features, which we extract from the daily
CDR records data and basic information registered by the mobile carriers. IA
features set contains Individual attribute features, which we extract from the
special data of App usage. Using Random Forest and LightGBM methods, we
build models on these three features sets respectively, and use AUCROC to
measure the Classification performance. The compared results are depicted in
Table 2. Obviously, the combination of CSMS+IA features has better perfor-
mance in AUCROC on the two methods. Based on this conclusion, and we
select CSMS+IA features set to build the default behavior prediction model.

Table 2. Classification performance (AUCROC) of different feature categories on dif-
ferent two methods.

Categories Random forests LightGBM

CSMS features set 0.72 0.72

IA features set 0.69 0.69

CSMS+IA features set 0.76 0.77

5.2 Comparison of the Methods

To accomplishing default behavior prediction, we adopt a joint decision model,
which makes a default risk judgment through combining Random Forests with
LightGBM as described in Sect. 4. We also use Random Forest method and
LightGBM method individually to compare their performance with the pro-
posed model in this specific problem setting. Three different models have been
performed, and Fig. 2 shows the performance of these models on four evalua-
tion metrics. We found the proposed model achieving the best performance on
Recall (0.885), F1 score (0.819), and AUCROC (0.774), which also has the bet-
ter Precision (0.782), just 0.02 lower than LightGBM (0.784). According to the
contrast result above, the proposed model has quantitative performance on the
P2P default behavior Prediction.

5.3 Comparison Against Existing Methods

The performance of the proposed method has also been compared with existing
methods. In the state-of-art studies [14], random forest model has been trained
on Lending Club dataset to assess the individual default risk. As depicted in
Table 3, the proposed method has higher AUCROC (0.774), Recall (0.885) and
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Fig. 2. A figure caption is always placed below the illustration. Please note that short
captions are centered, while long ones are justified by the macro package automatically.

Table 3. The performance comparison between our method and the existing methods

Methods AUCROC Precision Recall

[14] 0.71 0.56 0.87

[21] - 0.646 -

[18] 0.725 0.29 -

Our method 0.774 0.782 0.885

Precision (0.782) than [14] with AUCROC of 0.71, Recall of 0.87 and Precision
of 0.56, which depict the proposed method has better prediction performance.
We also compare the performance with [21] following the same protocol on the
division of test samples. They developed a logistic regression model to predict
default also on data from Lending Club. As depicted in Table 3, our performance
on Precision (0.782) are better than [21], which has Precision of 0.646. This shows
that the proposed method is a more conservative model tending to reject more
applicants to protect the P2P platforms from possible financial loss. These results
demonstrate the feasibility of adopting the proposed method for P2P lending
platforms. Moreover, we compare the performance with [18], where they build
a Gradient Boosted Trees (GBT) classifier model to assess the users financial
risk on credit card data, collected by a financial institution operating in the
considered Latin American country. As depicted in Table 3, our proposed method
has higher AUCROC (0.774) and Precision(0.782) than [18] with AUCROC of
0.725 and Precision of 0.29, These results demonstrate that the proposed method
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may have a better performance not only on P2P lending platforms but also on
other financial risk platforms.

6 Conclusion

In this paper, we propose a risk control mechanism for P2P online lending
platforms, which has a potential to be employed in countries lack of reliable
personal credit evaluation system. We further propose a default behavior pre-
diction model, which provides pre-approval credit estimate using mobile phone
usage data in this mechanism. We extract features from five aspects, including
consumption, social network, mobility, socioeconomic, and individual attribute.
Specifically, we adopt a joint decision model, which makes a default behavior
judgment through combining Random Forests with Light Gradient Boosting
Machine. Lastly, we validate the proposed model using real-world dataset.

The experimental results demonstrate that the features combining all five
aspects are most predictive for the future default behaviors of borrowers. Com-
pared with other classifiers, the proposed model has achieved the best perfor-
mance in terms of evaluation metrics. Moreover, the proposed model shows better
performance when comparing to the existing methods in this problem setting.

In the future, we plan to measure the distinguishing power of the different
features of our model in detail. Furthermore, we are interested in assessing how
our risk control mechanism changes as a function of the P2P online lending
products analyzed.
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Abstract. Performance appraisal has always been an important research topic
in human resource management. A reasonable performance appraisal plan lays a
solid foundation for the development of an enterprise. Traditional performance
appraisal programs are labor-based, lacking of fairness. Furthermore, as glob-
alization and technology advance, in order to meet the fast changing strategic
goals and increasing cross-functional tasks, enterprises face new challenges in
performance appraisal. This paper proposes a data mining-based performance
appraisal framework, to conduct an automatic and comprehensive assessment of
the employees on their working ability and job competency. This framework has
been successfully applied in a domestic company, providing a reliable basis for
its human resources management.

Keywords: Performance appraisal � Data mining � Enterprise strategy
Job competency

1 Introduction

The six modules of human resources: recruitment, configuration, training, develop-
ment, performance management, compensation and benefit management, are inter-
connected. Among them, performance management is the core in practical businesses.
With performance management, companies can reward and punish good or bad per-
formance, and implement performance-based wages. Businesses can also identify
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weaknesses and deliver targeted training with proper performance management. Based
on specific circumstances of internal and external recruitment, they can also achieve
better matchings of positions and employees. Thus, a performance appraisal system
which meets the requirement of enterprise strategic goals and current market conditions
can fully release the potential of employees, and greatly mobilize their enthusiasm for
the overall business development.

In practice, most employee performance appraisal approaches follow the traditional
manual method for evaluation and supervision. It is very labor intensive, incompre-
hensive and unfair in domains where work is difficult to quantify, as well as large
companies with thousands of employees and many departments. Therefore, the results
of performance appraisal are not accurate, and cannot achieve the expectations. In
addition, the market and policies of enterprises are changing rapidly, and their strategic
objectives are also being constantly adjusted. Dynamically evaluating the relationship
between actual work and strategic goals, and establishing real-time performance
appraisal system are urgent problems in human resources management. In addition,
with the development of society, the complexity of work is getting higher and higher,
and job competition is becoming more intense. Thus, it is difficult to solve problems
completely through employees’ inherent knowledge. Therefore, it is necessary to au-
tomatically evaluate workability of staffs, based on the actual requirements of positions
and the development of the employees. It is very useful to supervise the continuous
growth of employees, as a basis for training and staffing.

In this paper, we use data mining algorithms to solve the above problems. The main
contributions of our work include two aspects: work performance and job compe-
tency. We propose an automatic, comprehensive and fair performance appraisal
framework which meets the strategic objectives of the enterprise and the needs of the
market. Firstly, through text analysis of plans and summaries in the employee’s work
report, and the strategic objectives of the enterprise, the work performance of the
employees can be evaluated from three aspects: job value, executive ability and content
of the report. In the evaluation of job competency, the competency model of positions
is extracted from the competency requirements of the job, and match with external
knowledge sources such as books, images and other information in the internal
knowledge base. Our model will automatically generate questions from the above core
concepts. By investigating employee’s answers, we can evaluate their job competency.

Currently, this performance appraisal framework has been highly recognized by
human resources experts and has been widely used by thousands of employees at
Company H and Company J. In addition, Company H is one of the largest high-tech
companies in China. In practical application, this framework plays a role in encour-
aging staff to work actively and speeding up the realization of corporate strategic
objectives, and contributes to the employee assessment and personnel adjustment.

The paper is organized as follows: Sect. 2 provides related work and backgrounds
of human resource performance evaluation and data mining algorithms. Section 3
presents our methodology. Section 4 discusses implementation details and experiment
results. Section 5 summaries this paper.
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2 Related Work

In the field of performance appraisal, it is generally difficult to have a comprehensive
assessment of staff performance. Various performance appraisal methods have their
own advantages and disadvantages. Therefore, the study of personnel performance
appraisal theory still needs to be further improved, especially in fitting performance
appraisal methods to be in line with actual needs. At present, the main research
methods are as followed.

Key Performance Indicators (KPIs) are one of the most commonly used methods
[1, 2]. They are the key factors that determine the effectiveness of a business strategy.
They turn a business strategy into internal processes and activities, and continuously
strengthen the key competitiveness of enterprises and achieve high returns. The KPI
method is based on annual target, combined with analysis of employee performance
differences, and then periodically agreed on the key quantitative indicators of enter-
prises, ministries and individuals to build performance appraisal system.

360° assessment method is a more comprehensive performance evaluation method,
also known as comprehensive evaluation method, with a wide range of sources of
assessment results, and multi-level features [3]. 360°, as the name implies, refers to an
all-round evaluation of employee performance. In terms of examiners, they include
internal and external customers, as well as superior leaders, colleagues, subordinates,
and employee themselves. The specific implementation process can be summarized as
following: Firstly, the employees listen and fill out the questionnaire. Then, the
managers evaluate the performance of different aspects of performance. When ana-
lyzing and discussing the assessment results, the two sides have conducted a full study
and discussion to formulate the performance targets for the next year. The advantage of
this method is to break the traditional way of superior evaluation of subordinates. It can
avoid the phenomenon of “halo effect”, “center trend”, “personal prejudice and check
blind spot” which is very common for the examiner in the traditional evaluations.

Date mining methodologies have been developed for exploration and analysis, by
automatic or semi-automatic means, of large quantities of data to discover meaningful
patterns and rules [4]. Indeed, such data including employees’ seldom used data and
work summary can provide a rich resource for knowledge discovery and decision
support. Therefore, data mining is discovery-driven, not assumption-driven. Data
mining involves various techniques including statistics, neural networks, decision tree,
genetic algorithm.

Data mining has been applied in many fields such as marketing [5], finance [6],
traffic [7], health care [8], customer relationship management [9], and educational data
mining [10]. However, data mining has not been used well in human resource man-
agement. In particular, Chien and Chen [11] used data mining in the high-technology
industry to analyze the ability of employees to improve personnel selection and
enhance the quality of employees.

With the gradual development of data mining and text analysis, more and more
fields apply data mining algorithms on domain specific data analysis, and gain positive
results. For example, Tang et al. employ a multiview privileged SVM model to exploit
complementary information among multiple feature sets, which can be an interesting
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future direction for our work, as we process data from multiple sources [22]. However,
there are few cases which combine performance evaluation and data mining at present.
Therefore, this paper proposes a novel comprehensive performance appraisal frame-
work based on data mining and text analysis, which combines a employees’ work
performance, corporate strategic objectives and position competence. It provides a
promising way for human resource management.

3 Methodology

This paper constructs an automatic framework for human resource data mining to
evaluate the employees’ work from their work summary and self-improvement. As the
main contribution and novelty of our work, we extensively apply NLP and data mining
technologies to areas of work performance, job competency and self-growth material
recommendation. Under our methodology, working ability and job competencies could
be quantified and the decision makers can have an easier and better understanding on
employees’ comprehensive ability. The evaluation results can be used to effectively
adjust enterprise position structure reasonably and improve matching of staff and posts.
The performance appraisal framework is shown in Fig. 1.

3.1 Assessment of Work Performance of Employee Based on Text
Analysis

Each employee submits a job report periodically, including the company’s strategic
objectives, the employee’s expected plan, and a summary of the employee’s actual
work during that period. Since each report submitted is reviewed by the manager of the
employee, the reliability of the report’s content can be guaranteed. Therefore, our
framework applies text analysis on the employee’s work reports, and conducts analysis
on the position value, the execution score and the basic score, and thus obtains the
employee’s work performance result. The specific assessment is as follows:

• 
• 
• 

• 

• 

• 

• 

• 

Fig. 1. The performance appraisal framework
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3.1.1 Position Score
The most intuitive manifestation of the value of an employee is the impact of his/her
work on the strategic goals of the organization. Therefore, we correlate the work plan in
the employee’s work report with the strategic objectives of the enterprise. The two
sources of paragraph text are firstly divided into words by CRF segmentation method.
Since sentences often contain “stop words” that appears frequently but not semantically
relevant (e.g. is, this, etc.), in this work we remove such words. In addition, Chinese
expression is abundant, and synonyms are often used to describe the same thing. We
use a Chinese synonym dictionary, and transform semantically similar words into the
same form. Finally, we identify similar documents based on a set of common key-
words. We employ cosine similarity [12, 13] commonly used in text analysis, to
characterize the correlation between two segments of text. The formula for calculating
post value based on cosine similarity is as follows.

Position Score ¼ simðv1; v2Þ ¼ v1 � v2
v1j j v2j j ð1Þ

Where v1 � v2 ¼
Pt

i¼1 v1iv2i; v1j j¼ ffiffiffiffiffiffiffiffiffiffiffiffi
v1 � v1p

, v is a word vector used to describe the
content of a passage by word segmentation and removal of stop words. The higher the
value of Position_Score, the higher the correlation between the two paragraphs.

3.1.2 Execution Score
From the managers’ perspective, their most important concern is the ability of their
employees to perform their work. The stronger the execution, the better the employees
are considered to be. Therefore, the execution ability is also an important evaluation
index in performance appraisal. In our work, the performance of each employee is
automatically measured by analyzing the matching degree of the work plan in the
employee’s work report and his actual work summary. First of all, similar to the above
method, we divide the employees’ plans and summaries into participles, remove the
stop words, and then get the key vectors of the original sentences.

Execution Score ¼
Pt

i¼1 FðiÞ
m

ð2Þ

Here FðiÞ is the completion of each plan. Based on the different degree adverbs
identified in the summary, each program is assigned a discount ratio for varying
degrees, which is provided by the domain experts. The detailed scores are shown in
Table 1, where m is the total number of plans listed by the employees.

Table 1. Discount ratio of different adverbs of degree comparison table

Adverbs of degree Discount ratio

{基本完成, 初步完成, 大体上, 几乎完成} (almost done) 0.8
{未完成, 尚未, 没有完成, 有待完成} (not yet) 0.6
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3.1.3 Basis Score
In addition to the two aspects of the above assessment, the quality of the employee’s
report should also be evaluated. Through analysis of the employees’ plan and summary
after the participle, the sentence that lacks predicate is regarded as the residual sen-
tence, and we use the total number of the residual sentences in the report to evaluate the
employee. Employees who have few words or who copy the same content from the
plan are assigned lower scores.

3.1.4 Total Score of Work Performance
The score of the above parts are summed up the following formula (3):

Work Score ¼ a � Position Scoreþ b � Execution Scoreþð1� a� bÞ � Basis Score ð3Þ

The values of a and b denote the weights of the position value and the execution
scores respectively. The values of a and b are set according to the actual situation of
different companies, which are company-specific. For example, Company J wants to
assess the ability of employees, but also encourages employees to better complete tasks
in line with the strategic objectives of the enterprise, so the value of a and b will both
be set to high values of 0.4.

3.2 Assessment of Employee Job Competency

As globalization and technology advance, the working procedures in companies are
becoming diversified and complicated, and cross-functional tasks are also increased
while new jobs are still constantly created. For employees, the ability of self-
improvement is especially important. Therefore, based on position characteristics and
requirements of employees, our work selects the most suitable data from the internal
databases and external data sources for employees to meet their job requirements.
Through analysis of the learning behavior of employees, we evaluate the employees’
job competency.

3.2.1 Automatic Multi-source-data Core Concept Extraction
In order to improve the ability to work, and face the complex tasks, employees have to
continuously learn knowledge from internal databases and external data sources. It is
very important to obtain the core content of each material and generate a reasonable
summary for each source quickly and efficiently, for the growth and progress of
employees. Here, we employ a combination of TF-IDF algorithm and TextRank
algorithm (based on graph model) to automatically extract data [14]. The algorithm can
be described as a three-step process including sentence representation, ranking, and
selection. The following paragraphs will describe each of the steps [15, 16].

Sentence representation
In the TextRank algorithm, it is impossible to process plain text information directly.
Therefore, each sentence must be transformed into the weight vector of the word, and
then TextRank could be carried out by the similarity between each sentence vector.
When converting to sentence weight vector, one possible approach would be to only

A Novel Data Mining Approach Towards Human Resource Performance Appraisal 481



count the number of occurrences of the term in the sentence, but that will give usual
term preference over unusual terms, even if unusual terms often defines a text better
than the usual terms that most text contains. To account for this, the frequency of a term
is weighted with the inverse document frequency (IDF). The purpose of IDF is to boost
the value of rare terms [17]. This is done by taking the logarithm of the number of
documents N in the given corpus divided by the number of documents that contains a
given term nt.

log
N
nt

ð4Þ

The IDF-score will be high for a term if it is only present in a small number of
documents in the corpus. The IDF-score is combined with the term frequency (TF) to
give the so-called TF-IDF score. The TF-IDF for a given term t, document d and corpus
D, is defined as:

tf � idf ðt; d;DÞ ¼ tf ðt; dÞ � idf ðt;DÞ ð5Þ

Through the calculation of TF-IDF, we attach an initial weight to each term in the
sentence. So the input text is represented as a graph, where each sentence is converted
to a node where an edge between two nodes denotes the similarity between the two
sentences.

Sentence ranking
After the sentence weight initialization, we proceed to calculate the importance of each
sentence in the whole text through an iterative way [18, 19]. The specific iterative
process is shown as follows in (6):

WSðViÞ ¼ 1� d
n

þ d �
X

Vj2InðViÞ

wijP
Vk2OutðVjÞ

wjk
WSðVjÞ ð6Þ

Here, WSðViÞ denotes the weight of sentence i,
P

Vk2OutðVjÞ
wjk denotes the contribution of

each adjacent sentence. wij denotes the similarity between sentence i and sentence j,
while WSðVjÞ denotes the weight of sentence j in the last iteration. The initial weight of
array WS is 1/n, where n is the total number of sentences in the passage. d is a damping
coefficient in a range of 0 to 1, denoting a probability of pointing to other arbitrary
points from a particular point in the graph, and the general value is set at 0.85.

Sentence selection
The last step is to select which sentences to be extracted as the summary. In this case,
we select N sentences with the highest scores. The specific value of N is selected in
Sect. 4 through specific experimental results.

Also, as books are more structured than plain text, the title of each chapter is often
closer to the subject of the paragraph than other sentence. Therefore, we enhance the
weight of different sentences based on the title of the book when initializing the weight
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of each sentence, so as to achieve the purpose of highlighting the topic. The specific
lifting effect will be shown in the Sect. 4.

In addition, external data sources and internal databases contain a large number of
images, video and other information. We extract metadata to obtain the text description,
and then use the same way to process the multi-source-data core concept extraction.

3.2.2 Intelligent Matching of Job Requirements and Learning Materials
After extracting core concepts of multi-source-data, we next consider how to recom-
mend the most suitable learning materials for employees in different positions. First of
all, through the analysis of position requirements of our competency model, a set of
widely recognized job function requirements in the field of human resources is
described, and the key words of quality requirements of different positions are obtained.
Here we use the BM25 information retrieval model [20], with the formula (7).

RSVd ¼
X
t2q

log
N
df t

� �
� ðk1 þ 1Þtf td
k1 ð1� bÞþ b� ðLd=LaveÞ½ � þ tf td

ð7Þ

RSVd denotes the weight of term t in the document d, Ld and Lave denotes the length
of document d and the average length of the entire document. k1 and b are two free
variables, usually k1 2 1:2; 2:0½ �; b ¼ 0:75.

The keywords of quality requirements are used as query morphemes, and the core
concept set of extracted data is used as a set of retrieved documents. The retrieval
results of core qualities are arranged according to the order of matching score varying
from large to small. This is the order in which learning materials are recommended for
the employee.

3.2.3 Employee Competency Evaluation
Using the above methods, we choose the most suitable learning materials for different
positions of employees, and then evaluate the learning effect of each employee to get
the job competency of employees for that position. Based on the above process, we
have developed a program to record the behavior information of employees in the
process of material learning. By calculating Pearson correlation coefficient, sensitive
data including employee name, personnel code and irrelevant attributes are deleted.

Since it is a classification problem, we use the decision tree model. The final test
result is used as the prediction target, and other attributes are used as input. We
construct a learning effect evaluation model based on employee learning behavior, and
the results of the model are used to evaluate the job competency of employees in this
position. The results of the model and the analysis are described in detail in Sect. 4.

3.3 Employee Comprehensive Performance Appraisal

Through the above two modules, we automatically evaluate employees’ work perfor-
mance and job competency respectively, and the final assessment scores are as shown
in (8):
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PAScore ¼ a1 �Work Scoreþ a2 � Competency Score ð8Þ

Work Score denotes the work performance of employees, and Competency Score
denotes the job competency. These two parts reflect the employees’ current competence
and the future growth potential. These two parts are very important indicators for the
development of an enterprise. Different companies have different levels of concern for
these two indicators. Therefore, enterprises can adjust the weights of the two parts
according to their actual situations, and get the comprehensive performance appraisal
results that meet their own business needs. For example, Company H, which is one of
the largest high-tech companies in China, has intensively employed our model to
evaluate their employees. Positive feedbacks are obtained from Company H.

4 Experiment

4.1 Textual Core Concept Extraction Based on Graph Model

In our textual core concept extraction experiment, we employ the famous “principle of
salary management” in the field of human compensation. The book contains about 4.65
million Chinese characters. It is the latest textbook of original salary management in
China. It is very suitable for the employees’ self-learning scene in the assessment of
competency. We compare the key sentence proposed by the author with the core
concepts extracted by the TextRank graph model algorithm, to verify whether the core
concept extraction method based on TF-IDF and TextRank is suitable for this scenario.
Then, according to the results, we choose the most appropriate number of core concept
sentences. Here, we introduce the precision and NDCG [21] as the evaluation indexes.
These two evaluation criteria are shown in (9) and (10):

P ¼ xi \ yi
n

ð9Þ

NDCG ¼ Z
Xn

p¼1

2rp � 1
logð1þ pÞ ð10Þ

In the formula of precision, xi denotes the set of extracted sentences, yi denotes the
set of author’s intention, n denotes the number of extracted sentences. In the formula of
NDCG, Z is a regularization term, rp denotes the score of the sentence p. Accuracy is
used to evaluate the degree of matching between the extraction result and the author’s
intention. The higher the accuracy is, the more representative the author’s intention is.

The NDCG value is used to evaluate the difference between the weight ranking of
the core concepts and the key sentence ranking of the author’s intention. The higher the
value is, the more accurate the sentence ranking is. Because of the structure of the
article, we can enhance the weight of the key information based on its title information.
The results of the experiment in the “concept of compensation” is presented in Table 2:
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Through our experiments, it is evident that the improvement based on the title has a
significant effect on the extraction of the core concept, and the effect is best when the
number of sentences is 20.

Therefore, in actual use, we select 20 sentences with the title enhancement, we can
automatically get very accurate core concepts. It provides a reliable basis for person-
alized recommendation based on the characteristics of employee quality.

4.2 Employee Competency Evaluation Based on Decision Tree

In this part of the experiment, we use the learning behavior data from 1735 employees of
Company H to build a decision tree model. These data are valid data obtained through
the background when employees use the learning program. 1132 pieces of data are used
as training sets and 603 are used is test sets. Three decision tree models, C & RT,
CHAID and C5.0, are used to construct the model. Here, we define the precision in (11):

P ¼ nt
n

ð11Þ

nt denotes the number of correctly classified samples, and n denotes the number of total
samples.

The outcome shown in Table 3:

The classification accuracy obtained by C5.0 model is the highest. The decision tree
model using C5.0 is shown in Fig. 2:

With the above decision tree model, we get job competency evaluation model
based on employee learning behavior. The indexes that can best reflect the learning

Table 2. Result of core concept extraction experiment

Number of
test groups

Number of
sentences extracted

Whether or not to optimize
based on title

Precision NDCG

1 10 No 1.0 0.6776
10 Yes 1.0 0.739

2 20 No 0.9 0.6426
20 Yes 1.0 0.7445

3 30 No 0.8333 0.6702
30 Yes 1.0 0.7408

Table 3. Outcome of different decision tree models

Decision tree
model types

Number of correctly
classified samples

Number of wrongly
classified samples

Precision

C&RT 599 4 99.34%
CHAID 599 4 99.34%
C5.0 601 2 99.67%
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ability of the employee include: the number of times to participate in the simulated
examinations, the excellent times of the test results, the number of times of unqualified
examination results and the number of times of reading the key knowledge points. Our
model results can also be used to guide the employee learning and skill-set building.
For example, one implication is that learning should be accompanied by taking sim-
ulation tests and reading core knowledge points.

5 Conclusion

Human resource performance appraisal index system has great application values in
enterprise management. It is of great significance to tap the potential of employees,
motivate the enthusiasm of employees, and to ensure the overall performance of
enterprises. In this paper, we developed a comprehensive employee performance
appraisal framework based on data mining and text analysis. Our framework has been
successfully applied in Company H and Company J. It effectively improves the fairness
in the performance appraisal procedures and fits the latest strategies of the enterprises.

Simula on Exam 
Times 

The Times of 
Excellence on 

Simula on Exams
100% Fail

>=2 <2

99.5% Pass
0.5% Fail

The Times of Fail on 
Simula on Exams

>=3 <3

The Times of 
reading

 knowledge points

98% Pass
2% Fail

>=2 <2

95% Pass
5% Fail 100% Fail

>=1 <1

Fig. 2. decision tree model based on C5.0
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It also evaluates the adaptability of employees and obtains a more complete perfor-
mance appraisal method. Our work can help enterprises to rationally allocate and adjust
their positions. Based on the requirements, they can formulate corresponding growth
plans for their employees, motivate their work enthusiasm, and enhance their working
ability and efficiency.
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Abstract. Word representation is one foundational research in natu-
ral language processing which full of challenges compared to other fields
such as image and speech processing. It embeds words to a dense low-
dimensional vector space and is able to learn syntax and semantics at the
same time. But this representation only get one single vector for a word
no matter it is polysemy or not. In order to solve this problem, sense
information are added in the multiple sense language models to learn
alternative vectors for each single word. However, as the most popular
measuring method in single sense language models, word similarity did
not get the same performance in multiple situation, because word simi-
larity based on cosine distance doesn’t match annotated similarity scores.
In this paper, we analyzed similarity algorithms and found there is obvi-
ous gap between cosine distance and benchmark datasets, because the
negative internal in cosine space does not correspond to manual scores
space and cosine similarity did not cover semantic relatedness contained
in datasets. Based on this, we proposed a new similarity methods based
on mean square error and the experiments showed that our new eval-
uation algorithm provided a better method for word vector similarity
evaluation.

1 Introduction

Word embedding is an effective distributed method for word representation in
natural language precessing (NLP) which can obtain syntax and semantic infor-
mation from amount of unlabeled corpus. Comparing with local representation
like one-hot encoding, distributed representation maps word or sentence to a
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dense low dimensional vector space. And properties like word syntax and seman-
tic information distributed on all dimensions. However, these models assumed
that each word only have one single vector and ignored polysemy situation in
languages which called word disambiguation. For instance, ‘apple’ is not only a
technology company but also a kind of fruits. In a sentence, once the context
environment determined, the meaning of the word is also determined. According
to this, multiple sense word embedding is proposed, each word has various num-
ber of word vectors and corresponding sense vectors. And the biggest difference
between single sense and multiple sense language model is the sense information.
Therefore, we can choose proper word vector based on sense information and get
more accurate representation in sentences.

Another problem after get embedding is the evaluation process. Different
language models has different patterns and structures, some of them focus on
word similarity and others focus on word syntax and semantic. To summarize,
researchers proposed two different evaluations called intrinsic and extrinsic evalu-
ation, which evaluated word vectors with different priorities. Intrinsic evaluation
includes word similarity, word analogy and synonym question, extrinsic evalua-
tion includes experiments which using embedding as the initialization of neural
networks like text classification, semantic analysis and named entity recognition.
But there are none one evaluation algorithm covered all these evaluations, intrin-
sic evaluation methods may fail in extrinsic measuring, so evaluation methods
become more and more important in language models and NLP tasks.

In intrinsic evaluation, word similarity algorithm is the most-used method
to measure semantic similarity. But the vector scores computed by cosine are
different with manual annotated similarity scores, because cosine value only mea-
sure similarity while annotated value contained similarity and relatedness at the
same time, which caused mismatch in similarity evaluation. In this paper, we
analyzed multiple sense language models and word similarity evaluations, and
studied the reason which caused mismatch between cosine scores and manual
scores. Based on this, we proposed a new method based on mean square error to
evaluate the performance of different language models. We also proposed a new
word similarity benchmark datasets with our new annotation method.

This paper is organized as follows: Sect. 2 reviewed multiple sense word
embedding models, and word similarity evaluation methods are analyzed and
our new evaluation method is proposed in Sect. 3, Sect. 4 listed some experi-
ments results between different word similarity evaluations, and we gave our
conclusion in the final section.

2 Related Work

Raw words or sentences need to be represented by vectors before input into
algorithms, therefore representation learning had became foundational field in
NLP. In 1954, Harris [1] proposed distributed hypothesis which point that syntax
would be similar if words had the same contexts, and this hypothesis was a foot-
stone in language modeling. Researcher designed lots of models according to the
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distributed hypothesis. Assume S = (w1, w2, . . . , wn) is a sentence with n words.
We use P (S) in 1 to represent the joint probability of this sentence, and proba-
bility would be decrease if replacing any word in S. The gold of language model
is to maximum joint probability of a sentence, but the difficult of conditional
probability would be growth exponential in the tail of S because we need to
consider more history words. Therefore, a context window cover 2k words would
be chosen to replace the whole sentence, C(wi) = wi−k, . . . , wi−1, wi+1, . . . , wi+k

means all context words in this window.

P (S) =
n∏

i=1

p(wi|w1, w2, . . . , wi−1) ≈
n∏

i=1

p(wi|C(wi)) (1)

P (S) =
n∏

i=1

ai∏

j=1

p(wj
i |C(wj

i )) ≈
n∏

i=1

ai∏

j=1

p(wj
i |C(wi)) (2)

In single sense models, each word has only one vector wi, the goal of language
model is to maximum the probability of S. When extend to multiple sense lan-
guage model, each word has ai word vectors (w1

i , w2
i , . . . , wai

i ) and corresponding
sense vectors (c1i , c

2
i , . . . , c

ai
i ), models must decide which sense is the best one in

current context from candidate senses. Once determine sense index, word vector
would be updated by the same algorithm with single sense models. Therefore,
we can modified sentence probability with 2. In this equation, sense information
and corresponding vectors are added as extra data in the inner multiplication.

Bengio [2] first exploited a feed-forward neural network for modeling lan-
guage, they used a three layer neural network to modeling sentence and got a
word embedding at the same time. But it is very time consuming because the
output layer is a softmax layer and the number of neural units are the same
with dimension of dictionary. Mnih [3] proposed a Log-Bilinear language model
(LBL), in their model, a bilinear structure replace the three layers and accelerate
the algorithms effectively. After that, Mikolov [4] tried to used recurrent neural
network to model language because sentences are sequence data essentially. They
[5] also proposed two popular language models named continuous bag-of-words
(CBOW) model and skip-gram model, and two efficient accelerate algorithms
named hierarchical softmax and negative sampling. Figure 1(a) indicated two
model structures in word2vec, the CBOW model predict target word wi by its
neighbor context words C(wi) = {wi−k, . . . , wi−1, wi+1, wi+k}, and Skip-gram
had a symmetrically structure that predict context word by target word.

Collobert [6] designed a more complex network with a score function to
replace the softmax layer. They used a union probability p(w1, w2, . . . , wn) in 3
rather than a approximate conditional probability, and fθ(x) is a neural network
based score function. Original sentence S is a positive sample, and S(w) which
central word was replaced by a random chosen word is a negative sample. Then
made the score of positive sample at least one point more than negative samples.

P (S) =
∑

w∈D
max{0, 1 − fθ(S) + fθ(S(w))} (3)
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Fig. 1. Single sense and multiple sense language models

All the previous models only considered local context and ignore the global
information, and Pennington [7] proposed Glove model which has the same
thought as previous models but considered more situation of the concurrence
of words. This mode adapted advantages both from latent semantic analysis [8]
and CBOW model. The results showed that Glove perform well in small corpus
and more flexible in big corpus than word2vec. Except unsupervised learning
models, Joulin [9] proposed a supervised method based on text classification
to train word vectors and reduce the learning time from days to several hours,
Bojanowski [10] put sub-words into models as extra information and enriched
samples for training, they also released fastText1 toolkits to train embeddings
or to finish text classification task. No matter predicate-based or score function-
based models, they all take advantage of the great power of the neural network.
More and more complex and useful networks began adapted in language mod-
els. As a special design of recurrent neural network, long-short memory network
(LSTM) is a better way to model sequence data with different gates.

Models mentioned in previous part are all single sense language models which
assumed that one word have only one vector no matter how many different
context environment may occur in corpus. Several efforts have been made in
multiple sense language modeling. Huang [11] proposed a two-stage learning
methods based on cluster algorithms, they first clustered words to many groups
and labeled word using theirs cluster center, then trained word vector by these
replaced centers. But clustering process would be the biggest block in this algo-
rithm because it spend lots of time. Effort have been made to solve this problem.
Neelakantan [12] proposed a non-parametric estimation methods based on skip-
gram model to learn multiple prototype vectors, they used a latent variable to
represent the sense vector and get better performance in word similarity bench-
mark. Zheng [13] designed a universal multiple sense unit and embed into CBOW
model to learning multiple word embedding and got different representations for
each word. Tian [14] proposed a new method based on EM algorithm, Li [15]
proposed a new model to learn sense information and used Chinese Restaurant

1 https://github.com/facebookresearch/fastText.

https://github.com/facebookresearch/fastText
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Process to recognize the number of senses for different word. Figure 1(b) is a
basic cell structure in multiple sense language model, it is more complex than
an ordinary neural unit.

Some researchers began to explore the internal explanation of similarity eval-
uation. Gladkova [16] discussed methods of intrinsic evaluation of word embed-
dings and hoped to draw attention of both computational and theoretical lin-
guists to get a better evaluation method. Chiu [17] found word embeddings can’t
get the same performance in intrinsic or extrinsic evaluations. Li [15] explored if
multiple sense word embedding can improve natural language understanding and
found that single sense word embedding can beat multiple sense word embedding
with a bigger dimension size. All of this lead to the suspicion of multiple sense
models.

3 Methodology

Another important part in natural language processing is the evaluation because
we don’t know if vectors contains similarity or analogy properties or not. Lan-
guage models based on distributed hypothesis consider words have same meaning
if they have same context, therefore, similarity evaluation is the most intuitive
test for the quality of language models and word vectors. As one of the most used
intrinsic evaluation, cosine distance indicated in 4 measured semantic distance
between word pairs, and this test has been the most popular evaluations.

cos(w1, w2) =
w1w2

‖w1‖‖w2‖ (4)

In multiples sense models, each word may contains many vectors, Huang
proposed another four different similarity distances with multiple vectors. In 5,
AvgSim means average of all the possible match of word vectors, and AvgSimC
adds the probability of every sense occur in corpus. And the LocalSim only use
the best match one to represent all the situations, this may be the most close
to multiple sense vectors at all. And another special distance is global similarity
which is the cosine distance between two global vectors.

AvgSim(w1, w2) =
1

K2

K∑

i=1

K∑

j=1

d(vi(w1), vj(w2)) (5)

AvgSimC(w1, w2) =
1

K2

K∑

i=1

K∑

j=1

p(c1, w1, i)p(c2, w2, j)d(vi(w1), vj(w2)) (6)

LocalSim(w1, w2) = d(vs(w1, k1), vs(w2, k2) (7)
GlobalSim(w1, w2) = d(vg(w1), vg(w2)) (8)

Embedding trained by neural networks whose object function is 1 or 2 would
catch semantic information like word similarity and word relatedness. But these
vectors represent words’ context situations other than word property itself. For
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example, ‘good’ and ‘bad’ would be have a high cosine score because they always
appear in the same context environment. Similarity score computed by word
vector pairs is in the range [−1, 1] while manual annotated scores in the range
[0, 10]. The negative part would be difficult to map in the same scope.

WS353 is a common used dataset with 353 word pairs and their manual anno-
tated similarity scores. For example, ‘tiger cat 7.35 ’ is one record in WS353, two
words ‘tiger ’ and ‘cat ’ are word pairs used in similarity algorithms, value in the
third column means annotated similarity score of word pairs which range from
0 to 10, higher score represent two word are more similar. After get similarity
score of each word vector pairs, correlation coefficient in 9 is one index that can
measure the degree of correlation between estimated scores and human language.
And X is a cosine similarity vector based on cosine distance, Y is a same size
vector of annotated similarity scores. A higher value means that word embedding
catch more semantic information and grammar structures.

ρ(X,Y ) =
∑n

i=1(xi − X̄)(yi − Ȳ )√∑n
i=1(xi − X̄)

∑n
i=1(yi − Ȳ )

(9)

In order to analysis the effectiveness of word embeddings, two new evalua-
tion algorithms were proposed in this paper. The first one is fake similarity, we
used manual annotated scores to find the best match word vectors and recom-
puted cosine distance and pearson correlation coefficient. The fake similarity was
designed as 10, vf (x) means vector x are the most similar to manual scores from
word’s multiple embeddings. This fake similarity measures the best conditions
that embedding can achieve compared to human language. ‘Fake’ means that
annotated scores were already used in advance.

FakeSim(w1, w2) =
1

K2
d(vf (w1), vf (w2)) (10)

The second evaluation method is mean square error (MSE) in 11, it is the
difference between manual scores and what is estimated.

MSE(X,Y ) =
1
n

n∑

i=1

(Xi − Y i)2 (11)

There are many similarity benchmark datasets in intrinsic evaluation, Table 1
listed some similarity benchmark datasets that always used in intrinsic evalua-
tion. WS353 is the most used dataset included 353 word pairs and their anno-
tated similarity scores. Another two datasets created from WS353 are WS353Sim
and WS353Rel, and WS353Sim include 203 records that each word pair have sim-
ilarity while WS353Rel contains 252 records that each word pair are more related
to each other. As for multiple sense word embedding, SCWS dataset provide 2003
word pairs with their context environment and annotated scores. Each record
has two words and two whole sentences including two words. Datasets like this
can be used both in single sense word embedding and multiple sense embedding.
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Table 1. Datasets used in word similarity evaluation

Dataset Word Paris Evaluation Source

WS353 353 Single sense Finkelstein [18]

WS353Sim 203 Single sense Agirre [19]

WS353Rel 252 Single sense Agirre [19]

SCWS 2003 Multiple sense Huang [11]

MEN 3000 Single sense Bruni [20]

Cosine distance is range from −1 to 1 while manual annotated scores did
not cover the negative scope. Therefore, there must be a mismatch between two
scores. To solve this problem, we can shift all the values to positive part, but
zero is a special point in this situation. And there’s another method, we can
mirror all negative scores to positive range.

4 Experiments

Multiple sense word embedding is the best method for word disambiguation in
unsupervised learning filed. Many researchers proposed their own well-designed
models for learning word vectors and share their own datasets for word sim-
ilarity evaluation. Multiple sense skip gram is one of the best multiple sense
language model, we download their trained word vectors and got computed four
correlation coefficient using similarity algorithms mentioned in 5 and 10. In the
experiment, we choose pre-trained multiple sense word vectors with 50 dimen-
sion size choose sense window is 5 (with 5 words in both left and right of current
word). In MSSG word vectors, each word has a global vector and corresponding
sense vectors, global vector updated every time while sense vector updated when
match its context vector in the training process. In fact, global vector is the same
as single sense word embedding.

As for benchmark dataset, we removed all the records that didn’t not appear
in MSSG dictionary. After getting the cosine scores and annotated scores, we
reorder the annotated scores from small to large and just showed by the green
point line in Fig. 2, and the red point means the paired cosine scores.

In Fig. 2, the distance between red point and green point reflect the offset
between manual scores and cosine scores. We can find in Fig. 2(a), (b), (c) and
(d) that computed cosine scores are a little bit close to the positive range. We
can get more accurate numerical comparison in Table 2. In this table, subscript
number 1 means we used 1947 pairs of valid words from SCWS datasets, and
subscript number 2 means the left 1723 word pairs after removing 241 word
pairs with duplicate word. ]rho is the correlation coefficient and e means MSE
while e

′
is the result after normalization. From the result we can find that local

similarity did not get best performance while global vector get the highest value
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Fig. 2. Similarity of scores scatter with different cosine algorithms (Color figure online)

Table 2. Correlation coefficient and MSE on MSSG word vectors

- GlobalSim AvgSim LocalSim LocalSim2 FakeSim

ρ1 0.634 0.481 0.256 0.543 0.946

ρ2 0.543 0.388 0.248 0.456 0.943

e1 16.767 16.493 15.981 16.935 -

e2 12.077 11.333 10.882 11.998 -

é1 15.807 15.585 15.633 16.294 -

é2 10.968 10.540 10.585 11.303 -

in correlation measuring. And we add global vector into sense vectors to enrich
the source of LocalSim2, but it also fails to overtaken the GlocalSim. There
are many reasons that can influence the results include context windows and
similarity algorithms.

We also analyzed the influence of different context window size indicated in
Fig. 3. Because MSSG word vectors are trained with context window 5, so we
choose the context window size in range [1, 10]. The results showed that sense
vector didn’t play ideal role, but the global vector perform better. We guess that
global vector catch more semantic information and sense vectors didn’t get fully
trained and even get incorrect updated. Therefore, single sense word embedding
or global vector would be enough in most NLP tasks.
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Fig. 3. Window size analysis

5 Conclusion

Multiple sense word embedding is a better way for word disambiguation, it con-
siders specific meaning of a word in context environment. But models may not
get better performance if it can not determine sense information. Sometimes,
single sense or global word vector can achieve same results with multiple sense
vectors and more flexible during serialization process. As most used intrinsic
evaluation, word similarity is an efficient measuring for word vectors. But the
gap between estimated annotated scores and cosine similarity-based scores influ-
ence the performance of similarity evaluation. In this paper, we designed a new
similarity distance fakeSim and used mean square error to evaluate the perfor-
mance of word similarity and found that word similarity fails in multiple sense
word embedding evaluation, there are still a long way to reach the desired goal.

Acknowledgements. This work is supported by the National Natural Science Foun-
dation of China No. 91546201, No. 71331005 and No. 71501175, Shandong Independent
Innovation and Achievement Transformation Special Fund of China (2014ZZCX03302),
and the Open Project of Key Laboratory of Big Data Mining and Knowledge Manage-
ment, Chinese Academy of Sciences.

References

1. Harris, Z.S.: Distributional structure. Word 10(2–3), 146–162 (1954)
2. Bengio, Y., Ducharme, R., Vincent, P., Jauvin, C.: A neural probabilistic language

model. J. Mach. Learn. Res. 3(Feb), 1137–1155 (2003)
3. Mnih, A., Hinton, G.: Three new graphical models for statistical language mod-

elling. In: Proceedings of the 24th International Conference on Machine Learning,
pp. 641–648. ACM (2007)



498 Y. Shi et al.

4. Mikolov, T., Karafiát, M., Burget, L., Cernockỳ, J., Khudanpur, S.: Recurrent
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Abstract. This paper presents a hybrid algorithm employed to reduce the
weight of an electric motor, designed for electric vehicle (EV) propulsion. The
approach uses a hybridization between Cuckoo Search and CMAES to generate
an initial population. Then, the population is transferred to a new procedure
which adaptively switches between two search strategies, i.e. one for exploration
and one for exploitation. Besides the electric motor optimization, the proposed
algorithm performance is also evaluated using the 15 functions of the CEC 2015
competition benchmark. The results reveal that the proposed approach can show
a very competitive performance when compared with different state-of-the-art
algorithms.

Keywords: Electric motors � Hybridization � Cuckoo search � CMAES

1 Introduction

Metaheuristics are widely used to solve complex optimization problems within a
reasonable time. According to [3], most of metaheuristics have the common following
characteristics: they are nature-inspired, and based on stochastic components (ran-
domness). Besides, a balance should be preserved between the diversification and
exploitation phases [5]. Otherwise, metaheuristics would suffer from falling in local
optima (weak diversification) or from slow convergence (weak exploitation). To
overcome these limitations, hybridization between different algorithmic components
appears to be an appropriate choice. Hybrid metaheuristics have attracted a lot of
attention from researchers to solve optimization problems. It has been proven that
choosing an appropriate combination of algorithmic concepts can lead to a successful
solving of many hard optimization problems [2].

In this paper, we propose a hybrid algorithm to optimize the weight of electric
motors within electric vehicles. The hybridization is based on a CMAES-enhanced
Cuckoo Search (CS) which provides a well distributed initial population. Then, the
population is transferred to a surrogate model-based LSHADE to optimize the solutions
obtained so far.
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LSHADE is a recent version of differential evolution algorithm (DE) that incor-
porates success-history based parameter adaptation [17] with Linear Population Size
Reduction (LPSR) [18]. The main motivation for using LSHADE as the main optimizer
is its high adaptability when solving many optimization problems [1]. In addition to
that, LSHADE ranked first at the CEC 2014 competition. However, our approach relies
on a modification of this algorithm, where we aim to improve its exploration capability
by integrating the K-means clustering algorithm to generate the central individuals of a
given population. Then, we apply a Lévy Flight movement on them to generate new
individuals. The proposed approach is evaluated using the 15 test functions of the CEC
2015 benchmark and it is compared with LSHADE, DE and Cuckoo Search (CS). This
experimentation shows that our proposition obtains very competitive results on the
electric motor problem at hand and on the CEC 2015 benchmark.

The rest of this paper is organized as follows. In Sect. 2, the electric motor problem
is discussed. In Sect. 3, the algorithmic components of our proposition are presented.
In Sect. 4, our approach is explained in details. Then, the results are discussed in
Sect. 5. Finally, Sect. 6 concludes the paper.

2 Electric Motor Design

Here the application under study is introduced. The hybrid optimization approach will
be applied to optimize the design of an electric motor used to propel an electric vehicle
(EV). Concerning the EV application one can observe that from the first hybrid vehicle
in series production, the Toyota Prius Hybrid, have past about 20 years. At that time,
the permanent magnet synchronous machine (PMSM) used to propel the hybrid vehicle
was designed at 6 000 r/min. The PMSM structure from today’s Prius Hybrid has a
double speed, 12 000 r/min. Moreover, for all other manufacturers, the electric motors
used for the traction present a speed level in the same range: BMW-i3 is running at a
top speed of 11 400 r/min, Renault-Zoe at 11 300 r/min, etc. The idea of increasing the
speed of the electric propulsion is due to the improved power density (i.e.,
power/weight ratio) of the high speed traction motor: the higher the speed of the motor,
the better the power density. Since the power density is improved, meaning that for the
desired out power, the weight of the machine is reduced, the operation range (the main
drawback of electric vehicles today), meaning the autonomy of the electric car, can be
increased [6, 7]. Also, by reducing the weight and consequently the volume of the
electric motor, one could consider to increase the capacity of the supplying battery,
again, with a clear advantage on terms of vehicle’s autonomy.

For the above reasons our interest was to find the best suited motor topology,
capable to run at higher speeds. We have established the desired output power, which is
20 kW, while the motor is supplied from a battery of 380 Vdc. In Fig. 1(a) is presented
the 3D view of the high speed PMSM which was designed to run at 22 000 r/min and
where one can identify the main components of the active parts of the machine,
meaning: the stator and rotor parts, the inset permanent magnets (PMs) with the
appropriate polarity. All the calculation of the obtained performances are made on the
length of the machine (Lm in Fig. 1(a)). The analysis with respect to the obtained
performances of the designed highs-speed PMSM is carried out with a numerical finite
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element method (FEM). Based on this one will get the electromagnetic and mechanical
performances. This analysis stands for validation of the analytical design of the
machine and will also be used to verify the optimized results proposed by our opti-
mization approach. In Fig. 1(b) is presented, in several slices on the length of the
machine, the flux density repartition while the machine is running at high speed. Based
on this analysis we can see which machine’s iron regions present a risk of saturation.
Since we are using very good steel, we can conclude that the machine is not
oversaturated.

The structure is designed to have only 2 magnetic poles. Since the frequency of the
supply is proportional to the machine’s magnetic poles and since the iron losses of the
machine are proportional to the square of the frequency, it means that the machine
efficiency is drastically affected by the frequency/poles values. Thus, having the lowest
possible number of poles will offer the possibility to reduce at maximum the frequency
of the machine, and finally to have the most appropriate magnetic configuration. And
from this point on, we can consider to optimize the structure itself in order to obtain the
best power density (power/weight ratio).

3 Approach Components

We provide in this section a brief presentation of the algorithmic components used in
our proposition.

3.1 CMA-ES

The Covariance Matrix Adaptation Evolution Strategy (CMA-ES) is a class of evo-
lutionary algorithms where the new population is generated by sampling from a
probability distribution constructed during the optimization process. CMA-ES is briefly
explained in Algorithm 1.

(a) (b) 

Shaft

Stator
Lm

PM+
Rotor

PM-

Fig. 1. (a) 3D view of the considered high-speed PMSM; (b) Numerical FEM analysis for flux
density distribution on the high-speed PMSM
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In this algorithm, solutions are generated using a multivariate normal distribution
N with mean m and a covariance C. According to [11], a new solution xtþ 1 is generated
as follows:

xtþ 1 ¼ mt þ rtN 0;Ctð Þ ð1Þ

mt ¼
Xl

i¼1
wix

t
i:k ð2Þ

wi ¼ log lþ 1
2

� �
� log ið Þ;

Xl

i¼1
wi ¼ 1 ð3Þ

where mt is the weighted mean of the l best solutions, xti:k is the t
th ranked individual, k

is the number of samples, rt is the step size parameter. Besides, a covariance matrix Ct

is adapted using an evolution path ptþ 1
c . It is generated with the following equation:

ptþ 1
c ¼ 1� ccð Þptc þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
cc 2� ccð Þ

p ffiffiffi
l

p
rt

mtþ 1 � mt
� � ð4Þ

Ctþ 1 ¼ 1� ccovð ÞCt þ ccovp
tþ 1
c ðptþ 1

c ÞT ð5Þ

where cc and ccov 2 [0, 1] are learning rates for ptþ 1
c and Ctþ 1 respectively.

Moreover, the step size parameter is updated through the evolution path ptþ 1
r as

below:

ptþ 1
r ¼ 1� crð Þptr þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
cr 2� crð Þ

p ffiffiffi
l

p
Btmtþ 1 ð6Þ

where cr is a learning rate controller, and Bt is the normalized eigenvectors of Ct. Then,
rtþ 1 is updated as follows:

rtþ 1 ¼ rt exp
ptþ 1
r

�� ���� ��� Tn
drTn

� �
ð7Þ
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Tn ¼
ffiffiffi
n

p
1� 1

4n
þ 1

21n2

� �
ð8Þ

where n represents the problem dimension and dr [ 1 is a damping parameter.

3.2 Cuckoo Search

Cuckoo search (CS) is an optimization algorithm that simulates brood parasitism of
cuckoo birds [19]. These birds lay their eggs in other bird’s nests. When host birds find
the foreign eggs, they will either throw them, or abandon the nest. Following this
model, each egg represents a solution, and each new solution is represented by a
cuckoo egg. Cuckoo bird replaces bad eggs in the host nest with better feasible eggs.
Moreover, CS algorithm simulates the food foraging process of many animals and
insects [8]. Commonly, the foraging path of animals is a random walk where the next
move depends on the actual location and the transition probability to the next location.
However, Lévy flight random walk is proved to be more efficient for searching [8].
In CS, a balanced combination of local random walk and a global random walk is
obtained through a switching parameter Pa. The local random walk is written as:

xtþ 1
i ¼ xti þ s� H Pa � �ð Þ � xtj � xtk

� 	
ð9Þ

where ⊗ represents entry-wise multiplications xtj; x
t
k are solutions randomly selected

and H is heaviside function. � and s are random numbers generated from a uniform
distribution. The global random walk is handled using Lévy flights:

xtþ 1
i ¼ xti þ a� L�evy bð Þ ð10Þ

where

a ¼ a0 � xtj � xti
� 	� 	

ð11Þ

L�evy bð Þ ¼ u

vj j1=b
ð12Þ

a0 is a step size scaling factor and b is Lévy Flights exponent. Finally, u and v are two
numbers with zero means and associated variance. Indeed, using Lévy Flights and
combining local and global search capabilities makes CS a very efficient algorithm. CS
pseudo-code is presented in Algorithm 2.
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3.3 K-means

K-means is a widely used clustering algorithm. The parameter K is a given integer
representing the number of centers. The algorithm assigns each point from a given set
of points to the nearest center among the K centers [14]. Algorithm 3 presents the
pseudo-code of K-means.

3.4 LSHADE

LSHADE is an adaptive version of differential evolution algorithm (DE). It incorpo-
rates success-history-based parameter adaptation [17] with Linear Population Size
Reduction (LPSR) [18]. The convergence performance of LSHADE is improved by
using the mutation strategy current to-pBest/1/bin [20] to generate mutant vectors. It is
proved that this strategy is very efficient for the generation of high quality individuals
[20].

Current to-pBest/1/bin is expressed as follows:

vi;g ¼ xi;g þF xbest;g � xi;g
� �þF xr1;g � xr2;g

� � ð13Þ

where xbest;g is a randomly selected parent from the top best individuals of the current
individuals. To maintain the diversity of the population, an archive A is proposed. The
parent solutions that are not selected are added to this archive. Moreover,
success-history-based parameter adaptation is a mechanism used to store successful
CR, F values that performed well in the past generations. After the generation of a new
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trial vector ui, it is compared with its parent. If ui is better, then the CR and F pa-
rameters are stored in the sets SCR, SF respectively. Finally, the memories MCR and MF

are updated using these successful parameters according to the following equations:

MCR ¼ meanwA SCRð Þ if SCR 6¼ ;
MCR otherwise



ð14Þ

MF ¼ meanwL SFð Þ if SF 6¼ ;
MF otherwise



ð15Þ

where meanwA is the weighted mean and meanwL is the Lehmar mean.
For further details about LSHADE, we refer the reader to [18].

3.5 Radial Basis Function (RBF)

Surrogate models can be used as approximation models for the cost functions of
optimization problems [10]. There are several surrogate models in the literature such as
polynomial Response Surface Model RSM, Kriging and Radial Basis Function (RBF).
In our proposition, RBF has been chosen thanks to its acceptable accuracy and to its
relative simplicity compared to other surrogate models. A brief description of the RBF
surrogate model is presented. Assuming that we have n given points x1, x2, …, xn whose
true function values f(xi) are known. In this method, an interpolant is used as follows:

s xð Þ ¼
Xk

i¼1
wi; x� xij jð Þþ bTxþ a; x 2 RD ð16Þ

where w = (w1, w2, … wn)
T 2 Rn, b 2 RD, a 2 R, and ; is a cubic basis function.

Moreover, the parameters w, b, a are obtained by solving the following system of linear
equations:

U P
PT 0

� �
w
c

� �
¼ F

0

� �
ð17Þ

where U is the n � n matrix with Ui;j ¼ ; xi � xj
�� ��

2

� 	
; c ¼ bT ; að ÞT ;

F ¼ f x1ð Þ; f x2ð Þ; . . .; f xnð Þð ÞT

and

PT ¼ x1 x2 . . . xn
1 1 . . . 1

� �
ð18Þ

For more details about RBF surrogate model, the reader can refer to [10].
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4 The Proposed Approach

An initialization strategy can play an important role on the algorithm performance.
Several works have investigated the effect of initialization techniques in finding the
global optima such as [12]. In our approach, a CMA-ES-enhanced CS initialization
technique is proposed to provide well-distributed points over the search space. Our goal
is to investigate the high capability of CS in exploring the search space as well as the
CMA-ES, which is able to provide high quality solutions with a limited number of
evaluations. First, CMA-ES algorithm is run for a certain number of evaluations. Then,
the produced solution is provided along with a randomly generated population to CS
procedure. The goal is to speed up the convergence rate of CS and lead the search
towards well-distributed individuals. Afterwards, the population pop of pop_size
individuals obtained from the last iteration of CS is used to train the RBF model.
Thereafter, it will be provided to the main procedure of our proposition.

Since it is important for a metaheuristic to show a good balance between explo-
ration and exploitation, we propose a technique to handle this issue. For each gener-
ation of the main procedure, it is decided with a probability PLV whether the algorithm
performs the global search procedure, or whether one iteration of the modified
LSHADE is performed instead as a local search procedure. The global search proce-
dure consists of a clustering algorithm and a Lévy Flight perturbation. The clustering is
used for its high capability of avoiding redundant search points during the search
process [15] as well as its efficiency in performing global search [8, 9]. The clustering
is considered as a search operator that exploits the whole information of the population
to generate a certain number of centers (new individuals). In our approach, the
K-means algorithm is chosen because it has experimentally shown a superior perfor-
mance than other algorithms as the fuzzy c-means (FCM) which is demonstrated in the
results. K-means is exploited in order to generate K central individuals of the current
population. Then, the central individuals are relocated to potentially more promising
areas of the search space using Lévy Flight perturbation. The Lévy Flight movement is
applied according to:

step sizei ¼ 0:001 � stepi � zi � bestð Þ i ¼ 1; 2; . . .K ð19Þ

where stepi is generated according to (11), best is the best solution so far and z is the set
of the central individuals. Then, the new trial individuals are generated as follows:

zi ¼ zi þ step sizei ð20Þ

As a replacement strategy, the best pop_size individuals of pop[ z are selected for the
next iteration. Then, PLV parameter is decreased to progressively shift the search
process from exploration to exploitation. This parameter is updated according to the
following equation:
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PLV ¼ max 0;PLV � current fes
max fes


 �
ð21Þ

The decreasing procedure makes the approach more exploitative during the search
process by enhancing the possibility of performing the exploitation procedure.

As a local search technique, a proposed surrogate model-based LSHADE
(SLSHADE) algorithm is used, which is depicted in Algorithm 4. LSHADE is an
adaptive version of DE that proved its high capability in solving a wide range of
complex optimization problems. Its parameter adaptation strategy allows achieving an
efficient exploitation [4]. In SLSHADE, we modify the mutation strategy by using an
additional mutation equation and a simple switching technique to choose the best
mutation operator for the next generation. The proposed mutation equation is as
follows:

vi;g ¼ xi;best � xi;g
� �þ step sizei ð22Þ

where step sizei is computed according to (11), and xi;best is the ith best solution in the
current population. To save the limited budget of evaluations, we use the RBF for an
approximated evaluation. After applying the two search operators (Eqs. (13) and (22)),
RBF is used to approximate the fitness of the two mutant populations. Afterwards, the
population that contains the best solution is chosen to perform the binomial crossover
of LSHADE. To provide a fair approximation, the RBF model is updated using the
current population after each quarter of the available budget. The pseudo-code of the
full proposition is depicted in Algorithm 5.
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5 Experimental Results

This section presents an evaluation of our proposition on the problem at hand. We
compare it with LSHADE as well as CS [19] and DE [16]. Moreover, we evaluated our
algorithm on the 15 functions of the CEC 2015 test suite [13] in order to provide difficult
test cases. The parameter setting of the compared algorithms are given in Table 1.

Table 1. Parameter setting of the compared algorithms

Algorithm Parameters Electric motor design problem CEC 2015

Our proposition a D * 1000 D * 1000
q D * 1000 D * 1000
pop_size 200 200
k pop_size/4 pop_size/4
PLV 0.8 0.8
Budget 106 D * 10000
max_fes 2/3 * Budget 1/3 * Budget
T 100 1

CS Pa 0.25 0.25
b 1.5 1.5

DE CR 0.5 0.5
F 0.5 0.5

LSHADE rinit 18 18
rarc 2.6 2.6
p 0.11 0.11
Size of archive A 6 6
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5.1 Comparison on CEC 2015 Benchmark

The comparison has been carried out using the CEC 2015 test suite. The benchmark
contains 15 functions to be minimized with a limited budget of 10000 * D evaluations,
where D is the dimension of the search space. Table 2 presents in detail the charac-
teristics of CEC 2015 benchmark. The performance is evaluated using D = 30 and we
performed 30 runs for each function.

To demonstrate the importance of each component, an experimentation has been
conducted to compare the proposed algorithm with other variants. In the first variant,
the initialization method is removed and it is called “variant-1”. In the second variant,
the switching technique to the global search procedure is disabled. The algorithm
becomes a hybridization between the proposed initialization method and SLSHADE.
Moreover, to demonstrate the clustering impact in producing new individuals, K-means
algorithm has been replaced by the FCM clustering algorithm “variant-3”.

Each column from Table 3 shows best, mean and standard deviation of each
algorithm for each function. The best fitness found for each function is in bold. Mean
results that are significantly better than the ones of the other algorithms, according to
the Kruskal-Wallis statistical test at 95% confidence level followed by a Tukey-Kramer
post hoc test are also in bold. The results presented in Table 4 show a superior per-
formance of our proposition over the other algorithms. It can significantly outperform
LSHADE in 6 functions, DE and CS in 15 functions. The comparison with the three
variants reveals that our proposition could achieve better performance as well. It can
outperform variant-1 in 8 functions which shows the importance of the proposed
initialization method. Similarly, disabling the global search has a major effect on the
algorithm. Variant-2 performs significantly worse than the proposition in 8 functions.

Table 2. Problem definitions for the CEC 2015 competition on learning-based real-parameter
single objective optimization

No Function Range Fi
1 Rotated high conditioned elliptic function [−100, 100]D 100
2 Rotated cigar function [−100, 100]D 200
3 Shifted and rotated Ackley’s function [−100, 100]D 300
4 Shifted and rotated Rastrigin’s function [−100, 100]D 400
5 Shifted and rotated Schwefel’s function [−100, 100]D 500
6 Hybrid function 1 [−100, 100]D 600
7 Hybrid function 2 [−100, 100]D 700
8 Hybrid function 3 [−100, 100]D 800
9 Composition function 1 [−100, 100]D 900
10 Composition function 2 [−100, 100]D 1000
11 Composition function 3 [−100, 100]D 1100
12 Composition function 4 [−100, 100]D 1200
13 Composition function 5 [−100, 100]D 1300
14 Composition function 6 [−100, 100]D 1400
15 Composition function 7 [−100, 100]D 1500

A Hybrid Optimization Algorithm for Electric Motor Design 511



Table 3. Comparison of CS, DE, LSHADE and our proposition on CEC 2015 test suite

CS DE LSHADE Variant-1 Variant-2 Variant-3 Our proposition

F1 Best 4.06E+06 1.84E+07 100 100.00 100.00 100.00 100
Mean 5.88E+06 3.25E+07 100.00 100.00 100.00 100.00 100
Std 1.09E+06 6.62E+06 6.34+E−05 0.02 8.6e−04 4.2e−03 0

F2 Best 1.00E+11 1.39E+04 200 200.00 200.00 200.00 200
Mean 1.00E+11 7.50E+06 200 200.00 200.00 200.00 200
Std 0 4.78E+04 0 3.07e−14 2.63e−14 7.46e−15 0

F3 Best 320.80 320.60 320 320.03 320.05 320.04 319.99
Mean 320.90 320.68 320.05 320.07 320.09 320.09 319.99
Std 0.03 0.03 0.01 0.01 0.01 0.01 0

F4 Best 525.86 532.89 404.98 405.98 408.97 406.97 403.99
Mean 575.17 547.86 410.04 410.25 415.76 415.18 410.19
Std 19.99 8.26 2.04 2.58 7.01 4.08 2.19

F5 Best 3 499.36 5 368.68 1 315.40 1490.93 1992.54 1899.11 1 618.87
Mean 4 053.09 5 940.68 1 768.50 1865.59 2370.67 2348.35 2 147.12
Std 193.60 234.93 200.44 181.26 195.42 199.84 229.57

F6 Best 5.64E+04 8.84E+05 673.18 676.37 654.09 663.72 712.41
Mean 1.08E+05 2.20E+06 1 021.14 1014.76 861.93 796.49 928.25
Std 2.89E+04 8.09E+05 215.63 230.03 129.32 88.51 151.84

F7 Best 711.84 712.73 705.85 705.56 704.928 705.07 703.15
Mean 713.41 713.71 706.84 706.84 706.24 706.15 706.40
Std 0.91 0.36 0.56 0.63 0.68 0.55 0.94

F8 Best 5 384.50 1.34E+05 810.82 811.42 806.97 801.21 811.71
Mean 9 497.06 4.12E+05 906.48 909.34 852.84 838.76 859.89
Std 1 941.79 1.39E+05 68.79 80.78 43.78 39.22 62.67

F9 Best 1 004.23 1 003.27 1 002.37 1002.59 1002.39 1002.42 1 002.43
Mean 1 004.79 1 003.50 1 002.81 1002.85 1002.72 1002.75 1 002.80
Std 0.24 0.15 0.18 0.14 1.3e−01 0.14 0.15

F10 Best 1.22E+04 1.01E+05 1 413.77 1265.26 1170.70 1152.72 1 100
Mean 2.38E+04 5.13E+05 1 691.50 1609.82 5330.32 1474.494 1563.60
Std 4864.28 1.81E+05 171.69 223.07 17629.47 200.49 178.13

F11 Best 1 428.42 1 694.51 1 500 1500 1400.75 1400.72 1 400.7
Mean 1 443.50 1 874.25 1 515.42 1519.98 1410.13 1406.101 1 401.10
Std 9.86 125.368 23.28 27.34 9.26 8.03 0.56

F12 Best 1 305.67 1 306.58 1 303.42 1303.53 1303.24 1303.24 1 303.2
Mean 1 306.46 1 307.71 1 304.02 1303.95 1303.83 1303.78 1 304
Std 0.36 0.55 0.26 0.23 0.27 0.23 0.38

F13 Best 1 300.02 1 300.02 1 300.02 1300.02 1300.02 1300.02 1 300
Mean 1 300.02 1 300.02 1 300.02 1300.02 1300.02 1300.02 1 300
Std 0 0 0 2.1e−04 2.75e−04 2.57e−04 0

F14 Best 3.33E+04 3.49E+04 3.25E+04 34167.93 32486.61 32499.62 1 500
Mean 3.39E+04 3.51E+04 3.44E+04 34832.79 34085.43 34132.58 1 500
Std 402.35 117.80 735.88 208.95 667.58 625.16 0

F15 Best 1 606.34 1 600.00 1 600 1600.00 1600.00 1600.00 1600
Mean 1 607.50 1 600.00 1 600 1600.00 1600.00 1600.00 1600
Std 0.59 0 0 0 4.22e−14 0 0
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Variant-3 shows slightly better performance when compared to variant-1 and
variant-2. However, the proposition can significantly outperform it in 7 functions.
These results demonstrates the impact of clustering. It is observed that both clustering
methods can significantly improve the performance of the proposed algorithm.

5.2 Comparison on HS-PMSM

The paper’s objective is to reduce HS-PMSM weight and by that, increase EV’s
autonomy. The problem at hand is a multi-objective problem, where the objective
functions are as follows:

1. The first objective function concerns the mass of the electric motor matot:

matot ¼ mcooper þmstat þmrot þmpm ð23Þ

where mcooper is the cooper mass, mstat is the stator iron mass, mrot is the rotor iron
mass, and mpm is the magnets mass.

2. The second objective function is to maximize the output power density. It is written
as follows:

Pout ¼ Pin þ
X

losses ð24Þ

where Pout is the output power density, Pin is the input density, and the sum of
losses mainly contains the mechanical, iron and copper loss component.

Table 4. Comparison using Kruskal-Wallis test on CEC 2015 test suite

vs Our proposition D = 30

LSHADE +(better) 1
−(worse) 6
¼(no sig) 8

CS +(better) 0
−(worse) 15
¼(no sig) 0

DE +(better) 0
−(worse) 15
¼(no sig) 0

Variant-1 +(better) 1
−(worse) 8
¼(no sig) 6

Variant-2 +(better) 0
−(worse) 8
¼(no sig) 7

Variant-3 +(better) 1
−(worse) 7
¼(no sig) 7
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The two objective functions are aggregated to obtain the following new objective
function which will be optimized using the proposed algorithm:

min j xð Þ ¼ � Pout

matot
þ penality ð25Þ

where

penality ¼ 104
X7

i¼1
Ci ð26Þ

Ci ¼ 0 if the constraint i is satisfied, 1 otherwise.
The set of constraints are presented in Table 5. There are 8 variables for the

optimization problem at hand, i.e. 8 geometrical parameters controlling the electric
motor structure. The parameters are presented in Table 6.

To conduct a fair comparison, the proposed algorithm has been run 30 times. We
collected the best, the mean, the median, the worst, and the standard deviation of each
algorithm. It is observed from Table 7 that our proposition obtains the best solution
compared to the other algorithms.

Table 5. The problem constraints

Parameter Symbol Unity Variation limits

Output power Pout W [19995; 20005]
Current consumption Is A [20; 56]
Motor torque Tm Nm [8.5; 8.6]
Motor’s efficiency ɳ - [0.9; 0.99]
Motor’s power factor PF - [0.81; 0.99]
Rotor inner diameter Dir mm [22; 70]
Slot filling factor Ʈ - [0.1; 0.5]

Table 6. The geometrical parameters for the weight optimization

Symbol Description Variation limits

Dis Inner stator diameter [50; 80] mm
hjr Rotor yoke height [7; 15] mm
histm Tooth isthmus [0.5; 2] mm
hjs Stator yoke height [8; 15] mm
wt Tooth width [3.5; 8] mm
gap0 Air-gap length [0.5; 1.5] mm
hmp PM height [4; 8] mm
Lm Machine’s length [100; 160] mm
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Besides, a stable performance is achieved, since the proposition could obtain the
best solution in each run. The comparison between the 3 variants reveals that variant-2
could obtain the best results. It demonstrates clearly the importance of the proposed
initialization method. Variant-3 shows an inferior performance when compared to the
proposition. Thus, it can be concluded that each component of our proposition tends to
be effective and the combination as a whole leads to a successful algorithm. Further
details about the optimal solution found by our proposition are depicted in Table 8.
Regarding the optimized obtained results, the proposed algorithm could achieve an
important gain of 28% in the mass. Moreover, it could achieve a gain of 17% and 29%
decreasing the mechanical loss and the iron loss stator respectively.

6 Conclusion

The paper has presented a successful hybridization to solve numerical optimization
problems. The proposition consists in combining 2 state-of-art algorithms as an ini-
tialization method. Then, the produced population is transferred to the main procedure.
The latter switches between the global and the local search procedures giving

Table 7. Results on the real problem after 30 runs

CS DE L-SHADE Variant-1 Variant-2 Variant-3 Our proposition

Best −3.308e+03 −3.156e+03 −3.197e+03 −3.397e+03 −3.318e+03 −3.380e+03 −3.397e+03
Mean −3.131e+03 −2.910e+03 −3.044e+03 −3.114e+03 −3.202e+03 −3.188e+03 −3.397e+03
Median −3.179e+03 −3.024e+03 −2.816e+03 −2.937e+03 −3.283e+03 −3.210e+03 −3.397e+03

Worst −3.034e+03 −2.848e+03 −2.797e+03 −2.935e+03 −3.130e+03 −3.085e+03 −3.397e+03
Std 88.52 91.23 107 112.10 49.03 58.36 0

Table 8. The best geometrical parameters with the optimized factors

Symbol Original motor Optimized motor Gain %

matot 8.2513 kg 5.8885 kg +28.63
Pout 20000 W 20005 W +0.25e−3
Pout/mtot 2.42 kW/kg 3.39 kW/kg +28.653
Iron loss stator 225.73 W 158.9 W +29.60
Mechanical loss 352.69 W 292.15 W +17.16
Efficiency 0.9596 0.9607 +1.01
Power factor 0.8187 0.8100 −1.06
Dis 63 mm 66.7 mm
hjr 10.5 mm 9.3 mm
histm 1.5 mm 1 mm
hjs 11.8 mm 9.8 mm
wt 5 mm 4 mm
gap 1 mm 0.9 mm
hmp 6 mm 4 mm
Lm 135 mm 100 mm
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progressively the priority to the local search procedure to adaptively enhance
exploitation in the algorithm. The proposition has been tested on CEC 2015 test suite
and on the optimization of an electric motor. The obtained results have shown a stable
and competitive performance compared to other state-of-art algorithms. Besides, a
superior performance of K-means over FCM clustering algorithm has been noticed in
the global search procedure. Thus, as a future work, we aim to justify this superiority by
conducting an experimentation integrating visualization tools, in order to analyze the
behavior of each clustering method. We also aim to integrate recent landscape analysis
strategies to switch between the search operators (local and global search) in order to
investigate their influence on the algorithm performance.
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Abstract. This work presents computations of electric current distributions
inside an industrial submerged arc furnace. A 3D model has been developed in
ANSYS Fluent that solves Maxwell’s equations based on scalar and vector
potentials approach that are treated as transport equations. In this paper, the
approach is described in detail and numerical simulations are performed on an
industrial three-phase submerged arc furnace. The current distributions within
electrodes due to skin and proximity effects are presented. The results show that
the proposed method adequately models these phenomena.

Keywords: Current distribution � Skin effect � Proximity effect
Submerged arc furnace

1 Introduction

Current distribution is critical for proper operation of Submerged Arc Furnaces for
silicon production. Control systems do not offer this information as it is not directly
measurable, but metallurgists operate furnaces based on experienced interpretation of
available data. A number of recent dig-outs of industrial furnaces have expanded
available information on location-dependent charge properties, thus enabling numerical
models with reasonably realistic domain configurations. This has the potential to
enhance understanding of critical process parameters allowing more accurate furnace
control.

A masters thesis by Krokstad [1] published in 2014 describes measurements of the
electrical conductivity of silicon carbide and Vangskåsen [2] in 2012 looked in detail at
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the metal producing mechanisms. Molnas [3] and Nell [4] have also published data on
digout samples and material analysis that are relevant. These are some of the basic
components necessary to set up a reasonably realistic modeling domain with correct
physical properties to model the current distribution within a furnace, and therefore
there is now a unique opportunity to create a model which enables understanding of the
current distribution in the furnace. These results can be used in the development of
furnace control strategies that can allow improved silicon recovery and current
efficiency.

A number of researchers have published results on current distribution of Sub-
merged Arc Furnaces using Finite Volume Method (FVM) and Finite Element Method
(FEM). Palsson and Jonsson [5] used FEM to analyze the skin and proximity effects in
Soderberg electrodes for FeSi furnace. In the paper, a cross-section of the furnace is
modeled in 2D and solved to obtain a time-harmonic solution of AC currents in the
electrodes. Toh et al. [6] used FVM to model steelmaking process. In their approach,
they follow scalar and vector potentials to implement Maxwell’s equations. Diahnaut
[7] presented computations of the electric field in SAF using CFD. The author showed
the effect of contact resistance by studying the contact between two coke particles
before dealing with a full-scale furnace. The furnace was partitioned into layers to
consider different materials, and no assumptions were made regarding the current path.
Bezuidenhout et al. [8] applied CFD on a three-phase electric smelting furnace to
investigate the electrical aspects, thermal and flow behavior. They showed relationships
between electrode positions, current distribution and slag electrical resistivity. Darmana
et al. [9] developed a modeling concept applicable for SAFs using CFD that considers
various physical phenomena such as thermodynamics, electricity, hydrodynamics, heat
radiation and chemical reactions. Wang et al. [10] investigated the thermal behavior
inside three different electric furnaces for MgO production.

This paper presents computations of electric current distributions inside an indus-
trial submerged arc furnace. A 3D model has been developed in ANSYS Fluent [11]
that solves Maxwell’s equations based on scalar and vector potentials approach that are
treated as transport equations. They are implemented using User Define Scalar (UDS).
In the next sections, the process of producing silicon, and the proposed approach are
described in detail. The proposed methodology is applied to an industrial three-phase
submerged arc furnace. At this stage, not all the furnace components are included in the
analysis. Only the three electrodes and the outer boundary of the furnace are consid-
ered. Hence, the current distributions within the electrodes due to skin-effect (current
flowing near the electrode surface) and proximity-effect are presented.

2 The Process

In the silicon production process, quartz and carbon materials are fed into a Submerged
Arc Furnace. The raw material mix fills up the furnace and forms a charge. Three
electrodes sticking into the charge from above. The energy for the reactions in the
furnace is provided by electric heating from the current passed to the furnace through
the electrodes, but each carries one of three phases of 50 Hz AC current, canceling out
at a star-point in the furnace.
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The overall reaction for producing Silicon metal is:

SiO2 þ 2C = Si + 2CO(g) ð1Þ

This reaction, however, happens through a series of sub-reactions, changing the
properties of the charge along the way as intermediary reaction products are formed.
The current passes from the electrodes through the raw-material charge and an electric
arc burning at the tip of the electrode. The arc, which consists of thermal plasma in the
range of 10000–30000 K provides heat for energy consuming silicon producing
reaction (4) while the SiC forming reaction and SiO(g) condensation, reactions (2) and
(3), happen at a lower temperature further up in the furnace [12]:

SiOðgÞþ 2C = SiC + CO(g) ð2Þ

2SiO(g) = Si + SiO2 ð3Þ

SiO2 þ SiC = SiO(g) + CO(g) + Si(1) ð4Þ

It is extremely important for the silicon recovery in this process that there is a balance
between the high temperature reactions (4) and the low temperature reactions (2) and
(3). Therefore, it is necessary that sufficient heat is released in the arc, while a certain
part should be released in the raw-material charge.

The current distribution is not well known for silicon furnaces, and cannot be
directly measured. Saevarsdottir et al. [13] calculated that the arc could be maximum
10–15 cm, based on the electrical parameters. Although there have been publications
on this subject, (for example [14]), no results from an accurate model where the current
distribution can be calculated have been published to date.

The geometry of the zones in a silicon furnace depends on the operation history,
and hence a number of different geometries, sizes and compositions are possible in
various parts of the furnace. A report from recent excavations of industrial furnaces
published by Tranell et al. [15] describe various zones in a FeSi furnace. Myrhaug [16]
reported similar features from a pilot scale excavation operating around 150 kW.
Tangstad et al. [17] published results from excavation of industrial furnaces, where the
interior of the furnace is divided into zones depending on the materials and their degree
of conversion. Mapping the material distribution gives a basis for quantifying the
location-dependent physical properties of the charge materials such as the electrical
conductivity.

3 Computational Model

In this section, we describe the mathematical modeling, the furnace geometry, material
properties, mesh generation and boundary conditions.
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3.1 Mathematical Modeling

In this paper, we will focus only on the electrical aspects of SAF. The 3D electrical
model is developed in ANSYS Fluent [11] based on scalar and vector potentials
approach to solve the Maxwell’s equations. This will capture the time-dependent
effects, the induction of magnetic field and the resulting magnetic forces in the system,
but for the considerations in this paper, we will not deal with the magnetic forces. In the
Maxwell’s equations we have taken the following assumptions:

a. The current displacement is zero @D
@t ¼ 0

� �
. This is valid as the frequency of the

AC-period is low (50 Hz).
b. Charge density is ignored which is the result of (a).

Hence the modified Maxwell’s equations are the following [18]

r � B ¼ 0 ð5Þ

r � E ¼ � @B
@t

ð6Þ

r � B ¼ lJ ð7Þ

r � J ¼ 0 ð8Þ

From Ohm’s law [18]:

J ¼ rE ð9Þ

where B, E, D, J, l and r represent magnetic flux density, electric field, electric flux
density, electric current density, magnetic permeability and electrical conductivity,
respectively.

Introducing scalar and vector potentials, / and A the unknowns in Maxwell‘s
equations will be reduced from six (three components of E and B) to four (/ and three
components of A). In the study of electromagnetism [18], especially when potentials
are introduced two identities are important, i.e., the curl of the gradient of any scalar
field is zero (∇ � ∇/ = 0), and the divergence of the curl of any vector field is zero
(∇�∇ � A = 0). Hence after some manipulations and substitution, we get the following
relationships:

E ¼ �r/� @A
@t

ð10Þ

B ¼ r� A ð11Þ

rðr � AÞ � r2A ¼ lJ ð12Þ

Taking the divergence of Eq. (10) and assuming Coulomb condition (∇�A = 0) [18],
we get the following equations:
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r2/ ¼ 0 ð13Þ

r
@A
@t

�r � 1
l
rA

� �
¼ �rr/ ð14Þ

In Eq. (14) the gradient of the scalar potential is a source. Even though Eq. (13) is
already implemented in ANSYS Fluent MHD module, it is not supported to impose
time-varying voltage or current. Hence we need to develop four UDS transport
equations to solve Eqs. (13) and (14). By using the distribution of scalar potential /
and of vector potential A obtained by solving Eqs. (13) and (14) with suitable boundary
conditions, the following relation can calculate the distribution of electric current
density.

J ¼ �rr/� r
@A
@t

ð15Þ

The distribution of magnetic flux density can be obtained by Eq. (11).

3.2 Furnace Geometry and Material Properties

To verify the proposed approach, it is suitable to use benchmark problems. However,
there are no available benchmark problems that have either analytical or experimental
solutions related to submerged arc furnaces. Palsson and Jonsson [5] have used a
two-dimensional FEM model that has three electrodes. In their model, the variation
along the axis of the electrodes is neglected. Hence, they considered a cross-sectional
area of a furnace. In the FEM model, it is convenient to apply current at a node of the
electrodes. In the FVM model it is not possible to impose current on a node. It should
be applied normal to a surface area. This means that in this paper, a 3D FVM model
should be created. To replicate the 2D model, the length of electrodes should be
sufficiently long to make the effect of the boundary will be negligible. All simulation
results of the simulation will be reported in the middle cross-section. The 3D domain is
shown in Fig. 1. The dimensions of the the modeling domain are taken from [5].

The electrode electrical conductivity is assumed to be r = 3 � 104 and the relative
permeability is lr = 1. The conductivity and relative permeability in the furnace is 0
and 1 respectively.

3.3 Mesh Generation and Boundary Conditions

Mesh generation is a crucial part of any computational method. It has a significant
influence on the runtime and memory use of simulation, as well as the accuracy and
stability of the solution. The material volumes (electrodes and the furnace part) were
meshed using ICEM-CFD [19]. The mesh is generated using unstructured grid. After
performing preliminary grid convergence study, the minimum and maximum element
sizes are set 5 and 30 cm, respectively. To reduce the cell count, the unstructured mesh
is converted to a polyhedral mesh in ANSYS Fluent reducing the cell count by almost
two thirds, thus enabling faster convergence and saving computational expense.
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The boundary conditions are indicated as shown in Fig. 1. Note that the same
boundary conditions are applied on the top and bottom surfaces of the furnace. It is
assumed that there is no magnetic flux through the furnace wall. Applying such con-
dition imposes that the vector potential A is constant, which involves the simple case
A = 0 at the outer boundary. The boundary condition @/=@n ¼ 0, where n is the
normal vector on the outer side of the furnace combined with A = 0 imposes that there
is no current flow out of the furnace.

The top and bottom surfaces of the electrodes defined as conductive walls by
applying the respective phase currents as current density. Here, a total current density
of 118 kA RMS [5] divided by the electrode cross-section area is applied on the top and
the bottom surfaces of the electrodes but with a phase shift of 120° between them. Thus
the current density on electrode k; k = 0, 1, 2 is

Jk ¼ 118

Ae

ffiffiffi
2

p sin 2pftþ 2pk
3

� �
ð16Þ

where Ae, f and t are the cross-sectional area of electrode, frequency and time.

4 Results

In this section, we study the skin and proximity effects on the electrodes using the
proposed method as described in Sect. 3. In this work, the frequency is taken as 50 Hz
which is the standard frequency in furnace operation. The solver setup is a second order
upwind scheme based on an implicit formulation. The iterative convergence of each
solution is examined by monitoring the overall residual, which is the sum (over all the
cells in the computational domain) of the L2 norm (also known as least squares) of all
the governing equations solved in each cell. The solution convergence criterion

Fig. 1. Computational domain with boundary conditions
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throughout the simulation period is the one that occurs first of the following: a
reduction of the residuals by eight orders of magnitude, or maximum iterations of 1000.

To achieve reasonable and stable result, several simulations have been performed
for over four periods. As it can be seen in Fig. 2, for the first three periods the current
was unstable.

A grid convergence study has been conducted to discern the effect of grid refine-
ment based on a total current. For the study, three different levels of grid refinements
with time-step (Dt) of 0.001 have been considered. The three grids are coarse, medium
and fine grids with total cells of 154829, 293476 and 486656, respectively. The results
are shown in Fig. 3. The maximum difference between fine and coarse models is about
4.5 kA and between fine and medium is approximately 0.6 kA. Consequently, uti-
lization of the medium grid will be sufficient for further analysis.
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Fig. 2. Comparison between input and simulated current
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Fig. 3. Grid convergence study
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Figure 4 shows the magnetic field in the cross-section of the furnace at one-time
point. At this particular time, the two electrodes in the left have higher current but in
opposite directions and less current is flowing through the third electrode. Figure 5
indicates the resulting non-uniform current distributions on the electrodes. The
non-uniformity is the result of skin-effect and proximity-effect.

Tesla

Fig. 4. Magnetic flux density in the middle section

A/m2 

Fig. 5. Current densities within the three electrodes

Dynamic Current Distribution in the Electrodes of Submerged Arc 525



5 Conclusions

This work proposed scalar and vector potentials approach to solve the time-dependent
Maxwell’s equations for determining electric current distributions inside submerged arc
furnaces. A 3D finite volume model has been developed in ANSYS Fluent and
implemented using User Define Scalar (UDS). We have considered a simplified furnace
that consists of three electrodes and check the validity of the simulation results based
on the skin-effect and the proximity effect. The results show that the proposed method
can handle these effects. As a future work the proposed method will be applied to a real
industrial submerged arc furnace that contains several components such as electrodes,
arcs, crater and crater wall.

Acknowledgments. The Icelandic Technology development fund is greatly acknowledged for
their funding of this work.
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Abstract. Deep Convolutional Neural Network (CNN), which is one of
the prominent deep learning methods, has shown a remarkable success in
a variety of computer vision tasks, especially image classification. How-
ever, tuning CNN hyper-parameters requires expert knowledge and a
large amount of manual effort of trial and error. In this work, we present
the use of CNN on classifying good quality images versus bad qual-
ity images without understanding the image content. The well known
data-sets were used for performance evaluation. More importantly we
propose a hyper-heuristic approach for tuning CNN hyper-parameters.
The proposed hyper-heuristic encompasses of a high level strategy and
various low level heuristics. The high level strategy utilises search per-
formance to determine how to apply low level heuristics to automatically
find an appropriate set of CNN hyper-parameters. Our experiments show
the effectiveness of this hyper-heuristic approach which can achieve high
accuracy even when the training size is significantly reduced and conven-
tional CNNs can no longer perform well. In short the proposed hyper-
heuristic approach does enhance CNN deep learning.

Keywords: Hyper-heuristics · Deep learning · CNN · Optimisation

1 Introduction

Deep learning is a fast growing area in Artificial Intelligence as it has achieved
remarkable success in many fields apart from the well publicised Go player -
AlphaGo [1]. These fields include real time object detection [2], image classifica-
tion [3] and video classification [4]. It also performed well in speech recognition [5]
and natural language processing [6]. Major deep learning methods are Convolu-
tional Neural Network, Deep Belief Network and Recurrent Neural Network. One
of the problems of these deep learning methods is the configuration of the learn-
ing process because these learning algorithms are sensitive to parameters and a
good performance is often the result of a good parameter combination. However
finding a good combination is not a trivial task. For example the parameters in
c© Springer International Publishing AG, part of Springer Nature 2018
Y. Shi et al. (Eds.): ICCS 2018, LNCS 10861, pp. 528–539, 2018.
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Convolutional Neural Network typically involve batch size, drop out rate, learn-
ing rate and training duration. They all can significantly impact the learning
performance of deep learning on a particular task. In this study we will address
this issue by introducing a hyper-heuristic approach to automatically tune these
parameters. The particular problem in this study is image classification. We
would like to train a deep network classifier to differentiate good quality images
versus bad ones regardless the image content. The problem itself is novel.

Image Classification has been studied of many decades and is one of the
key areas in computer vision. The task of image classification is to differentiate
between images according to their categories. Image classification usually has a
set of targets for example handwritten digits in images [7], human faces appeared
on photos [8], various human behaviours captured in video image frames [3] and
target objects like cars and books. However, in many real world scenarios, image
quality, which is independent of image content, is also of significant importance.
It is highly desirable that good photos can be separated from bad photos auto-
matically. Bad images then could be improved or rejected from an image col-
lection so less resources would be consumed. An extension on this is to even
automatically select aesthetic images. The aim of this study is the first step,
utilising deep learning to differentiate good images from images of obvious poor
quality such as blurred images and noisy images. In particular the research goal
of this study is to answer the following questions:

1. How to formulate deep learning to differentiate between images of good qual-
ity and images of bad quality without understanding the image content?

2. To what extend the training samples can be reduced while still maintaining
good accuracy in classifying good vs bad images?

3. How to automatically tune the deep learning parameters to achieve good
classification results?

Hence our investigation is also organised in three components. The first part
is try to determine a suitable convolutional network structure as a classifier for
good and bad images. Secondly, we study the impact of the training size on the
classification performance. Thirdly, a hyper-heuristic approach is introduced to
evolve the appropriate parameter combinations.

In Sect. 2 the image datasets are introduced. Section 3 describes the deep
learning methodology while Sect. 4 describes the hyper-heuristic methodology.
Section 5 shows the experiments with results. The conclusion is presented in
Sect. 6.

2 Image Data Sets

In this study the well know image classification benchmark, the MNIST dataset is
used to represent the good images [7]. MNIST is a standardized image collection
which consists of handwritten digits from 0 to 9. Each digit is a 28× 28 pixel
gray scale image. MNIST comes with a training set which consists of 60000 such
images of digits and a test set which contains 10000 similar images.
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A variation of MNIST dataset which is called noisy MNIST or n-MNIST, is
used to represent the bad images [9]. There are three subsets of n-MNIST:

1. MNIST with motion blur
2. MNIST with additive white gaussian noise (awgn)
3. MNIST with AWGN and reduced contrast.

These datasets are the exact replicas of original MNIST but with additional
noise. Each image in n-MNIST is also 28× 28 gray scale. There are 60000 training
examples and 10000 test examples. The labels in training and test data-sets are
hard encoded, e.g. each label is a 1 × 10 vector (Figs. 1, 2, 3 and 4).

Fig. 1. Example of images from MNIST
dataset [10]

Fig. 2. Example of images from motion
blur dataset.

Fig. 3. Example of images from AWGN
dataset

Fig. 4. Example of images from addi-
tive white AWGN dataset.

The MNIST with motion blur filter is created by imitating a motion of came
by 5 pixels with an angle of 15◦ which makes the filter a vector for horizontal
and vertical motions. The MNIST with AWGN is created by introducing additive
white Gaussian noise with signal to noise ratio of 9.5. The MNIST with reduced
contrast and AWGN is created by introducing contrast range with AWGN with
signal to noise ratio of 12 [9].
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3 Deep Learning Methodology

In this study, we use the well-know convolutional neural network (CNN) through
Keras and Tensorflow. Keras is a high-level neural network API which is built on
top of Tensorflow. With keras, we can define models with different standalone
configurable modules which then can be combined to form a neural network
model. Tensorflow is a deep learning library developed by Google [11]. Tensorflow
is a directed graph which consists of nodes and it also maintain and update
the state of the node. Every node has zero or more input and zero or more
outputs. Value flow among the node to node and values are arbitrary long arrays
called tensors. An example of a tensor graph is shown in Fig. 5. That is a simple
equation of cost computed as a function of rectified Linear Unit (ReLu) in which
the matrix of weights W and input x are multiplied then adding a bias b.

Fig. 5. A Tensorflow computation graph [11]

For our image classification tasks, we use two 2D convolution layers (convo-
lution2D), with a 2D max pooling layer (MaxPooling) placed after the second
convolution layer. The output of MaxPooling is flattened to a one dimensional
vector which will be passed through a fully connected dense layer. The dense
layer and a drop out layer are introduced after the MaxPooling2D layer to pro-
duce better generalization. For all the layers the Rectified Linear Unit (ReLu)
activation is used. The output of dense layer uses the softmax activation for
probabilistic classification.

The hyper-parameters of the CNN learning are listed below. The optimization
target in this study is to find a good combination of these hyper-parameters and
ultimately lead to a better accuracy:
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1. The batch size - the number of training examples used in one iteration.
2. The number of epochs - representing the number of iteration over the entire

data set.
3. The number of neurons in the fully connected layer.
4. Drop out probability.
5. The learning rate.
6. The Rho factor.
7. The epsilon factor.

During the learning, we split the training data into a training set and a
validation set. Validation data consist of 20% of the original training set and
the training set uses the rest. During training, the validation loss is monitored.
When it stops decreasing or starts increasing then the training will terminate to
avoid over-fitting.

Once the learning is terminated, the trained network will be applied on the
test image set to obtain test accuracy. The accuracy in this study is simply
classification accuracy which is calculated as

Accuracy =
∑

True Positive +
∑

True Negative

Total number of Images
(1)

There are other ways to evaluate the model, for example ROC, F-measure and
MSE. Only classification accuracy measure described above is used for simplicity
reason. Also our image datasets are quite balanced and true and false cases are
equally important. Hence training and test accuracies are sufficient to guide the
learning and to indicate the performance of learned models.

Our second aim is to see how training size would impact the learning. It
is obvious that the computational cost will be less if the training set is small.
However a data set, which is too small, would not be representative enough to
enable good learning. Therefore it is important to find the right balance between
good performance vs computational cost, especially in real world applications.
In this study we try to find minimum size for training which can still lead to
reasonable test performance. Logarithmic scale is used here, in the order of 2n,
2n−1, 2n−2, until 23 and 22.

Note the size reduction only applies on the training data. The test set, which
contains 10000 MNIST images (good) and 10000 n-MNIST images (bad), is
consistently used in all experiments. Only test accuracy is used to report the
learning performance unless specified otherwise.

4 Hyper-heuristic Parameter Optimisation

Hyper-heuristics have been proposed for selecting and generating heuristics to
solve a particular problem [12]. It has been successful in many different fields
[12–18]. The aim of hyper-heuristic is to find and assemble good optimisation
heuristics. Different operations or techniques can be introduced as heuristics so
the overall optimisation could be more effective and more efficient.
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Hyper-heuristic often begins from randomly generated initial solution and
then iteratively improve the solution. A traditional selection hyper-heuristic app-
roach has two key components: low level heuristics and high level strategy. The
low level heuristics operate on the solution space. The quality of solution is
being evaluated by the objective function from the domain. Whereas high level
strategy operate on the heuristic space. It will form heuristics to improve the
result and secondly it will also determine whether to accept or reject the gen-
erated solution by the acceptance criterion. The components of this framework
are briefly described below:

4.1 High Level Strategy

The high level strategy uses the past search performance of low level heuristics
to decide which heuristic should be applied at each decision point. It selects one
from a pool of heuristics in the low level. This work uses the Multi-Armed Bandit
(MAB) as an on-line heuristic selector [19,20]. MAB is based on the record of
past performance, e.g. the performance in previous iterations. The record stores
an empirical reward and confidence level. The former is the average rewards
achieved by that heuristic. The confidence level is the number of times that the
heuristic has been selected. The higher values of these two scores indicate better
quality of the heuristic [21]. MAB goes through all heuristics one by one and
selects the one which returns the maximum value when applied Eq. (2).

arg max
i=LLH1...LLHn

⎛

⎜
⎝qi(t) + c

√
√
√
√2log

∑LLHn

i=LLH1
ni(t)

ni(t)

⎞

⎟
⎠ (2)

where LLHn is the total number of heuristics in the low level, ni(t) is number of
times that ith heuristic has been applied up to time t and qi(t) is the empirical
reward of the ith heuristics up to time t which is calculated as follows: qi(t) = qi(t)
+ Δ, where Δ is the difference between the quality of the old and new solutions.

4.2 Acceptance Criterion

Acceptance criterion is in the high level and is independent of the domain. Monte
Carlo acceptance criterion is used in this study [15]. A solution that improve the
objective function will be accepted if the following condition is met [21].

R < exp(Δf) = exp(ft − ft−1) (3)

where R is the random number between [0, 1] and Δf is the difference between
performance at (t − 1)th and (t)th iterations.

4.3 Low Level Heuristics

In this work, 18 heuristics are included in the low level. Every heuristic has
different characteristics hence may lead to different search behaviours. We use
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the following six heuristics to form the set of low level heuristics. Each heuristic
is used in several ways to change one, two, three, real values parameters only,
integer parameters only or all parameters.

Parametrised Gaussian Mutation

Xi = Xi + N(0, σ2) (4)

where σ2 is 0.5 times the standard deviation [21].
There another three operators which are the same as above but with different

σ values ranged from 0.2, 0.3 and 0.4 of the standard deviation.

Differential Mutation

Xi = Xi + F × (X1i − X2i)∀i = 1...n (5)

where Xi is the decision variable for a given solution and X1i is the best solution
and F is the scaling factor [21].

Arithmetic Crossover

Xi = λ × Xi + (1 − λ) × X1i,∀i = 1...N (6)

where λ is random number with range 0 to 1. Xi is the current solution and X1i
is the current best solution [21].

4.4 Initial Solution

This in our study is a set of CNN parameters that need to be tuned. These
parameters are represented as an array. Each parameter initially is randomly
generated. The random function is as follows:

xp = lp + Randp(0, 1) × (up − lp), p = 1...p (7)

where p is the total number of parameters to be tuned. Randp returns a random
number within 0 and 1. lp and up are lower bound and upper bound respectively
for that parameter [21].

5 Experiments and Results

The first set of experiments are for image classifications. There are two most
commonly used optimisers that were studied, namely Adam and Adadelta. In
[22], it was mentioned that Adam and Adadelta provide the best convergence
during the learning process. Table 1 show the classification performance on noisy
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MNIST sets with these two optimisers. The learning rate was set as 0.2 for
all experiments. This preliminary experiments show that Adadelta can achieve
better accuracy in comparison with Adam.

Table 1. Experiment with training on MNIST and testing on n-MNIST

Datasets Optimiser Learning rate Train accuracies Test accuracies Epochs

mnist-m-b Adam 0.2 0.9828 0.9631 4

mnist-m-b Adadelta 0.2 0.9732 0.9660 4

mnist-awgn Adam 0.2 0.9810 0.7023 4

mnist-awgn Adadelta 0.2 0.9737 0.7897 4

mnist-rc-awgn Adam 0.2 0.9814 0.5287 4

mnist-rc-awgn Adadelta 0.2 0.9740 0.6676 4

After a range of preliminary experiments, we settled on the settings include
the optimisation algorithm, learning rate, drop out rate and number of neurons
in the dense layer to start our experiment on classifying the noisy-MNIST and
MNIST images. The images for training data are more than 60,000. We decrease
the data size by half starting from 216 = 65540 images to see the impact on
test accuracy. For each size we repeat the experiment 30 times. The results are
shown in Table 2 including the average training accuracies and test accuracies of
the 30 runs. The epochs are all set as 10 to be consistent.

As we can see from Table 2, the classification performance between training
on 65540 images and 512 images are not much different, meaning 512 is sufficient
for training image classifiers to recognise good quality images. The drop in per-
formance between 512 and 64 images is not major as well. The set of 32 images
starts showing significant performance loss indicating more training images are
required. When the training size is as small as 4, the test accuracy becomes 50%
which is pretty much random guessing for this binary classification task.

The above experiments confirm that the size of training dataset does impact
on training. In the next set of experiments the hyper-heuristic approach pre-
sented in Sect. 4 is added in the learning process to tune the network parame-
ters. The results are shown in Table 3 which listed the average test accuracies
of 30 runs on training set of size 512 to that of size 4. Sizes above 512 are not
included as the results from these sets would be all similar and close to 100%.
For comparison purposes, the test results of training without the hyper-heuristic
approach from Table 2 are repeated in the middle column of Table 3.

From test accuracies listed in Table 3 we can see the big improvement intro-
duced by the hyper-heuristics approach on sizes 32 and 16. For larger size there
are still performance increases but there are not much room for improvement.
For smaller size like size 4, the sample is too few to be learnable hence the
parameter tuning could not be much of help. This result indicates that with the
hyper-heuristic tuning approach, it is possible to reduce the required training
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Table 2. Experiment with different training sizes

Training size Training accuracies Test accuracies Epochs

65540 0.9999 1.0 10

32770 1.0 1.0 10

16384 0.9999 1.0 10

8192 0.9998 1.0 10

4096 0.9979 0.9998 10

2048 0.9866 0.9917 10

1024 0.9639 0.9922 10

512 0.9043 0.9910 10

256 0.7500 0.9891 10

128 0.6078 0.9898 10

64 0.7031 0.9824 10

32 0.7600 0.7905 10

16 0.5625 0.6959 10

8 0.5205 0.6469 10

4 0.5000 0.5022 10

Table 3. Experiment with different training size using hyper-heuristic approach

Size of training data Test accuracies (No HH) Ttest accuracies (with HH)

512 0.9910 0.9990

256 0.9891 0.9990

128 0.9898 0.9988

64 0.9824 0.9911

32 0.7905 0.9165

16 0.6959 0.9068

8 0.6469 0.6872

4 0.5022 0.5211

size. For applications of which training examples are few or expensive to obtain,
our parameter optimisation could be very helpful.

To investigate the computational cost of the parameter optimisation, we also
measured the running time of the above experiments which were all conducted on
a machine with Intel core i3 with processor 1.90 GHz, 4.00 GB RAM and 64-bit
Windows 10. The results are presented in Fig. 6 which shows the average time in
seconds of 30 runs of learning on sizes 4, 8 up to 128, with and without the hyper-
heuristic parameter optimisation. As can be seen on the figure, the optimisation
process does take extra time. However the time increase is acceptable, maximum



Optimising Deep Learning by Hyper-heuristic Approach 537

of a double time in the case of 128 training images. In comparison, exact methods
for combinatorial optimisation are too expensive to be practical.

Fig. 6. Comparison on running time with and without hyper-heuristic optimization

Fig. 7. Test accuracies with and without hyper-heuristic parameter optimisation

From the above experiments we can see the hyper-heuristic approach can
greatly improve learning without requiring too much extra computational
resources. To further illustrate the differences realised by our hyper-heuristic
approach, the test performance on different sizes are plotted as in Fig. 7. The
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lines represent the average of 30 runs, while the bars on size 4 to size 64 are the
standard deviation of these 30 runs of using and without using hyper-heuristic
optimisation. As can be seen in this figure, the gap at size 16 and at size 32 are
significant. To verify the significance, T-tests are conducted on test accuracies
on size 16 which resulted a p-value of 0.000002, and on size 32 which resulted
a p-value of 0.000025. These p-values are way below the null hypothesis thresh-
old 0.05, showing the differences that hyper-heuristic optimisation made on test
performance are indeed significant.

6 Conclusions

In this work, we utilised deep learning to classify images of good quality versus
images of poor quality without understanding or examining the image content.
Based on our investigation using MNIST and n-MNIST benchmark, we can con-
clude that deep learning with convolutional neural networks can handle this
type of image classification tasks and can achieve high performance with suf-
ficient amount of training images. Our study also confirms that the learning
performance is affected by training size. Learning image quality classifiers does
not need large amount of samples. However the learning would still suffer if the
training set is too small.

Another important part of this study is introducing hyper-heuristic approach
based parameter optimisation to automatic configure the learning. Through our
experiments it is clear that this optimisation method can improve the learning
especially when the training size is not sufficient but not too few. Furthermore,
the additional computational cost introduced by our hyper-heuristic method is
not too expensive. That makes this method attractive especially in real world
applications where training samples might be expensive or difficult to obtain.
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Abstract. Shared bikes are wildly welcomed and becoming increasing
popular in the world, as a result, quite a few bike sharing systems have
been conducted to provide services for bike users. However, current bike
sharing systems are not flexible and considerate enough for public bike
users because of the fixed stations and not well emphasized about user’s
satisfactions. In this paper, an agent-based distributed approach for bike
sharing systems is proposed, this approach aims at helping users obtain a
needed shared bike successfully and efficiently. We pay more attention on
user’s preferences to improve the satisfaction to the target shared bike,
meanwhile, trust and probability are considered to improve the efficiency
and success rate. To the end, results from simulation studies demonstrate
the effectiveness of our proposed method.

Keywords: Computer science · Agent · Trust · Optimization
Resource assignment · Bike sharing system · Preference

1 Introduction

The first bike sharing system was launched in Amsterdam in 1965 [20,24]. Since
then, many cities have developed the bike sharing system for the purpose of
providing an economical, convenient and environmentally way for the travelers.
Until December 2017, more than 18880500 self-service public use bikes and ped-
elecs (electric assisted bicycles) have been put into use in 1525 cities. In addition,
417 cities are planning or under construction of utilizing shared bikes [5,9]. The
shared bikes play an increasing important role in our lives [14,22].

Bike sharing can be simply defined as many shared bikes distributed in the
city for multiple users. A bike user is able to get access to shared bikes when
logs in the bike sharing system. So far, models include public bike share (PBS)
can be classified into about eight categories according to their operating mech-
anisms (Resource: Models of bike share) [1]. We divide bike sharing models into
two types, either station based using docks or non station based free-floating
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dock-less. Self-service public bike sharing on street docking, smart bikes and
geo-fencing are typical models that users have to rent and return shared bikes
to fixed stations or within virtual geo-fencing. Free-floating systems allow the
smart bikes to be dropped anywhere safety around the city [1]. In this paper,
we focus on smart bike sharing system without restrictions of fixed locations.
We consider a system to be more flexible and convenient for shared bike users.
Accordingly, we propose an agent based distributed approach which makes con-
tributions to general resource distribution systems. The remained of the paper
is organized as follows, related works and proposed method are given in Sects. 2
and 3, respectively. In Sect. 4, a practical example is analyzed to show the work-
ing process and effectiveness of our proposed approach. Some conclusions and
future works end the paper in the last section.

2 Related Works

In the past decades, significant attention has been devoted to task assignment
in distributed systems. In [11], Jiang summarized the works on task allocations
and load balances according to the characteristic differences between distributed
systems, mainly about typical control, typical resource optimization, the meth-
ods of reaching reliability and so on [11]. In bike sharing systems, users need
shared bikes to satisfy their requests, it can also be regarded as a task assign-
ment problem.

Quite a few researchers have devoted themselves into public bikes. The exist-
ing literatures about this topic are numerous, most of their works focus on the
following research points. Firstly, the related works mainly focus on the devel-
opment history and advantages of shared bikes [7,22]. Then, they pay much
attention to concerning the policies and the satisfaction analysis for the cyclists
[7,15,23]. Fishman et al. [8] analyzed some factors that influence potential users
for choosing shared bikes. In literature [2], a methodology is proposed to quantify
user’s perception and satisfaction about bike sharing, results show that safety
and information are the two influential aspects that influence most.

Finally, relevant works are conducted considering the system designers and
controllers. They mainly concentrate on the number and locations of the fixed
bike stations, the number of shared bikes to put into service and the imbalance
in bike distribution [4,10,12]. A good understanding of the operating mechanism
is helpful for the system optimization exploitation. In a bike sharing system, the
fixed station location is essential and it has been studied from the operational
research point of view [4,10,12,25]. Hu and Liu [10] proposed a mathematical
location model of finding the optimal location to minimize the total fixed sys-
tem cost for bike renting and the redistribution. In [25], a network flow model
to estimate the flow of bikes within the network and the number of trips sup-
ported is proposed. In [4], a mathematical model to formulate public bike station
distribution is conducted to minimize the total travel time and investment bud-
get. To stress the unbalance distribution problem, the redistribution strategy
is adopted [9,16,19,26]. In literature [16], vehicles are used to redistribute the
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bikes. Preisler et al. [19] built an incentive scheme that encourages users to pass
nearby stations for selecting and returning bikes, thereby redistributing them
in a self-organized fashion. In [26], Wong and Cheng established an actual path
distance optimization method for the shared bike redistribution.

These approaches are helpful for the proper functioning of bike sharing sys-
tems. However, operating bike sharing systems and redistributing strategies cost
plenty money [13], so we would like to consider a system without fixed stations
and the redistribute strategy will no longer be needed.

3 Proposed Method

The agent concept is quite important in both artificial intelligent and mainstream
computer science, it can be defined to denote a hardware or commonly the
software-based computer system that holds the properties of autonomy, social
ability, reactivity and pro-activeness [17,27]. In this part, we present an agent-
based distributed approach for bike sharing system. In the system, all agents
work together to rent or return shared bikes efficiently and freely.

When a user needs to travel by shared bikes, she attempts to send requests
to all the bike agents in the system. After she receives the responses from bike
agents, evaluations of the shared bikes are conducted according to her preferences
and the responses. Simultaneously, the reliability of the responses is calculated
by its own experiences and the other agents’ information. Meanwhile, the prob-
ability of getting the shared bike can be obtained. These three factors work
together to improve the satisfaction for users. The proposed agent based dis-
tributed approach is detailed discussed as follows, some explanations about the
common variables are listed in Table 1, their specific meanings are also discussed
in the text.

Table 1. Some commonly used variables and explanations

m : Numbers of users i : the ith user

n : Numbers of shared bikes j : the jth shared bike

p : Numbers of influential aspects k : the kth influential aspect

q : Numbers of sub-factors of kth aspect l : the lth sub-factor of kth aspect

ei,j,k : Useri’s requests on j on kth aspect rj,i,k : Bike j’ responses to i about k

pfij : Preference evaluations of i to j Mij : Trust evaluation of i to j

pij : Probability for i to get j Eij : The final assessment of i to j

3.1 User’s Preferences—Shared-Bike Evaluations

Choosing a shared bike according to the user’s preferences should completely
depend on the user’s own judgements. In fact, considering the user’s preferences
is essential, for example, a shared bike user prefers to have a bike with basket
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if she has brought a heavy goods. For the economic saving users, they would
like to choose cheaper bikes, similarly, the deposit-payed shared bikes are always
their only choices.

Evaluating the shared bikes according to a user’s preferences is a multi-
attribute decision making problem. In the bike sharing system, we assume that

– 1: There are m users which can be represented as Users = {User1, User2...
Useri...Userm}.

– 2: n shared bikes exist in the system, denoted as Bikes = {Bike1, Bike2...
Bikej ...Biken}.

– 3: p mainly influential aspects of evaluating the bikes denoted as Aspects =
{Aspect1, Aspect2...Aspectk...Aspectp}.

– 4: For each influential aspect, q sub-factors are considered, for aspect k, we
have Subfactors = {Subfk1, Subfk2...Subfkl...Subfkq}.

When a bike user needs a shared bike at time t, she firstly needs to give her
own requirements about the sub-factors of some influential aspects, they can be
represented as

ei,j,k = (ei,j,k,1, ei,j,k,2...ei,j,k,l...ei,j,k,q), (1)

where ei,j,k,l represents the evaluation result given by Useri to Bikej about the
main influential Aspectk, l shows the influential sub-factor. For example, when
Useri demands a shared bike, she believes that bike type is one of the influential
aspects, three sub-factors, V ′LILLE, Mobike and “OfO” are considered. For
Useri, V ′Lille and Mobike can be chosen while she prefers V ′Lille much, as a
result, she gives her requirements as ei,j,1 = (0.8, 0.2, 0). Similarly, all the other
factors can be judged in the same way.

Then the user advocates her requests to the shared bike agents and bikes
immediately reply with boolean values True or False. Their responses can be
represented by

rj,i,k = (Boolean(k1), ...Boolean(kl), ...Boolean(kq)). (2)

For example, when considering the shared bike types, Bikej belongs to “OfO”,
so its response can be rj,i,1 = (0, 0, 1) when evaluating bike types.

Obviously, not all the influential aspects are of equal importance, so we need
to know their actual weights. Many methods can be used for the calculation of
weights, such as principal component analysis, analytic hierarchy process (AHP),
entropy method and coefficient of variation method [29]. Coefficient of variation
method is a simple but efficient method which bases on the resolution informa-
tion contained in the evaluation index. The coefficient of variation is defined as
the ratio of the standard deviation σ to the mean μ. The bigger the coefficient
of variation is, the greater the weight is assigned.

We suppose that q sub-factors effect on influential Aspectk, let μk be the
average value of all the index of sub-factors, σk be the standard deviation of the
index Subi,j,k, then the coefficient of variation of this index is Coff(i, j, k) =
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σk

μk
. After that we normalize all the coefficients of variation and the weights of

Aspectk can be obtained by

Wi,j,k =
Coff(i, j, k)

∑P
k=1(Coff(i, j, k))

. (3)

When all the sub-factors are discussed, then final preference evaluations of
Useri to Bikej can be concluded as

preference(i, j) = pfij =
p∑

k=1

{Wi,j,k(ei,j,k · rj,i,k)}. (4)

In the bike sharing system, at time t, all m users and n free bikes have been
evaluated according to user’s own preferences. The evaluation results of available
bikes at time t can be denoted as

Preference(User(i), Bike(j))(t)=

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

Bike(1) ... Bike(j) ... Bike(n)
User(1) pf11(t) ... pf1j(t) ... pf1n(t)

... ... ......
User(i) pfi1(t) ... pfij(t) ... pfin(t)

... ... ... ...
User(m) pfm1(t) ... pfmj(t) ... pfmn(t)

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

.

(5)
At different time, whenever there is a new request message, a new preference

matrix is generated. Users would like to choose a bike with higher evaluation
values. However, agents might response with unreliable information, meanwhile,
the well-evaluated bikes might be pursued by other users. Therefore, trust and
probability to get the target bike are formulated.

3.2 Trust Evaluation

Trust can be regarded as the expectation given by all members of a society,
they believe that the existing natural or moral social orders persist, just as we
believe that the sun rises from the east and fall to the west [18,28,30]. Yu et al.
summarized that the proposed methods to evaluate the agents’ trust can be
divided into four main categories [28], they are direct trust evaluation models,
indirect/reputation-based trust evaluation models, socio-cognitive trust evalu-
ation models and organization trust evaluation models. The mostly frequently
used are direct trust evaluation models which depend on the direct interaction
experience. The indirect/reputations-based trust evaluation models rely on the
recommendation results from a third comity in the same system. These two trust
evaluation models are easy to be accessed and efficient in distributed systems.
As a result, these main trust evaluation models have been considered simulta-
neously. Dempster-Shafer theory of evidence is used for the representation of
semantic assessment and weighted Dempster’s combination rule is adopted for
the combination of different information.
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3.2.1 Dempster-Shafer Theory of Evidence
Dempster-Shafer theory of evidence also known as evidence theory which was
proposed by Dempster and Shafer [6,21]. This theory is efficient in uncertainty
representation, Dempster’s combination rule has the ability to combine different
basic probability assignments (BPA). In this paper, evidence theory is adopted
to represent the trust and reputation, then Dempster’s combination rule is used
for the fusion of these two aspects. Some details about evidence theory are
introduced as follows.

Definition 1 (The frame of discernment). The frame of discernment U ,
consisted of N mutually exclusive and collectively exhaustive elements, can be
defined as U = (e1, ...eh...eN ), satisfying ∩eh = ∅.
Definition 2 (Basic probability assignment). The power set of U repre-
sented by 2U , any elements belong to 2U is said to be propositions, the basic
probability assignment is defined as a mapping from the power set to [0, 1] which
represented by m : 2U → [0, 1], the following conditions are satisfied,

m(∅) = 0 and
∑

A⊆2U

m(A) = 1; (6)

where ∅ is an empty set and A is a subset of 2U , the function m(A) represents how
strongly the evidence supports A. Any propositions of which m(A) is non-zero
is called a focal element and the set of all the focal elements is core.

Definition 3 (Dempster’s rule of combination). For any two BPAs m1

and m2, the Dempster’s rule of combination which can be represented by m =
m1 ⊕ m2 is defined as

m(A) =
{

1
1−K

∑
B∩C=A m1(B)m2(C), A �= ∅;

0, A = ∅;
(7)

with K =
∑

B∩C=∅ m1(B)m2(C), where A, B and C are the elements of 2U , K
is a normalization constant which means the conflict coefficient of two BPAs.

Definition 4 (Weighted Dempster’s combination rule). In this paper, not
all the BPAs are of the equal importance, so the weighted Dempster’s combination
rule is adopted. The modification of the Dempster’s combination is conducted on
the BPAs, the weights of the BPAs operate on the core of the power set, then the
incomplete part is assigned to the frame of discernment. For the BPA which is
defined in the frame work {A, B}, where m1(A) = a; m1(B) = b; m1(A,B) =
1 − (a + b). Its weight is denoted as w1, where w1 ∈ [0, 1], Then the BPA is
modified by weight as

m1(A) = aw1; m1(B) = bw1; m1(A,B) = 1 − (a + b)w1; (8)

Finally, we can use Dempster’s combination rule for the BPAs combination.
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3.2.2 Agent’s Trust
As explained, agent’s trust is calculated from two aspects, the direct interaction
experiences and indirect reputations. The direct trust evaluation is authenticity
assessments consist of p aspects because the agents give their responses from p
aspects. The users give their objective judgements by comparing the responses
to the actual state of affairs, these judgement values TrustEi,j,k is between [0, 1]
where 1 means that the agent has provided an actual real response and 0 means
that the agent was totally lying. We can use the Dempster-Shafer theory of
evidence for the representation of the results, here the frame of discernment is
defined as U = {Trust,NotTrust} = {T, nT}.

When translating the evaluating results into Dempster-Shafer theory of evi-
dence, they can be denoted as

⎧
⎨

⎩

m(T ) = min{TrustEi,j,1, T rustEi,j,2, ...T rustEi,j,p}
m(nT ) = max{1 − TrustEi,j,1, 1 − TrustEi,j,2, ...1 − TrustEi,j,p, }

m(T, nT ) = 1 − [m(T ) + m(nT )].
(9)

For the trust evaluation, the current data is more reliable than the past ones
because the characteristics of agents are always changeable. So we define a decay
function that decays with time. Supposing the historical interaction happens at
time T , we define decay function as

fD(t) = ρt−T , 0 < ρ < 1 and Limit ≤ T ≤ t. (10)

we are now at time t and Limit shows the interaction before this time is no
longer reliable.

Similarly, the indirect reputations is also evaluated with the same approach of
generating BPAs for direct trust. The final evaluation results can be represented
as {

MDirectTrust = MDT = (mD{T},mD{nT},mD{T, nT});
MIndirectReputation = MIR = (mI{T},mI{nT},mI{T, nT}). (11)

Then the weighted Dempster’s combination rule is used to combine both direct
trust and indirect reputation,

Mij = MWD

DT ⊕ MWR

IR . (12)

where MWD

DT and MWR

IR are the final evaluations about direct trust and indirect
reputation, their weights represented by WD = fD(t)wDT and WR = f ′

D(t)wIR

where wDT and wIR are the weights of direct trust and indirect reputation
respectively, the values belong to [0, 1]. Of the final overall evaluation results, we
would take more attention on the reliability value, i.e., Mij(T ).

3.3 Probability of Getting the Selected Shared Bike

In dynamic bike sharing systems, all users can also rent the target bike before
a user’s arrival. In this situation, users prefer selecting a bike with high proba-
bility. Many research works consider bike appearance probability by population
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density [3]. In this part, we consider probability according to bicycle numbers in
one domain within the user’s reach.

Supposing Useri needs to find a bike in time period [0, t], her walking speed is
VUseri

. Therefore, all the bikes in the circle whose radius is VUseri
∗ t with user’s

position regarded as the center are available. As shown in Fig. 1, all the small
blue circles in big dark circle are target shared bikes for the user represented by
red five-pointed stars.

Firstly, we set a threshold σ = t. This threshold is also the time limitation
for Useri to find a bike. Then the travel salesman problem (TSP) algorithm is
operated starts from any node with this threshold as the maximum traveling
time. Traditional TSP is a shortest distance problem about traveling among x
cities once and only once, starting and returning from the same place. Here we
adopt TSP algorithm to classify all possible target bikes into sets which satisfies
the traveling time in each set is smaller than the time limitation. If the time
is still not exceed to the threshold when reaching at one node, the target bike
is added to the set, otherwise, we start another TSP algorithm. Our goal is to
obtain the minimum number of sets.

To the end, all reachable bikes have been divided into N sets, we can obtain
the probabilities for Useri to receive Bikej at time t by

pij(t) =
Total numbers in set N

Total numbers in the circle
=

∑
(nset(i))

∑
(NTotal)

. (13)

Where
∑

(nset(i)) shows the total number in set i and
∑

(NTotal) shows the total
numbers available for Useri.

3.4 The Agent-Based Distributed Approach

As explained above, in the bike sharing system contains n users and m shared
bikes. At time t, Useri needs to find a shared bike before time T , according to
her requests and bike agents’ responses, evaluations of the three main factors are
all obtained. pfij(t) represents her preferences, Mij(T ) describes the credibility
level and pij(t) shows the probability of getting the bike. So a user needs to give
overall evaluations to rank and decide to select which shared bike. The overall
ranking results can be obtained by multiplication of the factors as follows

Eij = pfij(t) × Mij(T ) × pij(t). (14)

Then a user sets off for the best evaluated shared bike rapidly. If the ideal bike
is still there when she reaches at the target location, she rents it. Otherwise, she
immediately spreads her new requests for shared bikes. The distributed approach
is summarized as choosing best bikes from i free sharing bikes for j requesters
denoted as Algorithm BBU(i, j), it is shown in Algorithm 1 as follows.

4 Practical Example Simulations

In this part, a practical example is given to show how the proposed approach
works and its effectiveness for users to find needed shared bikes.
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Algorithm 1. BBU(i,j): Best Bikes for Users
Location Initializations: m Agents(Shared Bike Requesters) & n Agents(Free
Shared Bikes);
if New requests for shared bikes appear at time t (Eq. 1) then

Shared bikes responses (Eq. 2); Evaluate and rank all free shared bikes (Eqs. 3-15);
Set off for the best one;
if Target shared bike is still reachable; then

Select the target shared bike;
else

BBU(i,j)
end if

end if

4.1 A Practical Example

We suppose that three shared bike companies run a total 1000 shared bikes in a
system, the shared bikes can be placed freely in anywhere safety in the city. At
time t, 30 users are looking for shared bikes among 300 free bikes. Locations for
bikes and users distribution are shown in Fig. 1, the small blue circles represent
the free-parking shared bikes, users are denoted by small red five-pointed stars.
The dark circles whose centers are red five-pointed stars denote that all shared
bikes inside are available.

Fig. 1. Distribution of the shared bikes and users (Color figure online)

We suppose Useri is interested in four aspects when explaining her prefer-
ences, they are bike types (Aspect1), whether there is a basket (Aspect2), old
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and new degree (Aspect3) and size (Aspect4). All the influential aspects have
influential sub-factors, the details are shown as below,{

Subf11 : V ′Lille, Subf12 : Mobike, Subf13 : OfO; Subf31 : New, Subf32 : Old;
Subf21 : With a basket; Subf22 : Without a basket; Subf41 : Big, Subf42 : Small;

(15)

Useri needs to send her requests to available bike agents. This process com-
pletes in her phone according to the API connected to the system. For example,
Useri can give her requires as ei,j,1 = (0.8, 0.2, 0), ei,j,2 = (1, 0), ei,j,3 = (0.4, 0.6)
and ei,j,4 = (0.5, 0.5). As is shown, we find that user i chooses V ′Lille or Mobike,
and she prefers V ′Lille. she needs the bike with basket so the bikes without bas-
ket are no longer considered. she prefers old shared bikes. From the forth aspect,
bike size makes no sense.

By analyzing the original data entered by user i, weights of the corresponding
aspects are obtained based on the coefficient of variation method shown in Eq. 3.
The corresponding average value μk, standard deviation σk and weights are
shown in Table 2.

Table 2. Weights of the four main influential aspects

Aspects Aspect1 Aspect2 Aspect3 Aspect4

useri (0.8,0.2,0) (1.0, 0) (0.4, 0.6) (0.5, 0.5)

μk
1
3

0.5 0.5 0.5

σk

√
26
15

0.5 0.1 0

W(i,j,k) 0.36 0.53 0.11 0

All shared bikes respond if Useri’s requests is received. Here we suppose
three bikes give their responses as shown in Table 3.

Table 3. Three bikes’ responses to user i

Aspects Aspect1 Aspect2 Aspect3 Aspect4

r1,i (1,0,0) (0, 1) (0, 1) (1, 0)

r2,i (1,0,0) (1, 0) (1, 0) (1, 0)

r3,i (0,1,0) (1, 0) (0, 1) (0, 1)

Preference evaluations can be obtained by Eq. 4. For Useri, the evaluations
of the three bikes are pfi,1 = 0.354, pfi,2 = 0.862 and pfi,3 = 0.668. Then the
responses’ reliability are calculated according to the historical experience. Useri

has used shared bike 1 twice which happened three and five days ago respec-
tively. she has used shared bike 2 five hours ago and never uses shared bike
3, so from her own point of view, she has to evaluate bikes from four aspects
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whether the bike has replied with exact results and she gives bike 1 two evalu-
ations as TrustE(i, 1)(t1) = (1, 1, 1, 0.8) and TrustE(i, 1)(t2) = (1, 1, 0.9, 0.8).
Then the information can be denoted by Dempster-Shafer theory of evidence
as m1

i,1(T ) = 0.8, m1
i,1(nT ) = 0.2, m1

i,1(T, nT ) = 0 and m2
i,1(T ) = 0.8,

m2
i,1(nT ) = 0.2, m2

i,1(T, nT ) = 0.
The weighted Dempster’ combination rule is adopted for the combination.

We define ρ = 0.95 in delay function. The two times are separately three and five
days ago, so the decay values are 0.953 = 0.8574 and 0.955 = 0.7738, they are
regarded as the weights for combination of direct trust. The modified evaluations
according to Eq. 8 are denoted as follows,

⎧
⎨

⎩

m1
i,1(T ) = 0.6859

m1
i,1(nT ) = 0.1715

m1
i,1(T, nT ) = 0.1426

and

⎧
⎨

⎩

m2
i,1(T ) = 0.6190

m2
i,1(nT ) = 0.1548

m2
i,1(T, nT ) = 0.2262

(16)

Then the combined results are M1
i,1(T ) = 0.8480; M1

i,1(nT ) = 0.1110;
M1

i,1(T, nT ) = 0.0410. Similarly, another user K provides him the indirect
reputation evaluation and the results are M2

K,1(T ) = 0.5, M2
K,1(nT ) = 0.3,

M2
K,1(T, nT ) = 0.2.
For direct trust and indirect reputation, she trusts herself more and the

weights are WD = 1 and WR = 0.7. Finally, the overall trust evaluations
are calculated from both direct experience and indirect reputation by Eq. 12,
the combined results for Bike1 are Mi,1(T ) = 0.8738, Mi,1(nT ) = 0.1032 and
Mi,1(T, nT ) = 0.0230.

Similarly, the trust evaluations about bike 2 and 3 are conducted. Here we
suppose the trust values respectively are 0.832 and 0.65 to bike 2 and 3. Simul-
taneously, the probabilities are conducted while we suppose they are 0.7, 0.553
and 0.75 respectively.

To the end, we would like to choose not only an ideal and reliable bike, but
also a bike with high probability to be received. For the three bikes,

⎧
⎨

⎩

Ei1 = pfi,1 × Mi,1(T ) × pi,1 = 0.354 × 0.8738 × 0.7 = 0.2165
Ei2 = pfi,2 × Mi,2(T ) × pi,2 = 0.862 × 0.832 × 0.553 = 0.3966
Ei3 = pfi,3 × Mi,3(T ) × pi,3 = 0.668 × 0.65 × 0.75 = 0.3257

(17)

The final results are compared and Useri chooses bike 2. With the same process,
all users rank reachable shared bikes and set off for the best one.

4.2 Results Comparison and Analysis

As discussed in the last subsection, three aspects, namely bike evaluations, agent
trust and probability are evaluated for 30 users to select best bikes from 300 free
bikes. Looking for bikes randomly is used for the comparison with the proposed
method in this paper. Moving randomly is the method that frequently be used
nowadays. When a user and a bike gets close, the user evaluates whether this
bike is acceptable. If she is satisfied about the bike, then the bike is selected and
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both the shared bike and user are removed to satisfied set. Otherwise, the user
sets off randomly again to search for a needed bike.

The proposed method in this paper is regarded as another approach. A user
evaluates all the possible bikes firstly and then sets off for the appropriate bike.
Obviously, this method is more efficient and a user can receive the satisfied bike
much more faster than the randomly approach.

5 Conclusions

In the bike sharing system, fixed bike stations are always the main restriction
for the users to rent and return the shared bikes freely, the redistribute strategy
are widely considered for the imbalances of supply and demand in the fixed
stations in order to satisfy all the users. In this paper, we discussed a more
freely environment for bike sharing system where the fixed stations are no longer
existed. Users rent and return bikes anywhere in the city. We also considered
for the users to choose satisfied shared bikes according to her own demands or
preferences. There are many other future works, the proposed method needs to
be compared to other approaches, more methods about uncertainty and data
fusion will be adopted for trust evaluations.

Acknowledgment. This work is supported by CRIStAL (Research center in Com-
puter Science, Signal and Automatic Control of Lille) (UMR 9189) and China Schol-
arship Council (CSC).
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Abstract. The prize-collecting Steiner tree problem (PCSTP) is one of
the important topics in computational science and operations research.
The vertex-swap operation, which involves removal and addition of a
pair of vertices based on a given minimum spanning tree (MST), has
been proven very effective for some particular PCSTP instances with
uniform edge costs. This paper extends the vertex-swap operator to make
it applicable for solving more general PCSTP instances with varied edge
costs. Furthermore, we adopt multiple dynamic data structures, which
guarantee that the total time complexity for evaluating all the O(n2)
possible vertex-swap moves is bounded by O(n) · O(m· log n), where n
and m denote the number of vertices and edges respectively (if we run
Kruskal’s algorithm with a Fibonacci heap from scratch after swapping
any pair of vertices, the total time complexity would reach O(n2) ·O(m+
n· log n)). We also prove that after applying the vertex-swap operation,
the resulting solutions are necessarily MSTs (unless infeasible).

Keywords: Computational complexity · Network design
Prize-collecting Steiner tree · Vertex-swap operator
Dynamic data structures

1 Introduction

The prize-collecting Steiner tree problem (PCSTP) has a wide range of appli-
cations, e.g., design of utility network, telecommunication network, signal pro-
cessing. As a variant of the classic Steiner tree problem in graphs, the PCSTP
is NP-hard, thus being important in the field of computational science.

Given an undirected graph G = (V,E) with a set V (|V | = n) of vertices and
a set E (|E| = m) of edges, where each edge e ∈ E is associated with a non-
negative edge cost ce, and each vertex v ∈ V is associated with a non-negative
prize pv (vertex v is a customer vertex if pv > 0 and a non-customer vertex
otherwise), the goal of the PCSTP is to find a subtree T = (VT , ET ) of G in

c© Springer International Publishing AG, part of Springer Nature 2018
Y. Shi et al. (Eds.): ICCS 2018, LNCS 10861, pp. 553–560, 2018.
https://doi.org/10.1007/978-3-319-93701-4_43
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which the total cost of edges in the tree plus the total prize of vertices not in
the tree is minimized, i.e., [1]:

Minimize f(T ) =
∑

e∈ET

ce +
∑

v/∈VT

pv. (1)

Many algorithms have been proposed to solve the PCSTP, including several
heuristics, such as multi-start local-search algorithm combined with perturba-
tion [2], trans-genetic hybrid algorithm [3], divide-and-conquer meta-heuristic
method [4], knowledge-guided tabu search [5], etc. Among various heuristics
for solving the PCSTP, local search enjoys popularity in the literature, which
commonly relies on two basic move operators, i.e., vertex addition and vertex
deletion. Typically, the vertex addition (deletion) operator tries to add (delete)
a vertex v /∈ VT (v′ ∈ VT ) to (from) an original minimum spanning tree (MST)
and then tries to reconstruct a new MST, leading to a neighboring solution.
Though these two basic move operators are generally effective, improvements
could be achieved by introducing a new vertex-swap operator, which substitutes
one vertex in the original MST with another one out of the original MST, and
then reconstructs a new MST as the neighboring solution.

Unfortunately, although the basic idea of the vertex-swap operator is natural,
it has not been widely employed in the existing PCSTP heuristics, possibly due to
its unaffordable complexity: if we choose to reconstruct an MST using Kruskal’s
algorithm (with the aid of a Fibonacci heap) from scratch after swapping any
pair of vertices, the overall time complexity for evaluating all the O(n2) possible
vertex-swap moves would reach O(n2) · O(m + n· logn), being unaffordable for
large-sized (even mid-sized) instances.

During the 11th DIMACS Implementation Challenge, Zhang-Hua Fu (cor-
responding author of this paper) and Jin-Kao Hao implemented a dynamic
vertex-swap operator [6], based on which they proposed a local-search heuristic
[5], which won three out of the eight PCSTP competing sub-categories of the
DIMACS challenge. Actually, the vertex-swap operator contributed significantly
to the outstanding performance of the proposed algorithm. However, its applica-
tion was limited to a number of particular PCSTP instances with uniform edge
costs. In this paper, we extend the previous work in order to develop an efficient
vertex-swap operator which is suitable for more general PCSTP instances, not
only limited to the ones with uniform edge costs. With the aid of dynamic data
structures, the time complexity for evaluating all the O(n2) possible vertex-swap
moves could be reduced from O(n2) · O(m + n· logn) to O(n) · O(m· log n).
The details as well as proof of complexity and correctness are given below.

2 Method and Complexity

Given a solution T = (VT , ET ) of the PCSTP, two basic move operators (vertex-
addition and vertex-deletion) are commonly used, which adds a vertex v′ /∈ VT to
(respectively, removes a vertex v ∈ VT from) VT , and then tries to reconstruct an
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MST denoted by MST(VT ∪ {v′}) (respectively, MST(VT \{v})). Corresponding
to these two move operators, two sub-neighborhoods are defined as follows:

N1(T ) = MST (VT ∪ {v′}),∀v′ /∈ VT ,
N2(T ) = MST (VT \{v}),∀v ∈ VT .

(2)

Based on the above two basic operators, the vertex-swap operator consists of
the following two phases (outlined in Algorithm1). The solutions are represented
as dynamic data structures such as ST-trees [7,8], which takes O(logn) time to
perform basic operations, i.e., searching, removing and inserting an edge.

Algorithm 1 . Procedure of evaluating all the O(n2) possible vertex-swap
moves.

Input: An MST T = (VT , ET )
Output: Cost difference Δ(v, v′) after swapping any vertices v ∈ VT and v′ /∈ VT

T ∗ ← T //T ∗ always denotes the incumbent solution
for each vertex v ∈ VT (processed in post order) do

T ∗ ← Deletion(T ∗, v) //apply the deletion phase to T ∗ relative to v
TDel ← T ∗

for each vertex v′ /∈ VT do
T ∗ ← Addition(T ∗, v′) //apply the addition phase to T ∗ relative to v′

if T ∗ is a tree then
Δ(v, v′) ← f(T ∗) − f(T )

else
Δ(v, v′) ← Null

end if
T ∗ ← TDel //restore the solution before addition (only restore the changes)

end for
T ∗ ← T //restore the original solution (only restore the changes)

end for

Vertex Deletion Phase: Given an original MST T = (VT , ET ), for a chosen
vertex v ∈ VT , we first remove it from T , together with the edges incident to
v. This operation leads to an minimum spanning forest (MSF) consisting of a
number of sub-trees (consider an MST as a special case of MSF with only one
sub-tree, so as follows), where each sub-tree is an MST. After that, we try to
reconnect the remaining sub-trees as far as possible. To do this, it suffices to
compact each sub-tree into a super-vertex, and then run Kruskal’s algorithm
on the subgraph consisting of all the super-vertices along with edges between
different super-vertices (if there are multiple edges between two super-vertices,
just retain the one with the lowest cost). After this process, we get an MSF
consisting of k (k ≥ 1) sub-trees: T1, T2, · · · , Tk, where each sub-tree is an MST
and there is no edge between any two different sub-trees.

Complexity: As illustrated in Algorithm1, given an original MST T =
(VT , ET ), each vertex v ∈ VT should be deleted only once. Using the dynamic
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data structures slightly adapted from the vertex-elimination operator detailed
in [9], which process the vertices of VT in post order and classify the edges of ET

into horizontal edges (stored in lists) and vertical edges (stored in logarithmic-
time heaps and updated dynamically), the total time complexity of this phase
is bounded by O(m· logn) (proven in [9]).

Vertex Addition Phase: For a chosen vertex v′ /∈ VT , add it to each sub-tree
Ti (1 ≤ i ≤ k) of the above MSF, to form a new MST. To do this, Spira and
Pan [10] showed that for one sub-tree Ti = (VTi

, ETi
), it is enough to determine

the MST on sub-graph G′ = (VTi
∪ {v′}, ETi

∪ EN (Ti, v
′)), where EN (Ti, v

′)
denotes the collection of edges connecting v′ to Ti. For each edge e incident to
v′, if e ∈ EN (Ti, v

′), insert e into Ti at first and then check if a cycle is formed.
If so, remove the edge with the highest cost on the cycle [9]. After repeating this
process for every edge e, a new MST is reconstructed (unless infeasible).

Complexity: After performing the vertex deletion phase for each vertex v ∈ VT ,
we try to add every vertex out of VT (added one by one) into the resulting
MSF and then eliminate cycles. During this process, at most m edges would
be inserted or removed in total. With the help of ST tree, it takes O(logn) to
insert/remove one edge to/from a sub-tree [7,8]. Therefore, after deleting each
vertex v ∈ VT , the complexity of adding all the vertices is O(m) ·O(log n). Since
at most O(|VT |) ≤ O(n) vertices should be deleted, the total complexity of the
vertex addition phase is bounded by O(n) · O(m · log n).

In addition to above two phases, we further analyze the complexity of storage
and restoration. As illustrated in Algorithm1, we only store and restore the
changed vertices and edges whenever needed, instead of the whole tree. During
the whole procedure, every edge belonging to ET is deleted twice by the vertex
deletion phase, and at most 2|ET | edges are added to connect the sub-trees.
Furthermore, during the vertex addition phase, each edge (in total m edges)
is added at most n times (at most once after deleting each vertex of VT ), and
at most m · n edges are deleted (totally no more than added edges) to eliminate
cycles. It means at most O(m ·n) changes in total should be stored and restored.
Since the complexity for storing or restoring a change is O(1) and O(log n)
respectively, the total complexity of these steps is O(n) · O(m · log n).

Summary: Given an original MST T = (VT , ET ), the total complexity for
evaluating all the O(n2) vertex-swap based neighboring solutions (Algorithm1)
is bounded by O(n) · O(m · log n).

Figure 1 gives an example, where sub-figure (a) is the original graph con-
sisting of 4 customer vertices (drawn in boxes, each with a prize of 1) and 2
non-customer vertices (drawn in circles). Sub-figure (b) is an initial solution
(MST) with an objective value of 6. Now we show how to swap vertex 2 with
vertices 4 and 6 (similar for others). At first, we remove vertex 2 and its incident
edges, leading to a MSF shown in sub-figure (c). Then we run Kruskal’s algo-
rithm to reconnect these sub-trees (regarding each sub-tree as a super-vertex),
leading to the MSF shown in sub-figure (d), where vertex 1 is reconnected to
vertex 5. Furthermore, to add vertex 4, we add the edge between vertex 1 and
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vertex 4 first, and add the edge between vertex 4 and vertex 5, which leads to a
cycle. To eliminate the cycle, we remove the edge between vertex 1 and vertex 5,
leading to the solution shown in sub-figure (e), which is infeasible. Similarly, for
vertex 6, we at first restore the solution before addition of vertex 4, and insert
in sequence three edges (between vertex 6 and vertices 1, 3, 5 respectively), then
we remove the edge between vertex 1 and vertex 5 to eliminate cycle, resulting
a MST with an objective value of 5 (Δ(2, 6) = −1), as shown in sub-figure (f).

(a) the original graph (b) the initial solution (c) remove vertex 2

(d) reconnect the forest (e) add vertex 4 (infea-
sible)

(f) add vertex 6 (feasi-
ble)

Fig. 1. Example showing how to apply the swap-vertex move operator

3 Proof of Correctness

Now we prove that using above dynamic techniques, the final solution after
swapping any pair of vertices is necessarily an MST (unless being a forest).

Lemma 1. Given an MST T = (VT , ET ), performing the vertex deletion phase
with respect to vertex v ∈ VT would lead to an minimal spanning forest (MSF),
consisting of k ≥ 1 sub-trees (denoted by T1, T2, · · · Tk respectively, and each is
an MST).

Proof: Proven in [11]. �

Lemma 2. For any vertex v′ /∈ VT , if v′ can be connected to sub-tree Ti (1 ≤
i ≤ k), after performing the vertex addition phase, Ti would become a new MST
denoted by T ′

i (VT ′
i

= VTi
∪ {v′}).

Proof. Proven in [9]. �

For Lemmas 3 to 5, we consider two trees (unnecessarily MSTs) T ′
i =

(VT ′
i
, ET ′

i
) and T ′

j = (VT ′
j
, ET ′

j
), which satisfy the following two conditions:
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(1) v′ is the only common vertex between VT ′
i

and VT ′
j
, i.e., VT ′

i
∩ VT ′

j
= {v′}.

(2) There is no direct edge between VT ′
i
\{v′} and VT ′

j
\{v′}.

Lemma 3. By merging T ′
i and T ′

j , the resulting graph G′ = (VG′ , EG′) = (VT ′
i
∪

VT ′
j
, ET ′

i
∪ ET ′

j
) is a tree.

Proof: (1) T ′
i and T ′

j are both trees, thus any vertex h ∈ VT ′
i
\{v′} (g ∈ VT ′

j
\{v′})

is connected to v′, implying that any two vertices of VT ′
i
∪VT ′

j
are connected. (2)

T ′
i and T ′

j are both trees, and v′ is the only common vertex, so:

|VG′ | = |VT ′
i
| + |VT ′

j
| − 1,

|EG′ | = |ET ′
i
| + |ET ′

j
|

= |VT ′
i
| − 1 + |VT ′

j
| − 1

= |VG′ | − 1

Above information indicates that G′ is a tree. �

Lemma 4. Any tree Tany based on vertex set VT ′
i

∪ VT ′
j

can be exactly parti-
tioned into two sub-trees based on vertex set VT ′

i
and VT ′

j
respectively.

Proof: (1) Tany is a tree, thus no cycle exists among VT ′
i
∪VT ′

j
, so no cycle exists

among VT ′
i

and VT ′
j
. (2) Now we prove that any two vertices h, g ∈ VT ′

i
can be

connected only via vertices of VT ′
i
. Since Tany is a tree, there must be one and

only one path connecting h and g. Assume another vertex l ∈ VT ′
j
\{v′} appears

on this path, since there is no edge between VT ′
i
\{v′} and VT ′

j
\{v′}, v′ must

appear on the path from h to l, so does on the path from l to g, leading to
a cycle (v′ appears twice), contradicting to the statement that Tany is a tree,
indicating VT ′

i
is internally connected. Similarly, VT ′

j
is internally connected. �

Lemma 5. If T ′
i and T ′

j are both MSTs with cost CT ′
i

=
∑

e∈ET ′
i

ce = Cmin
T ′
i

and CT ′
j

=
∑

e∈ET ′
j

ce = Cmin
T ′
j

respectively, the graph G′ formed by merging T ′
i

and T ′
j is also an MST with cost CG′ =

∑
e∈EG′ ce = Cmin

T ′
i

+ Cmin
T ′
j

.

Proof: (1) According to Lemma 3, G′ is a tree with cost CG′ = Cmin
T ′
i

+ Cmin
T ′
j

.
(2) According to Lemma 4, any solution Tany based on vertex set VT ′

i
∪ VT ′

j
can

be exactly partitioned into two sub-trees based on vertex set VT ′
i

and VT ′
j
, so its

cost Cany ≥ Cmin
T ′
i

+ Cmin
T ′
j

= CG′ , implying that the cost of G′ is minimized. �

Theorem 1. Given an initial MST T = (VT , ET ), after performing the proce-
dure illustrated in Algorithm1, the final solution after swapping a pair of vertices
v ∈ VT and v′ /∈ VT is necessarily an MST (unless infeasible).
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Proof: (1) According to Lemma 1, applying the vertex deletion phase respect to
vertex v ∈ VT leads to a MSF consisting of k ≥ 1 sub-trees T1, T2, · · · , Tk (each is
an MST). (2) Assume v′ /∈ VT can be connected to every sub-tree obtained above
(otherwise, the solution after swapping v with v′ is a forest, being infeasible),
according to Lemma 2, after applying the vertex addition phase with respect to
vertex v′, each sub-tree Ti(1 ≤ i ≤ k) becomes a new MST T ′

i . (3) Note that any
two sub-trees T ′

i and T ′
j (1 ≤ i �= j ≤ k) satisfy the two conditions mentioned

before Lemma 3. According to Lemma 5, the graph formed by combining T ′
i and

T ′
j is an MST. By induction, the whole graph formed by combining T ′

1, T
′
2, · · · , T ′

k

is an MST (unless infeasible). �

4 Conclusion

This paper develops an efficient vertex-swap operator for the prize-collecting
Steiner tree problem (PCSTP), which is applicable to general PCSTP instances
with varied edge costs, not only limited to instances with uniform edge costs. A
series of dynamic data structures are integrated to guarantee that the total time
complexity for evaluating all the O(n2) possible vertex-swap moves is bounded
by O(n) · (m· logn), instead of the complexity O(n2) ·O(m+n· logn) by running
Kruskal’s algorithm from scratch after swapping any pair of vertices (with the
aid of a Fibonacci heap). We also prove that using the developed techniques, the
resulting solutions are necessarily minimum spanning trees (unless infeasible).

Acknowledgements. This paper is partially supported by the National Natural Sci-
ence Foundation of China (grant No: U1613216), the State Joint Engineering Lab on
Robotics and Intelligent Manufacturing, and Shenzhen Engineering Lab on Robotics
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Abstract. CSS-Sprite is a technique of regrouping small images of a
web page, called tiles, into images called sprites in order to reduce net-
work transfer time. CSS-sprite packing problem is considered as an opti-
mization problem. We approach it as a probabilistic non-oriented two-
dimensional bin packing problem (2PBPP |R). Our main contribution
is to allow tiles rotation while packing them in sprites. An experimental
study evaluated our solution, which outperforms current solutions.

Keywords: Bin packing · Non-oriented · CSS-sprite
Image compression

1 Introduction

It was reported in [16] that 61.3% of all HTTP requests to servers are images. In
fact, for each image we need a HTTP request. This action includes interaction
between the web server and the user. Web server is characterized by a long
delay due to the messages transporting the request through the network stack,
the request treatment at the server and the location of the resources in the
server cache. So to reduce web interactions, web designers resort to CSS-sprite
technique, whose main idea is to regroup small images, called tiles, in pictures
called, sprites.

Figure 1(a) shows a sprite and Fig. 1(b) shows a part of Cascading Style Sheet
(CSS) [27] file. The size of each of the three tiles in Fig. 1(a) is 17 Kilobytes (KB).
If tiles are used separately, we need to load each tile apart, which means that we
are going to load 51 KB. However, if we use the sprite Fig. 1(a), we need only to
load 21 KB. And this is not all, for in order to load each tile, we need a HTTP
request instead of loading the sprite only once and saving it on the cache. We
can imagine the amount of reduction in the case of thousands of tiles.

To our knowledge, CSS was introduced by [1] then popularized by [23]. CSS-
sprite generators pack all tiles in one or multiple sprites. Yet, they are still forcing
the packing of tiles without rotation.
c© Springer International Publishing AG, part of Springer Nature 2018
Y. Shi et al. (Eds.): ICCS 2018, LNCS 10861, pp. 561–573, 2018.
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(a) Sprite.png
image

(b) Part of CSS file

Fig. 1. Example of use of CSS-sprite

Css-sprite problem is a practical problem with multiple facets involving com-
binatorial optimization problems, image compression and network performance.
These facets will be presented in further sections. In the next section, we will
present our approach which allows tiles rotation while constructing sprites. In
Sect. 3, we will present in details geometric packing as well as chosen heuristics.
In Sect. 4, we will describe briefly image processing. Section 5 is dedicated to out-
line communication performance. The last section is devoted to the evaluation
of our solution.

2 Problem Formulation

Formally, CSS-sprite packing problem is defined as follows: given a set of tiles
Γn = {t1, . . . , tn} in standard formats (such as JPEG, PNG and GIF). We intend
to combine them into a sprite or a set of sprites S to minimize network transfer
time. CSS-sprite packing is a NP-Hard problem [20]. The major problem is the
large number of tiles and the presence of distorted tiles. Css-sprite packing is
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considered as an optimization problem of the class 2D packing problems because
tiles and sprites are rectangles. Contemporary CSS-sprite generators pack tiles
in one or many sprites but do not consider two important aspects:

1. Tiles rotation.
2. The presence of distorted tiles.

In fact, though it is technically possible to rotate images using CSS, tiles rotation
has not been used in CSS-sprite packing so far [20], which may cause wasted space
illustrated in Fig. 2. Wasted space drains memory and excessive memory usage
affects browser performance. One possible approach to overcame wasted space
in sprites is to model CSS-sprite problem as a two-dimensional probabilistic
non-oriented bin packing problem. Following the notation [18], this problem
is denoted by 2PBPP|R. 2PBPP|R is a branch of Probabilistic Combinatorial
Optimization Problems (PCOP).

The idea of PCOPs comes from Jaillet [14,15]. Among several motivations
PCOPs were introduced to formulate and analyze models which are more appro-
priate for real world problems. PBPP was first studied in [5].

2PBPP|R is essentially a 2BPP|R where one is asked to pack a varying
number of rectangular items: where we assume that a list Ln of n rectangular
items is given, and that some items disappear from Ln. The subset of present
items is packed without overlapping and with the possibility of rotation by 90◦

into the minimum number of identical bins. Table 1 represents the similarities
between 2PBPP|R and CSS-sprite problem.

(a) Oriented Packing (b) Non-Oriented Packing

Fig. 2. Example of wasted space

Solving CSS-sprite problem, is a tantamount to solving an instance of
2PPBP|R. The possible optimization methods to solve bin-packing problems
are exact methods, heuristics, meta-heuristics. Even though, it is guaranteed
that exact methods can find an optimal solution, the difficulty of obtaining an
optimal solution increases drastically if the problem size increases, due to the
fact that is an NP-hard problem.
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Table 1. Analogy between 2PPBP|R and CSS-sprite technique

2PBPP |R CSS-sprite

Ln: set of rectangular items Γn: set of tiles

Bins with same capacity Sprites with same size

Rectangular items Tiles

Items rotation 90◦ Tiles rotation 90◦

Absent items Distorted, unused tiles

Minimize the average number of bins Better fulfil sprites

3 Geometric Packing

Css-sprite packing was firstly solved manually [23] then multiple solutions were
proposed. Moreover, a great number of sprite generators have been proposed.
A recent survey of existing solutions were proposed by [20]. But we are only
interested in those which exploit 2D packing heuristics. Table 2 groups this cate-
gory of solutions identified by short name and web address. In fact, in CSS-sprite
packing problem, decisions of choosing the position of tiles need to be made with-
out full knowledge of the rest of the input. We have an incrementally appearing
input, where the input needs to be processed in the order in which it comes. The
input is only completely known at the end of the problem.

So, to solve this situation we consider some fast online algorithms. Such
algorithms receive the tiles one at a time and need to decide where to place
tiles in the bin without knowing the full problem. We choose from literature the
following algorithms:

1. Bottom Left (BL): The heuristic was proposed by Baker et al. [4]. The current
item is then packed in the lowest position of open bin, left justified; if no bin
can allocate it, a new one is initialized. Chazelle [6] proposed an efficient
implementation of this algorithm in O(n2) time and O(n) space.

2. Best Area Fit (BAF): Orient and place each rectangle to the position where
the y-coordinate of the top side of the rectangle is the smallest and if there
are several such valid positions, pick the one that is smallest in area to place
the next item into. The item is placed in the bottom left corner of the chosen
area. Based on tests performed by [2], it would suggest an average of O(n3)
time and O(n) space.

3. Item Maxim Area (IMA): This heuristic was proposed by [9] as an extension of
the Best-Fit heuristic for 2D packing problems. At each step of item packing,
a choice of the couple (item to be packed, receiving area) is made.
This choice is based on the criteria which takes into account the characteristics
of the item and those of the candidate area. Given an item ai(wi, hi) in a given
orientation and an area ma that can contain it, let dxi and dyi (respectively
wma and hma) be the projections of the edges of ai (respectively ma) on the
x- and y-axis. Given four real numbers: q1, q2, q3 and q4 such that 0 ≤ qk ≤
1; k = 1, . . . , 4 and

∑

k=1,...,4

qk = 1, the criteria can be written as follows:
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Table 2. Sprite generators using 2D packing algorithms

Short name Output format 2D packing
heuristic

Web address

A Glue PNG PNG8 Binary-
tree [11]

http://glue.readthedocs.io/
en/latest/

Zerosprites PNG PNG8 Korf’s
algorithm [13]
B*-tree [8]

http://zerosprites.com/

Pypack PNG Extension of
binary-
tree [11]

http://jwezorek.com/2013/
01/sprite-packing-in-python/

JSGsf PNG Binary-
tree [11]

https://github.com/
jakesgordon/sprite-factory/

Isaccc PNG Rectangle
packing [10]

https://www.codeproject.
com/Articles/140251/Image-
Sprites-and-CSS-Classes-
Creator

Simpreal PNG JPEG
GIF BMP

Colum or row
mode

http://simpreal.org.ua/
csssprites/#!source

B Codepen PNG Tiles sorting
by area width
or height

https://codepen.io/JFarrow/
full/scxKd

Csgencom PNG JPEG
GIF

Not specified http://css.spritegen.com/

Cdplxsg PNG Tree [7,21] http://spritegenerator.
codeplex.com/

Txturepk Many formats MaxRects [3]
Bottom-left [4]

https://www.codeandweb.
com/texturepacker/
documentation

Stitches PNG Not specified http://draeton.github.io/
stitches/

Sstool PNG Not specified https://www.leshylabs.com/
apps/sstool/

Canvas PNG Korf’s
algorithm [17]

https://timdream.org/
canvas-css-sprites/en/

Shoebox PNG Not specified https://renderhjs.net/
shoebox/

Retina PNG JPEG
GIF

Colum row
diagonal mode

http://www.
retinaspritegenerator.com/

Csspg PNG JPEG
GIF

Binary-tree
top-down
left-right

https://www.toptal.com/
developers/css/sprite-
generator

Spritepack PNG8 PNG32
PNG24 JPEG
GIF

FFDH [19]
BFDH [19]
Bottom-left [4]

http://www.cs.put.poznan.
pl/mdrozdowski/spritepack/

http://glue.readthedocs.io/en/latest/
http://glue.readthedocs.io/en/latest/
http://zerosprites.com/
http://jwezorek.com/2013/01/sprite-packing-in-python/
http://jwezorek.com/2013/01/sprite-packing-in-python/
https://github.com/jakesgordon/sprite-factory/
https://github.com/jakesgordon/sprite-factory/
https://www.codeproject.com/Articles/140251/Image-Sprites-and-CSS-Classes-Creator
https://www.codeproject.com/Articles/140251/Image-Sprites-and-CSS-Classes-Creator
https://www.codeproject.com/Articles/140251/Image-Sprites-and-CSS-Classes-Creator
https://www.codeproject.com/Articles/140251/Image-Sprites-and-CSS-Classes-Creator
http://simpreal.org.ua/csssprites/#!source
http://simpreal.org.ua/csssprites/#!source
https://codepen.io/JFarrow/full/scxKd
https://codepen.io/JFarrow/full/scxKd
http://css.spritegen.com/
http://spritegenerator.codeplex.com/
http://spritegenerator.codeplex.com/
https://www.codeandweb.com/texturepacker/documentation
https://www.codeandweb.com/texturepacker/documentation
https://www.codeandweb.com/texturepacker/documentation
http://draeton.github.io/stitches/
http://draeton.github.io/stitches/
https://www.leshylabs.com/apps/sstool/
https://www.leshylabs.com/apps/sstool/
https://timdream.org/canvas-css-sprites/en/
https://timdream.org/canvas-css-sprites/en/
https://renderhjs.net/shoebox/
https://renderhjs.net/shoebox/
http://www.retinaspritegenerator.com/
http://www.retinaspritegenerator.com/
https://www.toptal.com/developers/css/sprite-generator
https://www.toptal.com/developers/css/sprite-generator
https://www.toptal.com/developers/css/sprite-generator
http://www.cs.put.poznan.pl/mdrozdowski/spritepack/
http://www.cs.put.poznan.pl/mdrozdowski/spritepack/
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O(ai,ma) = q1
wihi

wmahma
+ q2

dxi

wma
+ q3

dyi
hma

+ q4
w2

i + h2
i

w2
ma + h2

ma

The couple (item to be packed, maximal area that will accommodate it)
is the one that maximizes the criteria cited above. The choice of IMA was
based on the elaborated experiments [9], which conclude that IMA dominates
several heuristics from literature however theoretically the complexity of this
heuristic is O(n5).

4 Image Processing

Processing images is a primordial step in CSS-sprite packing whose purpose is
to reduce tiles sizes, and so implicitly decrease transfer time and sprites size. It
involves tiles transformation and tiles compression.

1. Tiles Transformation: Tiles are images in standard image formats as JPEG,
PNG and GIF. All GIFs tiles were converted to PNG, which reduces image
size [24]. JPEG tiles were transformed to PNG if PNG format is smaller than
JPEG image.

2. Tiles compression: Presenting image compression techniques and standards
is beyond the scope of this paper. But we recommend readers to take a look
at several survey papers [22,25] to understand the concept of image compres-
sion techniques and standards. In fact, no method can be considered good for
all images, nor are all methods equally good for a particular type of image.
Compression methods perform in different manner in accordance with differ-
ent kinds of images.
Recently, Google Incorporation proposed a compression tool named Zopfli [3].
Zopfli algorithm is based on Huffman coding. It was proved that Zopfli yields
the best compression ratio [12].
As we mentioned before, images often represent the majority of bytes
uploaded to a web page. Therefore, image optimization is essential for saving
bytes and the most important performance improvement. For better results,
sprites were post-compressed for the minimum size. This means that sprites
obtained after packing tiles are further compressed for the minimum size.

5 Communication Performance

Obviously, we consider that measuring the quality of sprites is equivalent to
determining the network transfer time. However, certain factors make it hardly
possible. In fact, transfer time is unpredictable and non-deterministic. So, it
remains impossible to use detailed methods of packet level simulation to cal-
culate sprites transfer time since those methods are quite time consumers [20].
Thus, [26] proposed to use flow models to evaluate the quality of sprites.

We exploited the flow model proposed by [20] which was validated in real
settings. Table 3 presents the parameters of our model:
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Table 3. Model parameters

Parameter Definition

S Set of sprites

m Number of sprites

fi Size of sprite Si in bytes

F Size of set S

c Number of communication channels

B(c) Accumulated bandwidth of c

L Communication latency (startup time)

T (S, c) Transfer time as a function of S and c

The transfer time of a set of sprites over c concurrent channels is modeled
by the following formula [20]:

T (S, c) = max

{
1
c

m∑

i=1

(L +
fi

B(c)/c
), max

{i=1..m}
{L +

fi
B(c)/c

)}
}

(1)

Since the web site performance is not only affected by the server but also by the
user side such as browser and computer performance, so performance parameters
should be measured on their real populations.

6 Computational Results

In this section, we compare our approach to solve CSS-sprite packing problem,
named SpriteRotate, with alternative sprite generators. The main contribution
of our approach is to rotate tiles by 90◦ while constructing sprites.

SpriteRotate has been implemented in Java using Eclipse Jee Neon IDE. All
tests were performed on typical PC with i5-5200U CPU (2.2 GHz), 12 GB of
RAM and Windows 8.

Based on experiments through real visitors [20], transfer time model param-
eters have been set to L = 352 ms, c = 3 and B(c) = 631 Kilobit (Kb)/s. For
image compression, Zoplfli compression level has been set to the strongest level 9.

Generated sprites by SpriteRotate include the position of tile in the sprite,
which sprite contains a considered tile and whether the output is one sprite or
multiple sprites. Besides, we specify if the tile in the sprite is rotated or not to
facilitate the extraction of tiles from CSS file. SpriteRotate offers two output
formats: PNG and JPEG.

Thereafter, we applied the following procedure. In the first experiments,
we considered only a set of sprite generators which construct one sprite. Since
SpriteRotate builds a number of sprites, we modified SpriteRotate code to gen-
erate a single sprite. In fact, group A of solutions in Table 2 were excluded from
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the evaluation because of: failure to work properly or dead applications. Only
solutions from group B were chosen for comparison.

In the second series of tests, SpriteRotate has been compared to
Spritepack [20], which is a recent solution which generates multiple sprites. The
comparison focused on the sizes of the sprites and the objective function: transfer
time.

In order to evaluate SpriteRotate, we considered 10 tiles sets from test sets
collected in [20]. The tiles are skins and other reusable GUI elements of popular
open source web applications. But unfortunately most of them are too simple,
consisting of few tiles with identical shape and tiles format. Nevertheless, this
tiles test sets allow evaluating our approach in realistic settings. The instances
in Table 4 are chosen to represent a spectrum of possible situations: from Joomla
Busines14a tile set of size smaller than 20 KB (29 tiles) to Vbulletin Darkness
with 1010 tiles and over 11.2 Megabytes (MB) total size.

The results of the first evaluations are collected in Tables 5 and 6, which show
the sprite size fi and resulted transfer time T (S, c) of SpriteRotate compared
to alternative generators. Each column represents results for each generator.
Column labeled “Min” and “Max” represents respectively the minimum and the
maximum gain rate obtained by SpriteRotate relatively to alternative generators.
Row “Average” is the average size of the sprite through all test instances. An
empty cell means that generators has not been able to generate a sprite. It is
clear that SpriteRotate outperformed the alternative generators in sprite size and
transfer time. Codepen generator considered as the second generator, multiplied
on average sprite size by a factor 4 compared to SpriteRotate’s (17 in worst case).
Similarly, transfer time was multiplied on average by a factor of 5 compared
to the SpriteRotate’s objective function (and 28 in the worst case). In absolute
terms, SpriteRotate decreases sprite size from 16 KB to 279 KB. As consequence,
a very considerable gain was obtained. SpriteRotate succeed to reduce transfer
time from 370 ms up to 71 s.

In the case of Vbulletin Darkness instance (1010 tiles), TexturePacker and
SpriteRotate were only able to give result. In fact, SpriteRotate lowers sprite
size by 800 KB and transfer time by 30 s.

Through computational results, SpriteRotate was able to generate sprites
to all tiles instances with up to 1010 tiles. SpriteRotate produced a transfer
time of seconds compared to few tens for considered generators. This is a very
substantial improvement for the objective function (1). Overall, although our
solution was not designed to generate one sprite with the smallest file size, it
still outperforms competitors.

In the second round of comparison, SpriteRotate has been evaluated to
Spritepack. The comparison also focused on sprites size and transfer time. Due
to lack of results related to Spritepack, the comparison was only performed on
5 tiles sets. The results are collected in Table 7.

For small tiles instances with up to 32 tiles, SpriteRotate was able to reduce
sprites size by a factor of 1.2 to 4. In absolute terms, the reduction was from
1.5 KB to 18 KB. As a consequence, transfer time T (S, c) was reduced from 60 ms
to 720 ms.
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For moderate instance Oscommerce Pets (162 tiles), the improvement of
transfer time, by 1.82 s, was driven by reduce in sprites size by 47 KB.

To conclude this experimental comparison, the proposed approach, SpriteRo-
tate, focused on solving CSS-sprite packing using a transformation to a proba-
bilistic non oriented bin-packing problem. The main contribution was allowing
tiles rotation. SpriteRotate was compared to 9 alternative generators on tiles
instances, of popular open source web applications, with up to 1010 tiles. Our
experimental study has demonstrated that SpriteRotate outperformed the alter-
native generators.

Though SpriteRotate is not necessarily constructing optimum sprites because
we are dealing with NP-Hard problem. Thus, we can conclude that tiles rotation

Table 4. Test instances

Instance name Number of tiles Tiles classification URL

PNG GIF JPEG

Magneto
Hardwood

9 3 5 1 http://www.themesbase.
com/Magento-Skins/
download/?dl=7396

Sprite Creator 26 26 0 0 http://www.codeproject.
com/KB/HTML/
SpritesAndCSSCreator/
SpriteCreator v2.0.zip

Joomla
Busines14a

29 28 0 1 http://www.joomla24.com/
Joomla 2.5 %10 1.
7 Templates/Joomla 2.5
%10 1.7 Templates/
Business 14.html

Mojoportal
Thehobbit

32 28 3 1 https://www.mojoportal.com

Squirrel
Mail outlook

73 16 57 0 https://sourceforge.net/
projects/squirreloutlook/

Myadmin
Cleanstrap

198 196 2 0 https://github.com/
phpmyadmin/themes/tree/
master/cleanstrap/img

Prestashop
Matrice

212 52 139 21 http://dgcraft.free.fr/blog/
index.php/category/themes-
prestashop/

Smf Classic 317 62 254 1 http://www.themesbase.
com/SMF-Themes/
7339 Classic.html

Vbulletin
Darkness

1010 646 351 13 https://www.bluepearl-skins.
com/forums/topic/5544-
darkness-free-vbulletin-
skins/

http://www.themesbase.com/Magento-Skins/download/?dl=7396
http://www.themesbase.com/Magento-Skins/download/?dl=7396
http://www.themesbase.com/Magento-Skins/download/?dl=7396
http://www.codeproject.com/KB/HTML/SpritesAndCSSCreator/SpriteCreator_v2.0.zip
http://www.codeproject.com/KB/HTML/SpritesAndCSSCreator/SpriteCreator_v2.0.zip
http://www.codeproject.com/KB/HTML/SpritesAndCSSCreator/SpriteCreator_v2.0.zip
http://www.codeproject.com/KB/HTML/SpritesAndCSSCreator/SpriteCreator_v2.0.zip
http://www.joomla24.com/Joomla_2.5_%10_1.7_Templates/Joomla_2.5_%10_1.7_Templates/Business_14.html
http://www.joomla24.com/Joomla_2.5_%10_1.7_Templates/Joomla_2.5_%10_1.7_Templates/Business_14.html
http://www.joomla24.com/Joomla_2.5_%10_1.7_Templates/Joomla_2.5_%10_1.7_Templates/Business_14.html
http://www.joomla24.com/Joomla_2.5_%10_1.7_Templates/Joomla_2.5_%10_1.7_Templates/Business_14.html
http://www.joomla24.com/Joomla_2.5_%10_1.7_Templates/Joomla_2.5_%10_1.7_Templates/Business_14.html
https://www.mojoportal.com
https://sourceforge.net/projects/squirreloutlook/
https://sourceforge.net/projects/squirreloutlook/
https://github.com/phpmyadmin/themes/tree/master/cleanstrap/img
https://github.com/phpmyadmin/themes/tree/master/cleanstrap/img
https://github.com/phpmyadmin/themes/tree/master/cleanstrap/img
http://dgcraft.free.fr/blog/index.php/category/themes-prestashop/
http://dgcraft.free.fr/blog/index.php/category/themes-prestashop/
http://dgcraft.free.fr/blog/index.php/category/themes-prestashop/
http://www.themesbase.com/SMF-Themes/7339_Classic.html
http://www.themesbase.com/SMF-Themes/7339_Classic.html
http://www.themesbase.com/SMF-Themes/7339_Classic.html
https://www.bluepearl-skins.com/forums/topic/5544-darkness-free-vbulletin-skins/
https://www.bluepearl-skins.com/forums/topic/5544-darkness-free-vbulletin-skins/
https://www.bluepearl-skins.com/forums/topic/5544-darkness-free-vbulletin-skins/
https://www.bluepearl-skins.com/forums/topic/5544-darkness-free-vbulletin-skins/
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Table 5. Comparison of SpriteRotate to alternative generators on size of sprite fi(Kb)

Codepen Csgencom Cdplxsg Stitches Sstool Retina Shoebox Txturepk Sprite

Rotate

Min Max

Magneto

Hardwood

296 738 568 23 782 831 506 746 16 5 815

Sprite

Creator

113 43 437 394 473 427 453 434 15 28 457

Joomla

Busines14a

33 24 15 15 23 24 15 21 5 10 28

Mojoportal

Thehobbit

59 149 159 197 192 205 146 160 7 52 190

Squirrelmail

Outlook

66 102 89 121 105 114 62 98 50 16 71

Oscommerce

Pets

273 1601 1612 1680 1711 1903 1627 608 35 238 1868

Myadmin

Cleanstrap

47 63 55 86 70 82 56 45 23 22 41

Prestashop

Matrice

62 138 136 165 144 - 123 133 51 112 515

Smf Classic 107 - 220 265 239 - 133 205 25 82 240

Vbulletin

Darkness

- - - - - - - 839 39 800 800

Average 132 357.2 365 326 415 480 346 348.35 26.96 136 502

Table 6. Comparison of SpriteRotate to alternative generators on objective function
T (S, c)(s)

Codepen Csgencom Cdplxsg Stitches Sstool Retina Shoebox TSxturepk Sprite

Rotate

Min Max

Magneto

Hardwood

11.47 28.09 21.70 12.16 30.06 31.93 19.58 28.81 0.98 10.49 38.05

Sprite

Creator

4.59 1.96 16.77 15.16 18.32 16.57 17.56 16.84 0.93 1.03 17.39

Joomla

Busines14a

15.92 1.25 9.15 1.11 1.22 1.27 0.92 1.17 0.55 0.37 15.37

Mojoportal

Thehobbit

4.69 5.99 6.32 7.75 7.56 8.14 5.9 6.43 0.61 4.08 7.53

Squirrel Mail 2.83 4.18 3.69 4.95 4.34 4.68 2.71 4.08 2.25 0.46 2.7

Oscommerce

Pets

10.6 60.53 60.94 64.12 65.37 72.66 62.17 23.45 0.73 9.87 71.93

Myadmin

Cleanstrap

2.11 2.72 2.41 3.62 3.01 3.47 2.49 2.06 1.25 0.81 2.22

Prestashop

Matrice

2.68 5.53 5.11 6.62 5.82 - 5.02 5.4 2.29 0.57 7.98

Smf Classic 4.37 - 8.62 10.31 9.33 - 5.40 8.14 1.3 3.07 9.16

Vbulletin

Darkness

- - - - - - - 32.23 1.8 30.43 30.43
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Table 7. Comparison of SpriteRotate to Spritepack on size of sprites (F (Kb)) and
objective function (T (S, c)(s))

Spritepack SpriteRotate

m F T (S, c) m F T (S, c)

Magneto Hardwood 3 36 1.7 1 16.7 0.98

Squirrelmail Outlook 1 8.71 0.68 1 7.31 0.62

Joomla Busines14a 1 23.76 1.25 1 5.44 0.55

Mojoportal Thehobbit 7 19.31 1.08 4 7.38 0.63

Oscommerce Pets 6 84 3.54 6 36.05 1.72

have a great influence on reducing sprites size and the objective function: transfer
time.

This section will conclude with some general remarks about SpriteRotate.
The solution was able to provide sprites for all test sets in practically acceptable
time. SpriteRotate processing time is split between image processing, geometric
packing and postprocessing. The three stages consumed in average 70%, 20%,
10% of total processing time, respectively. Thus, image compression is the most
time-consuming step.

Concerning image compression, we detected that for tiles with sizes lower
than 1 Kb, there was not a modification in tiles sizes. As matter of fact, image
compression was efficient for tiles with sizes larger than 3 Kb.

SpriteRotate is considered as a research tool and not an industrial one. In
fact, image compression techniques and packing algorithms are evolving so other
heuristics and image compression standards can be tried as well as integrating
further input formats.

7 Conclusion

In this paper, we have approached the CSS-sprite packing problem into two-
dimensional non-oriented probabilistic bin packing problem (2PBPP|R). We fol-
lowed the relation between CSS-sprite packing and 2PBPP|R and proposed our
approach which allowed for the first time to rotate tiles while generating sprites.
Furthermore, in order to manage efficiently the big number of tiles, it was neces-
sary to exploit 2PBPP heuristics. Our experiments on real-world sets validated
our approach, which performs better than alternative approaches.

Acknowledgments. The first author extends her sincere thanks to Seifeddine
Kaoeuch for his help.
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Abstract. In this work, we introduce slot selection and co-allocation
algorithms for parallel jobs in distributed computing with non-dedicated
and heterogeneous resources (clusters, CPU nodes equipped with mul-
ticore processors, networks etc.). A single slot is a time span that can
be assigned to a task, which is a part of a parallel job. The job launch
requires a co-allocation of a specified number of slots starting and fin-
ishing synchronously. The challenge is that slots associated with dif-
ferent heterogeneous resources of distributed computing environments
may have arbitrary start and finish points, different pricing policies.
Some existing algorithms assign a job to the first set of slots matching
the resource request without any optimization (the first fit type), while
other algorithms are based on an exhaustive search. In this paper, algo-
rithms for effective slot selection are studied and compared with known
approaches. The novelty of the proposed approach is in a general algo-
rithm selecting a set of slots efficient according to the specified criterion.

Keywords: Distributed computing · Economic scheduling
Resource management · Slot · Job · Allocation · Optimization

1 Introduction

Modern high-performance distributed computing systems (HPCS), including
Grid, cloud and hybrid infrastructures provide access to large amounts of
resources [1,2]. These resources are typically required to execute parallel jobs
submitted by HPCS users and include computing nodes, data storages, network
channels, software, etc. The actual requirements for resources amount and types
needed to execute a job are defined in resource requests and specifications pro-
vided by users.
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HPCS organization and support bring certain economical expenses: purchase
and installation of machinery equipment, power supplies, user support, etc. As
a rule, HPCS users and service providers interact in economic terms and the
resources are provided for a certain payment. Thus, as total user job execu-
tion budget is usually limited, we elaborate an actual task to optimize suitable
resources selection in accordance with a job specification and a restriction to a
total resources cost.

Economic mechanisms are used to solve problems like resource management
and scheduling of jobs in a transparent and efficient way in distributed envi-
ronments such as cloud computing and utility Grid. In [3], we elaborate a hier-
archical model of resource management system which is functioning within a
VO. Resource management is implemented using a structure consisting of a
metascheduler and subordinate job schedulers that interact with batch job pro-
cessing systems. The significant and important feature for approach proposed in
[3] as well as for well-known scheduling solutions for distributed environments
such as Grids [1,2,4–6], is the fact that the scheduling strategy is formed on a
basis of efficiency criteria. The metascheduler [3,6] implements the economic pol-
icy of a VO based on local resource schedules. The schedules are defined as sets
of slots coming from resource managers or schedulers in the resource domains,
i.e. time intervals when individual nodes are available to perform a part of a
parallel job. In order to implement such scheduling schemes and policies, first
of all, one needs an algorithm for finding sets of simultaneously available slots
required for each job execution. Further we shall call such set of simultaneously
available slots with the same start and finish times as execution window.

In this paper we study algorithms for optimal or near-optimal resources selec-
tion by a given criterion with the restriction to a total cost. Additionally we
consider solutions to overcome complications with different resources types, their
heterogeneity, pre-known reservations and maintenance works.

2 Related Works

The scheduling problem in Grid is NP-hard due to its combinatorial nature
and many heuristic-based solutions have been proposed. In [5] heuristic algo-
rithms for slot selection, based on user-defined utility functions, are introduced.
NWIRE system [5] performs a slot window allocation based on the user defined
efficiency criterion under the maximum total execution cost constraint. However,
the optimization occurs only on the stage of the best found offer selection. First
fit slot selection algorithms (backtrack [7] and NorduGrid [8] approaches) assign
any job to the first set of slots matching the resource request conditions, while
other algorithms use an exhaustive search [2,9,10] and some of them are based
on a linear integer programming (IP) [2,9] or mixed-integer programming (MIP)
model [10]. Moab scheduler [11] implements the backfilling algorithm and during
a slot window search does not take into account any additive constraints such as
the minimum required storage volume or the maximum allowed total allocation
cost. Moreover, it does not support environments with non-dedicated resources.
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Modern distributed and cloud computing simulators GridSim and CloudSim
[12,13] provide tools for jobs execution and co-allocation of simultaneously avail-
able computing resources. Base simulator distributions perform First Fit alloca-
tion algorithms without any specific optimization. CloudAuction extension [13]
of CloudSim implements a double auction to distribute datacenters’ resources
between a job flow with a fair allocation policy. All these algorithms consider
price constraints on individual nodes and not on a total window allocation cost.
However, as we showed in [14], algorithms with a total cost constraint are able
to perform the search among a wider set of resources and increase the overall
scheduling efficiency.

GrAS [15] is a Grid job-flow management system built over Maui sched-
uler [11]. In order to co-allocate already partially utilized and reserved resources
GrAS operates on a set of slots preliminary sorted by their start time. Resources
co-allocation algorithm retrieves a set of simultaneously available slots (a win-
dow) with the same start and finish times even in heterogeneous environments.
However the algorithm stops after finding the first suitable window and, thus,
doesn’t perform any optimization except for window start time minimization.

Algorithm [16] performs job’s response and finish time minimization and
doesn’t take into account constraint on a total allocation budget. [17] performs
window search on a list of slots sorted by their start time, implements algo-
rithms for window shifting and finish time minimization, doesn’t support other
optimization criteria and the overall job execution cost constraint.

AEP algorithm [18] performs window search with constraint on a total
resources allocation cost, implements optimization according to a number of
criteria, but doesn’t support a general case optimization. Besides AEP doesn’t
guarantee same finish time for the window slots in heterogeneous environments
and, thus, has limited practical applicability.

In this paper, we propose algorithms for effective slot selection based on user
defined criteria that feature linear complexity on the number of the available
slots during the job batch scheduling cycle. The novelty of the proposed app-
roach consists in allocating a set of simultaneously available slots. The paper is
organized as follows. Section 3 introduces a general scheme for searching slot sets
efficient by the specified criterion. Then several implementations are proposed
and considered. Section 4 contains simulation results for comparison of proposed
and known algorithms. Section 5 summarizes the paper and describes further
research topics.

3 Resource Selection Algorithm

3.1 Problem Statement

We consider a set R of heterogeneous computing nodes with different perfor-
mance pi and price ci characteristics. Each node has a local utilization schedule
known in advance for a considered scheduling horizon time L. A node may be
turned off or on by the provider, transfered to a maintenance state, reserved
to perform computational jobs. Thus, it’s convenient to represent all available
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resources as a set of slots. Each slot corresponds to one computing node on which
it’s allocated and may be characterized by its performance and price.

In order to execute a parallel job one needs to allocate the specified num-
ber of simultaneously idle nodes ensuring user requirements from the resource
request. The resource request specifies number n of nodes required simultane-
ously, their minimum applicable performance p, job’s computational volume V
and a maximum available resources allocation budget C. The required window
length is defined based on a slot with the minimum performance. For exam-
ple, if a window consists of slots with performances p ∈ {pi, pj} and pi < pj ,
then we need to allocate all the slots for a time T = V

pi
. In this way V really

defines a computational volume for each single node subtask. Common start
and finish times ensure the possibility of inter-node communications during the
whole job execution. The total cost of a window allocation is then calculated as
CW =

∑n
i=1 T ∗ ci.

These parameters constitute a formal generalization for resource requests
common among distributed computing systems and simulators.

Additionally we introduce criterion f as a user preference for the particular
job execution during the scheduling horizon L. f can take a form of any additive
function and vary from a simple window start time or cost minimization to
a general independent parameter maximization with the restriction to a total
resources allocation cost C. As an example, one may want to allocate suitable
resources with the maximum possible total data storage available before the
specified deadline.

3.2 General Window Search Procedure

For a general window search procedure for the problem statement presented
in Sect. 3.1, we combined core ideas and solutions from algorithm AEP [18] and
systems [15,17]. Both related algorithms perform window search procedure based
on a list of slots retrieved from a heterogeneous computing environment.

Following is the general square window search algorithm. It allocates a set of
n simultaneously available slots with performance pi > p, for a time, required to
compute V instructions on each node, with a restriction C on a total allocation
cost and performs optimization according to criterion f . It takes a list of available
slots ordered by their non-decreasing start time as input.

1. Initializing variables for the best criterion value and corresponding best win-
dow: fmax = 0, Wmax = {}.

2. From the slots available we select different groups by node performance pi. For
example, group Pk contains resources allocated on nodes with performance
pi ≥ Pk. Thus, one slot may be included in several groups.

3. Next is a cycle for all retrieved groups Pi starting from the max performance
Pmax. All the sub-items represent a cycle body.
(a) The resources reservation time required to compute V instructions on a

node with performance Pi is Ti = V
Pi

.
(b) Initializing variable for a window candidates list SW = {}.



578 V. Toporkov and D. Yemelyanov

(c) Next is a cycle for all slots si in group Pi starting from the slot with the
minimum start time. The slots of group Pi should be ordered by their
non-decreasing start time. All the sub-items represent a cycle body.
i. If slot si doesn’t satisfy user requirements (hardware, software, etc.)

then continue to the next slot (3c).
ii. If slot length l(si) < Ti then continue to the next slot (3c).
iii. Set the new window start time Wi.start = si.start.
iv. Add slot si to the current window slot list SW .
v. Next a cycle to check all slots sj inside SW .

A. If there are no slots in SW with performance P (sj) == Pi then
continue to the next slot (3c), as current slots combination in SW

was already considered for previous group Pi−1.
B. If Wi.start+Ti > sj .end then remove slot sj from SW as it can’t

consist in a window with the new start time Wi.start.
vi. If SW size is greater or equal to n, then allocate from SW a window

Wi (a subset of n slots with start time Wi.start and length Ti) with
a maximum criterion value fi and a total cost Ci < C. If fi > fmax

then reassign fmax = fi and Wmax = Wi.
4. End of algorithm. At the output variable Wmax contains the resulting window

with the maximum criterion value fmax.

In this algorithm a list of slots-candidates SW moves through the ordered list
of all slots from each performance group Pi. During each iteration, when a new
slot is added to the list (step 3(c)vi), any combination of n slots from SW can
form a suitable window if satisfy a restriction on the maximum allocation cost.
In (3(c)vi) an optimal subset of n slots is allocated from SW according to the
criterion f with a restriction on the total cost. If this intermediate window Wi

provides better criterion value compared to the currently best value (fi > fmax)
then we reassign variables Wmax and fmax with new values. In this a way the
presented algorithm is similar to the maximum value search in an array of fi
values.

3.3 Optimal Slot Subset Allocation

Let us discuss in more details the procedure which allocates an optimal (accord-
ing to a criterion f) subset of n slots out of SW list (algorithm step 3(c)vi).

For some particular criterion functions f a straightforward subset allocation
solution may be offered. For example for a window finish time minimization it
is reasonable to return at step 3(c)vi the first n cheapest slots of SW provided
that they satisfy the restriction on the total cost. These n slots (as any other n
slots from SW at the current step) will provide Wi.finish = Wi.start + Ti, so
we need to set fi = −(Wi.start + Ti) to minimize the finish time. And at the
end of the algorithm variable Wmax will represent a window with the minimum
possible finish time Wmax.finish = −fmax.

The same logic applies for a number of other important criteria, including
window start time, finish time and a total cost minimization.
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However in a general case we should consider a subset allocation problem
with some additive criterion: Z =

∑n
i=1 cz(si), where cz(si) = zi is a target

optimization characteristic value provided by a single slot si of Wi.
In this way we can state the following problem of an optimal n - size window

subset allocation out of m slots stored in SW :

Z = x1z1 + x2z2 + · · · + xmzm, (1)

with the following restrictions:

x1c1 + x2c2 + · · · + xmcm ≤ C

x1 + x2 + · · · + xm = n

xi ∈ {0, 1}, i = 1, . . . ,m,

where zi is a target characteristic value provided by slot si, ci is total cost
required to allocate slot si for a time Ti, xi - is a decision variable determining
whether to allocate slot si (xi = 1) or not (xi = 0) for a window Wi.

This problem relates to the class of integer linear programming problems,
which imposes obvious limitations on the practical methods to solve it. How-
ever we used 0–1 knapsack problem as a base for our implementation. Indeed,
the classical 0–1 knapsack problem with a total weight C and items-slots with
weights ci and values zi have the same formal model (1) except for extra restric-
tion on the number of items required: x1 + x2 + · · · + xm = n. To take this into
account we implemented the following dynamic programming recurrent scheme:

fi(Cj , nk) = max{fi−1(Cj , nk), fi−1(Cj − ci, nk − 1) + zi}, (2)

nk = 1, . . . , n, i = 1, . . . ,m,Cj = 1, . . . , C,

where fi(Cj , nk) defines the maximum Z criterion value for nk - size window
allocated out of first i slots from SW for a budget Cj . For the actual implemen-
tation we initialized fi(Cj , 0) = 0, meaning Z = 0 when we have no items in the
knapsack. Then we perform forward propagation and calculate fi(Cj , nk) values
for nk = 1, . . . , n. For example fi(Cj , 1) stands for Z → max problem when we
can have only one item in the knapsack. Based on fi(Cj , 1) we can calculate
fi(Cj , 2) using (2) and so on. So after the forward induction procedure (2) is
finished the maximum value Zmax = fm(C, n). xi values are then obtained by a
backward induction procedure.

An estimated computational complexity of the presented recurrent scheme
is O(m ∗ n ∗ C), which is n times harder compared to the original knapsack
problem (O(m ∗ C)). However in practical job resources allocation cases this
overhead doesn’t look very large as we may assume that n � m and n � C.
On the other hand, this subset allocation procedure (2) may be called multiple
times during the general square window search algorithm (step 3(c)vi).
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4 Simulation Study

4.1 Simulation Environment Setup

An experiment was prepared as follows using a custom distributed environment
simulator [3,18]. For our purpose, it implements a heterogeneous resource domain
model: nodes have different usage costs and performance levels. A space-shared
resources allocation policy simulates a local queuing system (like in GridSim
or CloudSim [12]) and, thus, each node can process only one task at any given
simulation time.

During the experiment series we performed a window search operation for
a job requesting n = 7 nodes with performance level pi >= 1, computational
volume V = 800 and a maximum budget allowed is C = 644. The computing
environment includes 100 heterogeneous computational nodes. Each node per-
formance level is given as a uniformly distributed random value in the interval
[2, 10]. So the required window length may vary from 400 to 80 time units. The
scheduling interval length is 1200 time quanta which is enough to run the job on
nodes with the minimum performance. The additional resources load (advanced
reservations, maintenance windows) is distributed hyper-geometrically resulting
in up to 30% utilization for each node.

Additionally an independent value qi ∈ [0; 10] is randomly generated for each
computing node i to compare algorithms against Q =

∑n
i=1 qi window allocation

criterion.

4.2 Algorithms Comparison

We implemented the following window search algorithms based on the general
window search procedure introduced in Sect. 3.2.

1. FirstFit performs a square window allocation in accordance with a general
scheme described in Sect. 3.2. Returns first suitable and affordable window
found [15,17].

2. MinFinish, MinRuntime and MinCost implements general scheme and
returns windows with a minimum finish time, runtime (the difference between
finish and start times) and execution cost correspondingly.

3. MaxQ implements a general square window search procedure with an optimal
slots subset allocation (2) to return a window with maximum total Q value.

4. MultipleBest algorithm searches for multiple non-intersecting alternative win-
dows using FirstFit algorithm. When all possible window allocations are
retrieved the algorithm searches among them for alternatives with the mini-
mum start time, finish time, runtime, cost and the maximum Q. In this way
MultipleBest is similar to [5] approach.

Figure 1 presents average window start time, runtime and finish time obtained
by these algorithms based on 3000 independent simulation experiments. As
expected, FirstFit, MinFinish and MultipleBest have the same minimum win-
dow finish time. Furthermore, they were able to start window at the beginning
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of the scheduling interval during each experiment(tstart = 0). This is quite a
probable event, since we are allocating 7 nodes out of 100 available, however
partially utilized, nodes.

Fig. 1. Simulation results: average start time, runtime and finish time in computing
environment with 100 nodes

Under such conditions FirstFit and MinFinish become practically the same
algorithm: general window allocation scheme starts search among nodes with
maximum performance. Thereby FirstFit combines minimum start time criterion
with the maximum performance nodes. MinRuntime was able to slightly decrease
runtime compared to FirstFit by using nodes with even higher performance, but
starting a little later.

Windows allocated by MinCost and MaxQ are usually started closer to the
middle of the scheduling interval. Late start time allowed these algorithms to
perform a window search optimization among a wider variety of available nodes
combinations. For example, average window allocation cost with the minimum
value CW = 477 is provided by MinCost (remember that we set C = 644 as a
window allocation cost limit). MinCost advantage over MultipleBest approach
is almost 17%. The advantage over other considered algorithms, not performing
any cost optimization, reaches 24%.

Finally Fig. 2 shows average Q =
∑n

i=1 qi value obtained during the simula-
tion. Parameter qi was generated randomly for each node i and is independent
from node’s cost, performance and slots start times. Thereby we use it to eval-
uate the general scheme (2) efficiency against optimization problem where no
simple and accurate solution could possibly exist. Note that as qi was generated
randomly on a [0; 10] interval and a single window should consist of 7 slots, we
had the following practical limits specific for our experiment: Q ∈ [0; 70].

As can be seen from Fig. 2, MaxQ is indeed provided the maximum average
value Q = 61.8, which is quite close to the practical maximum, especially com-
pared to other algorithms. MaxQ advantage over MultipleBest is 18%. Other
algorithms provided average Q value exactly in the middle of [0; 70] interval and
MaxQ advantage over them is almost 44%.
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Fig. 2. Simulation results: average window Q value

5 Conclusion and Future Work

In this work, we address the problem of slot selection and co-allocation for paral-
lel jobs in distributed computing with non-dedicated resources. For this purpose
a general square window allocation algorithm was proposed and considered. A
special slots subset allocation procedure is implemented to support a general
case optimization problem.

Simulation study proved algorithms’ optimization efficiency according to
their target criteria. A general case implementation showed 44% advantage over
First Fit algorithms and 18% over a simplified MultipleBest optimization heuris-
tic. As a drawback, the general case algorithm has a high computational com-
plexity compared to FirstFit.

In our further work, we will refine resource co-allocation algorithms in order
to decrease their computational complexity. Another research direction will be
focused on a practical resources allocation tasks implementation based on the
proposed general case approach.
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Abstract. In this paper, an explicit size reduction of a compact rat-race coupler
implemented in a microstrip technology is considered. The coupler circuit
features a simple topology with a densely arranged layout that exploits a
combination of high- and low-impedance transmission line sections. All relevant
dimensions of the structure are simultaneously optimized in order to explicitly
reduce the coupler size while maintaining equal power split at the operating
frequency of 1 GHz and sufficient bandwidth for return loss and isolation
characteristics. Acceptable levels of electrical performance are ensured by using
a penalty function approach. Two designs with footprints of 350 mm2 and
360 mm2 have been designed and experimentally validated. The latter structure
is characterized by 27% bandwidth. For the sake of computational efficiency,
surrogate-based optimization principles are utilized. In particular, we employ an
iterative construction and re-optimization of the surrogate model involving a
suitably corrected low-fidelity representation of the coupler structure. This
permits rapid optimization at the cost corresponding to a handful of evaluations
of the high-fidelity coupler model.

Keywords: Microwave couplers � Rat-race couplers � Coupler optimization
Surrogate-based optimization � Computer-aided design � Compact coupler
Compact microstrip resonant cells

1 Introduction

Design of compact microwave structures is an important yet challenging task because
size reduction stays in conflict with other objectives concerning electrical performance
of the circuit [1–4]. In case of many classes of structures such as couplers, several

© Springer International Publishing AG, part of Springer Nature 2018
Y. Shi et al. (Eds.): ICCS 2018, LNCS 10861, pp. 584–592, 2018.
https://doi.org/10.1007/978-3-319-93701-4_46

http://orcid.org/0000-0002-9063-2647
http://orcid.org/0000-0003-0244-541X
http://orcid.org/0000-0001-5134-870X
http://orcid.org/0000-0002-1291-6740
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-93701-4_46&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-93701-4_46&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-93701-4_46&amp;domain=pdf


criteria have to be handled at the same time (e.g., power split error, achieving a specific
operating frequency, minimization of return loss, etc.) [3–5]. Another problem is that
due to considerable electromagnetic (EM) cross-couplings present in highly com-
pressed layouts of miniaturized structures [6–10], equivalent network models (typically
used as design tools) are highly inaccurate [3, 9]. Reliable evaluation of the circuit
performance can only be realized by means of full-wave EM analysis, which is com-
putationally expensive [4, 5]. Consequently, design through numerical optimization—
although highly desirable—is very difficult. On one hand, manual design approaches
(e.g., parameter sweeps) do not allow for simultaneous control of the structure size and
electrical responses [2]. On the other hand, conventional optimization algorithms
exhibit high computational cost due to a large number of EM simulations necessary for
convergence [11].

In this paper, an explicit size reduction of a compact microstrip coupler is con-
sidered. Small size of the circuit is partially obtained through tightly arranged layout
based on a combination of high- and low-impedance transmission lines which allows
efficient utilization of the available space. Furthermore, geometrical dimensions of the
circuit are obtained through numerical optimization oriented towards explicit size
reduction. Surrogate-based methods [12–16] are used to speed up the design process.
More specifically, we utilize variable-fidelity models and space mapping technology
[12, 16] to construct the surrogate model, further utilized as a prediction tool that
iteratively guides the optimization process towards the optimum design. Simultaneous
control of the coupler size and its electrical performance parameters is achieved by
means of a penalty function approach. The optimized coupler structure exhibits small
size of 350 mm2 and acceptable performance in terms of power split as well as
bandwidth. Only slight loosening of the size constraint (to 360 mm2) leads to con-
siderable bandwidth improvement to 270 MHz. Both designs have been fabricated and
experimentally validated.

2 Design Optimization Procedure

In this section, an optimization procedure utilized to obtain a minimum-size coupler
design is discussed. Specifically, we formulate design optimization problem and
describe utilized design optimization algorithm. The numerical results and comparison
of the structure with the state-of-the-art couplers are given in Sect. 4, whereas its
experimental validation is given in Sect. 5.

2.1 Problem Formulation

The primary objective is to minimize the coupler size A(x). On the other hand, the
design process is also supposed to ensure sufficient electrical performance of the
structure. We consider the following requirements [4]:
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– dS = |S21.f(x) – S31.f(x)| � e at the operating frequency (here, we set e = 0.2 dB);
– Smax = max(min{S11.f(x), S41.f(x)}) � Sm (we assume Sm = –25 dB);
– fS11.f(x) and fS41.f(x), i.e., the frequencies realizing minimum of S11.f(x) and S41.f(x),

respectively, are as close to the operating frequency f0 as possible.

The design optimization problem is formulated as [11]

x� ¼ argmin
x

U Rf ðxÞ
� � ð1Þ

where Rf is a high-fidelity EM simulation model of the structure as described above,
whereas x* is the optimum design to be found. In order to take into account all of these
goals the objective function is defined as follows

UðxÞ ¼ AðxÞþ b1 max ðdS � eÞ=e; 0f gð Þ2

þ b2 max ðSmax � SmÞ=jSmj; 0f gð Þ2

þ bf 1 ðfS11:f ðxÞ � f0Þ=f0
�� ��2 þ bf 2 ðfS41:f ðxÞ � f0Þ=f0

�� ��2
ð2Þ

This formulation is supposed to ensure (with certain tolerance) equal power split
(controlled by dS) as well as sufficient return loss and isolation (controlled by Smax) at
the operating frequency. The coefficients b1, b2, bf1, and bf2 are chosen so that the
corresponding penalty functions take noticeable values (when compared to A(x)) for
relative violations larger than a few percent.

2.2 Surrogate-Based Coupler Optimization

For the sake of computational efficiency the design process is executed using
surrogate-based optimization methods with variable-fidelity EM models [11]. More
specifically, direct solving of (1) is replaced by an iterative procedure

xðiþ 1Þ ¼ argmin
x

U RðiÞ
s ðxÞ

� �
ð3Þ

that yields a series x(i), i = 0, 1, …, of approximations to x*, with Rs
(i) being a surrogate

model at iteration i. Here, the surrogate is constructed by suitable correction of the
low-fidelity model Rc as mentioned in the previous section. The model correction is
realized using space mapping [11]. In this work, we utilized frequency scaling and
additive response correction. Frequency scaling is realized by evaluating the
low-fidelity model at a set of frequencies that are transformed with respect to the
original frequency sweep F = [f1 … fm] (at this the high-fidelity model is simulated) as
follows F′ = [a0 + a1f1 … a0 + a1fm]. Here, a0 and a1 are coefficients found (using
nonlinear regression) so as to minimize the misalignment between the scaled low- and
high-fidelity models, i.e., ||Rc′(x

(i)) – Rf(x
(i))||. The additive response correction is
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applied on the top of frequency scaling so that we have Rs
(i)(x) = Rc′(x) + [Rf(x

(i)) – Rc′
(x(i))]. The correction term [Rf(x

(i)) – Rc′(x
(i))] ensured zero-order consistency between

the surrogate and the high-fidelity model at the current iteration point x(i).

3 Numerical Results and Comparisons

Consider a rectangular-shaped, equal-split rat-race coupler (RRC) is shown in Fig. 1. It
consists of two horizontal and four vertical compact microstrip resonant cells (CMRSs)
[9]. The cells contain folded high-impedance lines interconnected with low-impedance
stubs, which allows obtaining complementary geometry that ensures tight filling of the
structure interior and thus good utilization of available space. This is critical for
achieving considerable miniaturization rate. On the other hand, the circuit contains a
relatively small number of geometry parameters which facilitates its further design
optimization process.

The coupler is implemented on a Taconic RF-35 substrate (er = 3.5, tand = 0.0018,
h = 0.762 mm). The geometry parameters are x = [w1 w2 w3 d1 d2 l1]

T, whereas
w0 = 1.7 is fixed (all dimensions in mm). The design procedure involves fine and
coarsely discretized EM models of the RRC, both evaluated in CST Microwave Studio
[17]. The high-fidelity model Rf contains *700,000 mesh cells and its simulation time
on a dual Intel E5540 machine is 52 min. The low-fidelity model Rc has *150,000
cells (simulation time 4 min).

The considered structure has been designed using the above outlined methodology.
The final design (here, denoted as design A) is xA

* = [4.979 0.179 1.933 0.197 0.164
2.568]T. The footprint of the optimized circuit is only 350 mm2. Obtained frequency
characteristics of the structure are shown in Fig. 2. In the next step, for the sake of
improved coupler performance, the area constraint has been increased to 360 mm2 and
the circuit has been re-optimized. The parameter vector of an alternative design (de-
noted as coupler B) is xB

* = [4.395 0.244 2.263 0.199 0.233 2.499]T. The frequency
responses of the structure are shown in Fig. 3.

w1
w2

w3

d1

d2

l1
w0

1

2

3

4

Fig. 1. Geometry of the considered compact microstrip rat-race coupler.
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Utilization of variable-fidelity simulation models in combination with space map-
ping technology permits low cost of the optimization process, equivalent to less than
twenty evaluations of the high-fidelity coupler model for both designs (A and B).

Both coupler designs have been compared with other state-of-the-art structures [9,
19–22] in terms of the bandwidth and miniaturization rate (expressed in terms of the
guided wavelength kg defined for the operating frequency and the given substrate
parameters). The results collected in Table 1 indicate that both coupler realizations
provide competitive miniaturization while ensuring broader bandwidth than other
structures with similar sizes.

4 Experimental Validation

Both coupler designs have been fabricated and measured. Photograph of manufactured
coupler A is shown in Fig. 4, whereas the comparison of its simulated and measured
frequency characteristics is provided in Fig. 2. The obtained results indicate that the
operational bandwidth of the structure defined as the frequency range for which both
the reflection and isolation are below the level of –20 dB is 170 MHz for simulation
and 220 MHz for measurement. Moreover, the simulated and measured power split
error at f0 = 1 GHz is 0.25 dB and 0.59 dB, respectively. The phase difference
between ports 2 and 3 (see Fig. 1) is shown in Fig. 5a. Its simulated and measured
value is about 8.7° which can be considered acceptable. The deviation from 0° is due to
lack of phase control mechanism during the optimization process.

Comparison of the simulated and measured scattering parameters of coupler B is
shown in Fig. 3. It should be noted that the slightly increased size has resulted in
increase of –20 dB bandwidth to 270 MHz and 290 MHz for simulation and mea-
surement, respectively.

The simulated power split error and phase difference (cf. Fig. 5b) at f0 are 0.2 dB
and 4.7°, whereas measured values are 0.7 dB and 5.6°, respectively. One should
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Fig. 2. Simulated (black) and measured (gray) characteristics of the design A; layout area
350 mm2.
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emphasize that the considered RRC structure is sensitive for fabrication inaccuracies
which is the reason of noticeable discrepancies between the simulated and the mea-
sured responses [9]. The key electrical properties of both coupler designs have been
gathered in Table 2.
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Fig. 3. Simulated (black) and measured (gray) responses of the design B; layout area constraint
A(x) � 360 mm2.

Table 1. A comparison of competitive compact coupler designs

Coupler Bandwidth % Dimensions mm � mm Effective kg Miniaturization %*

Design [19] 39.0 32.4 � 51.9 0.20 � 0.32 53.6
Design [20] 17.2 38.5 � 38.5 0.19 � 0.19 73.8
Design [21] 16.8 22.4 � 22.4 0.14 � 0.14 85.8
Design [9] 20.2 22.8 � 17.0 0.13 � 0.09 91.5
Design [22] 15.1 6.67 � 52.5 0.04 � 0.28 92.2
Design A 17.0 12.1 � 29.0 0.07 � 0.16 92.2
Design B 27.0 11.2 � 32.2 0.06 � 0.18 92.1
* w.r.t. conventional RRC (effective kg: 0.26 � 0.53, size: 4536 mm2) [9].

Table 2. Key features of couplers A and B: simulation vs measurements

f0 = 1 GHz Coupler A Coupler B
Simulated Measured Simulated Measured

|S11| −25.3 dB −33.4 dB −41.7 dB −29.9 dB
|S21| −3.17 dB −3.73 dB −3.05 dB −3.70 dB
|S31| −2.92 dB −3.14 dB −2.85 dB −3.02 dB
|S41| −26.2 dB −28.3 dB −36.8 dB −34.7 dB
Bandwidth 170 MHz 220 MHz 270 MHz 290 MHz
∠S21 − ∠S31 8.48° 8.92° 4.73° 5.57°
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Fig. 4. Photograph of the fabricated coupler prototype (design A).
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Fig. 5. Comparison of simulated and measured phase difference of the proposed compact
couplers: (a) design A; and (b) design B.
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5 Conclusions

In this work, an explicit size reduction of a compact coupler structure implemented in
microstrip technology has been considered. Due to highly-packed geometry of the
considered structure, as well as appropriate handling of all design requirements, a very
small size of 350 mm2 can be achieved (with 17% bandwidth). At the same time,
optimization for electrical performance (with the maximum size constrained to
360 mm2) leads to bandwidth increase to 27% with respect to the operating frequency
of 1 GHz. Utilization of variable-fidelity electromagnetic simulations as well as space
mapping technology allowed us to maintain low cost of the optimization process. Here
it is equivalent to less than twenty evaluations of the high-fidelity model of the coupler
under design. The structure has been favorably compared with benchmark compact
couplers. Simulation results are supported with measurement data. Future work will
focus on utilization of the method for design of compact multi-band coupler structures.
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Abstract. Probability of detection (POD) is used for reliability analysis in
nondestructive testing (NDT) area. Traditionally, it is determined by experi-
mental tests, while it can be enhanced by physics-based simulation models,
which is called model-assisted probability of detection (MAPOD). However,
accurate physics-based models are usually expensive in time. In this paper, we
implement a type of stochastic polynomial chaos expansions (PCE), as alter-
native of actual physics-based model for the MAPOD calculation. State-of-
the-art least-angle regression method and hyperbolic sparse technique are inte-
grated within PCE construction. The proposed method is tested on a
spherically-void-defect benchmark problem, developed by the World Federal
Nondestructive Evaluation Center. The benchmark problem is added with two
uncertainty parameters, where the PCE model usually requires about 100 sample
points for the convergence on statistical moments, while direct Monte Carlo
method needs more than 10000 samples, and Kriging based Monte Carlo
method is oscillating. With about 100 sample points, PCE model can reduce root
mean square error to be within 1% standard deviation of test points, while
Kriging model cannot reach that level of accuracy even with 200 sample points.
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1 Introduction

The concept of probability of detection (POD) (Sarkar et al. 1998) was initially
developed to quantitatively describe the detection capabilities of nondestructive testing
(NDT) systems (Blitz and Simpson 1996). A commonly used term is “90% POD” and
“90% POD with 95% confidence interval”, which are written as a90 and a90/95,
respectively. POD curves were initially only based on experiments. The POD can be
enhanced by utilizing physics-based computational models, such as the full wave
ultrasonic testing simulation model (Gurrala et al. 2017), and the model-assisted
probability of detection (MAPOD) methodology (Thompson et al. 2009; Aldrin et al.
2009, 2010, 2011). MAPOD can be performed using the hit/miss method
(MIL-HDBK-1823), linear regression method (MIL-HDBK-1823 2009), or the Baye-
sian inference method (Aldrin et al. 2013; Jenson et al. 2013). Typically, the true
physics-based simulation models are directly employed in the analysis.

Unfortunately, evaluating the simulation models can be time-consuming. Moreover,
the MAPOD analysis process requires multiple evaluations. Consequently, the use of
MAPOD with computationally expensive physics-based simulation models can be
challenging to complete in a timely fashion. This has motivated the use of surrogate
models (Aldrin et al. 2009, 2010, 2011; Miorelli et al. 2016; Siegler et al. 2016; Ribay
et at. 2016) to alieve the computational burden. Deterministic surrogate models, such as
Kriging interpolation (Aldrin et al. 2009, 2010, 2011; Du et al. 2016) and support
vector regression (SVR) (Miorelli et al. 2016), have been successfully applied in this
area. Stochastic surrogate models, such as polynomial chaos expansions (PCE) (Knopp
et al. 2011; Sabbagh et al. 2013), are another option and have recently been utilized for
MAPOD analysis (Du et al. 2017).

In this work, we integrate PCE models with least-angle regression (LAR) and
hyperbolic sparse truncation schemes (Blatman et al. 2009, 2010, 2011), which can
solve efficiently for the coefficients of PCE models. The proposed method is demon-
strated on a spherically-void-defect NDT case, which is a benchmark case developed by
the World Federal Nondestructive Evaluation Center (WFNDEC). For the purpose of
this work, we use the Thompson-Gray analytical model (Gray 2012) for the ultrasonic
testing simulation. The results of the MAPOD analysis using the PCE-based surrogate
models are compared with direct Monte Carlo sampling (MCS) and the true model, and
with MCS and deterministic Kriging surrogate models.

The paper is organized as follows. Next section gives a description of the analytical
ultrasonic testing simulation model. The MAPOD analysis process is given in Sect. 3.
Section 4 describes the deterministic and stochastic surrogate models. The numerical
results are presented in Sect. 5. Finally, the paper ends with conclusion.

2 Ultrasonic Testing Simulation Model

The spherically-void-defect benchmark problem (shown in Fig. 1) was proposed by the
WFDEC in 2004. The spherically void defect, whose radius is 0.34 mm, is included in
a fused quartz block, which is surrounded by water. A spherically focused transducer,
the radius of which is 6.23 mm, is used to detect this defect. The frequency range is set
to be [0, 10 MHz].
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The analytical model, used in this work, is known as the Thompson-Gray model
(Gray 2012). This model is based on paraxial approximation of the incident and
scattered ultrasonic waves, computing the spectrum of voltage at the receiving trans-
ducer in terms of the velocity diffraction coefficients of the transmitting/receiving
transducers, scattering amplitude of the defect and a frequency-dependent coefficient
known as the system-efficiency function (Schmerr et al. 2007). In this work, velocity
diffraction coefficients were calculated using the multi-Gaussian beam model and
scattering amplitude of the spherical-void was calculated using the method of sepa-
ration of variables (Schmerr 2013). The system efficiency function, which is a function
of the properties and settings of the transducers and the pulser, was taken from the
WFNDEC archives. The time-domain pulse-echo waveforms are computed by per-
forming FFT on the voltage spectrum. The foregoing system model was shown to be
very accurate in predicting pulse-echo from the spherical void if the paraxial approx-
imation is satisfied and radius of the void is small. To guarantee the effectiveness of this
analytical model on the benchmark problem mentioned above, it is validated on this
case with experimental data, given in Fig. 1, through which shows that the results
match well.

3 Framework for Model-Assisted Probability of Detection

POD is essentially the quantification of inspection capability starting from the distri-
butions of variability, and describes its accuracy with confidence bounds, also known
as uncertain bounds (Spall 1997). In many cases, the final product of a POD curve is
the flaw size, a, for which there is a 90% probability of detection. This flaw size is
denoted a90. The 95% upper confidence bound on a90 is denoted as a90/95. The POD is
typically determined through experiments which are both time-consuming and costly.
This motivated the MAPOD methods with the aim for reducing the number of
experimental sample points by introducing insights physics-based simulations
(Thompson et al. 2009).

water focused transducer 

spherically void defect fused quartz block 

SOV
Exp

Fig. 1. Setup of the spherically-void-defect benchmark case (left) and results of comparison
between experimental data (Exp) and the analytical solution (SOV).
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The main elements for generating POD curves using simulations is shown in Fig. 2.
The process starts by defining the random inputs with specific statistical distributions
(Fig. 2a). Next, the inputs are propagated through the simulation model (Fig. 2b). In
this work, the simulation model is calculated using an analytical model (described in
Sect. 2), to obtain the quantity of interest, which is the maximum signal amplitude
obtained from the signal envelope (Fig. 2c). When doing detection tests for the same
defect size, the results vary due to uncertainty/noise existing within the system. Usu-
ally, arbitrary number of sample runs are taken for each defect size, then a linear
regression is made based on the results to obtain the so-called “â vs. a” plot (Fig. 2d).
With this information, the POD at each defect size can be obtained, thereby, the POD
curves are generated (Fig. 2e).

4 Surrogate Modeling

This section describes the surrogate models used in this work. In particular, we use the
deterministic Kriging interpolation surrogate model (Du et al. 2016), and the stochastic
PCE surrogate models. More specifically, we use the least-angle regression
(LAR) method (Blatman et al. 2010, 2011) with the hyperbolic truncation technique
(Blatman et al. 2009).

Fig. 2. General process of model-assisted probability of detection: (a) probabilistic inputs;
(b) simulation model; (c) response (amplitude in this work); (d) “â vs. a” plot, (e) POD curves.
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4.1 Deterministic Surrogate Models via Kriging

Kriging (Ryu et al. 2002) model, also known as Gaussian process regression, is a type
of interpolation method, taking all observed data as sample points and minimizing the
mean square error (MSE) to reach the most appropriate model coefficients. It has the
generalized formula as sum of the trend function, fT(x)b, and a Gaussian random
function Z(x):

yðxÞ ¼ fTðxÞbþ ZðxÞ; x 2 R
m; ð1Þ

where f(x) = [f0(x), …, fp-1(x)]
T 2 ℝp is defined with a set of the regression basis

functions, b = [b0(x), …, bp-1(x)]
T 2 ℝp denotes the vector of the corresponding

coefficients, and Z(x) denotes a stationary random process with zero mean, variance
and nonzero covariance. In this work, Gaussian exponential correlation function is
adopted, thus the nonzero covariance is of the form

Cov ZðxÞ; Zðx0Þ½ � ¼ r2 exp �
Xm
k¼1

hk xk � x0k
�� ��pk" #

; 1\ pk � 2 ð2Þ

where h = [h1, h2, …, hm]
T, p = [p1, p2, …, pm]

T, denote the vectors of unknown hyper
model parameters to be tuned.

After further derivation (Sacks 1989), the Kriging predictor ŷ xð Þ for any untried
x can be written as

ŷðxÞ ¼ b0 þ rTðxÞR�1ðyS � b01Þ; ð3Þ

where b0 comes from generalized least squares estimation.
A unique feature of Kriging model is that it provides an uncertainty estimation (or

MSE) for the prediction, which is very useful for sample-points refinement. Further
details are beyond the scope of this paper, readers who have interests are suggested to
go through Forrester et al. (2008).

4.2 Stochastic Surrogate Models via Polynomial Chaos Expansions

In this work, the stochastic expansions are generated using non-intrusive PCE (Xiong
et al. 2010, 2011). PCE theory enables the fast construction of surrogate models, as
well as an efficient statistical analysis of the model responses. More specifically, to the
calculate coefficients more efficiently and accurately, we use the LAR algorithms
(Blatman et al. 2010, 2011) and the hyperbolic truncation scheme (Blatman et al.
2009).

4.2.1 Generalized Polynomial Chaos Expansions
PCE is a type of stochastic surrogate model, having the generalized formulation of
(Wiener 1938)
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Y ¼ MðXÞ ¼
X1
i¼1

aiWiðXÞ; ð4Þ

where, X 2 ℝM is a vector with random independent components, described by a
probability density function fX, Y � M(X) is a map of X, i is the index of ith poly-
nomial term, W is multivariate polynomial basis, and a is corresponding coefficient of
basis function. In practice, the total number of sample points needed does not have to
be infinite, instead, a truncated form of the PCE is used

MðXÞ � MPCðXÞ ¼
XP
i¼1

aiWiðXÞ; ð5Þ

where, MPC(X) is the approximate truncated PCE model, P is the total number of
required sample points and can be calculated as

P ¼ ðpþ nÞ!
p!n!

; ð6Þ

where, p is the required order of PCE, and n is the total number of random variables.

4.2.2 Least-Angle Regression
When solving for coefficients of the PCE, this works selects state-of-the-art LAR
method, which treats the observed data of actual model as a summation of PCE
predictions at the same design points and corresponding residual (Efron et al. 2004)

MðXÞ ¼ MPCðXÞþ eP ¼
XP
i¼1

aiWiðXÞþ eP � aTWðXÞþ eP; ð7Þ

where ep is the residual between M(X) and MPC(X), which is to be minimized in
least-squares methods.

Then the initial problem can be converted to a least-squares minimization problem

â ¼ argmin E½aTWðXÞ �MðXÞ�: ð8Þ

Adding one more regularization term to favor low-rank solution (Udell et al. 2016)

â ¼ argmin E½aTwðxÞ �MðxÞ� þ kjjajj1; ð9Þ

where k is a penalty factor, ||a||1 is L1 norm of the coefficients of PCE. The LAR
algorithm, solving for the least-squares minimization problem (Eq. (9) in this work), is
very efficient in calculation, and can accept an arbitrary number of sample points.

4.2.3 Hyperbolic Truncation Technique
Commonly used basic truncation scheme has been applied to PCE as shown in Eqs. (5)
and (6) to make it in a summation of finite number of terms. In order to reduce the
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number of sample points needed for coefficient regression, the hyperbolic truncation
technique, also known as q-norm method (Blatman et al. 2009), is applied here. The
main idea is to reduce the interaction terms, since they do not have much effect on the
PCE prediction due to the sparsity-of-effect principle (Blatman et al. 2009).

The hyperbolic truncation technique follows the formula (Blatman et al. 2009)

AM;p;q ¼ a 2 AM;p :
XM
i¼1

aqi

 !1=q

� p

8<
:

9=
;: ð10Þ

Here, when q = 1, it is the same as basic truncation scheme, while q < 1, it can
reduce the interactive terms further based on basic truncation schemes.

4.2.4 Calculation of Statistical Moments
After solving for the coefficients, statistical moments can be obtained from those
coefficients directly, due to the orthonormal characteristics of PCE basis.

The mean value of PCE is (Blatman et al. 2009)

lPC ¼ E½MPCðXÞ� ¼ a1; ð11Þ

where a1 is the coefficient of the constant basis term W1 = 1. The standard deviation of
PCE is

rPC ¼ E½ðMPCðXÞ � lPCÞ2� ¼
XP
i¼2

a2i ; ð12Þ

where it is the summation on coefficients of non-constant basis terms only.

5 Results

The proposed approach is illustrated on the spherically-void-defect benchmark problem
with two uncertain parameters (see Fig. 1). In this work, the probe angle, h, and the
probe F-number, F, are considered as uncertain, with normal N(0°, 1°) and uniform U
(13, 15) distributions, respectively. The distributions are shown in Fig. 3.

Figure 4 gives the results of the surrogate modeling construction. In particular,
Fig. 4 shows the root mean square error (RMSE) as a function of the number of
samples. From Fig. 4a, the LAR sparse (LARS) PCE model can reduce the RMSE
value to less than 1% (also smaller than 1% r of testing points) using 190 Latin
hypercube sampling (LHS) random sample points. The Kriging interpolation model
reaches the lowest RMSE value of around 10%. Figure 4b shows how the RMSE of the
surrogate model varies with the defect size.

Statistical moments are always representative of a population of samples. Figure 5
compares the convergence on the statistical moments from the PCE model, Monte
Carlo sampling (MCS) with the true model, and MCS based on the Kriging model.
From the figure, it can be seen that LARS PCE method has a faster convergence rate
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than MCS with the true model and MCS with the Kriging model with a difference in
the number of sample points of around 2 orders of magnitude.

The LARS PCE models are used to generate the “â vs. a” plot and the POD curves,
as shown in Fig. 6a and b, respectively. Through the POD curves, we obtain the a50,
a90, and a90/95 information to compare the results based on the LARS PCE models with
those from using MCS with the Kriging model and true model (see Table 1). We can
see that the important POD metrics from the LARS PCE model match well with those
from true model. More specifically, the relative differences between the LARS PCE
model and the true model on a50, a90, and a90/95 are 0.05%, 0.35%, and 0.39%,
respectively. However, the relative differences between MCS with the Kriging model
and MCS with the true model are −2.22%, −25.7%, −29.65%, respectively.

Fig. 3. Statistical distributions of uncertainty parameters: (a) F-number; (b) probe angle: h.
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Fig. 4. RMSE for Kriging and LARS PCE: (a) RMSE for 0.5 mm defect; (b) RMSE for various
defect sizes.
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(a) (b)

Fig. 5. Convergence on the statistical moments: (a) convergence on the mean; (b) convergence
on the standard deviation. Here, MCSTrue model is MCS on true model, while MCSKriging is MCS
on Kriging model.
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Fig. 6. POD generation using the LARS PCE model: (a) “â vs. a” plots; (b) POD curves.

Table 1. Comparison on the POD metrics obtained using MCS with the true model, MCS with
the Kriging model, and the LARS PCE model. Here D is the relative difference with true model.

a50/D a90/D a90/95/D

MCS-true 0.3747/N/A 0.5951/N/A 0.6395/N/A
MCS-Kriging 0.3831/− 2.22% 0.7484/− 25.76% 0.8291/− 29.65%
LARS PCE 0.3745/0.05% 0.593/0.35% 0.637/0.39%
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6 Conclusion

In this paper, POD curves are generated through MAPOD framework. Due to the
expensive time costs of physics-based simulation model, a type of stochastic surrogate
model, PCE surrogate model, is integrated with LAR method and hyperbolic sparse-grid
scheme. The convergence on statistical moments from PCE model is compared with
actual model based Monte Carlo method, and Kriging based Monte Carlo, through
which a two orders of magnitude faster convergence is obtained while Kriging based
Monte Carlo is oscillating. Important metrics, namely, a50, a90, and a90/95, from PCE
models, are also compared, and have good match with those from true model.

In future work, the surrogate-based modeling framework can be applied to more
complex and time-consuming models, such as full wave model, through which the
problem under test does not have to be limited as spherically void defect.
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Abstract. We present an efficient way to solve the Bethe–Salpeter equa-
tion (BSE), a method for the computation of optical absorption spectra
in molecules and solids that includes electron–hole interactions. Standard
approaches to construct and diagonalize the Bethe–Salpeter Hamiltonian
require at least O(N5

e ) operations, where Ne is the number of electrons
in the system, limiting its application to smaller systems. Our approach
is based on the interpolative separable density fitting (ISDF) technique
to construct low rank approximations to the bare exchange and screened
direct operators associated with the BSE Hamiltonian. This approach
reduces the complexity of the Hamiltonian construction to O(N3

e ) with
a much smaller pre-constant, and allows for a faster solution of the BSE.
Here, we implement the ISDF method for BSE calculations within the
Tamm–Dancoff approximation (TDA) in the BerkeleyGW software pack-
age. We show that this novel approach accurately reproduces exciton
energies and optical absorption spectra in molecules and solids with a
significantly reduced computational cost.

1 Introduction

Many-Body Perturbation Theory is a powerful tool to describe one-particle and
two-particle excitations and to obtain exciton energies and absorption spectra in
c© Springer International Publishing AG, part of Springer Nature 2018
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molecules and solids. In particular, Hedin’s GW approximation [9] has been suc-
cessfully used to compute quasi-particle (one-particle) excitation energies [11].
However, the Bethe–Salpeter equation (BSE) [23] is further needed to describe
the excitations of an electron–hole pair (a two-particle excitation) in optical
absorption in molecules and solids [22] and is often necessary to obtain a good
agreement between theory and experiment. Solving the BSE problem requires
constructing and diagonalizing a structured matrix Hamiltonian. In the context
of optical absorption, the eigenvalues are the exciton energies and the corre-
sponding eigenfunctions yield the exciton wavefunctions.

The Bethe–Salpeter Hamiltonian (BSH) consists of bare exchange and
screened direct interaction kernels that depend on single-particle orbitals
obtained from a quasiparticle (usually at the GW level) or mean-field calcu-
lation. The evaluation of these kernels requires at least O(N5

e ) operations in a
conventional approach, which is very costly for large systems that contain hun-
dreds or thousands of atoms. Recent efforts have actively explored methods to
generate a reduced basis set, in order to decrease the high computational cost
of BSE calculations [1,12,16,19,21].

In this paper, we present an efficient way to construct the BSH, which, when
coupled to an iterative diagonalization scheme, allows for an efficient solution of
the BSE. Our approach is based on the recently-developed Interpolative Sepa-
rable Density Fitting (ISDF) decomposition [18]. The ISDF decomposition has
been applied to accelerate a number of applications in computational chemistry
and materials science, including the computation of two-electrons integrals [18],
correlation energy in the random phase approximation [17], density functional
perturbation theory [15], and hybrid density functional calculations [10]. In this
scheme, a matrix consisting of products of single-particle orbital pairs is approx-
imated as the product between a matrix built with a small number of auxiliary
basis vectors and an expansion coefficient matrix [10]. This decomposition effec-
tively allows us to construct low-rank approximations to the bare exchange and
screened direct kernels. The construction of the ISDF-compressed BSE Hamil-
tonian matrix only requires O(N3

e ) operations when the rank of the numerical
auxiliary basis is kept at O(Ne) and when the kernels are kept in a low-rank fac-
tored form, resulting in considerably faster computation than the O(N5

e ) com-
plexity required in a conventional approach. By keeping the interaction kernel
in a decomposed form, the matrix–vector multiplications required in the iter-
ative diagonalization procedures of the Hamiltonian HBSE can be performed
efficiently. We can further use these efficient matrix–vector multiplications in a
structure preserving Lanczos algorithm [24] to obtain an approximate absorp-
tion spectrum without an explicit diagonalization of the approximate HBSE. We
have implemented the ISDF-based BSH construction in the BerkeleyGW soft-
ware package [4], and verified that this approach can reproduce accurate exciton
energies and optical absorption spectra for molecules and solids, while signif-
icant reducing the computational cost associated with the construction of the
BSE Hamiltonian.
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2 Bethe–Salpeter Equation

The Bethe–Salpeter equation is an eigenvalue problem of the form

HBSEX = EX, (1)

where X is the exciton wavefunction, E the corresponding exciton energy. The
Bethe–Salpeter Hamiltonian HBSE has the following block structure

HBSE =
[
D + 2VA − WA 2VB − WB

−2V B + WB −D − 2V A + WA

]
, (2)

where D(ivic, jvjc) = (εic − εiv )δivjcδicjc is an (NvNc)× (NvNc) diagonal matrix
with −εiv , iv = 1, 2, . . . , Nv the quasi-particle energies associated with valence
bands and εic , ic = Nv + 1, Nv + 2, . . . , Nv + Nc the quasi-particle energies
associated with conduction bands. These quasi-particle energies are typically
obtained from a GW calculation [22]. The VA and VB matrices represent the
bare exchange interaction of electron–hole pairs, and the WA and WB matrices
are referred to as the screened direct interaction of electron–hole pairs. These
matrices are defined as follows:

VA(ivic, jvjc) =
∫

ψ̄ic(r)ψiv (r)V (r, r′)ψ̄jv (r′)ψjc(r
′) drdr′,

VB(ivic, jvjc) =
∫

ψ̄ic(r)ψiv (r)V (r, r′)ψ̄jc(r
′)ψjv (r′) drdr′,

WA(ivic, jvjc) =
∫

ψ̄ic(r)ψjc(r)W (r, r′)ψ̄jv (r′)ψiv (r′) drdr′,

WB(ivic, jvjc) =
∫

ψ̄ic(r)ψjv (r)W (r, r′)ψ̄jc(r
′)ψiv (r′) drdr′,

(3)

where ψiv and ψic are the valence and conduction single-particle orbitals typi-
cally obtained from a Kohn–Sham density functional theory (KSDFT) calcula-
tion respectively, and V (r, r′) and W (r, r′) are the bare and screened Coulomb
interactions. Both VA and WA are Hermitian, whereas VB and WB are complex
symmetric. Within the so-called Tamm–Dancoff approximation (TDA) [20], both
VB and WB are neglected in Eq. (2). In this case, the HBSE becomes Hermitian
and we can focus on computing the upper left block of HBSE.

Let Mcc(r) = {ψic ψ̄jc}, Mvc(r) = {ψic ψ̄iv}, and Mvv(r) = {ψiv ψ̄jv} be
matrices built as the product between orbital pairs in real space, and M̂cc(G),
M̂vc(G), M̂vv(G) be the reciprocal space representation of these matrices. Equa-
tions (3) can then be written succinctly as

VA = M̂∗
vcV̂ M̂vc, WA = reshape(M̂∗

ccŴM̂vv), (4)

where V̂ and Ŵ are reciprocal space representations of the operators V and W
respectively, and the reshape function is used to map the (icjc, ivjv)th element
on the right-hand side of (4) to the (iciv, jcjv)th element of WA. While in this
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paper we will focus, for simplicity, on the TDA model, we note that a similar
set of equations can be derived for VB and WB .

The reason to compute the right-hand sides of (4) in the reciprocal space is
that V̂ is diagonal and an energy cutoff is often adopted to limit the number of
the Fourier components of ψi. As a result, the leading dimension of M̂cc, M̂vc

and M̂cc, denoted by Ng, is often much smaller than that of Mcc, Mvc and Mvv,
which we denote by Nr.

In addition to performing O(N2
e ) Fast Fourier transforms (FFTs) to obtain

M̂cc, M̂vc and M̂vv from Mcc, Mvc and Mvv, respectively, we need to perform at
least O(NgN

2
c N2

v ) floating-point operations to obtain VA and WA using matrix–
matrix multiplications.

Note that, in order to achieve high accuracy with a large basis set, such as
that of plane-waves, Ng is typically much larger than Nc or Nv. The number
of occupied bands is either Ne or Ne/2 depending on how spin is counted. The
number of conduction bands Nc included in the calculation is typically a small
multiple of Nv (the precise number being a free parameter to be converged),
whereas Ng is often as large as 100−10000 × Ne (Nr ∼ 10 × Ng).

3 Interpolative Separable Density Fitting (ISDF)
Decomposition

In order to reduce the computational complexity, we seek to minimize the number
of integrals in Eq. (3). To this aim, we rewrite the matrix Mij , where the labels
i and j are indices of either valence or conducting orbitals, as the product of a
matrix Θij that contains a set of N t

ij linearly independent auxiliary basis vectors
with N t

ij ≈ tNe � O(N2
e ) (t is a small constant referred as a rank truncation

parameter) [10] and an expansion coefficient matrix Cij . For large problems,
the number of columns of Mij (i.e. O(NvNc), or O(N2

v ), or O(N2
c )) is typically

larger than the number of grid points Nr on which ψn(r) is sampled, i.e., the
number of rows in Mij . As a result, N t

ij is much smaller than the number of
columns of Mij . Even when a cutoff is used to limit the size of Nc or Nv so that
the number of columns in Mij is much less than Ng, we can still approximate
Mij by ΘijCij with a Θij that has a smaller rank N t

ij ∼ t
√

NiNj .
To simplify our discussion, let us drop the subscript of M , Θ and C for the

moment, and describe the basic idea of ISDF. The optimal low rank approxima-
tion of M can be obtained from a singular value decomposition. However, the
complexity of this decomposition is at least O(N2

r N2
e ) or O(N4

e ). Recently, an
alternative decomposition has been developed, which is close to optimal but with
a more favorable complexity. This type of decomposition is called Interpolative
Separable Density Fitting (ISDF) [10], which we describe below.

In ISDF, instead of computing Θ and C simultaneously, we first fix the
coefficient matrix C, and determine the auxiliary basis matrix Θ by solving a
linear least squares problem

min ‖M − ΘC‖2F , (5)
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where each column of M is given by ψi(r)ψ̄j(r) sampled on a dense real space
grids {ri}Nr

i=1, and Θ = [ζ1, ζ2, . . . , ζNt ] contains the auxiliary basis vectors to be
determined, ‖ · ‖F denotes the Frobenius norm.

We choose C as a matrix consisting of ψi(r)ψ̄j(r) evaluated on a subset of
N t carefully chosen real space grid points, with N t � Nr and N t � N2

e , such
that the (i, j)th column of C is given by

[ψi(r̂1)ψ̄j(r̂1), · · · , ψi(r̂k)ψ̄j(r̂k), · · · , ψi(r̂Nt)ψ̄j(r̂Nt)]T. (6)

The least squares minimizer is given by

Θ = MC∗(CC∗)−1. (7)

Because both multiplications in (7) can be carried out in O(N3
e ) due to the

separable structure of M and C [10], the computational complexity for comput-
ing the interpolation vectors is O(N3

e ).
The interpolating points required in (6) can be selected by a permutation

produced from a QR factorization of MT with Column Pivoting (QRCP) [3]. In
QRCP, we choose a permutation Π such that the factorization

MTΠ = QR (8)

yields a unitary matrix Q and an upper triangular matrix R with decreasing
matrix elements along the diagonal of R. The magnitude of each diagonal ele-
ment R indicates how important the corresponding column of the permuted MT

is, and whether the corresponding grid point should be chosen as an interpola-
tion point. The QRCP decomposition can be terminated when the (N t + 1)-st
diagonal element of R becomes less than a predetermined threshold, obtaining
N t leading columns of the permuted MT that are, within numerical accuracy,
maximally linearly independent. The corresponding grid points are chosen as
the interpolation points. The indices for the chosen interpolation points r̂Nt can
be obtained from indices of the nonzero entries of the first N t columns of the
permutation matrix Π. Notice that the standard QRCP procedure has a high
computational cost of O(N2

e N2
r ) ∼ O(N4

e ), however, this cost can be reduced
to O(NrN

2
e ) ∼ O(N3

e ) when QRCP is combined with the randomized sampling
method [18].

4 Low Rank Representations of Bare and Screened
Operators via ISDF

The ISDF decomposition applied to Mcc, Mvc and Mvv yields

Mcc ≈ ΘccCcc, Mvc ≈ ΘvcCvc, Mvv ≈ ΘvvCvv. (9)

It follows from Eqs. (3), (4) and (9) that the exchange and direct terms of the
BSE Hamiltonian can be written as

VA = C∗
vcṼACvc, WA = reshape(C∗

ccW̃ACvv), (10)
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where ṼA = Θ̂∗
vcV̂ Θ̂vc and W̃A = Θ̂∗

ccŴ Θ̂vv are the projected exchange and
direct terms under the auxiliary basis Θ̂vc, Θ̂cc and Θ̂vv. Here, Θ̂vc, Θ̂cc and Θ̂vv

are reciprocal space representations of Θvc, Θcc and Θvv, respectively, that can
be obtained via FFTs. Note that the dimension of the matrix C∗

ccW̃ACcc on the
right-hand side of Eq. (10) is N2

c ×N2
v . Therefore, it needs to be reshaped into a

matrix of dimension NvNc × NvNc according to the mapping WA(icjc, ivjv) →
WA(ivic, jvjc) before it can be used in the BSH together with the VA matrix.

Once the ISDF approximations for Mvc, Mcc and Mvv are available, the cost
for constructing a low-rank approximation to the exchange and direct terms
reduces to that of computing the projected exchange and direct kernels Θ̂∗

vcV̂ Θ̂vc

and Θ̂∗
ccŴ Θ̂vv, respectively. If the ranks of Θvc, Θcc and Θvv are N t

vc, N t
cc and

N t
vv, respectively, then the computational complexity for computing the com-

pressed exchange and direct kernels is O(N t
vcN

t
vcNg+N t

ccN
t
vvNg+N t

vvN
2
g ), which

is significantly lower than the complexity of the conventional approach, which
is O(NgN

2
c N2

v ). When N t
vc ∼ t

√
NvNc, N t

cc ∼ t
√

NcNc and N t
vv ∼ t

√
NvNv are

on the order of Ne, the complexity of constructing the compressed kernels is
O(N3

e ).

5 Iterative Diagonalization of the BSE Hamiltonian

In the conventional approach, exciton energies and wavefunctions can be com-
puted by using the recently developed BSEPACK library [25,26] to diagonalize
the BSE Hamiltonian HBSE.

When ISDF is used to construct low-rank approximations to the bare
exchange and screened direct operators VA and WA, we should keep both matri-
ces in the factored form given by Eq. (10). We propose to use iterative methods
to diagonalize the approximate BSH constructed via the ISDF decomposition.

Within the TDA, several iterative methods such as the Lanczos [14] and
LOBPCG [13] algorithms can be used to compute a few desired eigenvalues of
the HBSE. For each iterative step, we need to multiply HBSE with a vector x
of size NvNc. When VA is kept in the factored form given by (10), VAx can be
evaluated as three matrix vector multiplications performed in sequence, i.e.,

VAx ← C∗
vc

[
ṼA(Cvcx)

]
. (11)

The complexity of these calculations is O(NvNcN
t
vc). If N t

vc is on the order of
Ne, then each VAx can be carried out in O(N3

e ) operations.
Because C∗

ccW̃ACvv cannot be multiplied with a vector x of size NvNc before
it is reshaped, a different multiplication scheme must be used. It follows from
the separable nature of Cvv and Ccc that this multiplication can be succinctly
written as

WAx = reshape
[
Ψ∗
c

(
W̃ 	 (ΨcXΨ∗

v )
)
Ψv

]
, (12)

where X is a Nc×Nv matrix reshaped from the vector x, Ψc is a N t
cc×Nc matrix

containing ψic(r̂k) as its elements, Ψv is a N t
vv ×Nv matrix containing ψiv (r̂k) as

its elements, and 	 denotes componentwise multiplication (Hadamard product).
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The reshape function is used to turn the Nc × Nv matrix–matrix product back
into a size NvNc vector. If N t

vv and N t
cc are on the order of Ne, then all matrix–

matrix multiplications in Eq. (12) can be carried out in O(N3
e ) operations. In

this way, each step of the iterative method has a complexity O(N3
e ) and, if the

number of iterative steps required to reach convergence is small, the iterative
diagonalization can be solved in O(N3

e ) operations.

6 Estimating Optical Absorption Spectra Without
Diagonalization

The optical absorption spectrum can be readily computed from the eigenpairs
of HBSE as

ε2(ω) = Im
[
8πe2

Ω
d∗
r

(
(ω − iη)I − HBSE

)−1
dl

]
, (13)

where Ω is the volume of the primitive cell, e is the elementary charge, dr and
dl are the right and left optical transition vectors, and η is a broadening factor
used to account for the exciton lifetime.

To observe the absorption spectrum and identify its main peaks, it is possible
to use a structure preserving iterative method instead of explicitly computing
all eigenpairs of HBSE. In Ref. [2,24], we developed a structure preserving Lanc-
zos algorithm that has been implemented in the BSEPACK [26] library. When
TDA is adopted, the structure preserving Lanczos reduces to a standard Lanczos
algorithm.

7 Numerical Results

In this section, we demonstrate the accuracy and efficiency of the ISDF method
when it is used to compute exciton energies and optical absorption spectrum in
the BSE framework. We implemented the ISDF based BSH construction in the
BerkeleyGW software package [4]. We use the ab initio software package Quan-
tum ESPRESSO (QE) [6] to compute the ground-state quantities required in the
GW and BSE calculations. We use Hartwigsen–Goedecker–Hutter (HGH) norm-
conserving pseudopotentials [8] and the LDA [7] exchange–correlation functional
in Quantum ESPRESSO. We also check these calculations in the KSSLOV soft-
ware [27], which is a MATLAB toolbox for solving the Kohn-Sham equations.
All the calculations were carried out on a single core at the Cori1 systems at the
National Energy Research Scientific Computing Center (NERSC).

We performed calculations for three systems at the Gamma point. In partic-
ular, we choose a silicon Si8 system as a typical model of bulk crystals (in the
k = 0 approximation, i.e. no sampling of the Brillouin zone) and two molecules:
carbon monoxide (CO) and benzene (C6H6) as plotted in Fig. 1. All systems are
closed shell systems, and the number of occupied bands is Nv = Ne/2, where

1 https://www.nersc.gov/systems/cori/.

https://www.nersc.gov/systems/cori/
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Ne is the valence electrons in the system. We compute the quasiparticle energies
and the dielectric function of CO and C6H6 in the BerkeleyGW [4], whereas for
Si8 in the KSSLOV [27].

Fig. 1. Atomic structures of (a) a model silicon system Si8, (b) carbon monoxide (CO)
and (c) benzene (C6H6) molecules. The white, gray, red, and yellow balls denote hydro-
gen, carbon, oxygen, and silicon atoms, respectively. (Color figure online)

7.1 Accuracy

We first measure the accuracy of the ISDF method by comparing the eigenvalues
of the BSH computed with and without the ISDF decomposition.

In our test, we set the plane wave energy cutoff required in the QE calcu-
lations to Ecut = 10 Ha, which is relatively low. However, this is sufficient for
assessing the effectiveness of ISDF. Such a choice of Ecut results in Nr = 35937
and Ng = 2301 for the Si8 system in a cubic supercell of size 10.22 Bohr3,
Nr = 19683 and Ng = 1237 for the CO molecule (Nv = 5) in a cubic cell
of size 13.23 Bohr, Nr = 91125 and Ng = 6235 for the benzene molecule in
a cubic cell of size 22.67 Bohr. The number of active conduction bands (Nc)
and valence bands (Nv), the number of reciprocal grids and the dimensions of
the corresponding BSE Hamiltonian HBSE for these three systems are listed in
Table 1.

Table 1. System size parameters for model silicon system Si8, carbon monoxide (CO)
and benzene (C6H6) molecules used for constructing corresponding BSE Hamiltonian
HBSE .

System L (Bohr) Nr Ng Nv Nc dim(HBSE)

Si8 10.22 35937 2301 16 64 2048

CO 13.23 19683 1237 5 60 600

Benzene 22.67 91125 6235 15 60 1800

In Fig. 2, we plot the singular values of the matrices Mvc(r) = {ψic(r)ψ̄iv (r)},
Mcc(r) = {ψic(r)ψ̄jc(r)} and Mvv(r) = {ψiv (r)ψ̄jv (r)} associated with the CO
molecule. We observe that the singular values of these matrices decay rapidly.
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Fig. 2. The singular values of (a) Mvc(r) = {ψic(r)ψ̄iv (r)} (Nvc = 300), (b) Mcc(r) =
{ψic(r)ψ̄jc(r)} (Ncc = 3600) and (c) Mvv(r) = {ψiv (r)ψ̄jv (r)} (Nvv = 25).

For example, the leading 500 (out of 3600) singular values of Mcc(r) decreases
rapidly towards zero. All other singular values are below 10−4. Therefore, the
numerical rank N t

cc of Mcc is roughly 500 (t = 8.3), or roughly 15% of the number
of columns in Mcc. Consequently, we expect that the rank of Θcc produced in
ISDF decomposition can be set to 15% of N2

c without sacrificing the accuracy
of the computed eigenvalues.

This prediction is confirmed in Fig. 3, where we plot the absolute difference
between the lowest exciton energy of model silicon system Si8 computed with and
without using ISDF to construct HBSE. To be specific, the error in the desired
eigenvalue is computed as ΔE = EISDF −EBGW, where EISDF is computed from
the HBSE constructed with ISDF approximation, and EBGW is computed from a
standard HBSE constructed without using ISDF. We first vary one of the ratios
N t

cc/Ncc, N t
vc/Nvc and N t

vv/Nvv while holding the others at a constant of 1. We
observe that the error in the lowest exciton energy (positive eigenvalue) is around
10−3 Ha, when either N t

cc/Ncc or N t
vc/Nvc is set to 0.1 while the other ratios

are held at 1. However, reducing N t
vv/Nvv to 0.1 introduces a significant amount

of error in the lowest exciton energy, likely because Nv = 16 is too small. We
then hold N t

vv/Nvv at 0.5 and let both N t
cc/Ncc and N t

vc/Nvc vary. The variation
of ΔE with respect to these ratios is also plotted as in Fig. 3. We observe that
the error in the lowest exciton energy is still around 10−3 Ha even when both
N t

cc/Ncc and N t
vc/Nvc are set to 0.1.

We then check the absolute error ΔE (Ha) of all the exciton energies com-
puted with the ISDF method by comparing them with the ones obtained from
a conventional BSE calculation implemented in BerkeleyGW for the CO and
benzene molecules. As we can see from Fig. 4, the errors associated with these
eigenvalues are all below 0.002 Ha when N t

cc/Ncc is 0.1.

7.2 Efficiency

At the moment, our preliminary implementation of the ISDF method within
the BerkeleyGW software package is sequential. Therefore, our efficiency test is
limited by the size of the problem as well as the number of conducting bands
(Nc) we can include in the bare and screened operators. As a result, our perfor-
mance measurement does not fully reflect the computational complexity analysis
presented in the previous sections. In particular, taking benzene as an example,
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Fig. 3. The change of absolute error ΔE in the smallest eigenvalue of HBSE associated
with the Si8 system with respect to different truncation levels used in ISDF approx-
imation of Mvc, Mcc and Mvv. The curves labeled by ‘vc’, ‘cc’, ‘vv’ correspond to
calculations in which only one of the ratios N t

vc/Nvc, N t
cc/Ncc and N t

vv/Nvv changes
while all other parameters are held constant. The curve labeled by ‘vc + cc’ corre-
sponds to the calculation in which both N t

vc/Nvc and N t
cc/Ncc change at the same rate

(N t
vv = Nvv).

Fig. 4. Error in all eigenvalues of the BSH associated with the (a) CO and (b) benzene
molecules. Two rank truncation ratios N t

cc/Ncc = 0.5 (t = 30.0) and N t
cc/Ncc = 0.1

(t = 6.0) are used in the tests.

Ng = 6235 is much larger than Nv = 15 and Nc = 60, therefore the computa-
tional cost of N2

gN2
v ∼ O(N4

e ) term is much higher than the NgN
2
vN2

c ∼ O(N5
e )

term in the conventional BSE calculations.
Nonetheless, in this section, we will demonstrate the benefit of using ISDF to

reduce the cost for constructing the BSE Hamiltonian HBSE. In Table 2, we focus
on the benzene example and report the wall-clock time required to construct
the ISDF approximations of the Mvc, Mcc, and Mvv matrices at different rank
truncation levels. Without using ISDF, it takes 746.0 s to construct the reciprocal
space representations of Mvc, Mcc, and Mvv in BerkeleyGW. Most of the time
is spent in the several FFTs applied to Mvc, Mcc, and Mvv, in order to obtain
the reciprocal space representation of these matrices. We can clearly see that by
reducing N t

cc/Ncc from 0.5 (t = 30.0) to 0.1 (t = 6.0), the wall-clock time used
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to construct the low-rank approximation to Mcc reduces from 578.9 to 34.3 s.
Furthermore, the total cost of computing Mvc, Mcc and Mvv is reduced by a
factor 19 when compared with the cost of a conventional approach (39.3 vs.
746.0 s) if N t

vc/Nvc, N t
vv/Nvv and N t

cc/Ncc are all set to 0.1.

Table 2. The variation of time required to carry out the ISDF decomposition of Mvc,
Mvv and Mcc with respect to rank truncation ratio for the benzene molecule.

Rank truncation ratio Time (s) for Mij(r)

N t
vc/Nvc N t

vv/Nvv N t
cc/Ncc Mvc Mvv Mcc

1.0 0.5 0.5 157.0 5.8 578.9

1.0 0.5 0.1 157.0 5.8 34.3

0.1 0.1 0.1 4.3 0.7 34.3

Since the ISDF decomposition is carried out on a real-space grid, most of the
time is spent in performing the QRCP in real space. Even though QRCP with
random sampling has O(N3

e ) complexity, it has a relatively large pre-constant
compared to the size of the problem. This cost can be further reduced by using
the recently proposed centroidal Voronoi tessellation (CVT) method [5].

In Table 3, we report the wall-clock time required to construct the pro-
jected exchange and direct matrices ṼA and W̃A that appear in Eq. (10) from
the ISDF approximations of Mvc, Mvv, and Mcc. The current implementation
in BerkeleyGW requires 103,154 s (28.65 h) in a serial run for the full con-
struction of HBSE. In the present reimplementation, without ISDF, it takes
1.574 + 4.198 = 5.772 s to construct both WA and VA. Note that the original
implementation in BerkeleyGW is much slower as it requires a complete inte-
gration over G vectors for each pair of bands. When N t

cc/Ncc is set to 0.1, the
cost for constructing the full WA, which has the largest complexity, is reduced
by a factor 2.8. Furthermore, if N t

vc/Nvc, N t
vv/Nvv and N t

cc/Ncc are all set to
0.1, we reduce the cost for constructing ṼA and W̃A by a factor of 63.0 and 10.1
respectively.

Table 3. The variation of time required to construct the projected bare and screened
matrices ˜VA and ˜WA exhibited by the ISDF method respect to rank truncation ratio
for the benzene molecule.

Rank truncation ratio Time (s) for HBSE

N t
vc/Nvc N t

vv/Nvv N t
cc/Ncc

˜VA
˜WA

1.0 1.0 1.0 1.574 4.198

1.0 0.5 0.1 1.574 1.474

0.1 0.1 0.1 0.025 0.414
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7.3 Optical Absorption Spectra

One important application of BSE is to compute the optical absorption spec-
trum, which is determined by optical dielectric function in Eq. (13). Figure 5 plots
the optical absorption spectra for both CO and benzene obtained from approx-
imate HBSE constructed with the ISDF method and the HBSE constructed in a
conventional approach implemented in BerkeleyGW. When the rank truncation
ratio N t

cc/Ncc is set to be only 0.10 (t = 6.0), the absorption spectrum obtained
from the ISDF approximate HBSE is nearly indistinguishable from that pro-
duced from the conventional approach. When N t

cc/Ncc is set to 0.05 (t = 3.0),
the absorption spectrum obtained from ISDF approximate HBSE still preserves
the main features (peaks) of the absorption spectrum obtained in a conventional
approach even though some of the peaks are slightly shifted, and the height of
some peaks are slightly off.

Fig. 5. Optical dielectric function (imaginary part ε2) of (a) CO and (b) benzene
molecules computed with the ISDF method (the rank ratio N t

cc/Ncc is set to be 0.05
(t = 3.0) and 0.10 (t = 6.0)) compared to conventional BSE calculations in Berke-
leyGW.

8 Conclusion and Outlook

In summary, we have demonstrated that the interpolative separable density fit-
ting (ISDF) technique can be used to efficiently and accurately construct the
Bethe–Salpeter Hamiltonian matrix. The ISDF method allows us to reduce
the complexity of the Hamiltonian construction from O(N5

e ) to O(N3
e ) with

a much smaller pre-constant. We show that the ISDF based BSE calculations in
molecules and solids can efficiently produce accurate exciton energies and optical
absorption spectrum in molecules and solids.

In the future, we plan to replace the costly QRCP procedure with the cen-
troidal Voronoi tessellation (CVT) method [5] for selecting the interpolation
points in the ISDF method. The CVT method is expected to significantly reduce
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the computational cost for selecting interpolating point in the ISDF procedure
for the BSE calculations.

The performance results reported here are based on a sequential implementa-
tion of the ISDF method. In the near future, we will implement a parallel version
suitable for large-scale distributed memory parallel computers. Such an imple-
mentation will allow us to tackle much larger problems for which the favorable
scaling of the ISDF approach will be more pronounced.
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Abstract. The paper presents a computational framework for assessing quanti‐
tatively the detection capability of structural health monitoring (SHM) systems
for flat plates. The detection capability is quantified using the probability of
detection (POD) metric, developed within the area of nondestructive testing,
which accounts for the variability of the uncertain system parameters and
describes the detection accuracy using confidence bounds. SHM provides the
capability of continuously monitoring the structural integrity using multiple
sensors placed sensibly on the structure. It is important that the SHM can reliably
and accurately detect damage when it occurs. The proposed computational frame‐
work models the structural behavior of flat plate using a spring-mass system with
a lumped mass at each sensor location. The quantity of interest is the degree of
damage of the plate, which is defined in this work as the difference in the strain
field of a damaged plate with respect to the strain field of the healthy plate. The
computational framework determines the POD based on the degree of damage of
the plate for a given loading condition. The proposed approach is demonstrated
on a numerical example of a flat plate with two sides fixed and a load acting normal
to the surface. The POD is estimated for two uncertain parameters, the plate
thickness and the modulus of elasticity of the material, and a damage located in
one spot of the plate. The results show that the POD is close to zero for small
loads, but increases quickly with increasing loads.

Keywords: Probability of detection · Nondestructive testing
Structural health monitoring · Model-assisted probability of detection

1 Introduction

Structural health monitoring (SHM) is used for the diagnosis and localization of damage
existing in large-scale infrastructures (Laflamme et al. 2010, 2013). The increased
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utilization and insufficient maintenance of these infrastructures usually lead to high risks
associated with their failures (Karbhhari 2009; Harms et al. 2010). Due to the expensive
costs on repairs, timely inspection and maintenance are essential in improving health
and ensuring safety of civil infrastructures (Brownjohn 2007), in turn to lengthen the
sustainability.

Probability of detection (POD) (Sarkar et al. 1998) was developed to provide a
quantitative assessment of the detection capability of nondestructive testing (NDT)
systems (Blitz and Simpson 1996; Mix 2005). POD can be used for various purposes,
for example, it can be used to demonstrate compliance with standard requirements for
inspection qualification, such as “90% POD with 95% confidence”. It can also be used
as input to probabilistic safety assessment (Spitzer et al. 2004; Chapman and Dimitri‐
jevic 1999) and risk-based inspection (RBI) (Zhang et al. 2017; DET NORSKE
VERITAS 2009). Because of these wide applications, POD is selected as an important
metric in many industrial areas to detect defects or flaws, such as cracks inside parts or
structures during manufacturing or for products in service. Traditional POD determi‐
nation relies on experimental information (Generazio 2008; Bozorgnia et al. 2014).
However, experiments can be time-consuming and expensive.

To reduce the experimental information needed for determining the POD, model-
assisted probability of detection (MAPOD) methods have been developed (Thompson
et al. 2009). MAPOD has been successfully applied to various NDT systems and modal‐
ities, such as eddy current simulations (Aldrin, et al. 2009), ultrasonic testing simulations
(Smith et al. 2007), and SHM models (Aldrin et al. 2010, 2011). Due to the economic
benefits of MAPOD in the SHM area, several approaches have been developed, such as
the uniformed approach (Thompson 2008), advanced numerical simulations (Buethe
et al. 2016; Aldrin et al. 2016; Lindgren et al. 2009), and have applied those on guided
wave models (Jarmer and Kessler 2015; Memmolo et al. 2016).

In this paper, a MAPOD framework for SHM of flat plates is proposed. The approach
determines the POD of damage of flat plates based on the loading and the degree of
damage, which depends on the change in strain field of the damaged plate relative to the
healthy one. The structural behavior is modeled with a simple spring-mass system to
estimate the strain field. To demonstrate the effectiveness of the proposed framework,
a flat plate with fixed ends and a normal load, as well as one damaged location is inves‐
tigated. The uncertain parameters used in the study are plate thickness and the material
modulus of elasticity. The results show that the framework can determine the POD as a
function of the load and the degree of damage.

This paper is organized as follows. Next section describes the SHM structural model.
Section 3 outlines the MAPOD framework used in this work. Section 4 presents results
of a numerical example on the plate model. The paper ends with conclusion and plans
of future work.

2 Structural Health Monitoring Model

SHM techniques use arrays of large-area electronics measuring strain to detect local
faults. In Downey et al. (2017), a fully integrated dense sensor network (DSN) for the
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real-time SHM of wind turbine blades was proposed and experimentally validated on a
prototype skin. The sensor, called soft elastomeric capacitor (SEC), is customizable in
shape and size. The SEC’s unique attribute is its capability to measure additive in-plane
strain. It follows that the signal needs to be decomposed into orthogonal directions in
order to obtained unidirectional strain maps. The SEC based sensing skin is illustrated
in Fig. 1, with the sketch Fig. 1a showing an individual SEC, and Fig. 1b showing the
fully integrated DSN system.

Fig. 1. Conceptual layout of a fully integrated SEC-based sensing skin for a wind turbine blade:
(a) SEC with connectors and annotated axis; (b) deployment inside a wind turbine blade (Downey
et al. 2017).

Inspired by the completed experimental work and SEC, a simulation model, devel‐
oped as a matrix of discrete mass and stiffness elements, was constructed linking the
strain to exist condition of the structures. A spring-mass system is used to represent the
system being monitored, with a lumped mass at each sensor location. This model is
based on the stiffness relationship between force vector F and measured displacement
vector U. The additive strain is related to displacement by a transformation matrix D.
Then, a static strain error function was defined to find the stiffness K by taking the
difference between the predicted additive strain and field additive strain measurements.

Mindlin plate theory is used in this work to implement the plate model. In particular,
the plate is divided by rectangular elements with SEC in the center for computational
efficiency. On each element, the displacements in each node parallel to the undeformed
middle plane, u and v, as a distance z from the centroidal axis can be expressed by

u = z𝜃x = z
𝜕w

𝜕x
, v = z𝜃y = z

𝜕w

𝜕y
, w = w0,

where 𝜃x and 𝜃y are the rotations of the normal to the middle plane with respect to axes
y and x, respectively as illustrated in Fig. 2.
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Fig. 2. Free-body diagram of a flat plate showing the stress distributions.

In this work, a fixed-ends plate is tested under a SHM system, containing 40 sensors,
as shown in Fig. 3. Red regions represent the boundaries, which are fixed, so they are
not considered in calculation. Cells containing blue numbers have sensors set up at
centers, and strain field within the same cell is assumed to be uniform. Black numbers
are computational nodes, where the calculation of strain is made.

30

Fig. 3. SHM system setup. (Color figure online)

The red circle at node #33 shows the location where the load is applied, pointing
normal to the plate. The green cell, #30, will be used to add artificial damage at its center.
Contours of the deflection field contours for a healthy plate are shown in Fig. 4.
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(b)

Fig. 4. Contours of deflection of the healthy plate for a force of 1 N. (Color figure online)

3 MAPOD Framework

POD is essentially the quantification of inspection capability starting from the distribu‐
tions of variability, and describes its accuracy with confidence bounds, also known as
uncertain bounds. In many cases, the final product of a POD curve is the flaw size, a,
for which there is a 90% probability of detection. This flaw size is denoted a90. The 95%
upper confidence bound on a90 is denoted as a90/95. The POD is typically determined
through experiments which are both time-consuming and costly. This motivated the
development of the MAPOD methods with the aim for reducing the number of experi‐
mental sample points by introducing insights physics-based simulations (Thompson
et al. 2009).

The main elements of the proposed MAPOD framework is shown in Fig. 5. The
process starts by defining the random inputs with specific statistical distributions
(Fig. 5a). Next, the random inputs are propagated through the simulation model (Fig. 5b).
For this step of the process, we use latin hypercube sampling (LHS) (Haddad 2013) to
obtain identically independent samples from the input parameter distributions.

In this work, the simulation model is calculated using an analytical model (described
in Sect. 2), to obtain the quantity of interest (Fig. 5c). In this work, the quantity of interest
is the sum of the difference between current strain field and mean of healthy-plate strain
field, in other words we are interested in Σ(S − μS*) where S is the current strain field
and is the mean of the healthy plate strain field.

The stiffness and strain within each cell are assumed to be the same in the structural
model. Therefore, to describe the damage of the cells, we introduce a reduction param‐
eter, α, ranging between 0 and 1. If the reduction parameter is equal to 1 there is no
damage, while a value of 0 indicates total damage. We also introduce a parameter repre‐
senting the degree of damage as γ = 1 – α (which ranges between 0 and 1). Values close
to 1 indicate high degree of damage, and values close to 0 indicate low degree of damage.

The next step in the MAPOD process is to construct the so-called “â vs. a” plot
(Fig. 5d) by drawing from the samples obtained in the last step and using linear
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regression to plot the quantity of interest (Σ(S − μS*)) versus the degree of damage (γ).
With this information, the POD at each degree of damage is determined and the POD
curves are generated (Fig. 5e).

4 Results

In this study, two random input parameters are considered, the thickness of the plate and
the modulus of elasticity. The thickness distribution is assumed to have an uniform
distribution of U(1.3 mm, 1.35 mm) and the modulus of elasticity is assumed to have a
Gaussian distribution of N(7e4, 1e3). The distributions are shown in Fig. 6. The distri‐
butions are sampled one hundred times using latin hypercube sampling (LHS) (see
Fig. 7). The LHS samples are propagated through the structural model with a force of
F = 1 N without any damage. The mean strain field of those runs, μS*, is shown Fig. 8.
This term is used as a reference vector, and POD curves can be generated through
comparing the sum of the difference between this mean strain field and current strain
field with detection threshold of system.

Fig. 5. Overview of model-assisted probability of detection for structural health monitoring: (a)
probabilistic inputs, (b) simulation model, (c) response (strain field in this work), (d) “â vs. a”
plot, (e) POD curves.
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(a)                  (b)

Fig. 6. Statistical distribution on uncertainty parameters: (a) thickness of plate; (b) modulus of
elasticty.

(a)             (b)

Fig. 7. Latin hyper cube (LHS) sampling: (a) thickness of plate; (b) elastic modulus.

(a)                                    (b)

Fig. 8. Mean strain field of healthy plate: (a) F = 1 N; (b) F = 4 N.
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To determine the POD of the SHM system the following computational experiments
are performed using the proposed MAPOD framework (Fig. 5). An artificial damage is
introduced by parametrically varying the degree of damage parameter at cell number 30
(see Fig. 3), γ30, with the values of 0.1, 0.3, 0.5, 0.7, and 0.9. In each case, we take 1,000
LHS samples and propagate them through structural model to obtain the output strain
fields. From those results, we take the sum of the difference between each of those strain
fields and the mean strain field of the healthy plate. With the “â vs. a” plots generated,
we set the detection threshold as 0.85 and determine the POD curves. The process is
repeated for loads, F, ranging from low to medium to high. In this case, we use values
of F of 0.1 N, 1 N, and 4 N.

The results of the MAPOD analysis giving the POD curves for the SHM system as
a function of the load F and the degree of damage γ are presented in Figs. 9, 10 and
11. It can be seen that for low loads, the POD is very low, and the POD increases as the
load increases. In particular, for F = 0.1 N, the POD is close to zero even when the
damage is large. For the higher loads, the SHM system is capable of detecting the
damage. More specifically, for F = 1 N the 50% POD, a50, 90% POD, a90, and 90% POD

Fig. 9. Model responses at different degrees of damage, and linear regression, for various forces.

Fig. 10. POD curves versus different degrees of damage, for various forces.
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with 95% confidence, a90/95, are 0.3078, 0.5581, and 0.5776, respectively, whereas for
F = 4 N, we have those metrics at 0.0619, 0.1157, and 0.1199, respectively. Thus, we
can see that the larger load, the smaller the damage is needed to be detected, which in
turn means that the detection capability is improving with increasing loads.

Fig. 11. POD surface with respect to degree of damage and force added, in 3D space

5 Conclusion

A framework for model-assisted probability of detection of structural health monitoring
(SHM) systems of flat plates is proposed. Provided information on the uncertainties
within the system and the sensor responses, the probability of detecting damage can be
determined. The framework provided a quantitative capability to assess the reliability
of SHM systems for flat plates. This capability is important when designing the SHM
system. For example, answering the question of where to place the sensors. Future work
will consider more complex cases, such as systems with larger numbers of uncertain
parameters and damage locations.
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Abstract. With the popularization of automobiles, more and more algo-
rithms have been proposed in the last few years for the anomalous tra-
jectory detection. However, existing approaches, in general, deal only
with the data generated by GPS devices, which need a great deal of
pre-processing works. Moreover, without the consideration of region’s
local characteristics, those approaches always put all trajectories even
though with different source and destination regions together. There-
fore, in this paper, we devise a novel framework for anomalous trajectory
detection between regions of interest by utilizing the data captured by
Automatic Number-Plate Recognition (ANPR) system. Our framework
consists of three phases: abstraction, detection, classification, which is
specially engineered to exploit both spatial and temporal features. In
addition, extensive experiments have been conducted on a large-scale
real-world datasets and the results show that our framework can work
effectively.

Keywords: Anomalous trajectory · Regions of interest
ANPR system

1 Introduction

It has been well known that “one person’s noise could be another person’s sig-
nal.” Indeed, for some applications, the rare is more attractive than the usual.
For example, when mining vehicle trajectory data, we may pay more attention to
the anomalous trajectory since it is helpful to the urban transportation analysis.

Anomalous trajectory is an observation that deviates so much from other
observations as to arise suspicious that it may be generated by a different mech-
anism. Analyzing such type of movement between regions of interest is beneficial
for us to understand the road congestion, reveal the best or worst path, locate
the main undertaker when traffic accidents happen and so on.

Existing trajectory-based data mining techniques mainly exploit the geo-
location information provided by on-board GPS devices. [1] takes advantage of
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real-time GPS traffic data to evaluate congestion; [2] makes use of GPS posi-
tioning information to detect vehicles’ speeding behaviors; [21] utilizes personal
GPS walking trajectory to mine frequent route patterns. Exploiting GPS data to
detect anomalous trajectories has a good performance. However, there are con-
siderable overhead in installing GPS devices and collecting data via networks.

In this paper, we devise a novel framework for anomalous trajectory detection
between regions of interest based on the data captured by ANPR system. In an
ANPR system, a large number of video cameras are deployed at various locations
of an area to capture and automatically recognize their license plate numbers of
passing by vehicles. Each of location is often referred to as an ANPR gateway.
And the trajectory of a vehicle is the concatenation of a sequence of gateways.

Compared to existing techniques that make use of GPS data, exploiting
ANPR records in anomalous trajectory detection has the following advantages:
high accuracy in vehicle classification, low costs of system deployment and main-
tenance, better coverage by monitoring vehicles and so on.

In summary, we make the following contributions in contrast to existing
approaches:

1. We introduce ANPR system that not only can constantly and accurately
reveal the road traffic but also almost does not need additional pre-processing
works.

2. We devise a novel framework to detect anomalous trajectory between regions
of interest. Specifically, we take the road distribution and road congestion
into consideration.

3. Finally, using the real monitoring records, we demonstrate our devised frame-
work can detect the anomalous trajectories correctly and effectively.

The rest of this paper is organized as follows. Section 2 presents the related
works. Section 3 provides the problem statement. Section 4 gives our specific
anomalous trajectory detection algorithms. Section 5 describes the results of
experimental evaluation. Finally, the concluding remarks are drawn in Sect. 6.

2 Related Work

Here, we review some related and representative works. And this section can be
categorized into two parts. The first part will revolve around outlier detection
algorithms, whereas the second part will concentrate on the existing anonymous
trajectory detection algorithms.

2.1 Outlier Detection Algorithms

A great deal of outlier detection algorithms have been developed for multi-
dimensional points. These algorithms can be mainly divided into two classes:
distance-based and density-based.
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1. Distance-based method: This method is originally proposed in [7,15–17].
“ An object O in a dataset T is a DB(p,D)-outlier if at least fraction p of the
objects in T lies greater than distance D from O.” This method relies deeply
on the global distribution of the given dataset. So if the distribution con-
forms to or approximately conforms to uniform distribution, this algorithm
can perform perfectly. However, it encounters difficulties when analyzing the
dataset with various densities.

2. Density-based method: This method is proposed in [18,19]. A point is
classified into an outlier if the local outlier factor (LOF) value is greater than a
given threshold. Here, each point’s LOF value depends on the local densities of
its neighborhoods. Clearly, the LOF method dose not suffer from the problem
above. However, the computation of LOF values require a great batch of k-
nearest neighbor queries, and thus, can be computationally expensive.

2.2 Anomalous Trajectory Detection Algorithms

In recent years, more and more researchers have paid their attention to anoma-
lous trajectory detection [3,5,6,14]:

Fontes and De Alencar [3] give a novel definition of standard trajectory in
their paper, and propose that if there is at least one standard path that has
enough neighborhoods nearby, then a potential anomalous trajectory that does
not belong to standard group would be regarded to perform a detour, and is
classified into anomalous. This rather simplistic approach even though can find
out all anomalous trajectories, quantities of normal trajectories are incorrectly
classified.

Lee et al. [6] propose a novel partition-and-detect framework. In their paper,
they claim that even though some partitions of a trajectory show an unusual
behavior, these differences may be averaged out over the whole trajectory. So,
they recommend to split a trajectory into various partitions (at equal intervals),
and a hybrid of distance- and density-based approaches are used to classify each
partition as anomalous or not, as long as one of the partitions is classified into
anomalous, the whole trajectory is considered as anomalous. However, solely
using distance and density can fail to correctly classify some trajectories as
anomalous.

Li [14] present an anomalous trajectory detection algorithm based on clas-
sification. In their algorithm, they first extract some common patterns named
motifs from trajectories. And then they transform the set of motifs into a feature
vector which will be fed into a classifier. Finally, through their trained classifier
a trajectory is classified into either “normal” or “anomalous”. Obviously, their
algorithm depends deeply on training. However, in a real world, it is not always
easy to obtain a good training set. Notice that our algorithm does not require
such training.

Due to the inherent drawbacks of the GPS devices, some researchers have
turned their attention to the ANPR system. Homayounfar [20] apply data clus-
tering techniques to extract relevant traffic patterns from the ANPR data to
detect and identify unusual patterns and irregular behavior of multi-vehicle con-
voy activities. Sun [4] propose a new anomaly detection scheme that exploits
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vehicle trajectory data collected from ANPR system. Their scheme is capable of
detecting vehicles with the behavior of wandering round and unusual activity at
specific time. However, these methods are too one-side, and there is no effective
and comprehensive method to detect anomalous trajectory.

3 Problem Statement

In this section, we give several basic definitions and the formal problem state-
ment. Before that, we make a brief synopsis of our dataset.

As mentioned before, our dataset were collected from ANPR system. By pro-
cessing the ANPR data, we could get each vehicle’s historical ANPR records.
Each ANPR record includes the captured time, the gateway id of the captur-
ing camera, and the license of the captured vehicle [4]. And by asking Traffic
Police Bureau for help, we can obtain the latitude and longitude of every on-line
gateway id.

Definition 1 (TRAJECTORY). A trajectory consists of a sequence of passing
by points [p1, p2,. . . , pn], where each point is composed of the captured time,
the latitude and the longitude of the surveillance camera.

Definition 2 (CANDIDATE TRAJECTORY). Let SRC, DEST be the source
region and the destination region of interest and t = [p1, p2,. . . , pn] is a trajec-
tory. t becomes a candidate trajectory if and only if the source region P1 = SRC
and the destination region Pn = DEST.

Candidate group is a set of candidate trajectories.

Definition 3 (NEIGHBORHOOD). Let t be a candidate trajectory, the neigh-
borhoods of t can be collected by the following formula:

N(t, maxDist) = {ci | ci is a candidate and dist(t,ci) ≤ maxDist }.

where dist(t,ci) can be calculated by the use of Algorithm 2, and the maxDist
means maximum distance, it is a predefined threshold.

Definition 4 (STANDARD TRAJECTORY). Let t be a candidate trajectory, t
is a standard trajectory if and only if |N(t,maxDist)| ≥ minSup, where minSup
means minimum support, it is also a predefined threshold.

Standard group is a set of standard trajectories.

Definition 5 (ANOMALOUS TRAJECTORY). A candidate trajectory will
be classified into anomalous if it satisfies both of the following requirements:

1. the similarity between the candidate trajectory and the standard group is less
than a given threshold S;

2. the difference between the candidate trajectory and the standard group is
more than a given threshold D;
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PROBLEM STATEMENT: Given a set of trajectories T = {t1, t2,. . . ,tn},
a fixed S-D pair (S, D) and a candidate trajectory t = [p1, p2,. . . , pn] moving
from S to D. We are aimed to verify whether t is anomalous with respect to T.
Furthermore, we would like to reveal the anomalous score that will be used to
arrange the processing priority.

4 Anomalous Trajectory Detection Framework

In this section, we introduce our devised anomalous trajectory detection frame-
work in details. This framework is mainly divided into three phases: abstraction,
detection, classification.

4.1 Abstraction

The abstraction is aimed to abstract the candidate group and the standard group
between regions of interest from a large number of unorganized ANPR records.

The first step of which is to synthetic a vehicle’s trajectory. By the hand of
ANPR system, we can synthetic a trajectory which is composed of the vehicle’s
captured records in a whole day. However, analyzing the entire trajectory of a
vehicle may not be able to extract enough features. Thus, we decide to partition
the whole trajectory into a set of sub trajectories based on the time interval
between records. Each sub trajectory indicates an individual short-term driving
trip. And in a sub trajectory, the time interval between records must be less
than practical threshold Duration.

The second step of which is to abstract the candidate group and the standard
group. By the use of the definitions presented at Definitions 2 and 4, we can
abstract them quickly. However, we may run into a bad situation when we apply
the method to a desert region (the desert means the region is desolate and
there are so little passing by vehicles). In a desert region, there may be not
enough vehicle’s monitoring trajectories for us to abstract standard group. In
this situation, we can find out 5 most frequently used paths to compose our
standard group.

4.2 Detection

The detection is intended to calculate the similarity and difference between the
candidate and the standard group. In this section, we propose adjusting weight
longest common subsequence (AWLCS) to calculate the similarity and adjusting
weight dynamic time warping (AWDTW) to calculate the difference.

Adjusting Longest Common Weighted Subsequence. In the beginning,
we introduce the famous NP-hard problem LCS:

Problem 1. The string Longest Common Subsequence (LCS) Problem:
INPUT: Two trajectories t1,t2 of length n,m;
OUTPUT: The length of the longest subsequence common to both strings.
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For example, for t1=[p1,p2,p3,p4,p4,p1,p2,p5,p6] and t2=[p5,p6,p2,p1,p4,p5,
p1,p1,p2], LCS(t1,t2) is 4, where a possible such subsequence is [p1,p4,p1,p2].

Using LCS algorithm to calculate the similarity between two trajectories
gives good results when the captured cameras are deployed at approximately
equidistance. But if not, a problem arises. The problem is the following: some
cameras are adjacent with each other, while some cameras are remote with each
other, just like the situation depicted in Fig. 1. Now when we apply LCS to cal-
culate the similarity between two trajectories, all cameras are deemed as equally
important (in fact, the remote cameras play a more important role than the
adjacent cameras), which neglects the road distribution definitely leading to a
bad result.

Fig. 1. non-equidistant cameras Fig. 2. Traffic volumes of captured
cameras

One good way to solve this problem is to allocate different weights to different
captured cameras: smaller weights to cameras that are located in dense area
and bigger weights to the cameras that are located in sparse area. In there, we
abstract the cameras into points. Weight of point i(wi) can be calculated, for
instance, by using the following equation:

wi =
ci

Σk=n−1
k=0 ck

, (1)

where

ci =

⎧
⎪⎨

⎪⎩

dist(p2,p1)
equidistant , i = 0

dist(pi+1,pi)+dist(pi,pi−1)
2∗equidistant , 1 < i < n − 1

dist(pn,pn−1)
equidistant , i = n − 1

(2)

The variable equidistant tells the distance interval on the condition that the
points of a trajectory are distributed at equidistance:

equidistant =
dist(pn, p1)

n − 1
(3)
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Algorithm 1. Adjusting Weight Longest Common Subsequence
Input: A,B
Output: the longest common weighted subsequence

1 m := length(A);
2 n := length(B);
3 if m == 0 or n == 0 then
4 return 0;

5 else if A[m] == B[n] then
6 return weight(B[n]) + AWLCS(Head(A),Head(B));

7 else
8 return max(AWLCS(Head(A),B),
9 AWLCS(A,Head(B)));

And coefficient Ci tells how far the neighbors of point pi are located com-
pared with a case where the points are distributed at approximately equidistant
equidistance. Note that in the case of 0 < i < n − 1, the points have two neigh-
bors, while in the case of i = 0 and i = n−1, the points only have one neighbor.

Now, we can present AWLCS in Algorithm 1.
By Algorithm 1, we can obtain the similarity measure between the candidate

and one standard. As for the similarity between the candidate and the standards
is the maximum between the candidate and the standard in group.

Adjusting Weight Dynamic Time Warping. We now discuss the problem
of computing the difference between a candidate and the standard group using
AWDTW.

The simplest way of calculating dynamic time warping is given by [13] using
dynamic programming. This method is mainly divided into two steps. The first
step is to evaluate the distance matrix of two trajectories. And the second step
is to find the shortest path moving from the lower left corner DTW[0, 0] to the
upper right corner DTW[n, m]. The pseudo-code is presented in Algorithm2.

For point [i, j], it only can be arrived at insertion (previous point is [i-1, j]),
or deletion (previous point is [i, j-1]), or match (previous point is [i-1, j-1]). So
[i, j] must choose one of the three distance extensions to pass through point [i,
j], at this time, the cumulative distance is calculated as (lines 12, 13, 14).

When we apply DTW to calculate the difference between two trajectories,
we take the road congestion into consideration. It’s obvious that the traffics
among different roads is different, some differences even are much huge, just
like the situation depicted in Fig. 2. So some experienced drivers may choose an
unusual trajectory that though may deviates from the standard group, to avoid
congestion.

Therefore, similar to AWLCS, the AWDTW also allocate a weight to the
captured camera. However, the definition of weight in AWDTW is much different
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Algorithm 2. Dynamic Time Warping
Input: A, B
Output: DTW[n,m]

1 m := length(A);
2 n := length(B);
3 DTW := array[0...n, 0...m];
4 for i = 1; i ≤ n; i + + do
5 DTW[i, 0] := infinity;

6 for j = 1; j ≤ m; j + + do
7 DTW[0, j] := infinity;

8 DTW[0,0] = 0;
9 for i = 1; i ≤ n; i + + do

10 for j = 1; j ≤ m; j + + do
11 cost:= distance(s[i], t[j]);
12 DTW[i, j] := cost + minimum(DTW[i-1, j ],
13 DTW[i , j-1],
14 DTW[i-1, j-1]);

15 return DTW[n, m]

from that in ALCWS. Under this circumstance, we can calculate weight wi as
the ratio of average traffic volume to the traffic volume of pi.

weight(pi) =

∑
pk∈φ V ol(pk)/|φ|

V ol(pi)
(4)

where Vol(pk) is the traffic volume of pk at a certain duration and φ is the
collection of all points.

By this calculation, we will obtain a low value weight (pi) when the point
pi’s congestion is heavier than the average, and a high value weight (pi) when
the point pi’s congestion is lighter than the average. The bigger of the value
weight (pi), the higher of the chance that pi is chosen.

When we compute the weight of a point pk, Vol(pk) may be zero, which will
bring about a serious impact on the following computation. So, we add an initial
value 1 to every Vol(pk).

After defining the weight value, when we compute the distance between pi in
standard trajectory and pj in the candidate trajectory, the distance is multiplied
by the weight (pj). After the adjustment, the distance is decreased in a congested
region due to a low weight (pj) value (<1.0), but it is increased in a uncongested
region due to a high weight (pj) value (>1.0).

Before we give the difference between the standard group and the candidate
trajectory, we first introduce the inter-group distance and intra-group distance:

INTER-GRPUP DISTANCE: The inter-group distance ω is the distance
between the standard group and the candidate trajectory, which is equal to the
minimum between the candidate and the standard trajectory in standard group.
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INTRA-GROUP DISTANCE: The intra-group distance u is the maximum
distance of any two trajectories in standard group.

In order to calculate the intra-group distance u, the size of the standard
group must be greater than or equal to 2. So when there is only 1 element in
group, this method has lost efficacy. Under this circumstance, we randomly select
5 candidate trajectories to form our standards, at this time, u is equal to the
minimum between any two standard trajectories in standard group.

After acquiring the inter-group distance and the intra-group distance, the
difference between the candidate and the standard group can be calculated as
following:

difference =
|ω − u|

u
(5)

where the ω tells us the distance between the candidate trajectory and the
standard group, and the u can be regarded as the distance between a standard
trajectory and the standard group, thus the |ω − u| reveals that how far away the
candidate trajectory in contrast to a standard trajectory. However, we can not
directly use the |ω − u| to stand for difference, because there is a great difference
for different source region and the destination region. By dividing the u, it can
neglect this effect.

4.3 Classfication

The classification is designed to classify the candidate trajectory into anomalous
or normal according to the similarity and difference calculated in previous stage.
The concrete classification method is presented in Definition 5.

Once a candidate is classified into anomalous, some actions should be taken
at once. But, if a great deal of candidate trajectories are classified into anoma-
lous at the same time, what’s the processing sequences? Obviously, The bigger
anonymity, the higher processing priority. Thus, we propose anomalous score to
show its level of anonymity, whose computational formula is presented in the
following:

Δ(s, d) = �eλ(S−s) + eλ(d−D)� (6)

Here, λ is a temperature parameter, s and d are the calculated similarity and
difference, S and D are the aforementioned similarity threshold and difference
threshold. For our experiments, we choose λ = 500. According to the computa-
tion formula, we can conclude that the bigger the similarity s, the smaller the
anomalous score; the bigger the difference d, the bigger the anomalous score.

5 Experimental Evaluation

Here, we provide an empirical evaluation and analysis of our devised framework.
All the experiments are run in Python 3.5 on Mac OS.
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5.1 Experimental Dataset

Our dataset were collected from the ANPR system deployed at Hefei between
August 15, 2017 and August 23, 2017. The total number of ANPR records is
close to 100 million, which includes about 10 million trajectories. However, there
is still a lack of anomalous trajectories, so we simulate the illegal drivers’ escape
inspection behaviors and taxi drivers’ detour behaviors in real environment.

5.2 Evaluation Criteria

A classified candidate trajectory will fall into one of the following four scenarios:

1. True positive (TP): an anomalous trajectory is correctly labeled to anoma-
lous;

2. False positive (FP): a non-anomalous trajectory is incorrectly labeled to
anomalous;

3. False negative (FN): an anomalous trajectory is incorrectly labeled to non-
anomalous;

4. True negative (TN): a non-anomalous trajectory is correctly labeled to non-
anomalous.

According to the number of TP, FP, FN, TN, we can get the Precision and
the Recall :

Precision: The precision concentrates on this problem: of all trajectories where
we labeled to anomalous, what fraction actually be correctly labeled.

Precision =
TP

TP + FP

Recall: The recall concentrates on this problem: of all trajectories that actually
is anomalous, what fraction did we correctly labeled to anomalous.

Recall =
TP

TP + FN

Obviously, the bigger of precision and recall, the better performance of this
binary classification. However, you can’t have your cake and eat it too. Thus,
taking these two indicator into consideration, we choose F1-measure to evaluate
the performance of this binary classification.

F1-measure =
2 ∗ Precision ∗ Recall

Precision + Recall

5.3 Parameters Setting

As in many other data mining algorithm, the parameters setting is essential for
the final experiment results. In our framework, we need to set the following five
parameters: duration threshold, maxDist, minSup, similarity threshold, difference
threshold.
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Duration Threshold: In the actual drive test at Hefei, the duration that a
vehicle passes through two adjacent captured point is no more than 30 min even
though during rush hours. Besides, we have calculated and analysis the ANPR
records, its distribution is presented at Fig. 3, the proportion of the duration that
less than 30 min is up to 74.6%. Thus, we set the duration threshold = 30 min.

maxDist and minSup: It is obvious that with the increase of maxDist, more
candidate trajectories would be included in standard group; however, with the
increase of minSup, less candidate trajectories would be included in standard
group. And the bigger of the size of standard group, the less of the chance of
a candidate trajectory classified to anomalous. So it is important to investigate
their effects on performance. In Fig. 4we plot the F1 value varies from maxDist,
and In Fig. 5, we plot the F1 value varies from minSup. From these two pictures,
we can conclude that the maxDist should not be set any lower than 90 and the
minSup should not be set any higher than 20.

Similarity Threshold and Difference Threshold: Since similarity and dif-
ference is the threshold for determining anomalousness, it is important to inves-
tigate its effect on the performance of our devised framework. We study the effect
on performance when similarity ranges from 0.0 to 1.0 and difference ranges from
1.0 to 3.0. In Fig. 6, we plot the F1 value for different values of similarity and
In Fig. 7, we plot the F1 value for different values of difference. We can see that
similarity should be set to 0.5 and difference should be set to 2.0 since less than
or more than them the performance would significantly decrease.

Fig. 3. Duration Fig. 4. maxDist Fig. 5. minSup

Fig. 6. Similarity Fig. 7. Difference Fig. 8. Performance
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5.4 Evaluation

Figure 8 shows the result between two interest regions. We observe that many
anomalous trajectories are detected. Some of the anomalous trajectories deviate
so much from normal group, which are mainly caused by illegal drivers that
choose an unusual path to escape polices’ inspection; And some trajectories even
though are similar to most of the normal trajectories, they are still be classified
into anomalous, which are mainly caused by taxi drivers’ and dripping drivers’
detour behaviors.

Next, we evaluate the superiority of our proposed framework.
We compare its performance with two existing anomalous detection

approaches: discovering trajectory outlier between regions of interest (ROF) pre-
sented in [3] and trajectory outlier detection: a partition-and-detect framework
(PAD) presented in [6]. We show the experiment results in Table 1. We can see
that ROF has the best recall, but worst precision, resulting great waste of the
human, material and financial resources. As for PAD, it ignores temporal infor-
mation in trajectory which is of great importance, so the running results are still
not very good.

Table 1. Compare with ROF and PAD

Algorithms Precision Recall F1 value

ROF 0.425 1.0 0.597

PAD 0.724 0.868 0.789

Our proposal 0.927 0.895 0.911

6 Conclusion

In this paper, we devise a novel framework for anomalous trajectory detection
between regions of interest based on the data captured by Automatic Number-
Plate Recognition (ANPR) system. Taking both spatial and temporal features
into consideration, we propose two new algorithms AWLCS and AWDTW.
A large number of experiments manifest that our framework significantly out-
performs existing schemes.
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Abstract. An effective nature disaster early warning system often relies on
widely deployed sensors, simulation based predicting components, and a decision
making system. In many cases, the simulation components require advanced
infrastructures such as Cloud for performing the computing tasks. However,
effectively customizing the virtualized infrastructure from Cloud based time crit‐
ical constraints and locations of the sensors, and scaling it based on dynamic loads
of the computation at runtime is still difficult. The suitability of a Dynamic Real-
time Infrastructure Planner (DRIP) that handles the provisioning within cloud
environments of the virtual infrastructure for time-critical applications is demon‐
strated with respect to disaster early warning systems. The DRIP system is part
of the SWITCH project (Software Workbench for Interactive, Time Critical and
Highly self-adaptive Cloud applications).

Keywords: Cloud · Disaster early warning · Time critical systems

1 Introduction

An elastic early warning system enables people and authorities to save lives and property
in case of disasters. In case of floods, a warning issued with enough time before the event
will allow for reservoir operators to gradually reduce water levels, people to reinforce
their homes, hospitals be prepared to receive more patients, authorities to prepare and
provide help [3–5]. An early warning system often collects data from sensors, processes
the information using tools such as predictive simulation, and provides warning services
or interactive facilities for the public to obtain more information [1].

Depending on factors like the spatial and temporal scale of a specific environmental
degradation, early warning systems are often highly distributed [8–10]. An ideal disaster
early warning system needs to minimize prevention costs and increase prevention effi‐
ciency in case of flood and other possible disaster events. But there is a trade-off between
timeliness, warning reliability, the cost of a false alert, and damage avoided as a function
of lead time, which must be modelled to determine the cost efficiency of the outcome
[6, 7].
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In this paper we focus on supporting disaster early warning systems using Cloud,
and specifically highlight the challenges of customizing, provisioning, and runtime
managing virtual infrastructure based on the time critical constraints from early warning
systems. The research is performed in the context of EU H2020 SWITCH project. An
automated infrastructure planning and provisioning tool called Dynamic Real-time
infrastructure planner (DRIP) will be presented. In the rest of the paper, we will first
discuss the requirement challenges of the an early warning system, and then present the
basic architecture of DRIP. After that a use case is used to demonstrate the current
implementation.

2 Early Warning Systems and Challenges

2.1 A Use Case of Early Warning System

The essential structure of any early warning systems depends on the objectives of the
system to provide important, timely information on specific phenomena to end-users
and decision-makers, thereby enabling effective response [6].

Figure 1 presents a typical use case scenario. Sensors in the field transmit information
to the IP Gateway. This gateway transmits the data collected to the database server. The
notification server (Interactive Voice Response + Contact Center) periodically checks the
data from the database, and, if they exceed certain values set, then on different communi‐
cations channels, notifications are sent to an available operator that is scheduled to process
the event. The operator checks statistics data received from sensors and transmits the deci‐
sion whether or not to alert Unique National System for Emergency Calls (112).

Fig. 1. Functional diagram for elastic early warning system

2.2 Requirements and Problems

The implementation of this kind of system faces several challenges, as the system must:

1. collect and process the sensor data in nearly real time;
2. detect and respond to urgent events very rapidly (i.e. this is a time-critical scenario);
3. predict the potential increase of load on the warning system when public users

(customers) increase;
4. operate reliably and robustly throughout its life time;
5. be scalable when the deployment of sensors increases.
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The development of such applications is usually difficult and costly, because of the
high requirements for the runtime environment, and in particular the sophisticated opti‐
misation mechanisms needed for developing and integrating the system components. In
the meantime, a Cloud environment provides virtualised, elastic, controllable and quality
on demand services for supporting systems like time critical applications. However, the
engineering method and software tools for developing, deploying and executing clas‐
sical time critical applications have not yet included the programmability and controll‐
ability provided by the Clouds; and the time critical applications cannot yet get the full
potential benefits which Cloud technologies could provide.

It is still an open question whether disaster early warning systems, like the one
outlined above, are suited to run in one or more private or public cloud environments.
To deploy and control such time-critical systems asks for a workbench of dedicated tools
each having its well defined task.

2.3 Time Critical Challenges

Laplante and Ovaska [11] define a real-time system as “a computer system that must
satisfy bounded response-time constraints or risk severe consequences”. The actual
nature of individual response-time constraints varies. For example, often time
constraints imposed on the acquisition, processing and publishing of real-time obser‐
vations, not least in scenarios such as weather prediction or disaster early warning [12].
The ability to handle such scenarios is predicated on the time needed for customisation
of the runtime environment and the scheduling of workflows [13, 23], while the steering
of applications during complex experiments is also temporally bounded [14]. Time
constraints are imposed on the scheduling and execution of tasks that require high
performance or high throughput computing (HPC/HTC), on the customisation, reser‐
vation and provisioning of suitable infrastructure, on the monitoring of runtime appli‐
cation and infrastructure behaviour, and on runtime controls.

Disaster early systems we are concerned with often have multiple overlapping
response-time constraints on different parts of the application workflow. Note that our
concern of “time critical” constraints is not only with executing applications as quickly
as possible, but also with ensuring stable performance within strict boundaries in the
most cost-effective manner feasible (where ‘cost’, particularly in private Clouds, might
be measured in terms of metrics other than money, such as energy consumption).

3 Dynamic Real-Time Infrastructure Planner

The Dynamic Real-time Infrastructure Planner (DRIP) is a system developed in the
SWITCH project for the planning, validation and provisioning of the virtual infrastruc‐
ture enlisted to support an application with time critical constraints. It is part of the
SWITCH workbench, which includes two other subsystems (i) GUI for composing,
executing and managing applications, namely The SWITCH Interactive Development
Environment (SIDE), and (ii) a runtime monitoring and adaptation sub system, namely
The Autonomous System Adaptation Platform (ASAP) [22].
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3.1 Architecture and Components

The key features are modelled as a number of micro services, which are coupled via
message brokers of DRIP manager. It provide a unified interface for clients such as SIDE
or ASAP, as shown in Fig. 2.

1. The infrastructure planner uses an adapted partial critical path algorithm to
produce efficient infrastructure topologies based on application workflows and
constraints by selecting cost-effective virtual machines, customising the network
topology among VMs, and placing network controllers for the networked VMs.

2. The performance modeller allows for testing of different cloud resources against
different kinds of application component in order to provide performance data for
use by the infrastructure planner and other components inside and outside of DRIP.

3. The infrastructure provisioner can automate the provisioning of infrastructure plans
produced by the planner onto underlying infrastructure services. The provisioner can
decompose the infrastructure description and provision it across multiple data centres
(possibly from different providers) with transparent network configuration.

4. The deployment agent installs application components onto provisioned infrastruc‐
ture. The deployment agent is able to schedule based on network bottlenecks, and
maximize the satisfaction of deployment deadlines.

5. The infrastructure control agents are a set of APIs that DRIP provides to appli‐
cations to control the scaling containers or VMs and for adapting network flows.
They provide access to the underlying programmability provided by the virtual
infrastructures, e.g., horizontal and vertical scaling of virtual machines, by providing
interfaces by which the infrastructure hosting an application can be dynamically
manipulated at runtime.

6. The DRIP manager is implemented as a web service that allows DRIP functions to
be invoked by outside clients as services. Each request is directed to the appropriate
component by the manager, which is responsible for coordinating the individual
components and scaling them if necessary. The manager also maintains a database
containing user accounts.

7. The communication between the manager and the individual components is facili‐
tated by a message broker. Message brokering is an architectural pattern for
message validation, transformation and routing, helping compose asynchronous,
loosely coupled applications by providing transparent communication to inde‐
pendent components.

8. Resource information, credentials, and application workflows are all internally
managed via a knowledge base. It maintains the descriptions of the cloud providers,
resource types, performance characteristics, and other relevant information. The
knowledge base also provides an interface for these agents to look up providers,
resources and runtime status data during the execution of an application.
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Fig. 2. DRIP implementation architecture.

Figure 3 depicts how those micro services interact.

Fig. 3. Sequence diagram describing how DRIP plans and provisions virtual infrastructure and
how it deploys software.

3.2 Current Prototype

The prototype of DRIP is based on industrial and community standards. The infrastructure
planner is currently specified in YAML (formerly ‘Yet Another Markup Language’ but now
‘YAML Ain’t a Markup Language’) in compliance with the Topology and Orchestration
Specification for Cloud Applications (TOSCA)1. The infrastructure provisioner uses the
Open Cloud Computing Interface (OCCI)2 as its default provisioning interface, and

1 https://www.oasis-open.org/committees/tosca/.
2 http://occi-wg.org/.
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currently supports the Amazon EC23, European Grid Initiative (EGI) FedCloud4 and
ExoGeni5 Clouds. The deployment agent can deploy overlay Docker clusters using Docker
Swarm or Kubernetes6. It may also deploy any type of customised distributed application
based on Ansible playbooks7. The infrastructure control agents are set of API that DRIP
provides to applications to control the infrastructure for scaling containers or VMs and
adapting network flows. The manager provides a RESTful interface. DRIP uses the
Advanced Message Queuing Protocol (AMQP) and RabbitMQ as its message broker where
each process of each component is represented by a separate queue; this scalable architec‐
ture allows DRIP to be extended with additional components (e.g. planners) in order to
handle larger workflows (e.g. in the case of a single DRIP service being provided to a large
organisation for several applications).

The DRIP components are made available as open source under the Apache License
Version 2.0; the software has been containerised and can be provisioned and deployed
on federated virtual infrastructures within minimal configuration. They can be obtained
either via the SWITCH release repository at https://github.com/switch-project or
directly via the DRIP development repository at https://github.com/QCAPI-DRIP.

4 Experiments and Performance Characteristics

We will demonstrate how DRIP enhances the disaster early warning use case discussed
in Sect. 2.

As the first step, the application logic should be modelled as a Direct Acyclic Graph
(DAG) with annotation of deadlines. Figure 4 depicts the DAG of the scenario in Fig. 1.
It will then be used as input for DRIP to automate the planning, provisioning, deployment
of the application. In the early warning system workflow, 3 different deadlines can be
defined as shown in Fig. 4. As the early warning system workflow is a service, the
individual deadlines can be interpreted as deadlines in case data of a disaster is trans‐
mitted by the sensors in the field.

3 https://aws.amazon.com/cn/ec2.
4 https://www.egi.eu/federation/egi-federated-cloud/.
5 http://www.exogeni.net/.
6 https://kubernetes.io/.
7 https://www.ansible.com/.
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Fig. 4. Example of an abstract early warning system workflow with multiple deadlines. Global
deadline d1, and two intermediate deadlines d2 and d3 imposed on simulation and disaster
assessment respectively.

The planner in the DRIP system uses a ‘compress-relax’ Multi dEadline workflow
Planning Algorithm (MEPA) method to assign each task in the workflow to the best
performing VM possible such that multiple deadlines are met, as shown in Fig. 5. To
find the best combination of assignments to nodes that fulfil all deadlines a Genetic
Algorithm based Planning Algorithm is applied. The effectiveness of this approach is
compared to a modification of the IC_PCP algorithm, Abrishami et al. [15] that allows
IC-PCP to deal with multiple deadlines. Wang et al. [17] demonstrated the performance
of both approaches for task graphs generated by the GGen package [16] applying the
‘fan-in/fan-out’ methods, showing that the MEPA method can successfully cope with
these kind of problems and allows for an easy adaptation in case more constraints play
a role.

Fig. 5. Example of deadline-aware planning by DRIP. The blue nodes represent the workflow,
with the critical path outlined. For each parallel group of nodes, the earliest/latest start/finish times
can be extracted. (Color figure online)

Planning heavily depends on the Performance modeler of the DRIP subsystem to
collect performance information of cloud resources. It schedules on a regular basis one
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or more benchmark scenarios for different cloud providers. Information on CPU,
memory, disk and network I/O are collected for different VMs offered by a cloud
provider. The systematic collection and sharing of such information will allow the DRIP
planner to select the most suitable resources for mission-critical applications. Elzinga
et al. [19] showed the functionality of this collector using the ExoGENI infrastructure
platform.

Once the planner is finished, the provision agent provides a flexible inter-locale
Cloud infrastructure provisioning mechanism to satisfy time-critical requirements. It is
able to provision a networked infrastructure, recover from sudden failures quickly, and
scale across data centers or Clouds automatically [20, 24]. This Cloud engine is able to
set up a networked virtual Cloud across even public Clouds which do not explicitly
support network topology, like EC2 or EGI FedCloud. For fast failure recovery the
interplay of two agents, the provisioning agent and the monitoring agent. When some
data center is down or inaccessible, a probe previously installed on the node can detect
this. The monitoring agent can then invoke the provisioning agent to perform recovery.
This is of importance in case sensors are geographically separated and data collections
occurs in different cloud locations. The provisioning engine just needs to provision the
specific part of the application hosted on the failed infrastructure. As the infrastructure
description is already partitioned, it is easy for the agent to provision the same topology
in another data center. Primary tests have been performed using the ExoGENI infra‐
structure platform; an example scenario is shown in Fig. 6.

Fig. 6. Fast failure recovery.

Finally, the deployment agent provide a deadline aware deployment scheduling for
time-critical applications in clouds comes into action, which accounts for deadlines on
the actual deployment time of application components [21]. This is of special importance
after fast failure recovery.

After the those steps, the application can be in operation for early warning, as shown
in Fig. 7.
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Fig. 7. The GUI of the use case prototyped using Grafana (GRAFANA: The open platform for
beautiful analytics and monitoring: https://grafana.com/).

5 Summary

In this paper, we discussed the infrastructure challenges for meeting the time critical
constraints for disaster early warning systems, and present a software suite called
Dynamic Real-time Infrastructure Planner to automate the procedure for planning,
provisioning and deploying early warning systems based on their time constraints. In
the paper, the time critical constraints are not only referring to the as fast as possible but
also to the deadlines that application has to meet.

There exist similar cloud engines for automating infrastructure provisioning such as
Chef8, also cloud job scheduling work based on IC_PCP algorithms [15]. However,
compared to those existing work, DRIP shows the following unique features: (1) inte‐
grate infrastructure customization, provisioning and deployment into one service, to
seamlessly bridge the gap between application and infrastructure, (2) time critical
constraints are taken care of by different procedures.

We demonstrated the usage of DRIP in a specific type of application like early
warning system; however, the purpose of DRIP meant to be generic. It has been used in
several other use cases such as business collaboration, live event broadcast, and big data
infrastructure.

One of the important future work will be further improve the optimization algorithm
across the three steps of planning, provisioning and deployment.

Acknowledgement. This research has received funding from the European Union’s Horizon
2020 research and innovation program under grant agreements 643963 (SWITCH project),
654182 (ENVRIPLUS project) and 676247 (VRE4EIC project).

8 https://www.chef.io/chef/.
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Abstract. In the paper we propose ontology based scientific visual-
ization tools to calibrate and monitor various IoT devices in a uni-
form way. We suggest using ontologies to describe associated controllers,
chips, sensors and related data filters, visual objects and graphical scenes
to provide self-service solutions for IoT developers and device makers.
High-level interface of these solutions enables composing data flow dia-
grams defining both the behavior of the IoT devices and rendering fea-
tures. According to the data flow diagrams and the set of ontologies the
firmware for IoT devices is automatically generated incorporating both
the data visualization and device behavior code. After the firmware load-
ing, it’s possible to connect to these devices using desktop computer or
smartphone/tablet, get the visualization client code over HTTP, mon-
itor the data and calibrate the devices taking into account monitoring
results. To monitor the distributed IoT networks a new visualization
model based on circle graph is presented. We demonstrate the imple-
mentation of suggested approach within ontology based scientific visual-
ization system SciVi. It was tested in a real world project of an interactive
Permian Antiquities Museum exhibition creating.

Keywords: IoT devices · Scientific visualization tools
Ontology engineering · Data flow diagrams
Firmware source code generation

1 Introduction

According to the elaborate overview made by Internet Society [20], the key
issues of Internet of Things (IoT) are security, privacy, interoperability, legisla-
tive framework, emerging economy and development. In the same time, the level
of development automation tools for IoT is not high enough. As Texas Instru-
ments Inc., one of the biggest manufacturers of IoT-related microelectronics,
pointed, “IoT needs to be made easy for inexperienced developers” [27]. More-
over, nowadays the IoT developers community grows exponentially. Survey made
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by Tractica [28] shows that many enthusiasts become IoT developers. They cre-
ate Smart Systems for homes, scientific or artistic exhibitions, and just for fun.

Due to the lack of widely supported standards [20], development of IoT
devices often requires special software for designing, debugging and steering.
Consequently, high-level software tools for building and managing IoT applica-
tions in a uniform way are demanded.

Growing IoT networks embrace more and more different fields of life and
thereby produce huge quantity of heterogeneous data gathered by connected
things. IoT systems have to be intelligent enough to make these data observable
for humans, avoiding information overflow and ensuring comfortable cohabi-
tation of humans and smart objects. The overflow problem can be solved by
advanced semantic filtering of data performed inside the IoT network.

High complexity and granularity of IoT networks require powerful and
ergonomic analytics tools. Especially it relates to the role of Big Data visual
analytics in IoT. Modern visual tools for IoT should enable the user not only to
monitor device data, but also control the behavior of smart objects and config-
ure/reconfigure their network.

When it comes to IoT devices with different kinds of sensors, calibration and
monitoring tasks become complicated. Calibration has many forms and consists
in adjusting the parameters. These parameters rule the device to provide an
accurate measurement according to known model, ground-truth data from labo-
ratory instruments or already calibrated devices. Normally device manufacturer
performs the basic calibration, but in some specific cases user steering is also
required. For example, user may need to adjust the sensitivity of light detec-
tor to adapt it to concrete ambient lighting conditions. This kind of “user-side”
calibration is often empirical and thereby requires the tools to adequately data
monitoring, analyzing and predicting the adjustment results.

We propose to tackle the above mentioned IoT challenges using a single
software platform based on the scientific visualization methods, corresponding
rendering techniques and semantic filtering. Reusing of scientific visualization
tools enables graphical representation and visual analysis of data generated by
IoT devices and light-weight consumer robotic systems [23]. In this paper we
focus on the monitoring and user-side calibration issues.

During the previous research work we developed a concept of a knowledge-
driven multiplatform adaptive scientific visualization system (SVS), which can
be integrated with third-party data sources by means of high-level tuning with-
out source code modifications. We have implemented this concept in the system
called SciVi [22]. The behavior of this system is driven by the ontologies [9]
included in its knowledge base that describes the features of data sources, sup-
ported data filters, visual objects and graphical scenes. Thereby SciVi can be
easily extended to cover new visualization techniques and set up for commu-
nication with arbitrary data sources including software solvers and hardware
devices.

The aim of the paper is to present the extension of SciVi by self-service tools
for automated embedding in IoT devices. This extension enables IoT device
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calibration and monitoring supported by high-quality interactive visualization.
We demonstrate the results by an example of automated creation of interactive
IoT-based exhibits in the Museum of Permian Antiquities (Perm, Russia).

2 Key Contributions

In this paper we describe the new capabilities of multiplatform SVS SciVi (ver-
sion 3.0). The conducted research and corresponding development led to the
following key results:

1. Proposed the ontology-driven approach for high-level adaptable monitoring
and calibration of the heterogeneous IoT devices by means of scientific visu-
alization and semantic filtering.

2. Proposed the circle graph-based model to graphical depiction of IoT network.
3. Implemented new SciVi high-level tools based on suggested approach to auto-

mate the process of SVS embedding into IoT device firmware to enable built-in
visualization and steering.

4. Suggested the concept of interactive IoT-based museum exhibition, which
uses implemented tools. Demonstrated this concept by 3D-reconstruction of
Permian synapsid Dimetrodon grandis that exhibits the latest paleontological
research results.

3 Related Work

3.1 IoT Development Tools

Since IoT is an exponentially evolving field of computer science and engineer-
ing [28], there are literary hundreds of related development tools [17]. They
include software and hardware development platforms, middleware, operating
systems, integration software, stacks of technologies and protocols. But most of
these tools require very deep skills either in programming or in electronics, and
the modern trend is to create high-level solutions available for beginners, not
only for experts [27]. Such kind of solutions reduces IoT development time and
increases productivity, which enables to involve more people into IoT community.

The most popular high-level state-of-the-art software solutions are Process-
ing [18], Blynk [7], XOD [2] and NEXCOM IoT Studio [14]. The first system
provides the high-level programming language and the set of libraries to simplify
the development of light-weight electronic devices in terms of handling, trans-
forming and monitoring data gathered. Being a powerful programming toolset,
it still requires some additional developer’s skills and provides no visual pro-
gramming capabilities. Blynk is a visual programming tool enabling high-level
control over the firmware logic of electronic device. It is very ergonomic, but
lacks complex visualization capabilities, which are sometimes needed for data
monitoring. XOD and NEXCOM IoT Studio use data flow [13] visual program-
ming paradigm enabling user to compose firmware logic as a data transformation
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diagram. Data flow based programming is very intuitive and its effectiveness has
been proven in many different application domains. However as well as Blynk,
XOD and NEXCOM IoT Studio focus on the device logic providing just a basic
dashboard-based data visualization.

While the mentioned solutions perfectly suite for solving typical IoT tasks,
they cannot be easily extended for special cases like, for example, creating IoT-
powered interactive museum exhibitions (see Sect. 6).

3.2 Ontology Engineeing Applied to IoT

Knowledge-driven approach based on ontology engineering methods is agile and
handy for creating of complex systems [6]. Semantic Web technologies were
proven to be suitable for IoT many times. One of the first research works in
this field was made by Gyrard et al. [10]. As a result of this work best practices
of ontology engineering usage in a context of IoT are defined.

The state-of-the-art ontology-based solutions are described in [3,25,26].
These works leverages ontology-based methods to different aspects of IoT,
including network representation, security and interoperability issues. The
work [11] describes ontology-based approach to create middleware for IoT. The
work [8] describes powerful state-of-the-art ontology-based library code generator
OLGA, which is suited for IoT firmware programmers. Finally, W3C Consortium
published reusable ontology IoT-Lite of resources, entities and services related
to IoT [29].

Despite many successful results, the ontology-driven IoT monitoring and cal-
ibration issues are still open. According to our knowledge there are no popular
state-of-the-art solutions leveraging ontology engineering for visual analytics of
IoT-generated data (see Sect. 5).

3.3 Methods to Represent IoT Network

While IoT networks become very sophisticated, visual analytics tools become
highly demanded. These tools enable developers and users to inspect and manip-
ulate the networks’ structure as well as to detect problems and invent opti-
mizations. State-of-the-art solutions for monitoring IoT networks unstructured
graphs [15] or 3D models of rooms and objects where IoT devices are located [16].

However, it’s not always easy enough to analyze unstructured graph or full 3D
environment. Sometimes more informative is a concise structured representation.
This is why we propose graphs of circular structure [24] to represent IoT device
networks (see Sect. 7).

3.4 Scientific Visualization Tools

Previously, we analyzed state of the art of scientific visualization software includ-
ing capabilities of different popular stand-alone systems like TecPlot, Origin,
EasyPlot, IRIS Explorer, Surfer, Grapher, Voxler, Hesperus, ParaView, Avizo,
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etc. and scientific visualization libraries and frameworks like OpenDX, VTK,
VizIt, ScientificVR, etc. [21]. These software solutions provide high-quality visu-
alization, a lot of different tools and useful functions, but have some drawbacks,
which may be crucial in some particular cases:

1. Standardization of input. Almost all popular SVS and libraries require input
data in particular standard formats and have no high-level tools for integra-
tion with arbitrary third-party data sources.

2. Inability of feedback. Usually there are no means to set up control over the
data source from the visualization system and the user can just view the data
but cannot steer the process of data generation.

3. Complexity of extending. Most of the SVS and libraries can be extended with
the new graphical capabilities by source code changing only. Extending and
tuning the SVS by plugins requires programming skills and is complicated for
the beginners.

4. Lack of portability. Popular visualization systems are implemented either for
desktop computers or mobile devices, not for both.

To tackle the above challenges, we propose the ontology-driven SVS SciVi [22]
(see Sect. 4). Besides programmers, there are two types of SciVi users: ontology
engineers and casuals. The main goal of ontology engineers is to extend the SciVi
knowledge base and thereby provide new capabilities for casuals. We demon-
strated how we extended SciVi to create IoT-based exhibition of Dimetrodon
grandis. The casual users in this case are IoT device markers.

3.5 Modern Reconstruction of Dimetrodon Grandis

IoT-based solutions have big potential not only for Smart Systems like Smart
Home, but also for interactive exhibitions and installations suitable for museums,
scientific art shows, etc. To demonstrate this idea we created interactive exhibi-
tion of Dimetrodon grandis Romer and Price, 1940, early Permian synapsid lived
more than 290 million years ago.

According to the current paleontological knowledge, dimetrodon had a sail
on its back with a tight network of blood vessels. This sail served to effectively
heat the body by the sunrays. To demonstrate this concept in the interactive
way we created animated 3D model of dimetrodon using Blender 3D. We took
into account the latest reconstruction research results published by Hartman
[12], including sail shape, back curvature and high walk pose.

We uploaded this model to SVS SciVi and created IoT device that detects
light direction of real light sources and visualizes how dimetrodon rotates its sail
to the light rays (see Sect. 6).

4 Key Concepts of SVS SciVi

The detailed description of SVS SciVi including its architecture and key features
ensuring efficient and high-quality rendering on both desktop computers and
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mobile devices can be found in [22]. Its essential part is the knowledge base
containing 3 ontologies:

1. L that describes input/output (I/O) statements of programming languages.
According to this ontology the regex-based parser is automatically generated,
which extracts the related structures of I/O data from the solver’s source code.
This mechanism is used to automate the process of integration of SciVi with
third-party solvers.

2. F that describes semantic filters used to optional preprocessing the data
before visualization. For example, the described filters can sort the data, clus-
ter them, reduce their amount according given criteria, perform mathematical
transformations, etc.

3. U that describes supported visual objects and graphical scenes. For example,
2D charts and 3D models are available.

Developer or knowledge engineer can add new filters, graphical objects and
scenes to SciVi by extending the ontologies F and U without core’s source code
modification.

To define the internal SciVi rendering pipeline we use the data flow dia-
grams [13]. We developed the high-level graphical editor, which enables the easy
way to design data flow diagrams and thereby to describe the data retrieving,
transformation and rendering. This editor provides a palette of available filters,
graphical objects and scenes. The palette is automatically built according to
their descriptions in the ontologies F and U . User can add new diagram nodes
from this palette and connect their I/O sockets defining the flow of data. Start-
ing from the data source node, user can define the sequence of filters, connect
them with visual objects and finally compose the graphical scenes.

Fig. 1. Stack of software used in SciVi server, thin and thick client

SVS SciVi uses a layered architecture to achieve needed abstraction level
from the platform it runs on. The stack of software used in SciVi is shown
in the Fig. 1. Thin client is written in JavaScript, thick client’s logic is almost
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entirely implemented in C++ and server is based mainly on C++ and Python; its
Web interface is written in JavaScript. Server and thin client share the common
code of data flow editor based on AngularJS framework. Thick client has its
own data flow editor code to make it more efficient using native drawing API.
NFoundation and NGraphics libraries are written in C++ (product of Perm IT-
company Nulana Ltd., one of the paper’s authors is affiliated with). It provides
abstraction layer from the operating system and OpenGL/Direct3D low-level
rendering API to enable server-side rendering if needed.

The renderers of client and server are highly configurable thanks to ontology
knowledge base, which includes the corresponding links to original and third-
party rendering libraries (for example, PixiJS, D3.js and Three.js in the thin
client, Qt charts and Assimp in the thick client, etc.).

5 Embedded Scientific Visualization Tools

The aim of this work is to provide self-service solutions for calibration and mon-
itoring of IoT devices by means of embedded scientific visualization tools. These
tools make it possible to implement “in situ visualization” [19] for IoT devices.
SciVi is capable to connect to arbitrary data source including different electronic
devices. The device maker has to set up the SciVi server as intermediate software
between the IoT devices and the visualization client (desktop computer, mobile
device or browser). This approach is flexible enough, but sometimes it must be
simplified for the sake of efficiency. For example, in the museum with interac-
tive stands, the visitor can use his/her mobile device to handle these stands and
get corresponding visualization. For this purpose, it’s necessary to connect to
the interactive stand via browser over WiFi or some similar HTTP-compatible
technology and get the data displayed without any additional software. In the
other case, when some IoT device is used, it’s necessary to calibrate this device
and to visualize the data it produces for monitoring purposes. In the last case
the direct connection between mobile and IoT devices is preferable.

To achieve this, we propose original tools for automated firmware generation
for the IoT device taking into account its specifications. Firmware incorporates
both the program code of device logic (called “embedded host”), and the program
code of visualization Web-server (called “embedded server”). The thin client is
responsible for rendering. The embedded server enables thin client connections,
obtains the data from embedded host, transmits them to the client and receives
the control commands including the calibrating. The client performs scene ren-
dering and provides the calibration graphical user interface. The “traditional”
SciVi assumes that the visualization server is more powerful than the client and
specific data processing including some rendering steps can be performed on the
server side. But in the case of IoT device firmware the contrary is assumed: the
client device should perform all the processing and visualization, because the
server platform normally has limitation both in clock frequency and in mem-
ory. This firmware is generated by the SciVi server and can include as many
visualization routines, as the IoT device memory volume enables.
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As mentioned above, previous version of SciVi contained three ontologies
in its knowledge base: L, F and U . To provide the automated generation, we
propose to extend the SciVi knowledge base with the ontology C. This ontology
describes different electronic components such as controllers, chips and sensors
as well as associated firmware code.

For example, in the Fig. 2 the fragment of ontology C describing analog-to-
digital converter (ADC) of ESP8266 controller is shown. This popular WiFi-
compatible controller is widely used for IoT purposes [4]. The ontology C is
used in the similar way as ontologies F and U : it supports the data flow diagram
editor’s functioning and is intended to provide the code fragments necessary for
firmware generation. All the four ontologies in SciVi knowledge base have the
common part that is a description of supported data types, so they all may be
used together at the same time.

ESP8266

Controller

esp8266.cpp

Code Block

ADC value

intType Output

analogRead(A0)C++

Setup

Loop

Functions is_a
a_part_of
instance_of
has
language
use_for

Includes

Code Mask

Fig. 2. Fragment of electronic components ontology from the SciVi knowledge base
(Color figure online)

The ontologies are represented in standard OWL format. Short code snippets
(one-line expressions) are stored directly in the ontology, for example, the call of
ADC “analogRead(A0)” in Fig. 2. Larger code blocks are saved in separated files,
for example, the firmware template “esp8266.cpp”. Code blocks can have masks
like “Includes”, “Functions”, “Setup” and “Loop” of “esp8266.cpp”, which are
filled automatically by related code during firmware generation. All of these code
fragments are stored in the code repository. F , U and C ontologies play the role
of its semantic index, while the data flow diagram defines the interconnections
between the different entities described by these ontologies.

The firmware generator is a part of SciVi server. It is written in Python and
executed on the basis of Django, see Fig. 1. Its input is data flow diagram and
the type of controller. The generator traverses the data flow diagram and gen-
erates the firmware code for chosen controller using the related code fragments
according to those parts of ontologies, which are referenced from the data flow
diagram nodes. Normally C++-based embedded host and embedded server are
created as well as JavaScript-based client. The client is then transmitted to the
user via HTTP and communicating with the server via WebSocket. In case of
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ESP8266 (see Fig. 2) the *.ino file is generated (so-called “sketch”) which can
be uploaded to the ESP8266 with the help of Arduino IDE.

6 Evaluation

As a feature-reach use-case to evaluate the proposed approach we demonstrate
the creation of a light direction sensor based on ESP8266 controller. This sensor
needs feedback for calibration. It detects the average direction to an external
light source and uses it to direct the light on the virtual scene. The sensor
consists of 3 photo resistors VT90N2 placed at the vertices of an equilateral
triangle. Minimal resistance of VT90N2 is reached when the light direction is
collinear with the normal n of its surface. The surfaces of resistors are oriented
to be 45◦ to the ground. Thereby the normal vectors n1, n2, n3 of the resistors’
surfaces build the basis of the vector space. In this space the direction from the
sensor to the light source can be expressed as l = u1n1 + u2n2 + u3n3, where
u1, u2, u3 are the quotients proportional to the voltage on the corresponding
photo resistors. Data flow diagram of the light direction sensor is shown in the
Fig. 3.

Fig. 3. Data flow diagram for light direction sensor

The ESP8266 controller has only one 10-bit ADC channel depicted on the
diagram by “ADC” node with single output. This is why logical demultiplexor
(DMX) is used to separate signals from the photo resistors. It corresponds to the
analog multiplexor 74HC4051 in the device schematics. The theoretical range
of the values obtained from ADC is [0; 1023], however in practice the voltage
measured on the resistors does not accurately match that range having some
“padding” from the lower and upper boundary. To compensate this, cutting
should be performed. The nodes called “Map” cut off their input values according
to the “from” and “to” inputs and map them to [0; 1]. The cutting values should
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be calibrated as they depend on the photo resistors and on the ambient lighting
conditions.

The mapped values are then assembled into 3-dimensional vector using node
“Vec3”, which is multiplied by the 4× 4 matrix using node “Mul” to match the
virtual scene’s basis and the actual orientation of the sensor. To perform multi-
plication, vector is extended by w = 1 and then trimmed back to 3 components.
The matrix used as input for the “Mul” node contains rotation and should be
calibrated.

The direction of the vector assembled is inverted by the node “Invert” to get
the light direction. The result is used to direct the virtual light source depicted
with the node “Light”, which is then added to the graphical scene. 3D model
with sphere as a mesh is added to reflect the light.

To enable device calibration there is special graphical object “Calibrator”,
which takes the light direction as input and produces corresponding visual object
as output for related graphical scene. Calibrator renders coordinate axes and
explicitly visualizes the vector of light direction as an arrow in the scene space.
It also enables user to rotate the coordinate system and therefore change the
rotation matrix for the basis, as well as provides graphical interface to change
the ranges for 3 mappings of values obtained from ADC. The output of the
calibrator is connected to the “Mul” and “Map” nodes, building the cycle in the
data flow diagram. While traditional data flow diagrams are acyclic, we need to
support feedback to enable calibration. To keep the diagram clean and readable
(as well as planar in terms of graph theory) we indicate feedback links with the
special numbered markers (see Fig. 3) and not by arcs.

The two “Scene” nodes represent two different graphical scenes, which can be
accessed by different URLs determined in the nodes’ settings. Switching between
these two scenes, user can calibrate the device and view the actual lighting sim-
ulation. However, this means the calibration values should be stored when cal-
ibrator is shown and reused when the 3D model is rendered. To achieve this,
we departed from the traditional data flow principal of “freedom from side-
effects” [13] and implemented feedback via global variables. While this breaks
a traditional data flow concept, it ensures more flexibility and enables easy and
readable representation of calibration actions. We still call the result diagram
“data flow”, because it still represents the path of data through the preprocess-
ing and rendering pipeline. With current enhancements the pipeline has global
mutable state, which can be changed by the nodes in runtime enabling the cali-
bration capabilities.

We used the developed device in the interdisciplinary educational project
organized by the Museum of Permian Antiquities. The project is designed mainly
for middle and senior schoolchildren. Its idea is to create an interactive exhibition
of Dimetrodon grandis mentioned in Sect. 3.5.

During the educational lesson the attending schoolchildren assemble the light
direction sensor based on ESP8266 controller and create the logic of its firmware
as a data flow diagram in SciVi. The idea is to tie the angular position of
dimetrodon 3D model to the light direction. Next, SciVi generates the firmware
code and the attendees calibrate the device they created. As a result, the ren-
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dered dimetrodon automatically moves its body to keep the sail nearly perpen-
dicular to the light direction. The aim of this educational project is to present the
modern paleontological knowledge to the schoolchildren in a game form as well as
to show the alloy of paleontology, biology, physics, robotics and computer science.

We used skeletal animation supported by Three.js for scientifically accurate
rendering of the dimetrodon. To ensure flexibility and low latency of data trans-
mission the communication between client and embedded server based on HTTP
and WebSocket is used.

7 Graph-Based Visualization of IoT Network

Perm Regional Museum has many branches including historical and paleonto-
logical ones, which are territorially distributed. Going further with the idea of
IoT-based interactive exhibitions we plan to build the common environment
across different branches. The result network may have complex topology estab-
lishing connections not only inside single museum branch over local network, but
also between different branches over the Internet. In this case the visual analysis
of the network would be needed.

We propose new clear and concise visual model named SciVi::CGraph that
accelerates a common understanding of the huge amount of data obtained from
distributed IoT networks as well as networks structure. SciVi::CGraph is based
on the traditional circle graph [1]. Compared to circle graph SciVi::CGraph
has multi-level adaptable ring scale around the graph. This scale enables to
demonstrate the hierarchical grouping of data, which is adequate for multidi-
mensional data representation. We have used SciVi::CGraph as a visual model
in a real-world project to explore the Machine Learning results of social net-
work processing within a remit of the project titled “Socio-Cognitive Modeling
of Social Networks Users Verbal and Non-Verbal Behavior Based on Machine
Learning and Geoinformation Technologies”. The research results of this project
have proved that suggested model is very useful for visual analytics goals and
enables to evaluate different data processing algorithms. The reported study is
supported by Ministry of Education and Science of the Russian Federation, State
Assignment No. 34.1505.2017/PCh (Research Project of Perm State University,
2017–2019).

In a context of designing a Smart Museum [5] SciVi::CGraph can be used
to visualize the results of IoT networks monitoring including museum visitors
activity monitoring. In this case the suggested model shows the data with respect
of the distributed IoT network structure. The devices are visualized taking into
account their location, so neighbor devices are grouped together in the graph.
Figure 4 demonstrates the distributed IoT network structure. The connections
are represented by quadratic parabolas. The traffic volume is mapped to the
thicknesses of the graph arcs. The kind of devices such as sensor, display, actu-
ator, etc. is mapped to the color of graph nodes. The power consumption of
devices is shown by the histogram drawn as nodes’ background. The location
hierarchy (halls inside buildings) is represented by the ring scale around the
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graph. Support of this kind of visualization in SVS SciVi required the expansion
of the ontology U .

Fig. 4. SciVi::CGraph representation of distributed IoT network structure (Color figure
online)

8 Conclusion

In this paper we describe the new version of adaptive SVS SciVi (v3.0) enriched
with the high-level features enabling firmware generation for IoT devices. In the
context of SVS, IoT devices are treated as solvers generating data to be visu-
alized. The new features as all the previous extensions are added to SciVi in
a uniform way by means of ontology-based engineering methods. For this, we
extended the SciVi ontological knowledge base with the ontology of electronic
components that describes different controllers, sensors and chips and related
program resources needed to generate the firmware. This ontology together
with ontologies of semantic filters, visual objects and graphical scenes allows
the device makers to build data flow diagrams, which describe internal logic of
IoT device behavior as well as the calibration and monitoring algorithms.

Currently the calibration is implemented via feedback functionality. The user
can tune the device manually according personal needs by sending related con-
trol commands while observing the visual representation of device data. But in
general the knowledge-driven approach to semantic filtering enables to define
automatic calibration algorithms, for example, drift compensation function. To
do this within SciVi it is enough to add to ontology knowledge base the corre-
sponding semantic filter that will be automatically applied to raw data obtained
from the device.
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Upgrade of SciVi knowledge base allows this SVS to play a new role as visual
environment for IoT device programming. The paper highlights the testing of
the SciVi 3.0 new features by an example of creating the Dimetrodon grandis
interactive exhibition.

In the future, we plan to build more complex Smart Museum exhibitions
using the interconnected IoT devices. To be able to visually inspect distributed
IoT networks we propose the new kind of concise visual representation based
on circular graph. Also we plan to enrich the IoT ecosystem with augmented
reality (AR) capabilities, for example, to generate ontology-based AR-assistant
that helps assembling complex IoT devices or networks.
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Abstract. As the mobile device gaining increasing popularity, Acous-
tic Speech Recognition on it is becoming a leading application. Unfor-
tunately, the limited battery and computational resources on a mobile
device highly restrict the potential of Speech Recognition systems, most
of which have to resort to a remote server for better performance. To
improve the performance of local Speech Recognition, we propose C-1-
G-2-Blstm. This model shares Convolutional Neural Network’s ability of
learning local feature and Recurrent Neural Network’s ability of learning
sequence data’s long dependence. Furthermore, by adopting the Gated
Convolutional Neural Network instead of a traditional CNN, we manage
to greatly improve the model’s capacity. Our tests demonstrate that C-
1-G-2-Blstm can achieve a high accuracy at 90.6% on the Google Speech
Commands data set, which is 6.4% higher than the state-of-art methods.

Keywords: Acoustic Speech Recognition · Localize
Gated Convolutional Neural Network · Long Short Time Memory

1 Introduction

With the fast advancement of intelligent devices such as robots and smart
phones, Acoustic Speech Recognition is becoming more and more popular in
human-machine interaction. Speech assistants such as Google Now, Apple Siri,
Microsoft Cortana are widely used around the world. To recognize the human
speech accurately, most of these systems use a Client-Server (C/S) structure,
where the speech recognition models with complex structure and high comput-
ing cost are put on cloud servers. The speech data is usually first collected on the
mobile devices, then sent to the remote server. After the speech is processed and
recognized, the result is then sent back to the mobile devices. Systems using this
C/S can achieve good performance, but faces the following limitations. First,
they depend heavily on a stable Internet connection, without which the system
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can’t work. Second, sending data to a remote server introduces risks of privacy
leak [3]. To circumvent these limitations, a speech recognition system that works
completely locally is much in demand.

In practice, a few local speech recognition systems are already in deployment.
For example, “Google Now” uses a local system to recognize a simple “OK
Google” command to wake up the main service. However, due to the limitation
of hardware resources, mobile devices can only run relatively simple models,
which have limited recognition capabilities. Therefore, most current local speech
recognition systems only serve as a wake-up watchdog for more powerful online
speech recognition services.

In order to improve the accuracy of local speech recognition systems, we
design a deep neural network model based on Gated CNN (Convolutional Neural
Network) and RNN (Recurrent Neural Network). The model combines CNN’s
ability of learning local features and RNN’s ability of learning the long-distance
dependence features of sequential data. Our experiments show that the model
achieves a high accuracy of 90.6% on the Google Speech commands dataset,
outperforming the state-of-art work by 6.2%.

Our contribution is two-fold.

– First, we design an efficient model which combines CNN and RNN. Compared
with the existing CNN + RNN work [2,23], our model uses fewer layers and
a simpler neural network structure while achieving much higher recognition
accuracy.

– Our model adopts the Gated CNN network structure. Compared with conven-
tional CNN, Gated CNN uses self-attention-like operations and more nonlin-
ear transformations, which effectively enhance the model’s ability of selecting
important features.

2 Related Work

CNN is originally designed for image identification, classification, etc. Since
LeCun successfully trained a multi-layer net using CNN in LeNet [10], Deep
Nerual Nets based on CNN achieve great success in image related tasks
[6,9,15,16]. By adopting the local receptive field, weight sharing, sub-sampling
and other technologies, CNN is very robust with the translation and transfor-
mation in the data. It also has a strong ability to learn data’s local patterns.
These features make CNN a great tool in speech processing and natural language
processing as well.

As a structure for handling time-sequence data, RNN focuses too much on
the last input signals, and suffers from gradient explosion and the vanishing
problem. As a result, RNN usually does not work well at its early stage. The
proposal of Long-Short Time Memory (LSTM) [8] provides a good solution for
these problems and greatly improves RNN’s ability of learning long distance
dependence. Benefited from LSTM, Gated Recurrent Unit (GRU) [4] and other
structures, RNN has achieved a great breakthrough in natural language process-
ing, translation and speech recognition.
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In recent years, lots of works are using neural net to fulfill the speech pro-
cessing task. Google Now [3] uses a fully connected Deep Neural Network (DNN)
model to recognize the wake-up command “ok google”. Compared with the Key-
Word/Filter Hidden Markov Model, which is commonly used in existing Keyword
Spotting system, this DNN model achieves 39% performance improvement. How-
ever, fully connected DNN ignores the structural patterns of the input data. No
matter in what order is the input data organized, the fully connected DNN model
will reach the same performance in the end, this will cause problems for speech
recognition as the context of speech heavily relies on the speech data’s structural
feature in both the time and frequency domain. Besides, fully connected DNN
methods cannot handle the translation invariance in the data. Different speakers
or speaking styles can cause the formats translating in frequency domain, hence
can hardly be processed with a fully connected DNN. Although theoretically
full connected DNN can be trained with translation invariance, it requires lots
of training data [14].

CNN’s success in image domain demonstrates its ability to fix the disadvan-
tages of fully connected DNN’s. Inspired by this, CNN is more and more used in
speech recognition [1,5,7,19,22]. [14] designs a CNN-based neural model, which
achieves better recognition results than [3] while reducing the model’s scale. [11]
uses the CNN neural model and transfer learning, combined with Dilated Kernels
for Multi-scale Inputs [21] to recognize speech commands. It builds a 121-layer
neural net, pre-trains it on the UrbanSound8K dataset and achieves an accuracy
of 84.35% on the Google Speech Commands dataset [20]. On the same data set,
[17] designs a 15-layer deep residual net [6] combined with Dilated Kernels for
Multi-scale Inputs. In the task of recognizing 12 commands selected from all 30
in Google Speech Commands, the model achieves an accuracy of 95.8%.

Although CNN outperforms fully connected DNN greatly in terms of recogni-
tion performance, it also has some disadvantages. The features learned by CNN
are just local. Its scope is limited by the filter’s shape and CNN’s layer number,
hence the features cannot cover the entire speech on either the time or frequency
domain. To make the features cover a larger scope, the model has to be much
deeper. Relatively, RNN shows much better performance in learning long dis-
tance dependence of sequential data. [2] proposes a CRNN neural model with 32
CNN layers and 1 RNN layer. Combining CNN’s ability of learning local features
and RNN’s ability of learning long distance dependence, the CRNN neural model
achieves an accuracy of 97.7% for detecting the occurrence of “TalkType”. To
solve the task of translating speech to text, [23] designs a 15-layer neural model
based on ConvLSTM (one kind of LSTM which merges CNN inside) and CNN,
in combination with many other technologies such as network-in-network, batch
normalization, and residual connection. The model achieves a word error rate of
10.5% on the WSJ ASR dataset. However, all these models combining CNN and
RNN have the problem of being too deep and complex.

Based on these work and aimed at improving the accuracy of local speech
commands recognition, we propose a Gated Convolutional Recurrent Neural
Network model. This model combines the advantages of Gated CNN and RNN
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networks and ultimately achieves a recognition accuracy of 90.6% on the Google
Speech Commands dataset.

3 Model Design

Figure 1 shows the basic structure of the proposed model, referred to as C-1-
G-2-Blstm. The main part of the model is a multi-layer Gated CNN network
connected with a bi-directional RNN network.

The model outputs the probabilities of the input speech being each com-
mand. For each speech, the input data firstly passes through a conventional
two-dimensional convolution to increase feature maps, and then passes through
multi-layer Gated CNN to extract local features on different scope scales. After
local feature extraction, the model uses a bi-directional RNN to learn long dis-
tance dependence and obtains feature vector of the input speech. Finally, accord-
ing to the feature vector, the model gives the prediction.

MFCCs

Conv2d

Gated CNN

Bi-LSTM

Full Connect + softmax

command

N = 2

Fig. 1. Model structure

3.1 Speech Preprocessing

For every speech fragment, its corresponding input to the model is the Mel-
Frequency Cepstrum Coefficient (MFCC). In our test, we extract the MFCC
with a frame window of 128 ms, a frame offset of 31.25 ms, and 20 filters. Finally,
for each speech fragment, we get t MFCC frames with f = 20 dimensions, where
t depends on the speech’s duration.
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3.2 CNN Net

CNN has shown a huge advantage in learning the data’s local feature. Its suc-
cessful application in image field inspired us that CNN can also be used to learn
speech’s time-local feature.

A nice feature of CNN is: as the number of CNN layer increases, the upper
layer can have a larger receptive field, thereby extracting the feature of a
larger local scope. Therefore, multi-layer CNN networks can help to analyze
the speech’s features at different scales.

The input of the CNN part is the MFCC frames x, where x ∈ R
1×t×f . Most

of the existing work treat MFCC as a two-dimension feature map with shape
t×f . Instead, in this paper we treat MFCC as f feature maps with dimension of
1×t. This better corresponds to MFCC’s physical meaning: different frequencies
are different features. F ∈ R

m×n×h×r denotes the kernel of two-dimensional
convolution, where m and n denote the kernel’s height and width, h denotes
the number of input feature maps, and r denotes the number of output feature
maps.

Conv2d. The first layer in our CNN part is a conventional 2-dimension convo-
lution. In this layer the parameters are: m = 1, h = t and r > f . Using these
parameters has the following effects. First, with a m × n convolution in time
domain, this layer can learn feature in local time. Second, h = f makes different
frequencies treated as different feature map. Third, by set r > f , this layer can
recombine frequencies and produce more feature maps.

Gated CNN. The second and third CNN layer use Gated Convolution to
further learn the local feature of the speech.

tanh

�

σ

conv1d conv1d

Fig. 2. Gated CNN

Gated convolutional layer is proposed in [12], its structure is shown in Fig. 2.
Equation (1) gives the definition of Gated Convolution, which is inspired by the
multiplication gate in LSTM.
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y = tanh(Ff ∗ x) � σ(Fg ∗ x) (1)

In (1), ∗ is the convolution operation, σ is the sigmoid operation, � denotes
multiplication between corresponding elements, and Ff , Fg are the convolution
kernels of two convolutions respectively.

Compared with conventional CNN, Gated Convolution introduces more non-
linear operations and multiplication, which can improve the model’s learning and
expressing capacity. In addition, Self-Attention [18] is also obtained by multi-
plying the corresponding elements of tanh and σ.

3.3 RNN Net

CNN network can learn local features in different time periods. However, as
time-series signal, speech’s characteristics and contents are heavily related to its
time order. The same local features appear at different time may have different
meanings. This time-related feature can not be learned through CNN or full
connected layer.

The successful application of RNN in natural language processing demon-
strates its advantages in learning sequence features and long-range dependencies.
Some work [1,5] have recently applied RNN in speech recognition with a large
vocabulary. In order to characterize the timing feature of the speech, we con-
nect an Bi-directional LSTM network after CNN net. Figure 3 shows the RNN
network diagram.

yt yt+1 yt+2 yt+3

backward

forward

xt xt+1 xt+2 xt+3

Fig. 3. RNN structure

For the RNN model, the critical point is how to establish the link between the
previous information and the current state. As a classic RNN structure, LSTM
performs the following steps on the input data. First, calculate the forgotten
gate (2), the input gate (3), and the input information (4), second, update the
hidden state (5), then the output gate (6), and finally calculate the current step’s
output according to the output gate and the hidden state (7).

ft = σ(Wf · [ht–1, xt] + bf ) (2)

it = σ(Wi · [ht–1, xt] + bi) (3)

˜Ct = tanh(Wc · [ht–1, xt] + bc) (4)



Gated Convolutional LSTM for Speech Commands Recognition 675

Ct = ft � Ct–1 + it � ˜Ct (5)

ot = σ(Wo · [ht–1, xt] + bo) (6)

ht = ot � tanh(Ct) (7)

4 Experiments and Analysis

4.1 Dataset

In this paper we use the Google Speech Commands dataset. This dataset was
released by Google in August 2017. It includes 65,000 speech data, covering
thousands of people reading 30 commands, as well as some background noises.
Most of these speech audios are mono, and last for a second, with a sampling
rate of 16 KHz, sampling resolution of 16bit. The division of training, validation
and test set is shown in Table 1.

Table 1. Statistics of Google Speech Commands

Set Train Valid Test

Scale 51,088 6,798 6,835

4.2 Experiment Settings

To analyze the model from different aspects such as CNN network structure,
network depth, the combination of CNN and RNN, and compare it with exist-
ing work, we design a variety of models with different structures and conduct
extensive experiments. These models are as follows.

– C-p-G-q-Blstm/FullConnect: The model consists of p conventional 2-
dimension CNN, q Gated CNN and a bidirectional LSTM (or fully connected
layer). By adjusting the values of p, q, and choosing Blstm or FullConnect,
we build a variety of different models for speech commands recognition.

– Transfer Learning Network [11]: This model pre-trains a 121-layer net on
the UrbanSound8K dataset, and then transfers to recognize Google Speech
Commands dataset.

In our experiments, each model is trained for specified epochs (it is found
that most models can converge to their best performance in 100 epochs) on
the training set, then select the best-performing model for evaluation. In order
to accurately evaluate the model’s performance and eliminate the influence of
random factors, the experiment of each model is repeated 10 times. The average
of these 10 results is taken as the final evaluation criterion.

For the model Transfer Learning Network, we use the result in [11] instead
of reproducing it ourselves.
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4.3 Experiment Results

Impact of Gated CNN’s Depth. To explore the impact of Gated CNN’s
depth on speech recognition results, by using different number of Gated CNN
layers (which means setting different value for q) in model C-p-G-q-Blstm, we get
model C-1-G-2-Blstm, C-1-G-5-Blstm, C-1-G-7-Blstm, C-1-G-9-Blstm, C-1-G-
10-Blstm, C-1-G-20-Blstm, C-1-G-50-Blstm. Table 2 gives the final recognition
accuracy of these models.

Table 2. The impact of Gated CNN’s depth

Model Valid accuracy (%) Test accuracy (%)

C-1-G-2-Blstm 90.9 90.6

C-1-G-5-Blstm 90.4 90.0

C-1-G-7-Blstm 89.7 89.5

C-1-G-9-Blstm 88.7 88.2

C-1-G-10-Blstm 88.2 87.9

C-1-G-20-Blstm Diverge Diverge

C-1-G-50-Blstm Diverge Diverge

Valid Accuracy and Test Accuracy represent the best model’s recognition
accuracy on the validation set and test set. Experiment results in Table 2 show
that, for the Google Speech Commands dataset, deeper Gated CNN network
does not necessarily have a better recognition performance. We can see that as
the number of Gated CNN layer increases, the model’s recognition performance
firstly increases and then decreases, and when it reaches a certain number, the
model does not converge.

This phenomenon may be caused by the limited amount of the data. A net
with too many layers is too large and have too many parameters, which make
it difficult to train the net effectively, so it can not achieve good results, or even
fails to converge.

Experiment results show that the model C-1-G-2-Blstm with 2-layer Gated
CNN achieves the best performance. In the follow-up experiments, this paper
will use the model C-1-G-2-Blstm as the evaluation benchmark.

Impact of Gated Convolution. To analyze Gated CNN’s help for speech
commands recognition, we replace the Gated CNN in model C-1-G-2-Blstm,
C-1-G-5-Blstm, C-1-G-7-Blstm with conventional CNN, getting models C-3-G-
0-Blstm, C-6-G-0-Blstm, C-8-G-0-Blstm. Table 3 gives the comparison between
the results of models before and after the replacement. From the results we can
conclude that compared with the conventional CNN, Gated CNN can efficiently
improve the model’s prediction accuracy.
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Table 3. The impact of Gated CNN

Model Valid accuracy (%) Test accuracy (%)

C-1-G-2-Blstm 90.9 90.6

C-3-G-0-Blstm 87.2 87.2

C-1-G-5-Blstm 90.4 90.0

C-6-G-0-Blstm 86.9 86.7

C-1-G-7-Blstm 89.7 89.5

C-8-G-0-Blstm 83.5 83.2

Impact of CNN and RNN. To evaluate whether the combination of CNN
and RNN could perform better than just CNN or just RNN, based on the model
C-1-G-2-Blstm, we design another two models:

– C-0-G-0-Blstm: delete the CNN structure in C-1-G-2-Blstm, just keep the
RNN structure.

– C-1-G-2-FullConnect : keep the CNN structure in C-1-G-2-Blstm, but replace
the RNN structure with full connected layer.

Table 4 gives these models’ experiment results. From the table we can see
that, compared with the model C-1-G-2-Blstm which combines CNN and RNN,
just using CNN or RNN results in a drastical decrease in recognition accuracy.
Therefore, we can get the conclusion that combining the advantage of CNN and
RNN is greatly helpful for speech command recognition.

Table 4. Comparison of CNN and RNN’s impact

Model Valid accuracy (%) Test accuracy (%)

C-1-G-2-Blstm 90.9 90.6

C-0-G-0-Blstm 62.5 61.6

C-1-G-2-FullConnect 81.3 81.1

Comparison with Existing Works. In this paper we design two experi-
ments to compare with Transfer Learning Network [11], which is the state-of-art
work. Firstly, we compare the C-1-G-2-Blstm and Transfer Learning Network’s
recognition accuracy on all 30 commands in Google Speech Commands dataset.
Results are shown in the second column of Table 5. Secondly, we re-train a new
C-1-G-2-Blstm on the 20 commands selected in [11], and compare it with Trans-
fer Learning Network. Results are shown in the third column of Table 5. From
the results we can see that C-1-G-2-Blstm greatly outperforms Transfer Learning
Network, both on all 30 commands and on the selected 20 commands.
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Table 5. Comparison between C-1-G-2-Blstm and Transfer Learning Network

Model Test accuracy 30 (%) Test accuracy 20 (%)

C-1-G-2-Blstm 90.6 90.6

Transfer learning 84.4 82.1

Recognition Performance on Every Single Command. Table 6 gives C-
1-G-2-Blstm’s recognition accuracy on every command. The accuracy decreases
from left up to right down in turn. The command “happy” has the highest recog-
nition accuracy of 97.2%, while the command “no” has the lowest recognition
accuracy of 84.1%.

Table 6. Recognition accuracy of every command

Comm.a Acc.b (%) Comm. Acc. (%) Comm. Acc. (%)

Happy 97.2 Five 92.6 Bed 90.3

Sheila 96.2 Two 92.4 One 90.3

Six 94.7 Off 92.3 Wow 90.2

House 94.7 Marvin 91.4 Dog 89.4

Nine 94.2 Up 91.2 Bird 89.0

Seven 94.1 Stop 91.1 Three 88.0

Cat 94.0 Right 91.1 Go 86.9

Eight 93.8 Four 90.9 Tree 85.5

Left 93.6 On 90.7 Down 85.3

Yes 93.4 Zero 90.4 No 84.1
ais abbreviation for “command”.
bis abbreviation for “accuracy”.

After analyzing all the 30 commands we can find that the command “happy”
is special and different from other commands in pronunciation, so it’s recognition
accuracy is the highest. There are 7 commands whose recognition accuracy is
below 90%: “dog”, “bird”, “three”, “go”, “tree”, “down”, “no”. These commands
are easy to be confused with the others. For example, “bird” is similar with “bed”
in pronunciation. Main faults during recognizing these seven commands are given
in Table 7.

For these 7 commands, we select everyone’s most likely wrong recognition and
fault probability. The first row in Table 7 gives the groundtruth label, the first
column gives the model’s recognized label, the values represent the probability.

Take the second column as an example. It shows the distribution of fault
recognition for command “no”. From this column we can see that when mis-
takingly recognized, “no” is mistaken for “go” with a probability of 40%, and
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Table 7. Main faults in recognition

No Go Down Tree Three Bird Dog

No - 39.4 45.9 - - - 21.1

Go 40.0 - 24.3 - 3.1 5.9 15.8

Down 20.0 15.2 - - - 5.9 36.8

Tree - - - - 53.1 - -

Eight - 3.0 - 7.1 12.5 - -

Right - 3.0 - - - 35.3 -

Bed 5.0 - 5.4- - - 11.8 -

Three - - 2.7 78.6 - - 5.3

Two - 12.1 2.7 14.3 6.2 - -

mistaken for “down” with a probability of 20%. In fact, “no”, “go” and “down”
do have similarities in pronunciation.

From Table 7 we can conclude that for those commands with low recognition
accuracy, it’s mainly because they are similar with some other commands in
pronunciation, making it more difficult to distinguish them. This phenomenon
shows us a new direction for future work: developing methods to distinguish
similar speech commands.

4.4 Model FootPrint

Most models that combine CNN and RNN have a problem of being too deep
and complex. For example, [2] proposes a CRNN neural model with 32 CNN
layers and 1 RNN layer, [23] designs a 15-layer neural model that contains 8
CNN layers and 7 ConvLSTM (one kind of LSTM which merges CNN inside)
layers. Comparing with these work, our C-1-G-2-Blstm only uses 3 CNN layers
and 1 LSTM layers, greatly reducing the model’s complexity. Parameters and
multiplications used for the C-1-G-2-Blstm is shown in Table 8.

Table 8. Parameters and multiplications used for the C-1-G-2-Blstm

Layer m n h r Par. Mult.

Conv2d 1 5 20 64 6.25K 200K

Gated-Conv2d 1 5 64 64 40K 1282K

Gated-Conv2d 1 5 64 64 40K 1282K

Bi-LSTM 1 64 - - 64.5K 2060K

FC 128 30 - - 3.78K 3.75K
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In our experiments, every training epoch takes 15 s, while every testing
epoch takes 0.9 s. Considering that the test set contains 6,835 samples, C-1-
G-2-Blstm can recognize about 7,000 commands per second.

Based on our C-1-G-2-Blstm we build an apk for android cellphones. To build
the apk file, we first use TensorFlow’s tool to freeze our computing graph into a
pb file, which is only 911 kb. Then we build an android apk which use the frozen
graph to perform speech commands recognition, the apk is only 22 M.

5 Summary and Future Works

For the task of speech command recognition on mobile device, this paper designs
a model C-1-G-2-Blstm based on Gated CNN and bidirectional LSTM. This
model uses CNN to learn the speech’s local features, RNN to learn sequence long-
distance dependence features, and Gated CNN to improve the model’ capacity.
Compared with existing work based on CNN and RNN, our model uses fewer
layers and simpler net structure. Finally C-1-G-2-Blstm achieves an accuracy
of 90.6% on the Google Speech Commands dataset, outperforming the existing
state-of-art work by 6.4%.

One of our future work is to further improve the model’s recognition perfor-
mance. [13] points out that the preprocessing methods of speech data, the usage
of batch normalization and other technologies such as dilated convolution will
affect the model’s performance. We are going to conduct experiments on more
datasets to evaluate these factors’ impact. On the other hand, because speech
recognition especially wakeup-word recognition is seriously limited by local hard-
ware resources, it is also a very important development direction to explore how
to minimize the model size and computational complexity while ensuring the
recognition accuracy.

Acknowledgment. This work is supported by the National Natural Science Foun-
dation of China No. 61472434, Science and Technology on Parallel and Distributed
Laboratoratory Foundation No. 9140C810109150C81002.

References

1. Amodei, D., Ananthanarayanan, S., Anubhai, R., Bai, J., Battenberg, E., Case,
C., Casper, J., Catanzaro, B., Cheng, Q., Chen, G., et al.: Deep speech 2: end-to-
end speech recognition in English and mandarin. In: International Conference on
Machine Learning, pp. 173–182 (2016)

2. Arik, S.O., Kliegl, M., Child, R., Hestness, J., Gibiansky, A., Fougner, C., Prenger,
R., Coates, A.: Convolutional recurrent neural networks for small-footprint key-
word spotting. arXiv preprint arXiv:1703.05390 (2017)

3. Chen, G., Parada, C., Heigold, G.: Small-footprint keyword spotting using deep
neural networks. In: 2014 IEEE International Conference on Acoustics, Speech and
Signal Processing (ICASSP), pp. 4087–4091. IEEE (2014)
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Abstract. Due to the development of IoT solutions, we can observe the
constantly growing number of these devices in almost every aspect of
our lives. The machine learning may improve increase their intelligence
and smartness. Unfortunately, the highly regarded programming libraries
consume to much resources to be ported to the embedded processors.
Thus, in the paper the concept of source code generation of machine
learning models is presented as well as the generation algorithms for
commonly used machine learning methods. The concept has been proven
in the use cases.

Keywords: IoT · Edge computing · Machine learning

1 Introduction

Due to the development of IoT solutions, we can observe the constantly growing
number of network enabled devices in almost every aspect of our lives. It includes
smart homes, factories, cars, devices and others. They are sources of large amount
of data that can be analyzed in order to discover the relations between them.
As a result, they can provide functionalities better suited to the needs, predict
failures and increase their reliability.

The data generated by the devices can be used by machine learning algo-
rithms to learn and then make predictions. For example, the historical informa-
tion of engine behaviors may lead to the machine learning models that can be
used to predict in advance failures of other engines and be used to plan appro-
priate repairing actions. Such an approach is possible because of the virtually
unlimited resources in the computational clouds to store and process the data
from large number of devices.

Such a concept is extremely important in the industry which is facing
the revolution termed Industry 4.0. The main concept is focused on includ-
ing cyber-physical systems, IoT and cognitive systems in the manufacturing. In
the so-called smart factories, every aspect of the manufacturing process will be
monitored in real-time and then gathered information will be used by the coop-
erating systems and humans to work coherently. At the same time, the machine
c© Springer International Publishing AG, part of Springer Nature 2018
Y. Shi et al. (Eds.): ICCS 2018, LNCS 10861, pp. 682–694, 2018.
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learning algorithms may gain the quality of the final products and decrease the
production costs.

One of the important aspects in the industrial IoT is the response time of
the systems. For example, in the factory automation, motion control and tac-
tile Internet the acceptable latency is less then 10 ms [8]. It means that the IoT
systems using machine learning algorithms in the cloud for that kind of appli-
cations are not sufficient due to the fact that Internet routing to the worldwide
datacenters introduces significant delays [12].

One of the solutions to circumvent that drawback is to move machine learning
algorithms to the edge of the network [10] e.g. to the data center located in the
factory and learn only on the local data. As a result, the latency introduced by
the communication protocol would be significantly smaller because limited to the
local networks, but the gained knowledge would be incomplete. The promising
improvement would be to perform machine learning in the cloud environments
on a large volume of data and then send learned models to the edge datacenters
in order to make predictions locally e.g. in the factories. That approach would
increase the accuracy of the predictions due to the variety of sources that data
came from in the learning process.

Nevertheless, even with that approach, the devices have to be constantly
connected to the local computer network in order to use the machine learn-
ing models. Thus, in the research we are moving machine learning models to
the embedded devices itself. In our concept, instead of implementing machine
learning libraries for embedded devices that can read and interpret the learned
models, they are converted to the source code that can be compiled in the device
firmware. This enables possibility to embed the these models into embedded pro-
cessors that may have sporadic access to the network.

The concept presented in the paper can be used to design e.g. smart tools
in which machine learning models are used to prevent their damages by modify-
ing internal characteristics according to the usage. Such devices during charging
could synchronize itself with a cloud by sending the historical usage logs from
their memory and download new firmware with updated machine learning mod-
els. The process can be automated using mechanisms presented in the paper.

The scientific contribution of the paper is (i) the concept of source code
generation of machine learning models (ii) the generation algorithms for com-
monly used machine learning methods and finally (iii) practical verification of
the method.

Organization of the paper is as follows. Section 2 describes the related work in
the field of machine learning for constrained devices. Section 3 discuses concept
of the proposed method and the algorithms for commonly used ML algorithms.
Section 4 describes the evaluation, while Sect. 5 concludes the paper.

2 Related Work

At the time of writing, numerous machine learning programming libraries are
available on the market. They offer a number of algorithms to enable learning
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with and without supervision. They can be divided into dedicated applications
for individual computing nodes (for example Weka, SMILE, scikit-learn, Lib-
SVM) and for high performance computers (cluster/cloud computing e.g. Spark,
FlinkML, TensorFlow, AlchemyAPI, PredictionIO). Many large companies offer
services which rely on machine learning in public cloud infrastructures. The most
popular services of this type are BigML, Amazon Machine Learning, Google Pre-
diction, IBM Watson and Microsoft Azure Machine Learning and the dedicated
for IoT such as ThingWorx. These solutions analyze data mostly in the cloud
and role of IoT devices comes down to software agents providing data for analy-
sis. Solutions categorized as Big Data Machine Learning and dedicated for cloud
computing are a fast-growing branch of machine learning [2].

In the domain of resource-constrained systems we can find many implemen-
tations of ML algorithms on mobile and embedded devices that cooperate with
the cloud computing. The work of Liu et al. [7] describes an approach to image
recognition in which the process is split into two layers: local edge layer con-
structed with mobile devices and remote server (cloud) layer. In [6] the authors
present a software accelerator that enhances deep learning execution on hetero-
geneous hardware, including mobile devices. In the edge, i.e. on a mobile devices,
an acquired image is preprocessed and a segmentation is performed. Then the
image is classified on a remote server running pre-trained convolutional neural
network (CNN). In [9] the authors propose the utilization of Support Vector
Machine (SVM) running on networked mobile devices to detect malware. A
more general survey on employing networked mobile devices for edge computing
is presented in [11].

There are also implementation of algorithms related to machine learning
domain on extremely resource-constrained devices with a few kB of RAM. In [4,5]
authors develop extremely efficient machine learning algorithms that can learn
on such devices. The problem presented in the paper addresses the same group
of devices but is not related to the performing learning process on them but is
related to the usage of the models learned elsewhere and used on the devices.
It enables possibility to design systems that can perform machine learning in
the clouds on a large volume of data and then use the results in the resource-
constrained devices.

3 Concept of the Method

In the IoT domain there are several hardware architectures and sets of periph-
erals in the processors used in the devices [1]. Generally, they can be classified
into two categories - application processors that can run Linux and the embed-
ded ones that can run real-time operating systems such as FreeRTOS or be
programmed directly on the bare-metal.

On the devices with application processors such as RaspberryPi, the tuned
versions of machine learning libraries such as Tensorflow or scikit-learn can
be executed due to the availability of Java, Python and other programming
languages. This means that machine learning models can be directly copied
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between the cloud environment and the device only if the same libraries are
used in both places.

The other approach assumes that the models can be moved between various
ML libraries. For that purpose, description languages such PMML [3] has been
developed. For example, models can be learned in the cloud using Big Data tools
then after export/import operation used by the libraries ported to the embedded
devices.

The problem is more complex with the second group of embedded devices
such as Arduino with resources constrained embedded microcontrollers (MCUs).
In this case, porting the high-level and general purpose machine learning libraries
is not possible. In this situation, the implementation of description languages
such as aforementioned PMML may consume significant device resources. Thus,
the authors propose the approach in which source code of the estimator that
expresses the learned model is generated and then compiled into the device
firmware. The presented concept of the machine learning model source code
generation requires three steps to be performed:

1. analysis of the machine-learning algorithm and the way how it can be
expressed in the source code,

2. analysis on how to get details of machine-learning model from the ones gen-
erated by the particular software or library,

3. analysis on how the final code can be optimized for the target embedded
architecture regarding its resource constraints.

In the next subsections, the source code generation algorithms for the com-
monly used machine learning methods for the classification problem are pre-
sented. Additionally the technical details on how to generate the source code
based on the popular scikit-learn library is discussed. We have also analyzed
how the final code should be generated for AVR and ARM embedded processors.

3.1 Bayes Networks Generator

Naive Bayes algorithm is the method which applies probability theorem to the
machine learning problems, treating input features and output classes as events.
The problem of classification - assigning class for the given input features - is
reduced to finding output class event which has highest conditional probabil-
ity, assuming that input features event has occurred. To calculate the condi-
tional probability, Bayes theorem is applied. Therefore, definition for classifica-
tion problem can be written as:

argmax
y

(P (y|x1 . . . xN ))
Bayes th.

= argmax
y

P (y)P (x1 . . . xN |y)
P (x1 . . . xn)

, (1)

where:

– x1 . . . xN - input features;
– N - number of input features;
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– P (x1 . . . xN ) - constant probability of input feature event which is the same
regardless of output class;

– y - element of output classes events.

In order to calculate right side of Eq. (1), two assumptions are made:

1. Input features are pair-wise independent of each other which allows to calcu-
late probability P (x1 . . . xN |y).

2. The probability distribution of P (xi|y) is normal distribution N (θ, σ).

After applying both of the assumptions to the Eq. (1) and natural logarithm
function to the density function of normal distribution, problem of classifying
the set of features can be written as:

argmax
y

(
logP (y) +

N∑
i=1

[
− 1

2
log2πσy,i − (xi − θy,i)2

2σy,i

])
, (2)

where:

– M - number of output classes;
– σ, θ - matrices of size M × N calculated during the learning phase - those

relate to parameters of normal distribution;
– P (y) - prior probability for class y calculated as the proportionate part of a

class occurrences in the training set.

The necessity of calculating natural logarithm, the only part of equation
requiring math module in C, can be eliminated by introducing third matrix -
σlog containing element-wise logarithm function applied to matrix 2πσ.

Therefore, formula (2) can be reduced to:

argmax
y

(
logP (y) − 1

2

N∑
i=1

[
σlogy,i

+
(xi − θy,i)2

σy,i

])
, (3)

which equation will be the base for construction of program evaluating Bayes
model for new set of input features. Implementation of such evaluator in C in
presented on listing 1.1.

Listing 1.1. Naive Bayes model evaluation in C.

double sigma [M] [N] = <l ea rned values >;
double theta [M] [N] = <l ea rned values >;
double log s igma [M] [N] = <l ea rned values >;
double p r i o r [M] = <c a l c u l a t ed values >;

double temp sum ;
double c l a s s e s t [ 1 0 ] ;

f o r ( i n t i = 0 ; i < M; i++){
temp sum = 0 ;
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f o r ( i n t j = 0 ; j < N; j++){
temp sum += log s igma [ i ] [ j ] ;
temp sum += (( x [ j ] − theta [ i ] [ j ] ) ∗ ( x [ j ] −

theta [ i ] [ j ] ) ) / ( sigma [ i ] [ j ] ) ;
}

c l a s s e s t [ i ] = p r i o r [ i ] − 0 .5 ∗ temp sum ;
}

re turn get max index ( c l a s s e s t ) ;

It can be observed that the evaluator code remains the same as to the struc-
ture, regardless of specific learned Naive Bayes model. The program has a struc-
ture with declaration part, where matrices σ, θ and σlog are defined, and instruc-
tion part which implements formula (3). In case of specific trained model only
matrices values has to be set, altogether with M and N constants. Therefore,
generation process for naive Bayes algorithm may be reduced to using evaluator
template and filling it accordingly with trained values. The other approach to
generation will be presented in Sects. 3.2 and 3.3, where not only data declara-
tions but whole program structure relies on trained model.

In scikit-learn, class sklearn.naive bayes.GaussianNB implements afore-
mentioned classifier. Trained instance of model stores values of matrices σ and
θ in fields sigma and theta respectively and values of prior probabilities for
classes in array class prior . In result, demanded values for theta and sigma
can be retrieved directly from trained model and values for prior and log sigma
can be calculated.

3.2 Decision Trees Generator

Decision Tree classifier is based on the algorithm which recursively tries to split
training dataset based on the value of one chosen input feature.

Figure 1 presents structure of example decision tree. Each node represents
one training data split which corresponds to different condition on chosen feature
value. The split condition is created in such a way as to minimize gini index in
the child nodes. Gini index is calculated as presented on Eq. (4) and describes
how well are output classes distributed through the dataset.

giniindex = 1 −
M∑
i=1

p2i , (4)

where:

– M - number of output classes;
– p i - fraction of representatives of class i in the whole dataset.

Construction of tree is being conducted in learning phase of algorithm, based
on training set. Once the tree is constructed, the classification of the new input
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Fig. 1. Example decision tree structure.

sample is done by traversing the tree from top to bottom, evaluating conditions
in each node and choosing appropriate child of the node until leaf is reached.
Such a structure of trained model is equivalent to a set of hierarchical condition
instructions and can be unambiguously conversed to such a structure.

In scikit-learn library, tree structure of trained classifier is held in tree
property of the classifier object and consists of commonly used pointer repre-
sentation. Each node has an unique index used to reference its properties in
properties arrays:

– children left - array of left children indexes - index -1 means that there is
no left child;

– children right - array of right children indexes - index -1 means that there
is no right child;

– feature - array of input features on which splitting is conducted;
– threshold - array of values on which splitting condition is based;
– classes - array of arrays holding count for each output class on given data

subset.

Listing 1.2 presents pseudocode of algorithm which generates hierarchy of
condition clauses based on trained classifier. The tree structure is processed
recursively by pre-order traversal, using aforementioned properties arrays. Vis-
iting each node, appropriate if-else clause is created which represents one data
split.

Listing 1.2. Tree code generation algorithm.

gene ra t e s ta t ement s ( t r e e ) :

r e cu r s e ( node , depth ) :
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i f node i s not l e a f :
indent = get indent f o r depth
f e a tu r e = t r e e . f e a t u r e [ node ]
th r e sho ld = t r e e . th r e sho ld [ node ]
r e turn (

’ indent ’ +
’ i f c lause ’ f o r g iven f e a tu r e and thre sho ld +
re cu r s e ( t r e e . c h i l d r e n l e f t [ node ] , depth + 1) +
’ ending i f c lause ’ +
opening o f ’ e l s e c lause ’ +
r e cu r s e ( t r e e . c h i l d r e n r i g h t [ node ] , depth + 1) +
c l o s i n g o f ’ e l s e c lause ’ )

e l s e :
r e s u l t = ’most numerous c l a s s f o r l e a f ’
r e turn ’ indent ’ + r e s u l t

r e turn r e cu r s e (0 , 1)

3.3 Neural Networks Generator

For the purpose of the authors research and proving concept presented in the
article, one class of neural network algorithms has been examined - multilayer
perceptron (MLP) which is one of the less complicated neural network methods.
MLP aim is to learn the function f : IRN → IRM , where N is number of input
features and M is the number of output classes. The learning process of neural
network is out of scope of this paper, but understanding the model evaluation
process - execution of function f used in example - is essential to explain code
generation for MLP.

Equation (5) presents schema for function f execution. It consists of H + 1
consecutive layer transformations, where H is the number of hidden layers
and is the parameter of method, determined before training phase. Ith layer
transformation consists of the following steps:

1. linear transformation based on previous layer result multiplication by coef[i]
matrix;

2. addition of vector itc[i] to the result of previous step;
3. application of the activation function which introduces nonlinearity to

the method.

Initial vector for the first transformation is the vector of input features. Activa-
tion function for each layer apart from last one - for all hidden layers - is ReLU
function defined as in Eq. (7). Last layer is activated by application of softmax
function which enables interpreting last hidden layer result as the probability
distribution over set of output classes. Classified output class is the one under
index of maximum element in last transformation result vector. In the schema
described, elements learned during training phase are lists coef and itc holding
parameters for steps 1 and 2 of the layer transformation.
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⎡
⎢⎢⎢⎣

x0

x1

...
xN

⎤
⎥⎥⎥⎦

T

coef [0]︸ ︷︷ ︸
N×p0

+ itc[0]︸ ︷︷ ︸
1×p0

ReLU−−−→
act.

· · ·

⎡
⎢⎢⎢⎣

a0

a1

...
aH−2

⎤
⎥⎥⎥⎦

T

coef [H − 1]︸ ︷︷ ︸
pH−2×pH−1

+ itc[H − 1]︸ ︷︷ ︸
1×pH−1

ReLU−−−→
act.

︸ ︷︷ ︸
H transformations for each hidden layer⎡

⎢⎢⎢⎣
b0
b1
...

bN

⎤
⎥⎥⎥⎦

T

coef [H]︸ ︷︷ ︸
pH−1×M

+ itc[H]︸ ︷︷ ︸
1×M

softmax−−−−−−→
activation

⎡
⎢⎢⎢⎣

y0
y1
...

yM

⎤
⎥⎥⎥⎦

T

argmax−−−−−→
k

yk

(5)

– H - number of hidden layers (indexed as 0. . . H− 1)
– coef - matrix of coefficients used to transform layers to different sizes
– itc - intercepts matrix
– yk - result of classification

softmax(v)i =
evi∑K−1

j=0 evj

for i = 0, · · · ,K − 1; (6)

where: K - size of vector v

ReLU(x) = max(0, x) (7)

From the description above it follows that model evaluation code for trained
classifier could be implemented as a sequence of matrix operations on consecutive
layers. Code for generation algorithm is presented on listing 1.3.

Listing 1.3. Multiple layer network evaluator generation.

generate appropr ia te headers
f o r i in l aye r count − 1 :

generate co e f matrix f o r l ay e r i

f o r each hidden l ay e r :
generate l ay e r t rans fo rmat ion :

1 . d e c l a r a t i o n f o r new r e s u l t vec to r
2 . loop o f matrix mu l t i p l i c a t i o n
3 . genera te ve c to r s add i t i on sequence

generate ReLU ac t i v a t i o n on r e s u l t vec to r

generate l ay e r t rans fo rmat ion

generate softmax a c t i v a t i o n on r e s u l t vec to r

generate loop f o r max index search
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3.4 Source Code Optimization for Embedded Processors

Resource constrained embedded microcontrollers (MCUs) may be equipped with
different microprocessor cores and peripheral sets. From a software engineer
point of view, the main difficulties in programming such MCUs are low com-
puting power and small amount of available memories: both operating and for
executable firmware storage. In typical MCUs, the non-volatile flash memory is
much larger in storage size then the operating memory, because the latter one
generates a higher production cost per storage unit.

The computational performance of resource-constrained embedded platforms
is generally low when compared to general-purpose application units. There are
only a few methods to increase the performance. For example, depending on
a software developers skills, the code can be manually optimized or partially
implemented in a low level language. That option may be difficult to imple-
ment in automated code generating software and the resulting code may not be
easily portable between different MCU architectures. A relatively easy way of
controlling a balance between code size and execution speed is to find a correct
optimization level. GNU C compilers (GCC) offer various standard optimization
levels. Below we list the selected ones.

– With O0 the optimization is disabled,
– With O1 the compiler tries to reduce the execution time and the output code

size.
– With O2 the compiler optimizes the code as much as possible without intro-

ducing a trade-off between the execution time and the output code size.
– With O3 the compiler optimizes as in O2 with a set of additional flags.
– The Os is referred to as optimization for size. It makes the compiler optimize

the code similarly to O2 but without increasing the output code size.

Usually embedded microcontrollers may run a relatively simple scheduler or
a real-time operating system (RTOS), but do not run an application operat-
ing system. In those cases, the memory management relies partly on a software
developer. As an example, the AVR 8-bit MCU family has the Harvard architec-
ture in which program and data address spaces are separate. This makes it less
convenient to declare read-only variables stored in the microcontrollers program
memory. Therefore, the code generator should consider the target MCU architec-
ture. For example, when writing and compiling code for AVR MCUs, a variable
with the const modifier will be placed in the operating memory. In the case
of generating code for previously trained models, we often need a large num-
ber of constant values. Storing them in operating memory may quickly cause
a shortage of that resource. To store read-only data in the program memory
and to retrieve their values the software developer must use a special-purpose
macros which work as additional declaration modifiers or access functions, e.g.
PROGMEM or pgm read float near. That problem is non-existent in newer and
more advanced microcontrollers which implement a single and unified address
space. Those units do not need additional modifiers for objects in code to store
and retrieve them to and from the MCU non-volatile memory. Usually, thanks
to their more modern design, they are also equipped with more resources than
8-bit AVR.
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4 Evaluation

In order to evaluate described code generation methods proposed in the paper,
authors have prepared use case demonstrating how trained model could be used
for classification on embedded device. The biggest the training set, the more
complex and time consuming learning phase is and therefore the advantage of
separating it from evaluation phase is the most evident.

For the evaluation purposes, two databases has been used. First one is
the mnist database of handwritten digits1 has been chosen. In order to
retrieve dataset fetch mldata function from scikit-learn library has been
used. Dataset fetched this way consists of 70 000 samples, each being vector of
length 784 representing one handwritten digit picture. Each picture has dimen-
sion of 28 × 28 pixels arranged in row-major order. After choosing and loading
described dataset, an instance of each classifier from Sect. 3 has been created
and trained on the randomly chosen ninety percent of dataset. For each of them,
source code has been generated extracting model evaluation which has been used
to classify handwritten digits on touch screen attached to devices. For MLP clas-
sifier one hidden layer with 15 neurons has been established.

Fig. 2. Digit recognition application for Arduino that uses generated source code of
the machine learning models for MNIST dataset

As an additional dataset, for comparison purpose, the iris dataset has been
chosen which is much smaller than mnist one. The set contains of 150 samples
divided into three categories representing variations of iris flowers: setosa, vir-
ginica and versicolor. Input features of samples consists of five parameters of
iris flowers. Dataset has been divided into training and testing set similarly to
mnist - ninety percent assigned for the training and ten percent assigned for the
training. The exact same set of classifiers with parameters have been used for
this dataset as for the mnist.
1 http://yann.lecun.com/exdb/mnist/ (access for 23 Feb 2018).

http://yann.lecun.com/exdb/mnist/
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Table 1 contains the size of pickled models from scikit-library for selected
classifiers. It is worth to notice, that to use that models, the appropriate Python
libraries are necessary thus the overall memory requirements are much larger.

The source code generators for machine learning models presented in the
paper has been implemented in Python2. Based on the aforementioned mod-
els learned for the selected databases appropriate source codes were generated.
Finally, the concept has been verified on two embedded platforms. First one,
depicted in Fig. 2 is based on Arduino Mega with ATmega2560 (8 kB RAM,
256 kB flash) microcontroller and a simple touch screen display. The second
platform was STM32F4 Discovery board with ARM STM32F429 (256 kB RAM,
512 kB flash) microcontroller. Table 1 contains the size of compiled source-code
for the learned models. For the Arduino platform, the Bayes model for mnist
database was too large to feet into the memory, thus was not evaluated. For
the other cases, the size of the memory footprint of the compiled classifiers was
small enough to fit in the microcontrollers memory.

Table 1. Size of the serialized scikit-learn model and the compiled source-code of the
classifier for the AVR and ARM processors

Dataset Method Size of models in bytes Score

Scikit− learn AVR ARM

O0 O1 O3 Os

iris Bayes 771 2298 2352 2004 3440 2028 1.00

MLP 12247 2360 4768 4004 5184 3936 0.933

Tree (float) 2501 272 592 512 16 480 0.933

mnist Bayes 126164 — 190712 189980 190872 189956 0.556

MLP 292984 52000 54088 52444 54992 52280 0.919

Tree Float 1051335 166476 158592 130336 132816 133200 0.874

Integer 1051335 75776 72832 53264 55920 54768

5 Summary

In the paper we have presented the idea of how the machine learning models can
be executed on the embedded devices with constrained resources. This allows
developers for example to embed sophisticated failure prediction ML models in
the home appliances such as toothbrushes, electric drills, kitchen mixers and
others increasing their smartness.

The concept presented in the paper can be extended. We are currently work-
ing on two problems. First one is related to the mechanisms of how to combine
incremental learning in the cloud from IoT sensors with automatic deployment of
the learned models to the devices located in the edge environments. The second

2 https://github.com/tszydlo/FogML.

https://github.com/tszydlo/FogML
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one is related to the development of the generator tools for Big Data ML such as
TensorFlow or Apache Flink. The latter one would give a greater applicability
and usefulness of the presented method.

Acknowledgment. The research presented in this paper was supported by the
National Centre for Research and Development (NCBiR) under Grant No. LID-
ER/15/0144 /L-7/15/NCBR/2016.
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Abstract. Very large climate data repositories provide a consistent view
of weather conditions over long time periods. In some applications and
studies, given a current weather pattern (e.g. today’s weather), it is use-
ful to identify similar ones (weather analogues) in the past. Looking for
similar patterns in an archive using a brute force approach requires data
to be retrieved from the archive and then compared to the query, using
a chosen similarity measure. Such operation would be very long and
costly. In this work, a wavelet-based fingerprinting scheme is proposed
to index all weather patterns from the archive. The scheme allows to
answer queries by computing the fingerprint of the query pattern, then
comparing them to the index of all fingerprints more efficiently, in order
to then retrieve only the corresponding selected data from the archive.
The experimental analysis is carried out on the ECMWF’s ERA-Interim
reanalyses data representing the global state of the atmosphere over sev-
eral decades. Results shows that 32 bits fingerprints are sufficient to rep-
resent meteorological fields over a 1700 km× 1700 km region and allow
the quasi instantaneous retrieval of weather analogues.

Keywords: Climate data repositories
Weather analogues · Information retrieval

1 Introduction

Weather analogues is the term used by meteorologists to referrer to similar
weather situations. Usually an analogue for a given location or area and forecast
lead time is defined as a past prediction, from the same model, that has simi-
lar values for selected features of the current model forecast. Before computer
simulations were available, weather analogues were the main tool available to
forecasters, which is still a usage today [1]. Analogues can be useful on smaller
c© Springer International Publishing AG, part of Springer Nature 2018
Y. Shi et al. (Eds.): ICCS 2018, LNCS 10861, pp. 697–710, 2018.
https://doi.org/10.1007/978-3-319-93701-4_55
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scale (≈900 km in radius, [2]) as it is otherwise impossible to identify similar pat-
terns in the past given a limited temporal record e.g. at hemispheric scale, sim-
ilar states the atmosphere would only be observed every 1030 years [3]. Usually
the maximum record length available is restricted to under 100 years. Weather
analogues have many usages. They are used for downscaling model outputs [4],
to assess risks of severe weather [5] or managing weather impacts on railway
networks [6].

Analogues require comparison of fields and looking for similar patterns in
an archive using a brute force approach requires data to be retrieved from the
archive and the compared to the query, using a chosen similarity measure. Such
operation would be very long and costly on large archive systems as data will
typically have to be recalled a tape system.

The aim of this research is to consider an algorithm to index all weather
patterns from the archive using a fingerprinting scheme. Queries would be done
by computing the fingerprint of the query pattern, then comparing them to the
index of all fingerprints, in order to then retrieve the corresponding data from
the archive. The main user requirements of such system are:

– the system should be queryable: given a user provided query, the system
should return the most similar weather situation from the archive;

– the system should be fast: replies should be perceived by users as “instanta-
neous”, allowing interactive use;

– newly archived data should be added to the index, without the need to
retune/retrain the system.

Wavelet fingerprinting has been successfully used to retrieve images [7] and
sounds [8]. The objectives of this paper are therefore to introduce an efficient
wavelet fingerprinting system for the retrieval of weather analogues. Efficiency
here means that the computation of fingerprint is fast, that the resulting fin-
gerprint is small, that fingerprints can be compared quickly and that they can
be stored in an efficient data structure. The fingerprinting method has to be
accurate as possible, i.e. that returns the “closest” matching weather according
to some agreed similarity measure.

2 Related Work

As the world is generating more and more data, efficient information retrieval
has become a major challenge, and is therefore a very active field of research.
Information is not only limited to text, but also comprises images, movies and
sound. There are many methods available to implement such systems [9,10].

The retrieval system proposed in this work is based on wavelets [11,12], which
are expected to capture well the wave-like nature of the weather phenomenon.
Wavelets are traditionally use for imagery [13–15], in particular compression
[16–20] and image retrieval [7,21,22]. Wavelets have also been used to retrieve
medical images [23,24], proteins [25], power management [26–28], time-series
analysis [29,30] and image similarity [22,23].



Fast Retrieval of Weather Analogues in a Multi-petabytes Archive 699

This work builds on the results presented by [7,8], which use wavelets-
based algorithms for multi-resolution image querying and audio fingerprinting
respectively.

3 The ECMWF Data Archive

The European Centre for Medium-Range Weather Forecasts (ECMWF) has been
collecting meteorological information since 1980 and its archive has recently
reach over 260 petabytes of primary data. ECMWF’s archive is referred to as
the Meteorological Archiving and Retrieval System (MARS) [31,32]. This archive
provides datasets that covers several decades at hourly temporal resolutions.
Because of the size of the archive, most of the data is held on tape, therefore
only solutions that do not require access to the data are considered.

The MARS archive contains fields, that are the typical output of numerical
weather prediction systems. These are usually gridded data, either global or
regional. The grids are sets of regularly distributed points (e.g. one grid point
every 5 km) over a given area. Model outputs are collections of fields, one for each
variable represented, for a given time and horizontal layer: at large scales (greater
than 10 km), the interactions between the different layers of the atmosphere
are small compared to the effects of large structures and can be ignored. This
is why traditionally meteorologists tend to consider fields are being 2D, their
vertical coordinate being an attribute of the field, as is time. Fields are therefore
a collection of floating point values geographically distributed according to a
mesh (called grid). Most of the grids are regularly spaced.

This research will make use of a particular subset of fields so called reanalysis
data: a reanalysis is a process by which the same data assimilation system is run
on past observations (e.g. over one hundred years), and produces a consistent
dataset representing the state of the atmosphere over long periods. This is used
for studies linked to climate change [33,34]. These datasets are very well struc-
tured and can be easily processed. The data used in this work are selected from
the ERA-Interim dataset [35,36], a reanalysis covering the period 1979 to 2014,
at 0 UTC (13,149 fields per variable).

Meteorological fields are multidimensional fields, with grid points regularly
distributed on the surfaces following the shape Earth: at the surface or at set
levels (usually isobaric surface). The fields also vary in time. Although these
fields are 4D, they are archived as 2D slices (latitude/longitude), so that users
can access long time series of a given surface, or a stack of levels. Fields represent
one variable (temperature, pressure, precipitations, etc.), with the value of the
variable provided at each grid points.

In the case of regular grids, in which grid points can be organised in a 2D
matrix (Fig. 1a), one can see the that this fields can easily be considered as a
greyscale image (Fig. 1c, assuming values are normalised to the interval 0–255),
although they are traditionally plotted using contours (Fig. 1b).

Four surface variables are selected: 2 m temperature, mean sea level surface
pressure (or MSL pressure), 10 m wind speed and total precipitations accumu-
lated over 6 h.
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The initial work presented here is limited to a square grid 0.5◦×0.5◦

(≈55 km × 55 km) on the domain 60◦N 14◦W 44.5◦N 1.5◦E that covers the
British Isles (≈1700 km×1700 km, see Fig. 1), which agrees with the radius of
900 Km presented in [2]. The size of the domain will capture synoptic scales
weather patterns.

Fig. 1. Nature of the meteorological field used in this research. In the middle panel,
the total precipitation field is plotted using the traditional methods: contouring and
shading (isoline are spaced logarithmically from 0.4 mm to 100mm.

4 Definition of a Fingerprinting Scheme

4.1 Fingerprinting

The method proposed is to define the fingerprint F of a meteorological field f
as:

F (f) = 〈s, r〉
where:

– s is a bit vector, representing the shape of f , and
– r is a reference value, capturing the intensity of the field f .

The fingerprinting method proposed is as follows:

1. the meteorological field is considered as a 2D grayscale image;
2. a reference value is selected (for example the mean, or the median of the

field);
3. the field is compressed using wavelet compression;
4. the reference value is used as a threshold to convert the compressed image

into a bitmap;
5. the bits that make the bitmap are extracted and form the shape part of the

fingerprint.
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Fig. 2. Algorithm: field fingerprints are computed using wavelet compression and
thresholding. In this example, 0.003 is the average value of the field.

The first step is only described here to stress that the algorithm expects the
actual values of the field as input, and not a graphical representation (fields are
not images). In the case of this research, fields are already available in a binary
form, so the first step is not necessary. The method is illustrated in Fig. 2. In
that example, the fingerprint is a tuple consisting of a 64 bits vector and a
floating-point value. In a modern computer, this would use 128 bits of memory.

4.2 Wavelet Compression

A Discrete Wavelet Transform (DWT) decomposes a signal into approximation
and details coefficients; the approximation is a smoothing of the signal, and
capture large scale features, while details represent smaller variations around
the approximation. The original signal can we reconstructed from all coefficients.
Wavelet compression is performed by selecting the approximation coefficient of
a given stage of the DWT and discarding the detail coefficients.

We will define the compression factor C as the level of the DWT. As C
increases, the number values in the compressed field is divided by 4 (Fig. 3).
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Fig. 3. Grey scale images showing the result of wavelet compression of a field of precip-
itations. C is the compression factor, N is the number of data values remaining after
compression.

4.3 Query

Looking up for analogues is done by solving the nearest neighbour problem in a
database of fingerprints. In that study, the fingerprints are held in a simple array
structure in memory, are they are small enough, and the lookup is implemented
as a linear scan. The performance of this setup is sufficient for interactive use.
More elaborate data structures and algorithm will be considered at a later stage.

To querying the database for analogues, the user needs to present a meteoro-
logical field over a similar area and with the same number of grid points as our
current setup. This could be for example today’s weather, extracted from the
latest analysis from a NWP centre. The fingerprint of the query field is computed
and is compared to existing fingerprint. Fingerprints are considered close if the
Hamming distance [37] of their bit vectors are close, and their reference values
are also close.
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4.4 Formal Definition

The problem we are trying to address can be formalised as:

Let v be a meteorological variable (e.g. surface pressure, wind speed. . . ).
Let Av be the set of all meteorological fields in the archive for this variable.

Assuming that all the fields are defined over the same grid (same geographical
coverage, same resolution), Av can be considered a subset of IRn, with n being
the number of grid points.

Let D be a distance function between the elements of Av (typically the L2-
norm).

Let F be the set of fingerprints.
Let δ be a distance function between the elements of F .

We are looking for a mapping Fv : Av �→ F such that:

∀f1, f2, f3 ∈ Av,D(f1, f2) ≤ D(f1, f3)
⇐⇒ δ(Fv(f1), Fv(f2)) ≤ δ(Fv(f1), Fv(f3)).

(1)

Intuitively, this means that Fv “preserves distances”, e.g. if fields are close
according to the distance D, their fingerprints must also be close according to
the distance δ. Similarly, fields that are far apart must have fingerprints that are
far apart. A study of distance preserving embeddings is available from [38].

The aim of this work is to find a mapping that mostly satisfy relation (1),
i.e. a mapping for which the relation is true for most elements of Av.

Traditionally, distance between meteorological fields is computed using the
root mean square deviation (RMSD), which is equivalent to the L2-norm. Other
distances such as Pearson correlation coefficient (PCC) are also used. [39] show
the limitations of such metrics. In this study, we will use the L2-norm when
comparing field, as it is the most commonly used metric in meteorology.

4.5 Validation of the Mapping

As we are considering various fingerprinting schemes, we will compare how “effec-
tive” they are. We define the effectiveness of a mapping is a measure of number
of elements of Av for which relation (1) hold.

A scheme is perfectly effective if for every query q, we always find the field
which is closest to q according to the distance D. This can also be stated as: if
m be the best match when querying the system with q, the scheme is perfectly
effective if there are no field closer to q than m according to the distance D.
Conversely, the more fields are closer to q than m, the less effective the method.
So, to measure the effectiveness of the fingerprinting scheme, we count how many
fields are closer to q than m. Instead of generating dummy query fields, we use
every fields from the archive to query a set composed of all other fields.

Using the definitions from Sect. 4.4, for each field q in Av, let Aq
v = Av\{q}

be the dataset that excludes this field.
Let m be the best match when querying Aq

v with q.
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Let ξD(q) be the query error, defined as the number of fields that are closer
to q than m according to a distance D, normalised by the total number of field
in Av:

ξD(q) =
|{f ∈ Aq

v | D(f, q) < D(m, q)}|
|Aq

v| .

ξD(q) = 0 if the result of querying Aq
v with q returns the closest field to q

according to the distance D, and ξD(q) = 1 if the resulting field is the furthest
away according to D.

We consider the scheme to be validated if ξD(q) is negligibly small (e.g. less
that 0.05, i.e. 5%) for a large number of values of q (e.g. 80%). This means that
for 80% of the queries, less than 5% of all the fields in the dataset will considered
a better match than the closest field according to D.

4.6 Choice of the Compression Factor C

In order to select a value for the compression factor C, we compute ξL2(q) for
every field q of the dataset. We then consider the percentage of fields of the
dataset for which the ξL2(q) is below a given value.

Figure 4 shows, for two representative meteorological variables, the sorted
distribution of the values ξL2 against the queries, for various values of the com-
pression factor C. Figure 4b shows that for C = 3 and for 80% of the queries,
less than 4% of the fields are actually closer than the best match. Plotting such
graphs for all selected meteorological variables shows that the best results are
obtained with the compression factor C = 3. This can be explained as follows:

For C = 1 and C = 2, the compressed field retain a lot of detail and the
resulting fingerprints retain many dimensions, and we are affected by the curse
of dimensionality.

For C = 4, too much information is lost, and dissimilar fields are more
likely to have similar fingerprints, thus increasing the probability of mismatching
results.

We can see that for total precipitations (Fig. 4a), the results are not as good
as for the surface air pressure. This is because this field is not as smooth and
continuous, and is by nature not easily captured by the multi-resolution aspect
of wavelets.

The value C = 3 provides enough information reduction so that generated
fingerprints are small, while having a high effectiveness so that matching of
fingerprints will provide good results.

4.7 Similarity Measure Between Fingerprints

In Sect. 4.1, we define the fingerprint of f as F (f) = 〈s, r〉 where:

– s i a bit vector representing the shape of f , and
– r is a reference value, capturing the intensity of the field f .
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Fig. 4. Choice of the compression factor C. The plots shown are sorted distributions
of ξL2 for various values of C. For Total precipitation, we see that for C = 4, the value
of ξL2 at 80% is 0.36. This means that for 20% of the queries, there are more than 36%
of all the fields in the dataset that are considered a better match than the closest field
according to L2. For C = 3, this value drops to 18%. For Surface air temperature, we
can see that the results are much better, and that for C = 4, the value at 80% is 0.08
(8%) and for C = 3, the value at 80% is 0.04 (4%). In both cases, C = 3 gives the best
results.
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We use the mean of the field for r. We then define the distance between the
fingerprints 〈s1, r1〉 and 〈s2, r2〉 as:

δ(〈s1, r1〉 , 〈s2, r2〉) =

{
hamming(s1, s2) ifs1 �= s2,

|r1 − r2| otherwise.

This means that we first compare the shapes, and if they are identical, we
then compare the intensities of the two fingerprints (lexical ordering). For this
method, we show the best results are for C = 3, as in paragraph Sect. 4.6.

This is an interesting result as it shows that a value of C = 3 is sufficient for
s to capture the shape of the field. In that case, s is 16 bits long. The mean r
can easily be encoded using 16 bits, without loss of effectiveness:

r16bits =
⌊
216

(r − minv)
(maxv − minv)

⌋
.

Where x� is the nearest smaller integer from x (floor), and minv and maxv

are the minimum and maximum values possible for the meteorological variable v.
In this case, the fingerprint can be encoded over 32 bits. Tests using the median
instead of the mean do not give better results.

5 Implementation and Results

The code implemented for this work is written in Python, using NumPy [40],
SciPy [41], Matplotlib [42], PyWavelet [43]. Bespoke Python module have been
developed to interface with ECMWF’s GRIB decoder [44], to decode the meteo-
rological fields, as well as ECMWF’s plotting package MAGICS [32,45], to plot
maps. The various fingerprinting methods, as well as the code to estimate their
effectiveness. Experiments are run using Jupyter, previously known as iPython
notebook [46].

Several artificial patterns are used to query the system (see Fig. 5). These
patterns do not represent realistic meteorological fields. They could nevertheless
be the kind of pattern that the user could query:

– Fig. 5a: some heavy precipitations over Ireland only.
– Fig. 5b: some snow in western France.
– Fig. 5c: a system of high pressure over the British Isles.
– Fig. 5d: a heat wave over the south east of England and France.

In each case, the system will return a field from the archive that matches the
query provided.
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Fig. 5. Using artificial fields as queries (first row), and the corresponding best matches
(second row).

6 Conclusion and Future Work

In this work the first wavelet base retrieval system for weather analogue has
been introduced. Results shows that 32 bits fingerprints are sufficient to repre-
sent meteorological fields over a 1700 km × s1700 km region, and that distances
between fingerprints provide a realistic proxy to the distance between fields. The
small size of the fingerprint means that they can be stored in memory, leading
to very short lookup time, fast enough to allow for interactive queries.

As part of our future work, will be considering a method that allows users
to describe type of weathers in an interactive fashion. Users will be provided
with a tool to “draw” the field they are looking. The pattern drawn will be used
as a query to the system, and similar fields will be returned. One of the main
challenge of this method will be to ensure that the user’s input is realistic from
a meteorological point of view.

During our initial research, we have been focussing on weather patterns over
the British Isles. As part of the future work, we will consider extending the
system to the whole globe.

Weather situations are really similar if all of the parameters (temperature,
pressure, wind, etc.) are also similar. We will study how the fingerprinting scheme
implemented so far can be extended so that it takes into account several param-
eters and what are the implication on the index and the matching algorithms.
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Abstract. Assimilation of data into a fire-spread model is formulated
as an optimization problem. The level set equation, which relates the fire
arrival time and the rate of spread, is allowed to be satisfied only approxi-
mately, and we minimize a norm of the residual. Previous methods based
on modification of the fire arrival time either used an additive correction
to the fire arrival time, or made a position correction. Unlike additive fire
arrival time corrections, the new method respects the dependence of the
fire rate of spread on diurnal changes of fuel moisture and on weather
changes, and, unlike position corrections, it respects the dependence of
the fire spread on fuels and terrain as well. The method is used to inter-
polate the fire arrival time between two perimeters by imposing the fire
arrival time at the perimeters as constraints.

1 Introduction

Every year, millions of hectares of forest are devastated by wildfires. This fact
causes dramatic damage to innumerable factors as economy, ecosystem, energy,
agriculture, biodiversity, etc. It has been recognized that the recent increase in
the fire severity is associated with the strict fire suppression policy, that over
last decades has led to significant accumulation of the fuel, which when ignited
makes fires difficult to control. In order to reverse this effect, prescribed burns are
routinely used as a method of fuel reduction and habitat maintenance [22,28].
The previous strategy of putting out all wildland fires is becoming replaced by
a new approach where the fire is considered as a tool in the land management
practice, and some of the fires are allowed to burn under appropriate conditions
in order to reduce the fuel load and meet the forest management goals.

c© Springer International Publishing AG, part of Springer Nature 2018
Y. Shi et al. (Eds.): ICCS 2018, LNCS 10861, pp. 711–723, 2018.
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Fire management decisions regarding both prescribed burns, as well as wild-
land fires, are very difficult. They require a careful consideration of potential fire
effects under changing weather conditions, values at risk, firefighter safety and
air quality impacts of wildfire smoke [31]. In order to help in the fire management
practice, a wide range of models and tools has been developed. The typical oper-
ational models are generally uncoupled. In these models, elevation data (slope)
and fuel characteristics are used together with ambient weather conditions or
general weather forecast as input to the rate of spread model, which computes
the fire propagation neglecting the impact of the fire itself on local weather
conditions (see BehavePlus [1], FARSITE [9] or PROMETHEUS [29]). As com-
putational capabilities increase, a new generation of coupled fire-atmosphere
models become available for fire managers as management tools. In a coupled
fire-atmosphere model, weather conditions are computed in-line with the fire
propagation. This means that the state of the atmosphere is modified by the fire
so that the fire spread model is driven by the local micrometeorology modified
by the fire-released heat and moisture fluxes. CAWFE [6], WRF-SFIRE [15],
and FOREFIRE/Meso-NH [8], are examples of such models, coupling CFD-type
weather models with semi-empirical fire spread models. This approach is fun-
damentally similar to so-called physics-based models like FIRETEC [12] and
WFDS [19], which also use CFD approach to compute the flow near the fire,
but focus on flame-scale processes in order to directly resolve combustion, and
heat transfer within the fuel and between the fire and the atmosphere. As the
computational cost of running these models is too high to facilitate their use
as forecasting tools, this paper focuses on the aforementioned hybrid approach,
where the fire and the atmosphere evolve simultaneously affecting each other,
but the fire spread is parameterized as a function of the wind speed and fuel
properties, rather than resolved based on the detailed energy balance.

This article describes upcoming data assimilation components for the coupled
fire-atmosphere model WRF-SFIRE [11,13], which combines a mesoscale numer-
ical weather prediction system, WRF [27], with a surface fire behavior model
implemented by a level set method, a fuel moisture model [30], and chemical
transport of emissions. The coupling between the models is graphically repre-
sented in the diagram in Fig. 1. The fire heat flux modifies the atmospheric state
(including local winds), which in turn affects fire progression and the fire heat
release. WRF-SFIRE has evolved from CAWFE [3,4]. An earlier version [15] is
distributed with the WRF release as WRF-Fire [5], and it was recently improved
by including a high-order accurate level-set method [20].

The coupling between fire and atmosphere makes initialization of a fire from
satellite detections and/or fire perimeters particularly challenging. In a coupled
numerical fire-atmosphere model, the ignition procedure itself affects the atmo-
spheric state (especially local updrafts near the fire line and the near fire winds).
Therefore, particular attention is needed during the assimilation process in order
to assure that realistic fire-induced atmospheric circulation is established at the
time of data assimilation. One possible solution to this problem, assuring con-
sistency between the fire and the atmospheric models, is defining an artificial
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Fig. 1. Diagram of the model coupling in WRF-SFIRE

fire progression history, and using it to replay the fire progression prior to the
assimilation time. In this case, the heat release computed from the synthetic fire
history is used to spin up the atmospheric model and assure consistency between
the assimilated fire and the local micro-meteorology generated by the fire itself.

Fire behavior models run on a mesh given by fuel data availability, typically
with about 30 m resolution and aligned with geographic coordinates. The mesh
resolution of satellite-based sensors, such as MODIS and VIIRS, however, is
typically 375 m–1.1 km in flight-aligned swaths. These sensors provide planet-
wide coverage of fire detection several times daily, but data may be missing for
various reasons and no detection is possible under clouds; such missing pixels in
the swath are marked as not available or as a cloud, and distinct from detections
of the surface without fire. Because of the missing data, the statistical uncertainty
of detections, the uncertainty in the actual locations of active fire pixels, and
the mismatch of scales between the fire model and the satellite sensor, direct
initialization of the model from satellite fire detection polygons [7] is of limited
value at the fuel map scale. Therefore, the satellite data should be used to steer
such models in a statistical sense only.

In this study, we propose a new method of fitting fire arrival time to data,
which can be used to generate artificial fire history, which can be used to spin
up the atmospheric model for the purpose of starting a simulation from a fire
perimeter. In combination with detection data likelihood, the new method can
be used also to assimilate satellite fire detection data. This new method, unlike
position or additive time corrections, respects the dependence of the fire rate of
spread on topography, diurnal changes of fuel moisture, winds, as well as spatial
fuel heterogeneity.

2 Fire Spread Model

The state of the fire spread model is the fire arrival time T (x, y) at locations
(x, y) in a rectangular simulation domain Ω ⊂ R

2. The isoline T (x, y) = c is
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then the fire perimeter at time c. The normal vector to the isoline is ∇T/ ‖∇T‖.
The rate of spread in the normal direction and the fire arrival time at a location
on the isoline then satisfy the eikonal equation

‖∇T‖ =
1
R

. (1)

We assume that R depends on location (because of different fuel, fuel moisture,
and terrain) and time (because of wind and fuel moisture changing with time).
Rothermel’s model [24] for 1D fire spread postulates

R = R0(1 + φw + φs), (2)

where R0 is the omnidirectional rate of spread, φw, the wind factor, is a func-
tion of wind in the spread direction, and φs, the slope factor, is a function of
the terrain slope. The 1D model was adapted to the spread over 2D landscape
by postulating that the wind factor and the slope factor are functions of the
components of the wind vector and the terrain gradient in the normal direction.
Thus,

R = R (x, y, T (x, y) ,∇T (x, y)) . (3)

The fire spread model is coupled to an atmospheric model. The fire emits
sensible and latent heat fluxes, which change the state of the atmosphere, and
the changing atmospheric conditions in turn impact the fire (Fig. 1). Wind affects
the fire directly by the wind factor, and temperature, relative humidity and rain
affect the fire through changing fuel moisture.

The fire model is implemented on a rectangular mesh by finite differences.
For numerical reasons, the gradient in the eikonal equation (1) needs to be imple-
mented by an upwinding-type method [21], which avoids instabilities caused by
breaking causality in fire propagation: for the computation of ∇T at a location
(x, y), only the values from the directions that the fire is coming from should
be used, so the methods switch between one-sided differences depending on how
the solution evolves. Sophisticated methods of upwinding type, such as ENO or
flux-limiters [23], aim to use more accurate central differences and switch to more
stable one-sided upwind differences only as needed. Unfortunately, the switching
causes the numerical gradient of T at a mesh node become a nondifferentiable
function of the values of T at that point and its neighbors. In addition, we have
added a penalty term to prevent the creation of local minima. It was observed
in [14] that if, in the level set method, a local minimum appears on the boundary,
its value keeps decreasing out of control; we have later found out that this can in
fact happen anywhere in the presence of spatially highly variable rate of spread,
and we have observed a similar effect here during the minimization process.

3 Fitting the Fire Spread Model to Data

3.1 Minimal Residual Formulation

Consider the situation when the two observed fire perimeters Γ1 and Γ2 at times
T1 < T2 are known, and we are interested in the fire progression between the two
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perimeters. Aside from immediate uses (visualization without jumps, post-fire
analysis), such interpolation is useful to start the fire simulation from the larger
perimeter Γ2 at time T2 by a spin-up of the atmospheric model by the heat
fluxes from the interpolated fire arrival time between the fire perimeters; the
coupled model can then start from perimeter Γ2 at time T2 in a consistent state
between the fire and the atmosphere. Interpolation between an ignition point
and a perimeter can be handled the same way, with the perimeter Γ1 consisting
of just a single point.

In this situation, we solve the eikonal equation (1) only approximately,

‖∇T‖ ≈ 1
R

(4)

imposing the given fire perimeters as constraints,

T = T1 at Γ1, T = T2 at Γ2. (5)

We formalize (4) as the minimization problem

J(T ) =
(∫

Ω

∣∣∣f(‖∇T‖22 , R2)
∣∣∣p

)1/p

→ min
T

subject to (5), (6)

where f (x, y) is a function such that f (x, y) = 0 if and only if xy = 1, and Ω is
the simulation domain. We mostly use the function f (x, y) = 1 − xy but other
functions, such as f (x, y) = x − 1/y have advantages in some situations. There
are no boundary conditions imposed on the boundary of Ω.

3.2 Discretization and the Constraint Matrix

The fire simulation domain is discretized by a logically rectangular grid (aligned
approximately with longitude and latitude) and perimeters are given as shape
files, i.e., collections of points on the perimeter. We express (5) in the form

HT = g, (7)

where H is a sparse matrix. Since the points in the shape files do not need
to lie on the grid, the rows of H are the coefficients of an interpolation from
the grid to the points in the shape files, which define the perimeters. We find
the coefficients from barycentric interpolation. The rectangles of the grid are
split into two triangles each, and, for each triangle, we compute the barycentric
coordinates of the points in the shapefile, i.e., the coefficients of the unique
linear combination of the vertices of the triangle that equals to the point in
the shape file. If all 3 barycentric coordinates are in [0, 1], we conclude that
the point is contained in the triangle, the barycentric coordinates are the sought
interpolation coefficients, and they form one row of H. For efficiency, most points
in the shapefile are excluded up front, based on a comparison of their coordinates
with the vertices of the triangle, which is implemented by a fast binary search.
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When there is more than one point of the shapefile in any triangle, we condense
them into a single constraint, obtained by adding the relevant rows of H. This
way, we avoid over constraining the fire arrival time near the perimeter, which
should be avoided for the same reason as limiting the number of constraints in
mixed finite elements to avoid locking, cf., e.g., [2].

3.3 Numerical Minimization of the Residual

To solve (6) numerically, we use a multiscale descent method similar to multigrid,
combining line searches in the direction of changes of the value of T at a single
point, and linear combinations of point values as in [18]. We use bilinear coarse
grid functions with the coarse mesh step growing by a factor of 2. See Fig. 6(b)
for an example of a coarse grid function with distance between nodes 16 mesh
steps on the original, finest level. We start from an initial approximate solution
that satisfies the constraint HT = g exactly, and project all search directions on
the subspace Hu = 0, so that the constraint remains satisfied throughout the
iterations.

To find a reasonable initial approximation to the fire arrival time, we solve
the quadratic minimization problem

I (T ) =
1
2

∫
Ω

∥∥∥(−�)α/2
T

∥∥∥2

dxdy → min
T

subject to (5) and
∂T

∂ν
= 0, (8)

where ν is the normal direction, � = ∂2

∂x2 + ∂2

∂y2 is the Laplace operator, and
α > 1 is generally non-integer. The reason for choosing α > 1 is that

√
I (T ) is

the Sobolev Wα,2 (Ω) seminorm and in 2D, the space Wα,2 (Ω) is embedded in
continuous functions if and only if α > 1. Consequently, I (T ) is not a bound on
the value T (x, y) at any particular point, only averages over some area can be
controlled. Numerically, when α = 1, minimizing I (T ) with a point constraint,
such as an ignition point, results in T taking the shape of a sharp funnel at
that point (Fig. 5), which becomes thinner as the mesh is refined. That would
be definitely undesirable.

The discrete form of (8) is

1
2

〈ST, T 〉 − 〈f, T 〉 → min
T

subject to HT = g, (9)

where S = Aα with (−A) a discretization of the Laplace operator with
Neumann boundary conditions. To solve (9), we first find a feasible solution
u0 = H ′ (HH ′)−1

g, so that Hu0 = g, substitute T = u0 + v to get

1
2

〈S (u0 + v) , u0 + v〉 − 〈f, u0 + v〉 → min
T

subject to Hv = 0,

and augmenting the cost fuction, we get that (9) is equivalent to

1
2

〈SPv, Pv〉 +
ρ

2
〈(I − P ) v, v〉 − 〈f0, v〉 → min

T
subject to Hv = 0, (10)
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where f0 = f − Su0, P = I − H ′ (H ′H)−1
H is the orthogonal projection on the

nullspace of H, and ρ > 0 is an arbitrary regularization parameter. We solve the
minimization problem (10) approximately by preconditioned conjugate gradients
for the equivalent symmetric positive definite linear system

P (SPv − f0) + ρ (I − P ) v = 0. (11)

Since S is discretization of the Neumann problem, the preconditioner requires
some care. Define Z as the vector that generates the nullspace of S, which consists
of the discrete representation of constant functions, and PZ = I − Z ′ (Z ′Z)−1

Z
the orthogonal projection on its complement. We use the preconditioner

M : r 
→ PPZS+PZPr,

where S+ is the inverse of S on the complement of its nullspace, and recover
the solution by T = u0 + Pv. The method only requires access to matrix-vector
multiplications by S and S+, which are readily implemented by cosine FFT. We
only need to solve (11) to low accuracy to get a reasonable starting point for the
nonlinear iterations, but the satisfaction of the constraint HT = g to rounding
precision is important.

4 Assimilation of MODIS and VIIRS Fire Detections

Data likelihood is the probability of a specific configuration of fire detection and
non-detection pixels given the state of the fire. The probability of MODIS Active
Fires detection in a particular sensor pixel as a function of the fraction of the
area actively burning and the maximum size of contiguous area burning, was
estimated in the validation study [25] using logistic regression. We consider the
fraction of the pixel burning and the maximum continuous area burning as a
proxy to the fire radiative heat flux in the pixel. The model state is encoded as
the fire arrival time at each grid point, and the heat flux can be then computed
from the burn model using the fuel properties. Substituting the heat flux into
the logistic curve yields a plausible probability of detection for a period starting
from the fire arrival time: the probability keeps almost constant while the fire is
fresh, and then diminishes.

However, the position uncertainty of the detection is significant, the allowed
3σ-error is listed in VIIRS specifications [26] as 1.5 km, and position errors of
such magnitude are indeed occasionally observed. Therefore, the probability of
detection at the given coordinates of the center of a sensor pixel in fact depends
on the fire over a nearby area, with the contributions of fire model cells weighted
by e−d2/σ2

, where d is the distance of the fire model cell and the nominal center of
the sensor pixel, because of the uncertainty where the sensor is actually looking.
Assuming that the position errors and the detection errors are independent,
we can estimate the contribution of a grid cell to the data likelihood from a
combination of the probabilities of detection at the nearby satellite pixels.
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Fig. 2. Data assimilation cycling with atmosphere model spin up. From [17].

Assimilation of data into the fire spread model can be then formulated as
an optimization problem to minimize its residual and to maximize the data
likelihood. See [10] for further details.

Since the fire model is coupled with an atmosphere model, changing the state
of the fire alone makes the state of the coupled model inconsistent. To recover a
consistent state, we spin up the atmosphere model from an earlier time, with the
modified fire arrival time used instead of the fire arrival time from the fire spread
model (Fig. 2). This synthetic fire forcing to the atmospheric model is used to
drive atmospheric model [16] and enables establishing fire-induced circulation.

Varying the model state to maximize the data likelihood can also be used
to estimate the time and place of ignition as well as other model parameters.
The WRF-SFIRE [15] model was run on a mesh of varying GPS coordinates
and times and the data likelihoods of the relevant Active Fire detection data
is evaluated, allowing the most likely place and time of the fire’s ignition to
be determined. Figure 3 shows a visualization of the likelihoods of Active Fire
detection data for several hundred ignition points at various times. Work is in
progress so that an automated process of determining the most likely time and
place of ignition can be initiated from collection of satellite data indicating a
wildfire has started in a particular geographic region of interest.

5 Computational Experiments

The optimization problem was tested on an idealized case using concentric circles
as perimeters in a mesh with 100 × 100 nodes. The fire spreads equally in all
directions from the center of the mesh. The propagation is set at different rates
of spread in different sections (Fig. 4(a)). We also set the fire arrival time at the
ignition point and compute the fire arrival time on the two perimeters from the
given rate of spread, so in this case there exists an exact solution (Fig. 4(b)).

The constraint matrix was constructed by the method described in Sect. 3.2.
The initial approximation of the fire arrival time was then found by solving the
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Fig. 3. Estimation of the most likely time and ignition point of a fire by evaluation of
MODIS Active Fire data likelihood. The color of the pushpin represents the time of
ignition and the height of the pushpin gives the likelihood of ignition at that location.
(Color figure online)

Fig. 4. (a) Initial approximation of the fire arrival time T in the two concentric circles
perimeter case using different values of α. (b) Exact solution T for the concentric circles
problem.

quadratic minimization problem described in Sect. 3.3 with α = 1.4. Figure 5
shows the initial approximation of the fire arrival time imposed by the ignition
point and the two concentric circles in our particular case and using different
values of α from 1 to 1.4. One can see how the unrealistic sharp funnel at the
ignition point for α = 1 disappears with the increasing value of α.

Then, we run the multigrid method proposed in Sect. 3.3. The coarsening was
done by the ratio of 2. The number of sweeps was linearly increasing with the
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Fig. 5. Initial approximation of the fire arrival time T in the two concentric circles
perimeter case using different values of α.

Fig. 6. (a) Initial approximation from the first perimeter at T1 = 16 to the second
perimeter at T2 = 40 obtained with α = 1.4. (b) Example of a bilinear coarse grid
function at mesh step 16. (b) Values of the objective function after each line search
iteration of the multigrid experiment. (c) Result of the fire arrival time interpolation
after 4 cycles of multigrid experiment.
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level. On the coarsest level, the mesh step was 32 and the sweep was done once,
the mesh step on the second level was 16 and the sweep was repeated twice,
until resolution 1 on the original, finest grid, and sweep repeated 6 times.

Figure 6c shows the decrease in the cost function with the number of line
searches on any level. One can observe that the cost function decreased more in
the first cycle and at the beginning of iterations on each level.

The final result after 4 cycles of 6 different resolutions (from 32 to 1 decreasing
by powers of two) is shown in Fig. 6(d), which is close to the exact solution.

6 Conclusions

We have presented a new method for fitting data by an approximate solution
of a fire spread model. The method was illustrated on an idealized example.
Application to a real problem are forthcoming.
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Abstract. Complex systems (e.g., volcanoes, debris flows, climate) com-
monly have many models advocated by different modelers and incorpo-
rating different modeling assumptions. Limited and sparse data on the
modeled phenomena does not permit a clean discrimination among mod-
els for fitness of purpose, and, heuristic choices are usually made, espe-
cially for critical predictions of behavior that has not been experienced.
We advocate here for characterizing models and the modeling assump-
tions they represent using a statistical approach over the full range of
applicability of the models. Such a characterization may then be used to
decide the appropriateness of a model for use, and, perhaps as needed
weighted compositions of models for better predictive power. We use
the example of dense granular representations of natural mass flows in
volcanic debris avalanches, to illustrate our approach.

Keywords: Model analysis · Statistical analysis

1 Introduction

This paper presents a systematic approach to the study of models of complex
systems.

1.1 What Is a Model?

A simple though not necessarily comprehensive definition of a model is that:

A model is a representation of a postulated relationship among inputs and
outputs of a system usually informed by observation and a hypothesis that
best explains them.

The definition captures two of the most important characteristics

– models depend on a hypothesis, and,
– models use the data from observation to validate and refine the hypothesis.
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Errors and uncertainty in the data and limitations in the hypothesis (usually a
tractable and computable mathematical construct articulating beliefs like pro-
portionality, linearity, etc.) are immediate challenges that must be overcome to
construct useful and credible models.

1.2 Who Needs Them and Why Are There so Many of Them?

A model is most useful in predicting the behavior of a system for unobserved
inputs and interpretability or explainability of the system’s behavior. Since, mod-
els require a hypotheses implies that the model is a formulation of a belief about
the data. The immediate consequence of this that the model may be very poor
about such prediction even when sufficient care is taken to use all the available
data and information since the subjectivity of the belief can never be completely
eliminated. Secondly, the data at hand may not provide enough information
about the system to characterize its behavior at the desired prediction. What
makes this problem even more acute is that we are often interested in modeling
outcomes that are not observed and perhaps sometimes not observable.

The consequence of this lack of knowledge and limited data is the multi-
plicity of beliefs about the complex system being modeled and a profusion of
models based on different modeling assumptions and data use. These competing
models lead to much debate among scientists. Principles like “Occam’s razor”
and Bayesian statistics [2] provide some guidance but simple robust approaches
that allow the testing of models for fitness need to be developed. We present in
this paper a simple data driven approach to discriminate among models and the
modeling assumptions implicit in each model, given a range of phenomena to
be studied. We illustrate the approach by work on granular flow models of large
mass flows.

1.3 Models and Assumptions

An assumption is a simple intuitive concept. An assumption is any atomic postu-
late about relationships among quantities under study, e.g., a linear stress strain
relationship σ = Eε or neglecting some quantities in comparison to larger quan-
tities θ ≈ sin(θ) for small θ. Models are compositions of many such assumptions.
The study of models is thus implicitly a study of these assumptions and their
composability and applicability in a particular context. Sometimes a good model
contains a useless assumption that may be removed, sometimes a good assump-
tion should be implemented inside a different model - these are usually subjective
choices, not data driven. Moreover, the correct assumptions may change through
time, making model choice more difficult.

The rest of the paper will define our approach and a simple illustration using
3 models for large scale mass flows incorporated in our large scale mass flow
simulation framework TITAN2D [5]. The availability of 3 distinct models for
similar phenomena in the same tool provides us the ability to directly compare
inputs, outputs and internal variables in all the 3 models.



726 A. K. Patra et al.

1.4 Analysis of Modeling Assumptions and Models

Let us define
(
M(A), PM(A)

)
, where A is a set of assumptions, M(A) is the

model which combines those assumptions, and PM is a probability distribution
in the parameter space of M . For the sake of simplicity we assume PM to be
uniformly distributed on selected parameter ranges. While the support of PM

can be restricted to a single value by solving an inverse problem for the optimal
reconstruction of a particular flow, this is not possible if we are interested in
the general predictive capabilities of the model, where we are interested in the
outcomes over a whole range.

Stage 1: Parameter Ranges. In this study, we always assume PM ∼ ⊗NM

i=1

Unif(ai,M , bi,M ), where NM is the number of parameters of M . These parameter
ranges will be chosen using information gathered from the literature about the
physical meaning of those values together with a preliminary testing for physical
consistency of model outcomes and range of inputs/outcomes of interest.

Stage 2: Simulations and Data Gathering. The simulation algorithms can be
represented as (Fig. 1):

Model Evaluation (Simulator)

Inputs
ledoM ledoM Model

Outputs

Latent Variable

Fig. 1. Models and variables

The model inputs are the parameters of M , The latent variables include
quantities in the model evaluation that are ascribable to specific assumptions
Ai. These are usually not observed as outputs from the model. For example
in momentum balances of complex flow calculations these could be values of
different source terms, dissipation terms and inertia terms. Finally, the model
outputs include explicit outcomes, e.g., for flow calculations these could be flow
height, lateral extent, area, velocity, acceleration, and derived quantities such as
Froude number Fr. In general, for each quantity of interest (QoI), we use a Monte
Carlo simulation, sampling the input variables and obtaining a family of graphs
plotting their expectation, and their 5th and 95th percentiles. Our sampling
technique of the input variables is based on the Latin Hypercube Sampling (LHS)
idea, and in particular, on the improved space-filling properties of the orthogonal
array-based Latin Hypercubes.

Stage 3: Results Analysis. These and other statistics can now be compared to
determine the need for different modeling assumptions and the relative merits
of different models. Thus, analysis of the data gathered over the entire range
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of flows for the state variables and outcomes leads to a quantitative basis for
accepting or rejecting particular assumptions or models for specific outcomes.

2 Modeling of Mass Flows

Dense large scale granular avalanches are a complex class of flows with physics
that has often been poorly captured by models that are computationally
tractable. Sparsity of actual flow data (usually only a posteriori deposit informa-
tion is available), and large uncertainty in the mechanisms of initiation and flow
propagation, make the modeling task challenging, and a subject of much contin-
uing interest. Models that appear to represent the physics well in certain flows,
may turn out to be poorly behaved in others, due to intrinsic mathematical or
numerical issues. Nevertheless, given the large implications on life and property,
many models with different modeling assumptions have been proposed.

2.1 Three Models

Modeling in this case proceeds by first assuming that the laws of mass and
momentum conservation hold for properly defined system boundaries. The scale
of these flows, very long and wide with small depth led to the first most generally
accepted assumption, shallowness [13]. This allows an integration through the
depth to obtain simpler and more computationally tractable equations. This is
the next of many assumptions that have to be made. Both of these are funda-
mental assumptions which can be tested in the procedure we established above.
Since, there is a general consensus and much evidence in the literature of the
validity of these assumptions we defer analysis of these to future work. The
depth-averaged Saint-Venant equations that result are:

∂h

∂t
+

∂

∂x
(hū) +

∂

∂y
(hv̄) = 0

∂

∂t
(hū) +

∂

∂x

(
hū2 +

1
2
kgzh

2

)
+

∂

∂y
(hūv̄) = Sx (1)

∂

∂t
(hv̄) +

∂

∂x
(hūv̄) +

∂

∂y

(
hv̄2 +

1
2
kgzh

2

)
= Sy

Here the Cartesian coordinate system is aligned such that z is normal to the
surface; h is the flow height in the z direction; hū and hv̄ are respectively the
components of momentum in the x and y directions; and k is the coefficient
which relates the lateral stress components, σ̄xx and σ̄yy, to the normal stress
component, σ̄zz. The definition of this coefficient depends on the constitutive
model of the flowing material we choose. Note that 1

2kgzh
2 is the contribution

of hydrostatic pressure to the momentum fluxes. Sx and Sy are the sum local
stresses: they include the gravitational driving forces, the basal friction force
resisting to the motion of the material, and additional forces specific of rheology
assumptions.
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The final class of assumptions are the assumptions on the rheology of the
flows – in particular in this context assumptions used to model different dissi-
pation mechanisms embedded in Sx, Sy that lead to a plethora of models with
much controversy on the most suitable model.

Mohr-Coulomb (MC). Based on the long history of studies in soil mechan-
ics [7], the Mohr-Coulomb (MC) rheology model was developed and used to
represent the behavior of geophysical mass flows [13].

Shear and normal stress are assumed to obey Coulomb friction equation,
both within the flow and at its boundaries. In other words,

τ = σ tan φ, (2)

where τ and σ are respectively the shear and normal stresses on failure surfaces,
and φ is a friction angle. This relationship does not depend on the flow speed.

We can summarize the MC rheology assumptions as:

– Basal Friction based on a constant friction angle.
– Internal Friction based on a constant friction angle.
– Earth pressure coefficient formula depends on the Mohr circle.
– The velocity based curvature effects are included into the equations.

Under the assumption of symmetry of the stress tensor with respect to the z
axis, the earth pressure coefficient k = kap can take on only one of three values
{0,±1}. The material yield criterion is represented by the two straight lines at
angles ±φ (the internal friction angle) relative to horizontal direction. Similarly,
the normal and shear stress at the bed are represented by the line τ = −σ tan(δ)
where δ is the bed friction angle.

MC Equations. As a result, we can write down the source terms of the Eq. (1):

Sx = gxh − ū
‖ū∼‖

[
h

(
gz + ū2

rx

)
tan(φbed)

]
− hkap sgn

(
∂ū
∂y

)
∂(gzh)

∂y sin(φint)

Sy = gyh − v̄
‖ū∼‖

[
h

(
gz + v̄2

ry

)
tan(φbed)

]
− hkap sgn

(
∂v̄
∂x

) ∂(gzh)
∂x sin(φint) (3)

Where, ū∼ = (ū, v̄), is the depth-averaged velocity vector, rx and ry denote the
radii of curvature of the local basal surface. The inverse of the radii of curvature
is usually approximated with the partial derivatives of the basal slope, e.g.,
1/rx = ∂θx/∂x, where θx is the local bed slope.

Pouliquen-Forterre (PF). The scaling properties for granular flows down
rough inclined planes led to a new formulation of the basal friction stress as
a function of the flow depth and velocity [6]. PF rheology assumptions can be
summarized as:

– Basal Friction is based on an interpolation of two different friction angles,
based on the flow regime and depth.
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– Internal Friction is neglected.
– Earth pressure coefficient is equal to one.
– Normal stress is modified by a hydrostatic pressure force related to the flow

height gradient.
– Velocity based curvature effects are included into the equations.

Two critical slope inclination angles are defined as functions of the flow thickness,
namely φstart(h) and φstop(h). The function φstop(h) gives the slope angle at
which a steady uniform flow leaves a deposit of thickness h, while φstart(h) is
the angle at which a layer of thickness h is mobilized. They define two different
basal friction coefficients.

μstart(h) = tan(φstart(h)) (4)
μstop(h) = tan(φstop(h)) (5)

An empirical friction law μb(‖ū∼‖, h) is then defined in the whole range of
velocity and thickness.

PF Equations. The depth-averaged Eq. (1) source terms thus take the following
form:

Sx = gxh − ū

‖ū∼‖
[
h

(
gz +

ū2

rx

)
μb(‖ū∼‖, h)

]
+ gzh

∂h

∂x

Sy = gyh − v̄

‖ū∼‖
[
h

(
gz +

v̄2

ry

)
μb(‖ū∼‖, h)

]
+ gzh

∂h

∂y
(6)

Voellmy-Salm (VS). The theoretical analysis of dense snow avalanches led to
the VS rheology model [9,15]. The following relation between shear and normal
stresses holds:

τ = μσ +
ρ‖g‖

ξ
‖ū∼‖2, (7)

where, σ denotes the normal stress at the bottom of the fluid layer and
g = (gx, gy, gz) represents the gravity vector. The VS rheology adds a veloc-
ity dependent turbulent friction to the traditional velocity independent basal
friction term which is proportional to the normal stress at the flow bottom. The
two parameters of the model are the bed friction coefficient μ and the turbulent
friction coefficient ξ.

We can summarize VS rheology assumptions as:

– Basal Friction is based on a constant coefficient, similarly to the MC rheology.
– Internal Friction is neglected.
– Earth pressure coefficient is equal to one.
– Additional turbulent friction is based on the local velocity by a quadratic

expression.
– Velocity based curvature effects are included into the equations, following an

alternative formulation.
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The effect of the topographic local curvatures is again taken into account
by adding the terms containing the local radii of curvature rx and ry. In this
case the formula is considering the modulus of velocity instead than the scalar
component [3].

VS Equations. Therefore, the final source terms take the following form:

Sx = gxh − ū

‖ū∼‖

⎡

⎣h

(

gz +
‖ū∼‖2
rx

)

μ +
‖g

∼
‖

ξ
‖ū∼‖2

⎤

⎦ ,

Sy = gyh − v̄

‖ū∼‖

⎡

⎣h

(

gz +
‖ū∼‖2
ry

)

μ +
‖g

∼
‖

ξ
‖ū∼‖2

⎤

⎦ . (8)

Latent Variables. For analysis of modeling assumptions we need to record and
classify the results of different modeling assumptions. These terms are explored
in detail in the next sections.

RHS1 = [gxh, gyh], (9)

it is the gravitational force term, it has the same formulation in all models.
The formula of basal friction force RHS2 depends on the model:

RHS2 = − hgz tan(φbed)

[
ū

‖ū∼‖ ,
v̄

‖ū∼‖

]

, in MC model.

RHS2 = − hgz μb(‖ū∼‖, h)

[
ū

‖ū∼‖ ,
v̄

‖ū∼‖

]

, in PF model. (10)

RHS2 = − hgzμ

[
ū

‖ū∼‖ ,
v̄

‖ū∼‖

]

, in VS model.

The formula of the force related to the topography curvature, RHS3,
also depends on the model:

RHS3 = − h tan(φbed)

[
ū3

rx‖ū∼‖ ,
v̄3

ry‖ū∼‖

]

, in MC model.

RHS3 = − h μb(‖ū∼‖, h)

[
ū3

rx‖ū∼‖ ,
v̄3

ry‖ū∼‖

]

, in PF model. (11)

RHS3 = − hμ

[
ū‖ū∼‖
rx

,
v̄‖ū∼‖
ry

]

, in VS model.
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All the three models have an additional force term, having a different formula
and meaning in the three models:

RHS4 = − hkap sin(φint)
[

sgn(
∂ū

∂y
)
∂(gzh)

∂y
, sgn(

∂v̄

∂x
)
∂(gzh)

∂x

]
, in MC model.

RHS4 = gzh

[
∂h

∂x
,
∂h

∂y

]
, in PF model. (12)

RHS4 = −
‖g

∼
‖

ξ
‖ū∼‖2

[
ū

‖ū∼‖ ,
v̄

‖ū∼‖

]

, in VS model.

These latent variables can be analyzed locally and globally for discriminating
among the different modeling assumption.

2.2 Monte Carlo Process and Statistical Analysis

For our study, the flow range is defined by establishing boundaries for inputs like
flow volume and rheology coefficients. Optionally, these could include also flow
initiation site and geometry, and the digital elevation map. The Latin Hypercube
Sampling is performed over [0, 1]3 for the MC and VS input parameters, and
[0, 1]4 for PF input parameters. Those dimensionless samples are linearly mapped
to fill the required intervals.

Following the simulations, we generate data for each sample run and each
outcome and latent variable f(x, t) calculated as a function of time on the ele-
ments of the computational grid. This analysis generates tremendous volume
of data which must then be analyzed using statistical methods for summative
impact. The latent variables in this case are the mass and force terms in the
conservation laws defined above.

We devise many statistical measures for analyzing the data. For instance,
let (Fi(x, t))i=1,...,4 be an array of force components, where x ∈ R2 is a spatial
location, and t ∈ T is a time instant. The degree of contribution of those force
terms can be significantly variable in space and time, and we define the dom-
inance factors (pj)j=1,...,k, i.e., the probability of each Fj to be the dominant
force at (x, t). Those probabilities provide insight into the dominance of a par-
ticular source or dissipation (identified with a particular modeling assumption)
term on the model dynamics.

2.3 Overview of the Case Studies

The first case study assumes very simple boundary conditions, and corresponds
to an experiment fully described in [16]. It is a classical flow down an inclined
plane set-up, including a change in slope to an horizontal plane (Fig. 2 Left).
Four locations are selected among the center line of the flow to accomplish local
testing. These are: the initial pile location L1 = (−0.7, 0) m, the middle of the
inclined plane L2 = (−0.35, 0) m, the change in slope L3 = (0, 0) m, the middle
of the flat plane L4 = (0.15, 0) m.
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Fig. 2. [Left] inclined plane description, including local samples sites (red stars). Pile
location is marked by a blue dot. [Right] (a) Volcán de Colima (México) overview,
including 51 numbered local sample sites (stars) and four labeled major ravines chan-
neling the flow. Pile location is marked by a blue dot. Reported coordinates are in
UTM zone 13N. Background is a satellite photo. Six points that are adopted as pre-
ferred locations are highlighted in yellow. (Color figure online)

The second case study is a block and ash flow down the slope of Volcán
de Colima (MX) - an andesitic stratovolcano that rises to 3,860 m above sea
level, situated in the western portion of the Trans-Mexican Volcanic Belt (Fig. 2
Right). The modeling of pyroclastic flows generated by explosive eruptions and
lava dome collapses of Volcán de Colima is a well studied problem [4,10–12,14].
The volcano has been already used as a case study in several studies involving the
Titan2D code [8]. We select 51 locations along the flow inundated area to observe
model outputs with six of them as preferred locations being representative of
different flow regimes.

3 Sample Results

Figure 3 shows the flow height, h(L, t), at the points (Li)i=1,...,4, for the three
rheology models. Parameter ranges – outcome of Stage 1 analysis – come from
literature and past work in our laboratory. Plot 3 clearly shows the differences in
the statistics of the flow outcomes induced by the different choices of rheology
at different locations in the plane. Availability of data allows us to subject the
data to tests of reasonability both for the means and extremal values. Given a
particular type of flow and collected data we can clearly distinguish model skill
in capturing not only that flow but also possible flows. Past work [16] allows
us to conclude that MC rheology is adequate for modeling simple dry granular
flows.

While, the above analysis is interesting in helping us accept or reject partic-
ular models a lot of insight can be obtained by examining the behavior of latent
variables. Figure 4 shows the spatial average of speed and Froude Number, for
the three rheology models for flows at Volcan Colima. Ranges of parameters etc.
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Fig. 3. Records of flow height at four spatial locations of interest. Bold line is mean
value, dashed/dotted lines are 5th and 95th percentile bounds. Different rheology models
are displayed with different colors. Plots are at different scale, for simplification. (Color
figure online)

are obtained from our past work at this site [1]. It also shows the inundated
area of flow, as a function of time. Similar analysis of model suitability can be
conducted here given recorded deposits. In past work [5], we have tuned MC rhe-
ology to match deposits for known block and ash flows but a priori predictive
ability was limited by inability to tune without knowledge of flow character.

The plots 5a, b, c and 5d, e, f are related to point L8 and L10, respectively.
They are significantly similar. RHS1 related to the gravitational force is the
dominant force with a very high chance, P1 > 90%. In MC and PF there is a
small probability, i.e., P3 = 5%–30% at most, of RHS3 related to topographic
curvature effects being the dominant force for a short amount of time, i.e. ∼5 s.
This occurs in the middle of the time interval in which the flow is almost surely
inundating the points being observed. In VS it is observed a P4 = 5% chance of
RHS4 related to the turbulent dissipation being dominant, for a few seconds,
anticipating the minimum of no-flow probability. Plots 5g, h, i, are related to
point L17, and the plots are split in two sub-frames, following different temporal
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Fig. 4. Comparison between spatial averages of (a) flow speed, and (b) Froude Number,
in addition to the (c) inundated area, as a function of time.

scales. In all the models, RHS2 is the most probable dominant force, and its
dominance factor has a bell-shaped profile, similar to the complementary of
no-flow probability. In all the models, RHS1 has a small chance of being the
dominant force. In MC, this is more significant, at most P1 = 30%, for ∼20 s
after the flow arrival, and has again about P1 = %2 chance to be dominant
in [100, 7200] s. In PF, the chance is P1 = 15% at most, and has two maxima,
one short lasting at about 55 s, and the second in [100, 500] s. Also in VS, the
chance is at most P1 = 15%, reached at [300, 500] s, but its profile is unimodal
in time, and becomes lower than P1 = 2% after 2000 s. In MC and PF, RHS3

has a chance of P3 = 10% of being the dominant force, for a short amount of
time [30, 50] s and [40, 50] s, respectively. Figure 5 show the Dominance Factors
(Pi)i=1,...,4, for the three rheology models and focusing on the RHS terms moduli,
at the three selected points L8, L10, and L17, closer than 1 Km to the initial pile
(in horizontal projection).
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Fig. 5. Records of dominance probabilities of RHS force moduli, at three spatial
locations of interest, in the first km of runout. Bold line is mean value, dashed/dotted
lines are 5th and 95th percentile bounds. No-flow probability is also displayed. (Color
figure online)

4 Conclusions

In this study, we have introduced a simple, robust statistically driven method for
analyzing complex models. We have used 3 different models arising from different
rheology assumptions. The data shows unambiguously the performance of the
models across a wide range of possible flow regimes and topographies. We analyze
local and global quantities and latent variables. The analysis of latent variables
is particularly illustrative of the impact of modeling assumption. Knowledge of
which assumptions dominate, and, by how much, at the level of assumptions will
allow us to construct efficient models for desired inputs. Such model composition
is the subject of ongoing and future work.
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Abstract. With the development of technology, the technology foresight
becomes more and more important. Delphi method as the core method of tech‐
nology foresight is increasingly questioned. This paper propose a new technology
foresight method based on intelligent convergence in open network environment.
We put a large number of scientific and technological innovation topics into the
open network technology community. Through the supervision and guidance to
stimulate the discussion of expert groups, a lot of interactive information can be
generated. Based on the accurate topic delivery, effective topic monitoring,
reasonable topic guiding, comprehensive topic recovering, and interactive data
mining, we get the technology foresight result and further look for the expert or
team engaged in relevant research.

Keywords: Technology foresight · Intelligent convergence
Open network environment

1 Introduction

After 40 years of reform and opening up, China has entered a new historical stage of
relying on scientific and technological progress to promote economic and social devel‐
opment. Economic and social development has relied more and more on scientific and
technological innovation than ever before [1]. The report of the 19th NPC pointed out
that innovation is the first impetus to development and a strategic support for building
a modern economic system. More than 10 times mentioned science and technology,
more than 50 times emphasized innovation [2].

Technical foresight is a systematic study of the future development of science, tech‐
nology, economy and society, and the selection of strategic research fields and new
generic technologies with the greatest economic and social benefits [3]. As a new tool
for strategic analysis and integration, technology foresight creates a new mechanism
that is more conducive to the formulation of long-term planning [4]. Technology fore‐
sight is an important means of support for strengthening macro-science and technology
management capabilities, raising the level of science and technology strategic planning
and optimizing the allocation of science and technology resources [5]. With the devel‐
opment of technology, the importance of technology foresight becomes more and more
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obvious. More and more countries, regions and organizations attach importance to it
and form a global wave. The major developed countries such as the United States, Japan,
the United Kingdom and Germany have stepped up their foresight research work on the
trend of science and technology development. Some developing countries have also
carried out technical foresight research. China has always attached great importance to
the macro-strategy study of science and technology and actively carried out technical
foresight and key national technology selection tasks, such as the Chinese Academy of
Science in the next 20 years in terms of technology foresight research, the Beijing tech‐
nology foresight action plan and the Shanghai science and technology priority field
technology foresight work research plan [6].

The outcome of technology foresight activities depends much on the selection and
use of the method. The notable feature of the Delphi method forecaster approach is its
increased investment, long duration, and difficult outcome assessment [7], which is
increasingly questioned as the scientific and validity of the core technology foresight
approach [8, 9]. The development of technology foresight methods and the improvement
of research quality are the frontiers and focuses of research in the field of technology
foresight. Technology foresight research methods and models are still under continuous
development. It is of great theoretical and practical value to carry out the research on
methodology of technology foresight in this context.

2 Literature Review

Professor Ben Martin of the University of Sussex first proposed the concept of tech‐
nology foresight in 1995 as a systematic study of the development of science and tech‐
nology in the long term so as to determine the most economically and socially important
areas of strategic research and major generic technologies [10]. The APEC and OECD
also have similar definitions of technological foresight. Technology foresight studies
key technologies and common technologies that maximize economic and social benefits
based on systematic trends in science, technology, economy and society [11]. The defi‐
nition of technical foresight in China is slightly biased. In the 2003 China Technology
Foresight Report, technological foresight is a systematic study of science, technology,
economy and social development in the longer term. Its goal is to identify areas of
strategic research and to choose Technological group that has the greatest contribution
to economic and social benefits [12]. In general, scholars at home and abroad have
basically reached a consensus on the definition of technical foresight and content inter‐
pretation.

There are many kinds of technical foresight methods [13, 14], and the foreseeable
methods of this dissertation are divided into exploratory predictions, normative predic‐
tions, exploratory and normative combinations [15]. Exploratory predictions predict the
future of technology based on past and present knowledge. Exploratory foresight is more
applicable to situations in which a new technology is predicted to evolve along a deter‐
ministic curve, which is thought to describe the inevitable future and almost impossible
to influence or change future developments through planning [16]. Normative foresight
first assesses future goals, needs, tasks, etc., and then dates back to the present, assuming
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that the situation to be assessed is reached, pointing out the ways in which these goals
can be achieved. Normative foresight provides a reference for allocating the resources
needed for the realization of technology [13].

Exploratory predictive methods such as growth curves, TFDEA, bibliometrics,
patent analysis, social network analysis, data mining, etc.; normative predictive methods
such as morphological analysis, analytic hierarchy process, etc.; exploratory And
normative portfolio foresight, such as Delphi method, scenario analysis, cross impact
analysis, technology roadmap and so on [17].

Delphi method is the core technology foreseen method [18], mostly using many
rounds of expert interviews conducted large-scale consulting survey, the final expert
opinion reached consensus to achieve the technical foresight. As technology evolves,
large-scale expert surveys have been implemented and are used in a wide variety of
applications. For example, in the key technologies and the identification of influencing
factors: Some scholars use quantitative Delphi method in many rounds of expert surveys
using questionnaires to collect expert opinion [19, 20]. Halal adopts online surveys and
statistical methods to improve the efficiency and results of the delphi method [21]. Jun
et al. provide patent analysis results to expert-assisted decision-making [22]. Such as
science and technology strategy and policy making: Some scholars cluster the ques‐
tionnaire feedback results [23]. The results of questionnaire analysis are used to support
the development strategy and policy formulation of a certain technology, and the key
influencing factors of technological development are screened [24]. Rohrbeck builds a
network of experts based on interviews with experts and analyzes industry support
technologies to advise on technology management in the enterprise [25]. Chen et al.
Combined expert survey data with literature and patent data to describe the industry’s
technology trends using logical growth curve models and formulate patented technology
development strategies accordingly [26]. Such as future technology demand forecast:
Celiktas screened participants using bibliometrics and provided SWOT results to partic‐
ipants, then conducted an on-line questionnaire using the Delphi method to predict the
technical needs for the future energy needs of Turkish countries [27]. Ivlev sets standards
for assessment in terms of education, academic achievement and work experience, and
provides a screening method for the Delphi method panel system [28].

3 Technology Foresight Method Based on Intelligent Convergence
in Open Network Environment

Intelligent convergence in an open network environment will be an important way of
predicting the technology, and may even be a disruptive way. Technology foresight are
characterized by such characteristics as “crossover, destructiveness, permeability.” The
open network environment is characterized by “cross-border, openness and community
penetration” hotbed”. Examples include monitoring, analyzing, calculating and refining
scientific and technological innovation topics through Facebook and Twitter social
media.

We put a large number of scientific and technological innovation topics into the open
network technology community. Through the supervision and guidance to stimulate the
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discussion of expert groups, we get a lot of interactive information including comments,
likes and other interactive activities. Based on the interactive environment of human-
human and human-machine, stimulating the emergence of experts’ wisdom, putting
accurate delivery on innovation topics, effectively monitoring, reasonably guiding,
comprehensively recovering, and interactive data mining, we get the result forecasted
and find Innovative topic-related research to solve the problem. Specific content as
shown below (Fig. 1).

Expert Opinion
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Multi-source

Data Source

Topic Acquisition

Topic 

Conclusion
Yes

No
Expert

Discussion
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Data Mining
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Expert Discussion

Topic 
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Topic 

Monitoring

Topic 

Sorting

Topic 

Evolution
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Recommendation

Topic 
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Expert Invitation

Fig. 1. Technology foresight frame based on intelligent convergence in open network environment

The research has the following innovations: (1) Propose a new method of technology
foresight framework based on intelligent convergence in open network environment.
Topic Acquisition - Topic Delivery - Topic Monitoring - Topic Guidance - Topic Recla‐
mation - Interactive Data Mining - Topic Conclusion - Expert Testimonials. (2) The
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combination of qualitative and quantitative, which taking into account the subjective
analysis and objective data. (3) The method of data mining for expert wisdom mining.
(4) Not only technical foresight, but also problem solving, recommending experts and
teams engaged in relevant research. (5) Make full use of open network environment for
expert discussions with wide coverage, high participation and high feasibility. (6) Exca‐
vation of experts in an open network environment makes the process of technology
foresight more automated and intelligent. (7) Based on the discussion of the original
science and technology topic, explore the new topic of drift evolution.

4 Critical Technology Joints of Technology Foresight Method
Based on Intelligent Convergence in Open Network Environment

The wisdom of science and technology groups under the open network environment will
be an important way to produce innovative ideas, and may even be subversive. The
group - wise analysis of this study will move from traditional artificial mode to artificial
intelligence. The traditional intelligence analysis process relies on the experienced
expert team, mainly adopts the mode of “presupposition logic framework + computer
assistant processing + artificial judgment”, this project will adopt the mode of “big data
processing frame + computer depth learning + artificial assistant”, which will be a kind
of work mode based on artificial intelligence. The scientific and technological prediction
based on literature and published scientific and technological information has very
significant innovation, and is an important guarantee of this research. For example, the
intelligence research institute like IARPA has implemented projects such as ace, fuse,
forest, etc. Automatic discovery of scientific frontier and emerging technology from the
mass of literature and invite science and technology experts to predict the trend of
development to achieve Intelligent convergence.

Based on the large number of scientific and technological topics generated by the
wisdom mining of scientific and technological groups, and put into the network tech‐
nology community, through the guidance to stimulate the experts’ speeches, discussions,
comments, likes and other interactive behavior, will produce a large amount of interac‐
tive information. Based on this interactive information and related data, using the
combination of data mining, expert mining, intelligent knowledge management and
integrated research hall, thinking science and system science and other theories and
methods, further digs out the group wisdom, and obtains the real basic, forward - looking,
innovative and subversive science and technology topics.

4.1 Intelligent Delivery of Innovative Topic Based on Semantic Computing

The research content mainly includes the core expert portrait and the important organ‐
ization portrait, the science and technology community portrait construction, the inno‐
vation idea topic and the science and technology community intelligence match, the
innovation idea topic and the expert intelligence match (Fig. 2).
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Fig. 2. Intelligence delivery process of innovative topic based on semantic computing

4.2 Intelligent Recycling of Innovative Topics Based on Topic Relevance

Put the topic of innovation into the relevant tech community, and invite relevant experts
or users to participate in the discussion. The main research content of intelligent recy‐
cling of innovative topics based on topic relevance is how to recycle these discussions
on innovative ideas periodically. Specifically, (1) weak relevance topic reply filtering.
The two main difficulties in the intelligent recycling of innovative topics under open
network environment are the dynamic evolution of topics and the sparsity of training
samples. Direct use of recycled comments can lead to a bias in subsequent guidance, so
a weak correlation topic comment needs to be filtered in the recovery process. (2) topic
summary. There are too many redundant information in the science and technology
community, the topic summary aims to extract a few sentences from the innovative topic
and its comments for concise topic expression.
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4.3 Intelligent Guidance of Innovative Topic Based on Information
Recommendation

After the generation and delivery, based on the large data of literature information, real-
time analysis and calculation of the topic background knowledge, topic perspective
related background knowledge and the background knowledge of interactive informa‐
tion, and then recommend the relevant knowledge and information materials, to carry
on the continuous guidance of the topic. The research scheme is shown in the following
Fig. 3.

Fig. 3. Intelligent guidance of innovative topic based on information recommendation

4.4 Multi-dimensional Innovation Topic Monitoring and Targeted Guidance

In the whole system structure of this project, the overall effect of the topic is optimized
through the topic monitoring module and topic guidance module. The monitoring
module and the guide module separately undertake the role of topic launch effect eval‐
uation and topic launch effect evaluation. Specifically, the information flow source of
the guidance module includes the multi-dimensional evaluation of topic monitoring and
the reasoning of public support knowledge map.

The main research content of topic monitoring includes: topic monitoring: focus
tracking, monitoring review information, and monitoring the user login and interactive
data in the community, identify the interaction of the problem solving. The main research
content of topic guidance includes two parts: module activation and guidance action
decision. The guiding action decision-making part is divided into five aspects: sensitive
information block, topic answer correction, active topic active activation, topic answer
depth guidance and topic answer multiple perspectives (Fig. 4).
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Fig. 4. Multi-dimensional innovation topic monitoring process

4.5 Solution of Innovative Topic Based on Intelligent Convergence

(1) Topic - regeneration based on machine learning and short text mining: A lot of
interactive data of innovative topics will get after being put into the network
community which is mainly composed of short texts. We use depth learning,
parallel/distributed computing method, short text clustering to generate the topic.

(2) Sorting important topics based on expert experience: Users in the network
community are a group of people with different cultural and professional back‐
grounds. How to evaluate their professional level and give scientific weight, which
has an important impact on the ranking of the topics.

(3) Expert recommendation based on graph mining, expert mining, intelligent knowl‐
edge management and other technologies: Through the complete characterization
of experts and establishment of scientific research social network find the high-level
experts or teams who can undertake the topic research.

5 Empirical Study of Topic Sorting

This paper first constructs a scoring matrix to sort the topics. The abscissa is n topics in
the same field (such as the advanced material field), and the ordinate is m users partic‐
ipating in the review. For example, if user i has commented on topic j, we will perform
sentiment analysis on the comment and give a positive or negative score. This score
needs to be multiplied with the weight of the commenting user to obtain a weighted
score. In this way, a sparse matrix of n * m is formed. The sparse matrix is further
calculated and the n topics are sorted. The final score is calculated as follows:

final score = comment score ∗ expert weight
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5.1 Calculation of Comment Score

Sentiment analysis is performed on the user i’s comment on the topic j. This article uses
crawler technology to crawl AI-related topics from Zhihu communities. Based on
Chinese HowNet’s Chinese emotional lexicon, the number of positive and negative
emotional words matched is respectively obtained. The two tentative weights are both
0.5, final comment score is calculated as follows:

final comment Score = the number of positive words ∗ 0.5 − the number of negative words ∗ 0.5

5.2 Calculation of Expert Weight

According to the pre-set expert user index system, using the specific scoring rules and
weights, the expert weights are calculated as follows (Fig. 5):

Fig. 5. Example of expert weight calculation result

The score of the comment is multiplied with the weight of the expert to get the score
of the topic. According to the score, the degree of importance of the topic can be selected.
Based on the thesaurus is a traditional sentiment analysis method, the next step we can
use machine learning and other methods of supervised learning, and choose a method
with higher accuracy.

6 Conclusion

The traditional method of technology foresight has the disadvantages of high cost, low
accuracy and deviation of result. The technology foresight method based on intelligent
convergence in open network environment combines the qualitative method with quan‐
titative method and has obvious advantages in accuracy and objectivity. Based on the
literature and published information, we get potential innovative topics. Then based on
human - human, human - machine interaction environment, we discover innovative topic
results and related important experts with the method of accurate topic delivery, effective
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topic monitoring, reasonable topic guidance, comprehensive topic recovery, and inter‐
active data mining.
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Abstract. In order to predict blasting vibration intensity accurately, support
vector machine regression (SVR) was adopted to predict blasting vibration
velocity, vibration frequency and vibration duration. The mutation operation of
genetic algorithm (GA) is used to avoid the local optimal solution of particle
swarm optimization (PSO). The improved PSO algorithm is used to search for
the best parameters of SVR model. In the experiments, the improved PSO-SVR
algorithm was realized on the Apache Spark platform. The execution time and
prediction accuracy of the sadovski method, the traditional SVR algorithm, the
neural network (NN) algorithm and the improved PSO-SVR algorithm were
compared. The results show that the improved PSO-SVR algorithm on Spark is
feasible and efficient, and the SVR model can predict the blasting vibration
intensity more accurately than other methods.

Keywords: Blasting vibration intensity � Prediction algorithm
PSO-SVR � Spark � Big data

1 Introduction

In the blasting project, predicting the blasting vibration intensity accurately plays an
important role in controlling the impact of blasting vibration. The blasting vibration
intensity can be estimated by blasting vibration velocity, which is widely used around
the world. In practice, sadovski formula is used to calculate blasting vibration velocity
[1]. However, the method is not accurate because of the complex environment and
many unknown factors in blasting. In order to predict velocity more accurately, Lv
et al. used the non-linear regression method to calculate the parameters of the sadovski
formula [2]. Shi et al. proposed to use the SVR model to predict velocity and compared
SVR with the neural network (NN) method and sadovski method. The results showed
that SVR turned out to be a better prediction method [3]. However, the parameters of
SVR are empirically set. So it is unreliable to determine the blasting vibration velocity
by the traditional SVR method.
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With the further study of blasting vibration, it has been found that blasting vibration
frequency plays an important role in the destruction of buildings. When the vibration
frequency is close to the inherent frequency of the building, resonance phenomenon
may occur and the building can be easily destroyed. In addition, the vibration duration
is an important attribute of blasting vibration intensity [4]. Therefore, we use vibration
velocity, frequency and duration to predict the blasting vibration intensity, which is
better to guide engineering blasting activities. Many scholars used NN that has three
nodes in output layer to predict the above three variables simultaneously, and exper-
iments showed that the relative error of NN was lower than other methods [5, 6, 7, 8].
However, NN method is easy to get the local minimum, and the key parameters, such
as hidden layer nodes and learning rate, need to be manually set. Especially when there
are abnormal points in the blasting data, the over-fitting feature will reduce the accu-
racy and the stability of NN model.

The work of this paper is as follows: (1) we combine genetic algorithm (GA) to
adjust move direction of particles in PSO, and adopt the appropriate fitness function
and encoding method; (2) we use improved PSO to search for the best parameters of
SVR model, and use the best SVR model to predict the blasting vibration velocity,
frequency and duration; (3) based on the blasting vibration data, we complete the
improved PSO-SVR algorithm on the Apache Spark computing cluster, and compare
prediction accuracy and time performance with other blasting vibration prediction
methods. The results show that the improved PSO-SVR algorithm is more accurate,
and it is feasible to predict blasting vibration intensity. Meanwhile, the algorithm is
more efficient on the Spark cluster than on single node.

2 Improved PSO-SVR Algorithm

We use three algorithms which include support vector machine regression (SVR),
particle swarm optimization (PSO) and genetic algorithm (GA). The SVR is used to
predict the blasting vibration intensity, PSO is used to optimize the parameters of SVR,
and GA is used to improve the PSO.

2.1 Support Vector Machine Regression

Support vector machine regression (SVR) is used to solve the non-linear regression
problem. SVR has the following characteristics compared with other methods: (1) a
few data can determine the optimal space, so it is not easy to be over-fitted; (2) the
abnormal points of training data result in limited impact on the optimal space, thus the
SVR model is stable. However, the prediction accuracy depends on the parameters of
SVR model, including penalty parameter, insensitive loss coefficient, kernel function
and kernel parameter.

(1) Penalty parameter: The penalty parameter is used to present the interval error and
decide the complexity of the SVR model that is controlled by the number of
support vectors. Small penalty parameter means that there is a relatively large
interval, thus the resulting model is relatively simple.
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(2) Insensitive loss coefficient: The insensitive loss coefficient is used to measure the
interval error of each data sample. It also controls the complexity of the model.
The larger the parameter is, the fewer the number of support vectors obtained and
the simpler the SVR model is.

(3) Kernel function: The original feature space maps to the new feature space through
the kernel function. Different kernel functions can get different SVR models with
different regression functions, so the change of kernel functions will make a big
difference in the prediction result of the SVR model [9]. Vol. N. explained the
RBF is a better choice for the data without prior knowledge, since blasting
vibration data lack of prior knowledge and distribution information [10]. The RBF
is shown in formula (1).

K xi; xj
� � ¼ exp �c� xi � xj

�� ��2� �
ð1Þ

(4) Kernel parameter: The kernel parameter is related to the distribution character-
istics of data. Xiao et al. showed that the performance of the SVR models may
vary greatly depending on the different kernel parameters [11]. And Üstün et al.
proved that when the value range is c ¼ 0:01; 0:2½ �, the predicted result of SVR
model is well [12].

In summary, the selection of penalty parameter, insensitive loss coefficient, kernel
function and kernel parameter largely determine the quality of the SVR model, and
these parameters are related to specific data. Therefore, PSO algorithm is used to
optimize parameters of SVR model, and make the prediction error of SVR model
smallest. Thus the SVR model based on the blasting vibration data is more accurate.

2.2 Particle Swarm Optimization Algorithm

Particle swarm optimization (PSO) was proposed by Dr. Eberhart and Kennedy in 1995
[13], which was used to simulate foraging behavior of birds. In the description of PSO,
each bird is treated as a particle, and each particle represents a potential solution in its
own position. In each iteration, the particle adjusts the position and velocity according
to the optimal position of the individual, the global optimum position and the position
of the previous moment. The algorithm stops its iteration until it reaches to the pre-
determined termination condition.

We define particle’s position at the moment t as Xi(t). The i particle’s position is
shown in formula (2).

Xi tþ 1ð Þ ¼ Xi tð ÞþVi tþ 1ð Þ ð2Þ

Xi tð Þ represents multidimensional vector, and the number of dimensions depends on
the number of parameters to be optimized. Velocity Vi tþ 1ð Þ is shown in formula (3).

Vi tþ 1ð Þ ¼ xVi tð Þþ c1r1 tð Þ pbest � Xi tð Þ½ � þ c2r2 tð Þ gbest � Xi tð Þ½ � ð3Þ
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Vi tþ 1ð Þ can be initialized to 0 or a random value within a given range, x is the
inertia weight that describes the particle’s ability to retain its inertia. c1 and c2 are
learning factors which is usually equal to 2, r1 tð Þ and r2 tð Þ are random values between 0
and 1. Besides, pbest represents the best location of a particle and gbest represents the
best position of all the particles.

p ¼ C; d; cf g ð4Þ

These parameters can be initialized based on their approximate value range. For
example, Üstün et al. gave the range C ¼ 1; 108½ �, d ¼ 0; 0:2½ � and c ¼ 0:01; 0:2½ � [12].
The encoding method makes PSO algorithm be able to optimize multiple parameters
simultaneously.

In this paper, the blasting data samples are divided into two parts, one part as
training data and another one as test data. The prediction error of the test data can
characterize the generalization ability of the SVR model. Therefore, we use the root
mean square error (RMSE) function as fitness function to evaluate the quality of
particles. The RMSE is shown in formula (5).

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n

Xn
i¼1

yi � preið Þ
s

ð5Þ

In above equation, yi represents the measured value, prei represents the predicted
value of the SVR model and n is the number of test data samples. The smaller the
RMSE is, the better the fitness is.

2.3 Application of Genetic Algorithm in PSO

The traditional PSO has the possibility of falling into the local optimal solution. The
genetic algorithm (GA) can expand the search space through cross operation and
mutation operation, and search for the optimal solution to avoid falling into the local
optimum. In this paper, we introduce the mutation operation of GA into PSO, the
mutation operation is performed on the particle with poor fitness so that the particle can
jump out of current search space.

In the algorithm, particles with poor fitness can be defined as follows. For each
iteration, when the RMSE of a particle exceeds average RMSE, it can be set as a poor
particle, then we change the parameters of the poor particles. At least one parameter
should be changed, which is randomly selected. If the fitness value of the changed
particle is worse, it is discarded to restore the original position.

2.4 The Steps of Improved PSO-SVR Algorithm

We use the improved PSO to search for the best parameters of SVR model, then predict
blasting vibration intensity with the best SVR model. The steps are as follows:

(1) Initialization: Initialize the particle swarm randomly, including population size,
initial position and velocity, inertia weight, learn factors and other parameters.
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(2) Computing fitness value: Compute the fitness value of every particle using the
RMSE of the SVR model.

(3) Update pbest and gbest: For each particle, if the current fitness value is better than
previous values of this particle, it would be taken as pbest. And pbest is compared
with the best position of other particles, if it is better, then use it as gbest.

(4) Mutation operation: Select the poor particles to carry out mutation operation, and
discard the mutation operation if the fitness value of the particle is worse.

(5) Change particle’s position: The velocity and position of the particles are updated
according to formula (2) and formula (3).

(6) Terminate the iteration: If any of the following termination conditions is met:
a. the maximum number of iterations is reached;
b. the resulting solution converges;
c. the desired result is achieved.
the process of the parameters optimization is terminated; otherwise return (2).

3 Parallel Design of Improved PSO-SVR on Spark Cluster

Spark is a computing engine designed for large-scale data processing, developed by
AMP Labs at the UC Berkeley [14]. Master-slave architecture is adopted by it. In
spark, the master node is responsible for scheduling tasks, called driver node and the
slave node is used to execute the programs, called executor node. They run as separate
processes and communicate with each other. Compared to Hadoop, the intermediate
results of Spark can be stored in memory, which improves the efficiency of data
accessing, so it is suitable for big data mining tasks.

In the case of large population size or large scale data, it will take long time to run
PSO algorithm, and sometimes can not get the satisfied results. The improved
PSO-SVR algorithm is parallelized on the Spark cluster. As shown in Fig. 1, the main
steps of improved PSO-SVR on the Spark cluster are as follows:

(1) Initialization of the Spark: Python is used to implement the algorithm and
spark-submit script of Spark is used to run the program. The SparkConf object is
imported to configure application and SparkContext object is created to access
Spark cluster.

(2) Data preprocessing: Firstly, the original blasting data is abstracted to resilient
distributed dataset (RDD). Secondly, we deal with RDD, including removing
duplicate data, filtering data, conversing data and so on, then store the new RDD
to Hadoop Distributed File System (HDFS). If necessary, we should cache the
data to memory using cache() or persist() method of RDD. After data prepro-
cessing, the quality of blasting data are improved significantly.

(3) Train SVR model on data partitions: Before applying a specific algorithm, the data
needs to be reasonably partitioned, and the number of RDD partitions should at
least be equivalent to the number of CPU cores in the cluster, only in this way we
can achieve full parallelism. Then we execute the improved PSO-SVR algorithm
on each data partition to obtain multiple SVR models, and finally reserve the
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optimal SVR model. The process of training SVR model on data partitions is as
follows.

– Initialization: For each data partition, multiple swarm of PSO are randomly
initialized, including population size, initialing position and velocity and other
parameters.

– Tasks distribution: Driver node requires resources from the cluster manager
and distributes tasks to the executor nodes, then every work node executes
algorithm task.

– PSO optimization: In each iteration of PSO, the particles move according to
the position and velocity updating equation, and then carry on mutation
operation according to the fitness values of particles.

– Terminate or not: If the termination condition is satisfied, the training process
is ended, and the driver node redistributes the new task to the executor nodes.

– Terminate tasks: If all the tasks are completed, the driver node will terminate
the executor nodes and release resources through the cluster manager.

– Return the best SVR: We get multiple SVR models from one data partition and
return the best SVR model.

Fig. 1. The improved PSO-SVR algorithm on Spark
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(4) Integration of SVR model: The improved PSO-SVR algorithm is implemented on
each data partition, and we can get multiple optimal SVR models which meets the
user-defined threshold. According to the prediction accuracy of SVR models,
these SVR models are integrated into a SVR model using the weighted average
method. Then we use the integrated SVR model to predict blasting vibration
intensity. The integration method is shown in formulas (6) and (7).

y� ¼
Xn

i¼1
xiyi ð6Þ

xi ¼ ACCi

ACC1 þACC2 þ . . .þACCn
ð7Þ

y� represents the predicted result of the integrated SVR model, yi represents the
predicted value of every SVR model. xi indicates the weight of SVR model, which is
related to the accuracy of SVR model.

4 Experiment of Blasting Vibration Intensity Prediction

4.1 Experimental Environment and Data

In the experiment, Spark runs on Hadoop YARN cluster manager. The Spark cluster
has four cluster nodes with the same configuration, and the configuration is shown in
Table 1. Each node includes two 12-core processors, so it can execute 24 jobs in
parallel.

The experiment is based on one thousand of real blasting vibration data samples
that provided by remote vibration measurement system developed by Shaanxi
China-Blast Safety Web Technology Co., Ltd. Nine attributes of the blasting data is
chosen, including the maximum charge per delay, total charge, horizontal distance,
dilution time, etc. The properties predicted include blasting vibration velocity, fre-
quency and duration. The blasting data is divided into two parts equally, one part is the
training data and the other part is test data.

Table 1. Configuration of single node on Spark

Software and hardware Configuration

CPU Intel (R) Xeon (R) CPU E5-2650 v4 @ 2.20 GHz
Memory 128 GB
Network card Gigabit
System disk 480G SSD
Other hard disk 5991.5 GB
Operation system RedHat Enterprise Linux 6.3 x86_64
Hadoop version Hadoop-2.7.4
Spark version Spark-2.1.0

754 Y. Wang et al.



4.2 Comparison of Prediction Accuracy

We use four different methods to predict blasting vibration velocity, frequency and
duration, including improved PSO-SVR, NN, traditional SVR and Sadovski method.
The parameters of SVR models are showed in Table 2, including the empirical
parameters of the traditional SVR model and optimized parameters of the improved
PSO-SVR model for velocity, frequency and duration.

As shown in Table 2, the parameters of the traditional SVR model has the same
empirical values for velocity, frequency and duration. The improved PSO-SVR method
results in different parameters for them. The predicted results are shown in Figs. 2, 3
and 4. On the abscissa of every figure, thirty samples of test data are selected to show
the predicted results.

As shown in Fig. 2, the scatter points show the real values of blasting vibration
velocity, and the four polylines show the predicted values of four methods, including

Table 2. The parameters of different SVR models

Model Attribute Parameters of SVR
C d K c

Traditional SVR Velocity 100 0.100 RBF 0.111
Frequency 100 0.100 RBF 0.111
Duration 100 0.100 RBF 0.111

Improved SVR Velocity 24.795 0.101 RBF 0.016
Frequency 74.716 0.056 RBF 0.007
Duration 92.640 0.060 RBF 0.004

Fig. 2. The predicted results of blasting vibration velocity
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NN, traditional SVR model, the sadovski method and the improved PSO-SVR method
proposed in this paper. According to the figure, the velocity’s variation trend of the four
methods are similar, and the values predicted by NN and improved PSO-SVR method
are much closer to the real values.

As shown in Fig. 3, we use three methods to predict the blasting vibration fre-
quency, including NN method, the traditional SVR method and the improved
PSO-SVR method. It can be seen from the figure that the traditional SVR method has a
large error between the predicted values and the real values, which is likely because the
parameters of the SVR model is unreasonable, while the other two methods are much
more precise than traditional SVR.

As shown in Fig. 4, there are three methods to predict blasting vibration duration,
including the NN, the traditional SVR and the improved PSO-SVR. From the figure,

Fig. 3. The predicted results of blasting vibration frequency

Fig. 4. The predicted results of blasting vibration duration
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we can see that the variation trend of NN method and improved PSO-SVR method are
almost the same as the real values, while the prediction error of SVR method is
relatively large.

From the above experimental results, it can be roughly seen that all of the four
methods can predict the blasting vibration intensity. In order to evaluate the accuracy of
different methods in detail, the relative error of the test data is used. The smaller the
relative error is, the higher the prediction accuracy is. The relative error of different
methods are shown in Table 3.

Table 3 shows the relative errors of the four methods. For the prediction of blasting
vibration velocity, the relative errors of SVR and the improved PSO-SVR are much
lower than the other two methods. Besides, it can also be seen that the performance of
sadovski formula is not good in velocity prediction. For the prediction of frequency and
duration, NN and improved PSO-SVR are better than SVR, which means the param-
eters of SVR need to be determined by blasting data, rather than empirical value. In
summary, the improved PSO-SVR algorithm has less error and better prediction ability
than other algorithms in the prediction of blasting vibration intensity.

4.3 The Comparison of Running Time on Spark Cluster and Single Node

We achieve the improved PSO-SVR algorithm on the Spark cluster that consist of four
nodes. We use ten thousand original blasting data and observe the difference in running
time between single node and the Spark cluster.

As shown in Fig. 5, taking the blasting vibration velocity prediction as an example,
we compare the running time of the improved PSO-SVR on single node with the Spark
cluster of four nodes. When the amount of data is small, the running time on single
node is shorter than that on the Spark cluster. The reason is that the initialization,
resource allocation, data transmission and nodes communication on Spark cluster. With
the data increases, the running time on the Spark cluster is less than single node and
their ratio is close to 1/3, thus we infer that the ratio can approach 1/4 when the data is
very large. Since there is enough memory at single node, the running time is not
affected by memory. But the running time is related to the size of the data and the
number of processors. Therefore, the running time on single node linearly increases
with the data increases. However, the running time on the Spark cluster tends to
increase slowly because there are four nodes to execute tasks in parallel.

Table 3. Relative error of different methods (%)

Method Blasting vibration intensity
Velocity Frequency Duration

Sadovski 41.7 – –

SVR 20.3 22.1 24.6
NN 30.2 12.8 11.7
Improved PSO-SVR 19.4 8.4 11.5
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5 Conclusion

Based on the real blasting data, the improved PSO algorithm is adopted to search for
the best parameters of the SVR model, and the blasting vibration velocity, frequency
and duration is predicted by the optimized SVR model. Results show that the relative
prediction error of the improved PSO-SVR method is lower than the other methods.
The experiment results also show that the parallel PSO-SVR algorithm on Spark cluster
is more efficient than on single node.

However, there are still some problems to be studied in the future. For example, the
selection of parameters in the PSO algorithm need to be optimized, and the kernel
function of SVR model can be combined with the blasting data and specific applica-
tion. Since the data is usually stored in multiple data sources such as HDFS and Oracle
database, we will study how to access diversity data more quickly from Spark platform.
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1 Introduction

The finite element method [19] is a widely used approach finding an approximate
solution of partial differential equations (PDEs) specified along with boundary
conditions and a solution domain. A mesh with hexahedral elements is created
to cover the domain and to approximate the solution over it. Then the weak
form of the PDE is discretized using polynomial basis functions spread over the
mesh. The hp-adaptive Finite Element Method (hp-FEM) is the most sophis-
ticated version of FEM [9]. It generates a sequence of refined grids, providing
exponential convergence of the numerical error with respect to the mesh size.
The hp-FEM algorithm uses the coarse and the fine meshes in each iteration to
compute the relative error and to guide the adaptive refinement process. Selected
finite elements are broken into smaller elements. This procedure is called the h-
refinement. Also, the polynomial orders of approximation are updated on selected
edges, faces, and interiors. This procedure is called the p-refinement. In selected
cases, both h and p refinements are performed, and this process is called the
hp-refinement.

The hp-FEM is used to solve difficult PDEs, e.g. with local jumps in mate-
rial data, with boundary layers, strong gradients, generating local singularities,
requiring elongated adaptive elements, or utilization of elements with several
orders of magnitude difference in dimension. For such kind of meshes iterative
solvers deliver convergence problems.

This paper is devoted to the optimization of the element partition trees con-
trolling the LU factorization of systems of linear equations resulting from the hp-
FEM discretizations over three-dimensional meshes with hexahedral elements. In
this paper we focus on a class of hp adaptive grids, which has many applications
in different areas of computational science and several possible implementations
[6–9,21,22,26–28]. The LU factorization for the case of hp-adaptive finite ele-
ment method is performed using multi-frontal direct solvers, such as e.g. MUMPS
solver [2–4]. This is because the matrices resulting from the discretization over
the computational meshes are sparse, and smart factorization will generate a
low number of additional non-zero entries (so-called fill-in) [17,18]. The problem
of finding the optimal permutation of the sparse matrix which minimizes the
fill-in (the number of new non-zero entries created during the factorization) is
NP-complete [29]. In this paper, we propose a heuristic algorithm that works for
arbitrary hp-adaptive gird, with finite elements of different size and with a differ-
ent distribution of polynomial orders of approximation spread over finite element
edge, faces, and possibly interiors. The algorithm performs recursive weighted
partitions of the graph representing the computational mesh and uses these par-
titions to generate an ordering, which minimizes the fill-in in a quasi-optimal
way. The partitions are defined by so-called element partition tree, which can be
transformed directly into the ordering.
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In this paper we focus on the optimization of the sequential in-core multi-
frontal solver [11–13], although the orderings obtained from our element partition
trees can be possibly utilized to speed up shared-memory [14–16] or distributed-
memory [2–4] implementations as well. This will be the topic of our future work.

The heuristic algorithm proposed in this paper is based on the insights we
gained in [1], where we proposed a dynamic programming algorithm to search
for quasi-optimal element partition trees. These quasi-optimal trees obtained in
[1] are too expensive to generate, and they cannot be used in practice, but rather
guide our heuristic methods. From the insights garnered from this optimization
process, we have proposed a heuristic algorithm that generates quasi-optimal ele-
ment partition trees for arbitrary h-refined grids in 2D and 3D. In this paper, we
generalize the idea presented in [1] to the class of hp-adaptive grids. The heuristic
algorithm uses multilevel recursive bisections with weights assigned to element
edges, faces, and interiors. Our heuristic algorithm has been implemented and
tested in three-dimensional case. It generates mesh partitions for arbitrary hp-
refined meshes, by issuing recursive calls to METIS WPartGraphRecursive. That
is, we use the multilevel recursive bisection implemented in METIS [20] available
through the MUMPS interface [2–4], to find a balanced partition of a weighted
graph. We construct the element partition tree by recursive calls of the graph
bisection algorithm. Our algorithm for the construction of the element parti-
tion tree and the corresponding ordering differs from the orderings used by the
METIS library (nested dissection) as follows. First, we use a smaller graph, built
from the computational mesh, with vertices representing the finite elements and
edges representing the adjacency between elements. Second, we weight the ver-
tices of the graph by the volume of finite elements multiplied by the polynomial
orders of approximations in the center of the element. Third, we weight the edges
of the graph by the polynomial orders of approximations over element faces.

Previously [23,24], we have proposed bottom-up approaches for constructing
element partition trees for h-adaptive grids. Herein, we propose an alternative
algorithm, bisections-weighted-by-element-size-and-order, to construct element
partition trees using a top-down approach, for hp-adaptive grids. The element
size in our algorithm is a proxy for refinement level of the element. The order
is related to the polynomial degrees used on finite element edges, faces and
interiors.

The plan of the paper is the following. We first define the computational
mesh and basis functions which illustrate how these computational grids are
transformed into systems of linear equations using the finite element method.
Then, we describe the idea of a new heuristic algorithm which uses bisections
weighted by elements sizes and polynomial orders of approximation. We show
how the ordering can be generated from our element partition tree. The next
section includes numerical tests which compare the number of floating point
operations and wall-clock time resulting from the execution of the multi-frontal
direct solver algorithm on the alternative orderings under analysis.
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2 Meshes, Matrices and Orderings for the hp-adaptive
Finite Element Methods

We introduce a class of computational meshes that results from the application
of an adaptive finite element method [9]. For our analysis, we start from a three-
dimensional boundary-value elliptic partial differential equation problem in its
weak (variational) form given by (1): Find u ∈ V such that

b (u, v) = l (v) ∀v ∈ V (1)

where b (u, v) and l (v) are some problem-dependent bilinear and linear function-
als, and

V = {v :
∫

Ω

‖v‖2 + ‖∇v‖2dx < ∞, tr (v) = 0 on ΓD} (2)

is a Sobolev space over an open set Ω called the domain, and ΓD is the part of
the boundary of Ω where Dirichlet boundary conditions are defined.

For a given domain Ω the hp-FEM constructs a finite dimensional subspace
Vhp ⊂ V with a finite dimensional polynomial basis given by {ei

hp}i=1,...,Nhp
. The

subspace Vhp is constructed by partitioning the domain Ω into three-dimensional
finite elements, with vertices, edges, faces, and interiors, as well as shape func-
tions defined over these objects.

Namely, we introduce one-dimensional shape-functions

χ̂1(ξ) = 1 − ξ; χ̂2(ξ) = ξ; χ̂l(ξ) = (1 − ξ)ξ(2ξ − 1)l−3, l = 4, . . . , p + 1 (3)

where p is the polynomial order of approximation, and we utilize them to define
the three-dimensional hexahedral finite element {(ξ1, ξ2, ξ3) : ξi ∈ [0, 1], i = 1, 3}.
We define eight shape functions over the eight vertices of the element:

φ̂1(ξ1, ξ2, ξ3) = χ̂1(ξ1)χ̂1(ξ2)χ̂1(ξ3) φ̂2(ξ1, ξ2, ξ3) = χ̂2(ξ1)χ̂1(ξ2)χ̂1(ξ3)

φ̂3(ξ1, ξ2, ξ3) = χ̂2(ξ1)χ̂2(ξ2)χ̂1(ξ3) φ̂4(ξ1, ξ2, ξ3) = χ̂1(ξ1)χ̂2(ξ2)χ̂1(ξ3)

φ̂5(ξ1, ξ2, ξ3) = χ̂1(ξ1)χ̂1(ξ2)χ̂2(ξ3) φ̂6(ξ1, ξ2, ξ3) = χ̂2(ξ1)χ̂1(ξ2)χ̂2(ξ3)

φ̂7(ξ1, ξ2, ξ3) = χ̂2(ξ1)χ̂2(ξ2)χ̂2(ξ3) φ̂8(ξ1, ξ2, ξ3) = χ̂1(ξ1)χ̂2(ξ2)χ̂2(ξ3) (4)

j = 1, . . . , pi − 1 shape functions over each of the twelve edges of the element

φ̂9,j(ξ1, ξ2, ξ3)= χ̂2+j(ξ1)χ̂1(ξ2)χ̂1(ξ3) φ̂10,j(ξ1, ξ2, ξ3)= χ̂2(ξ1)χ̂2+j(ξ2)χ̂1(ξ3)

φ̂11,j(ξ1, ξ2, ξ3)= χ̂2+j(ξ1)χ̂2(ξ2)χ̂1(ξ3) φ̂12,j(ξ1, ξ2, ξ3)= χ̂1(ξ1)χ̂2+j(ξ2)χ̂1(ξ3)

φ̂13,j(ξ1, ξ2, ξ3)= χ̂2+j(ξ1)χ̂1(ξ2)χ̂2(ξ3) φ̂14,j(ξ1, ξ2, ξ3)= χ̂2(ξ1)χ̂2+j(ξ2)χ̂2(ξ3)

φ̂15,j(ξ1, ξ2, ξ3)= χ̂2+j(ξ1)χ̂2(ξ2)χ̂2(ξ3) φ̂16,j(ξ1, ξ2, ξ3)= χ̂1(ξ1)χ̂2+j(ξ2)χ̂2(ξ3)

φ̂17,j(ξ1, ξ2, ξ3)= χ̂1(ξ1)χ̂1(ξ2)χ̂2+j(ξ3) φ̂18,j(ξ1, ξ2, ξ3)= χ̂2(ξ1)χ̂1(ξ2)χ̂2+j(ξ3)

φ̂19,j(ξ1, ξ2, ξ3)= χ̂2(ξ1)χ̂2(ξ2)χ̂2+j(ξ3) φ̂20,j(ξ1, ξ2, ξ3)= χ̂1(ξ1)χ̂2(ξ2)χ̂2+j(ξ3)
(5)
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where pi is the polynomial order of approximation utilized over the i-th edge.
We also define (pih − 1) × (piv − 1) shape functions for j = 1, . . . , pih − 1 and
k = 1, . . . , piv − 1, over each of six faces of the element

φ̂21(ξ1, ξ2, ξ3) = χ̂2+j(ξ1)χ̂2+k(ξ2)χ̂1(ξ3) φ̂22(ξ1, ξ2, ξ3) = χ̂2+j(ξ1)χ̂2+k(ξ2)χ̂2(ξ3)

φ̂23(ξ1, ξ2, ξ3) = χ̂2+j(ξ1)χ̂1(ξ2)χ̂2+k(ξ3) φ̂24(ξ1, ξ2, ξ3) = χ̂2(ξ1)χ̂2+j(ξ2)χ̂2+k(ξ3)

φ̂25(ξ1, ξ2, ξ3) = χ̂2+j(ξ1)χ̂2(ξ2)χ̂2+k(ξ3) φ̂26(ξ1, ξ2, ξ3) = χ̂1(ξ1)χ̂2+j(ξ2)χ̂2+k(ξ3)

(6)

where pih, piv are the polynomial orders of approximations in two directions in
the i-th face local coordinates system. Finally, we define (px−1)×(py−1)×(pz−1)
basis functions over an element interior

φ̂27,ij(ξ1, ξ2) = χ̂2+i(ξ1)χ̂2+j(ξ2)χ̂2+k(ξ3) (7)

where (px, py, pz) are the polynomial orders of approximation in three directions,
respectively, utilized over an element interior. The shape functions from the
adjacent elements that correspond to identical vertices, edges, or faces, they are
merged to form global basis functions.

The support interactions of the basis functions defined over the mesh deter-
mine the sparsity pattern for the global matrix.

In the example presented in Fig. 1 there are first order polynomial basis
functions associated with element vertices, second order polynomials associated
with element edges, and second order polynomials in both directions, associated
with element interiors. For more details we refer to [9].

We illustrate these concepts with two-dimensional example. Figure 1 presents
an exemplary two-dimensional mesh consisting of rectangular finite elements
with vertices, edges and interiors, as well as shape functions defined over vertices,
edges and interiors of rectangular finite elements of the mesh.

The interactions of supports of basis functions defined over the mesh define
the sparsity pattern for the global matrix. In other words, i-th row and j-th
column of the matrix is non-zero, if supports of i-th and j-th basis functions
overlap. For example, for the p = 1 case the global matrix looks like it is presented
in Fig. 2. In this case, only vertex functions are present. For p = 2, all the basis
functions are interacting, and this corresponds to the case presented in Fig. 3.

Traditional sparse matrix solvers construct the ordering based on the sparsity
pattern of the global matrix. This is illustrated in the top path in Fig. 4. The
sparse matrix is submitted to an ordering generator, e.g., the nested-dissections
[20] or the AMD [5] algorithms from the METIS library. The ordering is utilized
later to permute the sparse matrix, which results in less non-zero entries gener-
ated during the factorization, and lower computational cost of the factorization
procedure. In the meantime, the elimination tree is constructed internally by the
sparse solver, which guides the elimination procedure1.

1 In [25] the name elimination tree was also used for the element partition tree.
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The alternative approach is discussed in this paper. We construct the ele-
ment partition tree based on the structure of the computational mesh, using
the weighted bisections algorithm. The element partition tree is then browsed
in post-order, to obtain the ordering, which defines how to permute the sparse
matrix. This is illustrated on the bottom path presented in Fig. 4. For a detailed
description on how to construct ordering based on an element partition tree, we
refer to Chap. 8 of the book [25].

The sparsity pattern of the matrix rather not depend on the elliptic PDE
being solved over the mesh. It strongly depends on the basis functions and the
topology of the computational mesh.

Fig. 1. Examplary four element mesh and basis functions spread over the mesh

Fig. 2. Matrix resulting from four element mesh with p = 1 vertex basis functions.
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Fig. 3. Matrix resulting from four element mesh with p = 2 basis functions related to
element vertices, edges, faces and interios.

3 Bisections-Weighted-by-Element-Size-and-Order

The algorithm of bisections-weighted-by-element-size-and-order creates an initial
undirected graph G for finite element mesh. Each node of the graph corresponds
to one finite element from the mesh. An edge in the graph G exists if the cor-
responding finite elements have a common face. Additionally, each node of the
graph G has an attribute size that is defined as follows. For the regular meshes,
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Fig. 4. The construction of the ordering based on sparsity pattern of the matrix, and
based on the element partition tree.

Fig. 5. The exemplary three-dimensional mesh and its weighted graph representation.

as considered in this paper, the size of an element is defined as the volume of the
element times the order of the element. For general three-dimensional grids, the
volume attribute is defined as the function of a refinement level of an element:

volume = 2(3∗(max refinement level−refinement level))(px − 1)(py − 1)(pz − 1) (8)
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Moreover, each vertex of graph G has an attribute weight defined as the polyno-
mial order of approximation of the face between two neighboring elements. The
elements in the three-dimensional mesh may be neighbors through a vertex, an
edge, or a face. In these cases, the weight of the edge corresponds to the vertex
order (always equal to one), the edge order (defined as pedge − 1) or the face
order (defined as (pih − 1) × (piv − 1). This is illustrated in Fig. 5.

The function named BisectionWeightedByElementSizeOrder() is called ini-
tially with the entire graph G, and later it is called recursively with sub-graphs of
G. It generates the element partition tree. The BisectionWeightedByElement
SizeOrder function is defined as follows:

function BisectionWeightedByElementSizeOrder(G)
If number of nodes in G

is equal to 1 then
create one element tree t with the node v ∈ G; return t;

else
Calculate the balanced weighted partition of G into G1 and G2;
//calling METIS WPartGraphRecursive() for G
t1 = BisectionWeightedByElementSizeOrder(G1);
t2 = BisectionWeightedByElementSizeOrder(G2);
create new root node t with left child t1 and right child t2
return t

endif

Once the algorithm generates the element partition tree, we extract the order-
ing and call a sequential solver. Herein, we use METIS WPartGraphRecursive [20]
function to find a balanced partition of a graph, where weights on vertices are
equal to the size value of the corresponding mesh elements. The METIS WPart
GraphRecursive uses the Sorted Heavy-EdgeMatching method during the coars-
ening phase, the Region Growing method during partitioning phase and the
Early-Exit Boundary FM refinement method during the un-coarsening phase.

4 Numerical Results

In this section, we compare the number of flops of the MUMPS multi-frontal
direct solver [2–4] with the ordering obtained from the element partition trees
generated by the bisections-weighted-by-element-size-and-order algorithm, and
the MUMPS with automatic selection of the ordering algorithm, compiled with
icntl(7)= 7. The MUMPS solver chooses either nested-dissection [20] or approx-
imate minimum degree algorithm [5] for this kind of problem, depending on the
properties of the sparse matrix. We focus on the model Fichera problem [9,10]:
Find u temperature scalar field such that ∇u = 0 on Ω being 7/8 of the cube,
with zero Dirichlet b.c. on the internal 1/8 boundary, and Neumann b.c. on
the external boundary, computed from the manufactured solution. This model
problem has strong singularities at the central point, and along the three internal
edges, thus the intensive refinements are required.
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Fig. 6. Exponential convergence of the numerical error with respect to the mesh size
for the model Fichera problem, obtained on the generated sequence of coarse grids.
The corresponding fine grids are not presented here.

Fig. 7. Coarse and fine meshes of hp-FEM code for the Fichera problem. Various
polynomial orders of approximation on element edges, faces and interiors are denoted
by different colors. (Color figure online)

The hp-FEM code generates a sequence of hp-refined grids delivering expo-
nential convergence of the numerical error with respect to the mesh size, as
presented in Fig. 6. The comparison of flops and wall time concerns the last two
grids, the coarse, and the corresponding fine grids, generated by the hp-FEM
algorithm, with various polynomial orders of approximation, and element sizes,
as presented in Fig. 7. It is summarized in Table 1.
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Table 1. Comparison of flops and execution times between bisection-weighted-by-
element-size-and-order, with MUMPS equipped with automatic generation of ordering
on different three-dimensional adaptive grids.

N Weighted
bisections
flops

MUMPS flops Ratio flops Weighted
bisections
time [s]

MUMPS
time [s]

Ratio
time [s]

3,958 119 ∗ 106 140 ∗ 106 1.17 2.7 s 4.52 s 1.67

32,213 4,797 ∗ 106 9,469 ∗ 106 1.90 36.02 s 43.21 s 1.19

94,221 56 ∗ 109 111 ∗ 109 1.97 14.49 s 28.29 s 1.95

139,425 132 ∗ 109 254 ∗ 109 1.92 33.06 s 67.94 s 2.05

To verify the flops and the wall-time performance of our algorithm against
alternative ordering provided by MUMPS, we use the PERM IN input array of
the library. The hp-FEM code generates a sequence of optimal grids. The deci-
sions about the optimal mesh refinements are performed by using the reference
solution on the fine grids, obtained by the global hp-refinement of the coarse
grids. We compare the flops and the wall time-performance on the last two iter-
ations performed by the adaptive algorithm, where the relative error, defined as
the H1 norm difference between the coarse and the fine mesh solutions is less than
1.0%. In particular, on the last iteration for the Fichera problem (N = 139,425)
MUMPS with its default orderings used 67.94 s while with our ordering it used
33.06 s. The number of floating point operations required to perform the fac-
torizations was 254 ∗ 109 as reported by the MUMPS with automatic ordering,
and 111 ∗ 109 as reported by the MUMPS with our ordering. We can conclude
that the bisections-weighted-by-element-size-and-order is an attractive alterna-
tive algorithm for generation of the ordering based on the element partition
trees.

5 Conclusions

We introduce a heuristic algorithm called bisections-weighted-by-element-size-
and-order that utilizes a top-down approach to construct element partition trees.
We compare the trees generated by our algorithm against the alternative state-
of-the-art ordering algorithms, on a three-dimensional hp-refined grids used to
solve the model Fichera problem. We conclude that our ordering algorithm can
deliver up to 50% improvement against the state-of-the-art orderings used by
MUMPS both in floating-point operations counts as well as wall time.
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Abstract. Ellagic acid (EA) is a polyphenolic compound with antiviral activity
against chikungunya, a rapidly spreading new tropical disease transmitted to
humans by mosquitoes and now affecting millions worldwide. The most com-
mon symptoms of chikungunya virus infection are fever and joint pain. Other
manifestations of infection can include encephalitis and an arthritic joint swel-
ling with pain that may persist for months or years after the initial infection. The
disease has recently spread to the U.S.A., with locally-transmitted cases of
chikungunya virus reported in Florida. There is no approved vaccine to prevent
or medicine to treat chikungunya virus infections. In this study, the Estimated
Daily Intake (EDI) of EA from the food supply established using the National
Health and Nutrition Examination Survey (NHANES) is used to set a maximum
dose of an EA formulation for a high priority clinical trial.

Keywords: Tropical disease � NHANES � Drug development

1 Introduction

1.1 Compound

Ellagic acid (EA) is a polyphenolic compound with health benefits including antioxi-
dant, anti-inflammatory, anti-proliferative, athero-protective, anti-hepatotoxic and anti-
viral properties [1, 2]. EA is found in many plant extracts, fruits and nuts, usually in the
form of hydrolyzable ellagitannins that are complex esters of EA with glucose. Natural
sources high in ellagitannins include a variety of plant extracts including green tea, nuts
such as walnuts, pecans and almonds, and fruits, particularly berries, such as black-
berries, raspberries and strawberries, as well as grapes and pomegranates.

1.2 Chikungunya

Chikungunya virus is transmitted to humans by mosquitoes. Typical symptoms of
chikungunya virus infection are fever and joint pain. Other manifestations may include
headache, encephalitis, muscle pain, rash, and an arthritis-like joint swelling with pain
that may persist for months or years after the initial infection. The word ‘chikungunya’
is thought to be derived from its description in the Makonde language, meaning “that
which bends up” the deformed posture of people with the severe joint pain and arthritic
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symptoms associated with this disease (Chikungunya-Wikipedia, https://en.wikipedia.
org/wiki/Chikungunya). There is no vaccine to prevent or medicine to treat chikun-
gunya virus infections.

Millions of people worldwide suffer from chikungunya infections. The disease
spreads quickly once it is established in an area. Outbreaks of chikungunya have
occurred in countries in Africa, Asia, Europe, and the Indian and Pacific Oceans.
Before 2006, chikungunya virus disease was only rarely pinpointed in U.S. travelers. In
2006–2013, studies found a mean of 28 people per year in the United States with
positive tests for recent chikungunya infection. All of these people were travelers
visiting or returning to the United States from affected areas in Asia, Africa, or the
Indian Ocean.

In late 2013, the first local transmission of chikungunya virus in the Americas was
identified on the island of St. Martin, and since then all of the other Caribbean countries
and territories. (Local transmission means that mosquitoes in the area have been
infected with the virus and are spreading it to people.)

Beginning in 2014, chikungunya virus disease cases were reported among U.S.
travelers returning from affected areas in the Americas and local transmission was
identified in Florida, Puerto Rico, and the U.S. Virgin Islands. In 2014, there were 11
locally-transmitted cases of chikungunya virus in the U.S. All were reported in Florida.
There were 2,781 travel-associated cases reported in the U.S. The first locally acquired
cases of chikungunya were reported in Florida on July 17, 2014. These cases represent
the first time that mosquitoes in the continental United States are thought to have
spread the virus to non-travelers. Unfortunately, this new disease seems certain to
spread quickly. Data Driven Computational Science (DDCS) offers ways to accelerate
drug development in response to the spread of this disease.

EA has been shown to be an inhibitor of chikungunya virus replication in high
throughput screening of small molecules for chikungunya [3]. In screening a natural
products library of 502 compounds from Enzo Life Sciences, EA at 10 µM produced
99.6% inhibition of chikungunya in an in vitro assay.

1.3 Metabolism

Ellagitannins are broken down in the intestine to eventually release EA. The
bioavailability of ellagitannins and EA have been shown to be low in both humans and
in animal models, likely because the compounds are hydrophobic and they because are
metabolized by gut microorganisms [4–7]. The amount of ellagitannins and EA
reaching the systemic circulation and peripheral tissues after ingestion is small to none
[6]. It is established that ellagitannins are not absorbed while there is high variability in
EA and EA metabolites found in human plasma after ingestion of standardized
amounts of ellagitannins and EA [8–10]. These studies indicate that small amounts of
EA are absorbed and detectable in plasma with a Cmax of approximately 100 nM (using
standardized doses) and a Tmax of 1 h [8, 9]. EA is metabolized to glucuronides and
methyl-glucuronide derivatives in the plasma. The most common metabolite found in
urine and plasma is EA dimethyl ether glucuronide [11].

It appears that the majority of ingested ellagitannins and EA are metabolized by the
gut microbiota into a variety of urolithins. Urolithins are dibenzopyran-6-one
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derivatives that are produced from EA through the loss of one of the two lactones
present in EA and then by successive removal of hydroxyl groups. Urolithin D is
produced first, followed sequentially by urolithin C, urolithin A, and urolithin B.
Urolithins appear in the circulatory system almost exclusively as glucuronide, sulfate
and methylated forms as a result of phase II metabolism after absorption in the colon
and passage through the liver [12]. While the amount of EA in the circulation is in the
nanomolar range, urolithins and their glucuronide and sulfate conjugates circulate at
concentrations in the range of 0.2–20 lM [13]. In light of the much larger concen-
trations of urolithins in the circulation compared to EA, it is must be considered that the
reported in vivo health effects of ellagitannin and EA may be largely due to the gut-
produced urolithins. Growing evidence, mostly in vitro, supports the idea that uro-
lithins have many of the same effects as EA in vitro. Various studies have shown
evidence of anti-inflammatory [14–16], anticarcinogenic [17–20], anti-glycative [21],
possibly antioxidant [5, 22], and antimicrobial [23] effects of urolithins.

There is variation in how people metabolize EA into the various urolithins [24–26].
This is not surprising in light of the known differences between individuals in intestinal
microbiotic composition. Tomás-Barberán [25] evaluated the urinary urolithin profiles
of healthy volunteers after consuming walnuts and pomegranate extracts. They found
that, consistent with previous findings, that urolithin A was the main metabolite pro-
duced in humans. However, they noted that the subjects could be divided into three
groups based on their urinary profiles of urolithins. One group excreted only urolithin
A metabolites while a second group excreted urolithin A and isourolithin A in addition
to urolithin B. The third group had undetectable levels of urolithins in their urine.
These results suggest that people will benefit differently from eating ellagitannin rich
foods.

1.4 Use of EDI

Knowledge of the Estimated Daily Intake (EDI) can permit pharmacokinetic and for-
mulation studies to be conducted without prior expensive and time-consuming toxi-
cology studies, especially when the molecule is naturally present in the food supply
(see Fig. 1). A subject’s dietary level of the compound would normally vary around the
EDI. A subject is brought in to the drug evaluation unit, and after the usual ICH E6
procedures and informed consent, is “washed out” of any of the compound might be
present from previous food consumption. Typically, washout is accomplished by
maintaining the subject on a diet containing none of the compound to be investigated
for a period of five or more half-lives. The subject then receives a dose of the com-
pound and blood samples are collected for pharmacokinetic or other analysis. The
concentration of the dose is calculated to keep the subject’s exposure below the EDI.
For this reason, it is important to establish the EDI before the clinical trial is designed
and executed. After sufficient samples have been collected, the subject is released and
the trial is complete for that subject. The subject then returns to a normal diet and levels
increase again to levels similar to those before the study.
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2 Assessment of EA Use

An assessment of the consumption of EA (EA) by the U.S. population resulting from
the approved uses of EA was conducted. Estimates for the intake of EA were based on
the approved food uses and maximum use level in conjunction with food consumption
data included in the National Center for Health Statistics’ (NCHS) 2009–2010, 2011–
2012, and 2013–2014 National Health and Nutrition Examination Surveys (NHANES)
[27–29]. Calculations for the mean and 90th percentile intakes were performed for
representative approved food uses of EA combined. The intakes were reported for these
seven population groups:

1. infants, age 0 to 1 year
2. toddlers, age 1 to 2 years
3. children, ages 2 to 5 years
4. children, ages 6 to 12 years
5. teenagers, ages 13 to 19 years
6. adults, ages 20 years and up
7. total population (all age groups combined, excluding ages 0–2 years).

3 Food Consumption Survey Data

3.1 Survey Description

The most recent National Health and Nutrition Examination Surveys (NHANES) for
the years 2013–2014 are available for public use. NHANES are conducted as a con-
tinuous, annual survey, and are released in 2-year cycles. In each cycle, approximately
10,000 people across the U.S. complete the health examination component of the

Fig. 1. A pharmacokinetic study can be conducted below the EDI of EA. (Color figure online)
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survey. Any combination of consecutive years of data collection is a nationally rep-
resentative sample of the U.S. population. It is well established that the length of a
dietary survey affects the estimated consumption of individual users and that short-term
surveys, such as the typical 1-day dietary survey, overestimate consumption over
longer time periods [30]. Because two 24-h dietary recalls administered on 2 non-
consecutive days (Day 1 and Day 2) are available from the NHANES 2003–2004 and
2013–2014 surveys, these data were used to generate estimates for the current intake
analysis.

The NHANES provide the most appropriate data for evaluating food-use and food-
consumption patterns in the United States, containing 2 years of data on individuals
selected via stratified multistage probability sample of civilian non-institutionalized
population of the U.S. NHANES survey data were collected from individuals and
households via 24-h dietary recalls administered on 2 non-consecutive days (Day 1 and
Day 2) throughout all 4 seasons of the year. Day 1 data were collected in-person in the
Mobile Examination Center (MEC), and Day 2 data were collected by telephone in the
following 3 to 10 days, on different days of the week, to achieve the desired degree of
statistical independence. The data were collected by first selecting Primary Sampling
Units (PSUs), which were counties throughout the U.S. Small counties were combined
to attain a minimum population size. These PSUs were segmented and households were
chosen within each segment. One or more participants within a household were
interviewed. Fifteen PSUs are visited each year. For example, in the 2009–2010
NHANES, there were 13,272 persons selected; of these 10,253 were considered
respondents to the MEC examination and data collection. 9754 of the MEC respon-
dents provided complete dietary intakes for Day 1 and of those providing the Day 1
data, 8,405 provided complete dietary intakes for Day 2. The release data does not
necessarily include all the questions asked in a section. Data items may have been
removed due to confidentiality, quality, or other considerations. For this reason, it is
possible that a dataset does not completely match all the questions asked in a ques-
tionnaire section. Each data file has been edited to include only those sample persons
eligible for that particular section or component, so the numbers vary.

In addition to collecting information on the types and quantities of foods being
consumed, the NHANES surveys collected socioeconomic, physiological, and demo-
graphic information from individual participants in the survey, such as sex, age, height
and weight, and other variables useful in characterizing consumption. The inclusion of
this information allows for further assessment of food intake based on consumption by
specific population groups of interest within the total population.

Sample weights were incorporated with NHANES surveys to compensate for the
potential under-representation of intakes from specific population groups as a result of
sample variability due to survey design, differential non-response rates, or other factors,
such as deficiencies in the sampling frame [28, 29].

3.2 Methods

Consumption data from individual dietary records, detailing food items ingested by
each survey participant, were collated by computer in Matlab and used to generate
estimates for the intake of EA by the U.S. population. Estimates for the daily intake of
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EA represent projected 2-day averages for each individual from Day 1 and Day 2 of
NHANES data; these average amounts comprised the distribution from which mean
and percentile intake estimates were produced. Mean and percentile estimates were
generated incorporating sample weights in order to provide representative intakes for
the entire U.S. population. “All-user” intake refers to the estimated intake of EA by
those individuals consuming food products containing EA. Individuals were considered
users if they consumed 1 or more food products containing EA on either Day 1 or Day
2 of the survey.

3.3 Food Data

Food codes representative of each approved use were chosen from the Food and
Nutrition Database for Dietary Studies (FNDDS) for the corresponding biennial
NHANES survey. In FNDDS, the primary (usually generic) description of a given food
is assigned a unique 8-digit food code [28, 29].

3.4 Food Survey Results

The estimated “all-user” total intakes of EA from all approved food uses of EA in the
U.S. by population group is summarized in Figs. 2, 3, 4 and 5.

Fig. 2. Children consume more EA on average than adults. Baby foods are often made from
ingredients high in EA. The blue line shows data from the 2009–2010 NHANES, the red line
data from the 2011–2012 NHANES, and the green line data from the 2013–2014 NHANES.
(Color figure online)
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Fig. 3. Teenagers contribute the highest peak in the 90th percentile consumers of EA. The blue
line shows data from the 2009–2010 NHANES, the red line data from the 2011–2012 NHANES,
and the green line data from the 2013–2014 NHANES. (Color figure online)

Fig. 4. When EA exposure is calculated on a per kilogram of body weight basis, toddlers aged 1
to 2 years are exposed to the most EA on average. The blue line shows data from the 2009–2010
NHANES, the red line data from the 2011–2012 NHANES, and the green line data from the
2013–2014 NHANES. (Color figure online)
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The estimated “all-user” total intakes of EA from all approved food uses of EA in
the U.S. by population group are graphed using NHANES data in Figs. 2, 3, 4 and 5
for 2009–2010, 2011–2012, and 2013–2014. The figures show that over 6 years, the
consumption of EA has been fairly constant and that children and teenagers are the
major consumers.

4 Conclusions

In summary, 28.3% of the total U.S. population of 2+ years was identified as consumers
of EA from the approved food uses in the 2013–2014 survey. The mean intakes of EA
by all EA consumers age 2+ (“all-user”) from all approved food uses were estimated to
be 69.58 lg/person/day or 1.05 lg/kg body weight/day. The heavy consumer (90th
percentile all-user) intakes of EA from all approved food-uses were estimated to be
258.33 lg/person/day or 3.89 lg/kg body weight/day. The EDI (red line in Fig. 1) is set
at 70 lg/person/day from the 2013-2014 NHANES for consumers ages 2 and up. The
next experiment will be an actual trial of EA in human subjects at the EDI with a dose of
3.89 lg/kg body weight/day (see Fig. 1), as determined by this DDCS study.
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Abstract. Parallel computing using MPI has become ubiquitous on
multi-node computing clusters. A common problem while developing par-
allel codes is determining whether or not a deadlock condition can exist.
Ideally we do not want to have to run a large number of examples to find
deadlock conditions through trial and error procedures. In this paper we
describe a methodology using both static analysis and symbolic execu-
tion of a MPI program to make a determination when it is possible. We
note that using static analysis by itself is insufficient for realistic cases.
Symbolic execution has the possibility of creating a nearly infinite num-
ber of logic branches to investigate. We provide a mechanism to limit the
number of branches to something computable. We also provide examples
and pointers to software necessary to test MPI programs.

1 Introduction

While impossible to determine when an arbitrary parallel program halts or goes
into deadlock, which is equivalent to the halting problem [18], there are many
real world codes in which a determination of deadlock or non-deadlock is possible
[12]. This paper only applies when a determination can be made for parallel
programs using MPI [8] though it could be extended to similar communications
systems.

Software model checking provides an algorithmic analysis of programs and
a fundamental framework to construct a program model [11]. A binary decision
diagram (BDD) [3] is one of the ways to construct the model and investigate
the state of the program. A BDD is a decision tree that is used to produce out-
put based on a calculation from Boolean inputs [3]. Even though the BDD and
model checking techniques are excellent, if the program system has a very large
number of states, then it will be difficult to travel all feasible paths. Accord-
ing to Biere et al. [4], the symbolic model checking with boolean encoding can
handle large program states faster than other approaches. We use the symbolic
model checking technique to model a MPI program and simulate its execution
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while analyzing the states of the program. By using a symbolic model we create
constraints to find feasible paths to follow the execution of the routines or to
detect deadlock. We use the Satisfiability Modulo Theories (SMT) [2] method
and symbolic execution in order to travel through the path in our symbolic
model.

Consider a trivial example program for two processes. Each process uses
MPI Send to send a message to the other process. Each process uses MPI Recv
to receive the message from the other process. Each process then ends with
MPI Finalize. This program obviously does not deadlock.

Our process removes unnecessary code in order to analyze it. We are left with
as little as possible in addition to the MPI calls. Table 1 represents the remaining
code. Table 2 represents the steps that the symbolic execution takes in order to
determine that this example does not deadlock.

Table 1. Sample non-deadlock MPI routines

Process 0 Process 1

MPI Send[1] MPI Send[0]

MPI Recv[1] MPI Recv[0]

MPI Finalize MPI Finalize

Table 2. Non-deadlock MPI routines with possible execution steps and index

Process 0 Process 1

Step 1–MPI Send[1] Step 3–MPI Send[0]

Step 2, Step 6–MPI Recv[1] Step 4–MPI Recv[0]

Step 7–MPI Finalize Step 5–MPI Finalize

The remainder of the paper is organized as follows. In Sect. 2 we discuss
background issues and similar, related research. In Sect. 3 we discuss the com-
putational process used to extract the relevant part of a MPI code and how the
symbolic execution operates. In Sect. 4 we define the symbolic model and how
symbolic execution works. In Sect. 5 we show an interesting example. In Sect. 6
we provide conclusions and discuss future research.

2 Background and Related Research

Initially, we focused not only detect deadlock on but also looked for a solution
to prevent executing deadlocked MPI code. When a user executes a MPI pro-
gram, it is very difficult to identify the process that cause deadlock due to the
missing matching MPI Send for a MPI Recv in the source code. Our deadlock
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prevention system should not change user data in the code because that can
produce wrong output. However, if necessary, we can change the order of the
MPI Routine without affecting the final results. Therefore, we started to focus
on a different direction for our research and we have conducted many research
studies in MPI deadlock and prevention mechanism areas. Since most of the
MPI deadlock detection research have only focused on dynamic analysis of MPI
program, that technique does not lead to deadlock prevention concepts.

In [10] an idea is proposed to find MPI deadlock using a graph based app-
roach. This research idea is primarily based on the Wait-for graph, which helps
to detect deadlock in operating systems and relational database systems. Wait-
for graph considers each process as a node and keeps track of processes when a
MPI program executes [14]. If MPI Recv causes deadlock on a process, it locks
and holds the resources to the process. Suppose more than a single process is
waiting for resources, then there is a possibility of a deadlock. The above method
still requires the MPI program to execute in real time. In addition, possible over-
head and performance drops can happen in the deadlock detection mechanism if
there are lot of MPI Routines available in a MPI source code. Furthermore, the
method cannot help prevent deadlock before it happens during the execution.
However, the proposed method can be useful if we use it before the MPI program
executes.

Based on our research, we can choose either static or dynamic analysis in
order to accomplish our research goal. In the remainder of this section we discuss
both methods. We choose static analysis over dynamic analysis after conducting
several research studies. Also, static analysis provides deadlock detection and
can prevent execution of MPI program before a deadlock occurs.

We can analyze a software program in two ways: by static and dynamic
analysis. Dynamic analysis is a very common method in software testing. To be
effective dynamic analysis requires that the program produce output during the
execution.

A model checking system basically is a finite-state automation that can for-
mally verify the concurrent systems and binary decision diagrams [6]. Also, a
model checking system is automatic, which means it can verify a program with a
high level representation of the user specified model and can check whether the
program satisfies the model. Otherwise, the system provides a counterexample
if the formula is not satisfied. In addition, model checking can be used in two
ways: through dynamic and static analysis.

Dynamic model checking is widely used in race condition and deadlock detec-
tion. Wang et al. discussed finding race conditions in multi threaded programs
[19]. Also, this research study shows better algorithms to reduce the unnecessary
interleaving of thread execution with the model checking and code instrumen-
tation. Gupta et al. explained that there is a significant performance impact on
instrumenting functions, which increases the size of the functions instrumented
in the source code [9].

As a result, researchers have introduced a framework to accomplish the code
instrumentation in better ways and that can reduce overhead while injecting
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functions into the source code. So, if we can introduce a similar technology in
our research, then the code instrumentation can be very helpful for deadlock
avoidance. In addition, the implementation introduces possible ways to inject
functions into the source code without changing the context of the MPI program.

Symbolic model checking is used to verify a program in an extremely large
scale such that 10120 states can be verified, which enables us to perform program
analysis through boolean encoding and symbolic behavioral states [5]. Due to
this research study our research ideas moved towards the static model checking
method. Even though static model checking is suitable for our research, King
et al. [16] showed that model checking suffers from the well known state-space
explosion problem. This research study introduces a better framework that works
with symbolic execution [13], which helps to automate the test case generation
and solve the state-space explosion problem efficiently.

3 Computational Process

To do the program analysis using a symbolic model, first we parse the MPI code
and extract the information about all of the MPI routines using an Abstract
Syntax Tree (AST) [1] that the Rose Compiler [17] generates. We extract the
variables and functions from the MPI codes. Then we generate the formulas for
our deadlock detection main program. Our main program creates a Yices [20]
script in a file that is used by the Yices SMT program.

The main program determines the final result from the output of the Sym-
bolic Execution in Yices. We implemented a validation mechanism that verifies
the input file and determines if it has valid MPI function calls so that the Sym-
bolic Execution does not fail due to improper arguments. Then we build formulas
for Yices based on the MPI functions.

We currently can analyze a MPI program for a very limited number of MPI
functions. The code is extensible in the sense that we can add functions and logic
formulas for additional MPI functions, which is part of the future work listed in
Sect. 6. When the symbolic model is completed we run it using Yices.

An issue is how long should the Symbolic Execution run in order to find a
result from the Yices SMT solver. We specify a last value as symbolic value so
the Symbolic Execution only runs until the last value is reached. Determining
the specific last value without loss of performance and creating a path explosion
problem is a somewhat difficult.

We have introduced a bound variable B (last value) as the maximum integer
available when numbering formulas. The formulas are created dynamically and
we check the deadlock condition. If we do not have a deadlock conclusion, then
we create a formula again with a fresh copy.

4 Symbolic Model and Execution

4.1 The Model

During the extraction process, each MPI function is checked for erroneous param-
eters. Consider Table 1. It uses a state-space exploration technique. A state
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includes a process scheduling, current step of a MPI routine, index, and path
condition.

The path condition is a component that specifies the order of a MPI routine.
In Table 2 at Step 2 when MPI Receive executes we change the execution to
process 1 and choose Step 3. The path condition is essential in our constraints
and is maintained in all steps.

We can show the above state components in symbols, such as

process scheduling (p) ∧ current step (j) ∧ index (i) ∧ path condition

The state is maintained as we execute each MPI routine in the code and we
check the logic condition at each step.

We define a token tk for the path condition implementation, which takes a
MPI routine for each index of an execution. The token also has the transition
implied by the MPI routines to indicate a ready to execute condition for a
particular process and index.

We define the variables in a state with symbolic values, e.g.,

p(process) = <p0, p1, . . . , pn>, i(index) = <i0, i1, . . . , in>,
and j(step) = <j1, j2, j3, . . . , jn>.

For Table 2, ji = i, i = 1, · · · , n = 7.
The process p takes values according to the feasible path condition in the

symbolic model, but index i has consistent values that represent the symbolic
variable of the current step. Thus, index i is used when creating a fresh formula
with a copy of the current step. We continuously create and execute the current
step until the symbolic model satisfies the constraints.

If the symbolic model cannot satisfy the constraints for the current step, e.g.,
at Step n, MPI Recev cannot find matching MPI Send at any index i, then
that leads to deadlock for the current process. We do not execute the next step
until we execute the current step successfully. We create fresh formulas for the
current step as necessary for each index i.

token[process][index] = transition(MPIRoutines)

is denoted by
tkp[i] = τtransition(p).

The symbolic model must find a feasible path based on the path conditions and
MPI routines (cf. Table 2).

We add a buffer to our model that stores the MPI Send variable required
by the MPI Receive routine that may execute later in the code. We denote the
buffer implementation as follows:

buffer[destinationprocess][channel][index] = full | empty, or
buf c

p′ [i] = full | empty.

The channel specifies uniqueness of individual routines in each process and
prevents overwriting the buffer. The channel implementation is similar to MPI’s
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virtual communication channels, which allows buffer to keep storing routines for
a respective channel so MPI Send and MPI Receive can communicate over
the channel.

In Table 2 at step 1 when we execute the MPI Send routine from process 0
we add a constant value that fills the buffer with the destination process (e.g., set
buf1

1 = 1). The constant value indicates that the buffer is full. Since our symbolic
execution checks the program states in sequential order, it is important to keep
track of which process is eligible to run at the current step, e.g., in Table 2 at
step 3, the program jumps to process 1 because at the current step process 0 is
not eligible to continue further execution.

We require a scheduling mechanism in the symbolic model that takes the
eligible process value p for each i, denoted as s[i] = p. Consider Table 2. Then

Step i: s[i] = 0, for i = 0, 1, 6, 7 and
Step j: s[j] = 1, for j = 3, 4, 5.

Without a scheduling implementation it is difficult to add the correct MPI rou-
tine to token and is impossible to travel through the feasible paths in the sym-
bolic model. It is one of the important components in the constraints to make
decisions so that the symbolic execution runs correctly. In order to schedule the
process we need to make sure that the token has a MPI routine and the cur-
rent step is eligible to execute (e.g., if the current routine is a MPI Receive we
need to check if buffer has the value from the matching MPI Send before we
execute the current step).

4.2 MPI Logic Formulas

We can derive formulas for MPI Send and MPI Receive. For MPI Send,

tkp[i] = τsend(p) ∧ buf c
p′ [i] �= full) =⇒

update(s[i] = p) ∧ update(buf c
p [i + 1] = full) ∧ update(buf c

p′ [i + 2] = empty).

This formula means that at the current index, if the token has a MPI Send
routine and the buffer is not full, then we schedule the process p and update
the buffer with the next index (i = i + 1). Also, we update the buffer index
(i = i+2) with the empty value so we prevent overwriting buffer. The symbolic
execution runs correctly.

For MPI Receive,

tkp[i] = τrecev(p) ∧ bufp[i] �= empty =⇒
(update(s[i] = p)) ∨ ((p < pmax) −→ (p = p + 1) ∨ (p = 0)).

This formula means that at the current index, if the token has a MPI Receive
routine and the buffer is not full, then we schedule the current process p. In
order to update to the next process we check whether the current process is the
last available process (represented by p max and is 1 in Table 1) or not. If the
current process itself is the last one, then we update the next process with 0.
Otherwise, we update with next available process.
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4.3 Symbolic Execution

Symbolic execution [13] is a program analysis technique that utilizes the sym-
bolic values instead of the absolute values of a program. For all program inputs,
symbolic analysis represents the values of program variables as symbolic expres-
sions of those inputs. As the program executes, at each step the state of the
program executes symbolically and it includes the symbolic values of program
variables at that point. By using the symbolic execution we simulate the pro-
gram. We use the path constraints and the program counter on the symbolic
values to simulate the execution of a program.

While the symbolic execution is one of the better approach simulating a pro-
gram, it is also difficult to apply to parallel programming methods. For instance,
tracking the PC and execution steps in a process is a difficult task and requires
sophisticated approaches other than just the conventional symbolic approach.
Here we propose a different symbolic approach by introducing several constraints
to better resolve the symbolic analysis.

4.4 Symbolic Encoding

We present an encoding approach that converts the symbolic model into Sat-
isfiability Modulo Theories (SMT) formulas [20]. We include scheduling con-
straints (Si), transition constraints (Ti), finalize constraints (Fi), and deadlock
constraints (Di):

Si ∧ Ti ∧ Fi ∧ Di (1)

or
Si ∧ Ti ∧ Fi → ¬Di (2)

We check all constraints in each execution step. Note that (1) is equivalent to
checking the satisfiability for (2). We use Yices as our SMT solver [7] to solve (2).
If each formula is satisfiable, then the solution gives trace output that leads to
the conclusion. Based on the trace output we can draw a conclusion on whether
the given MPI routines are under deadlock condition or not. For example, if all
the constraints become true then the deadlock constraints become false, so the
given MPI code has no deadlock. Alternately, if any of the constraints become
false, then the deadlock constraint is true and we add a value to the deadlock
buffer.

Our program shows detailed information about deadlock that will occur in a
MPI program. The constraints are the tools for us to solve the formula which is
generated by our program.

4.5 Symbolic Variables

In the symbolic analysis, we check deadlock conditions up to a predefined step
bound value B. For each step i < B, we add a fresh copy for each variable. That



790 C. C. Douglas and K. Krishnamoorthy

is, var[i] denotes the copy of i at the step. For example, buffc
p [i] holds values

for each step as

buf c
p [0], buffc

p [1], buffc
p [2], · · · , buffc

p [B]

and each has a value of full | empty.
Yices may take additional index i values to solve the formula, which depends

on number of MPI routines available and what order those MPI routines are
written in the source code. For example, if a MPI source code consists of five
MPI routines, then our program may create 12 entries of the formulas with index
i = 11, but it depends what order the MPI Send and MPI Receive routines
are written in the code. If MPI Receive appears before the MPI Send in all
the processes then Yices solves the formula and concludes with deadlock with
the minimum number of index i value. In that case, the index i value will be
equal to the number process available in the code. However, in order to reduce
the path explosion, we have optimized the constraints. Therefore, we can reduce
the utilization of index i values and prevent solving the same formula over and
over with different index i values. If our program finds either deadlock or non
deadlock of a MPI code, then we halt the symbolic execution.

Token Variables. The token (tk) is used to store a MPI routine in each exe-
cution step. During the transition a MPI routine τ in process p and index i has
a token, denoted by tkp[i] = τ . At any step, a single transition per process has
a token. When τ is executed, then the token moves to next MPI routine. Define
succ(τ) to be the successor of next transition of τ .

Buffer Implementation. Unlike typical programming languages, we cannot
store a value in a Yices program. We use the index i, which is used to create
a fresh copy of a variable in Yices. We have fresh copy of buffer with current
process p for use to store a value. In our symbolic execution buffer is used to
store only full or empty. We use specific values to represent the full and empty
values in Yices depending on the context.

In our symbolic analysis we have six kinds of buffers:

1. Scheduling Buffer
2. Schedule Success Buffer
3. Transition Buffer
4. Transfer Buffer
5. Receive Block Buffer
6. Deadlock Buffer.

We use the Scheduling Buffer to store the execution step. We ensure that
the current step can be scheduled or that it is necessary to move on to the
next process. This situation arises when a MPI Receive routine is executed. If
MPI Receive does not find a matching MPI Send, then we skip the execution
in the current process and move to the next process. Otherwise, we fill the
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Scheduling Buffer. We use the Transfer Buffer to store each transfer that
occurred from one process to another when we do not schedule the current
process. Hence, we keep a record of the number of the transfer that happened
for each MPI Receive in a process, which helps us to find deadlock in the
Deadlock Constraint.

The Scheduling Buffer avoids conflicts between the MPI routines and
stores values for a specific channel and execution index. We fill the Schedule
Success Buffer when a process is selected to execute. We use Schedule Success
Buffer to indicate the execution of the current process in Deadlock Constraint.
If the current MPI Receive does not find a matching MPI Send after some
execution and the current Schedule Success Buffer is empty, then we use
Schedule Success Buffer and Receive Block Buffer in order to identify a
potential deadlock in the code. In this case, Transfer Buffer is the number of
transfers we made for the current MPI Receive when we attempted to find a
matching MPI Send.

If the number of transfers exceeds the number of processes available in
the MPI code, then we assume that the current MPI Receive will never find
a matching MPI Send. Therefore, we update the Receive Block Buffer in
Transfer Buffer Constraint. As a result, Schedule Success Buffer and
Receive Block Buffer both satisfy the Deadlock Constraint formula and
becomes true. Finally, we update the Deadlock Buffer and conclude there
is a deadlock in the code.

The Transition Buffer is used to store the value or tag of the MPI routine
that will identify the matching MPI Send or MPI Receive. For example, in
Table 2, if step 1 is permitted to execute, then the Transition Buffer acquires a
value from MPI Send (or a tag) and the value should be the same for the match-
ing MPI Receive in the destination process. The MPI Receive and Deadlock
Buffers are tied together. Table 3 shows a deadlock situation in step 2 if the
MPI Receive cannot find a matching MPI Send. Then the Transfer Buffer
Constraint adds the current step into the Receive Block Buffer, which occurs
in step 4. We perform this operation by using the Transfer Buffer and we
introduce a constraint to check whether Transfer Buffer is full or empty.

Finally, our program concludes as a deadlock if the Deadlock Buffer
includes one or more MPI Receive routines. If even one MPI Receive is
in the Deadlock Buffer, then some MPI Receive could not find a match-
ing MPI Send. So the execution will not continue at least for the blocking
MPI Send and MPI Receive as in real MPI execution and will be considered
as a potential deadlock in the code (Table 4).

The formulas for both MPI Send and MPI| − Receive are quite complex.
In [15] are tables that break down the conditions to simple expressions, based
on tables, that can be followed to determine correctness.

4.6 MPI Logic Reformulations

The MPI formulas from Sect. 4.2 are reformulated in this section for what they
are with the details of this section.



792 C. C. Douglas and K. Krishnamoorthy

Table 3. Deadlocked MPI routines with possible execution steps

Process 0 Process 1

Step 1–MPI Send[1] Step 3, Step 5–MPI Receive[0]

Step 2, Step 4–MPI Receive[1] MPI Receive[0]

MPI Finalize MPI Finalize

Table 4. Another deadlocked MPI routines with possible execution steps

Process 0 Process 1

Step 1, Step 3–MPI Receive[0] Step 2, Step 4–MPI Receive[0]

MPI Send[1] MPI Send[0]

MPI Finalize MPI Finalize

The main job of the Scheduling Constraint is to generate formulas that
are responsible for process scheduling. In real MPI execution, each process will
execute the MPI routines that belong to the process. Since execution is simulated
sequentially, we determine that the current process is eligible to schedule before
we execute MPI routines. If the scheduling formula does not execute, then further
execution will not take place.

We introduce a program counter (PC) in the MPI constraints. It is used to
keep track of duplicate executions of the same MPI routine. In Table 2 after Step
5 and before Step 6, Yices can execute the MPI Send routine, but it ignores the
execution because MPI Send is already executed successfully in step 1 so we
can prevent solving the formula twice and move on to the next step. Therefore, in
Table 2 we directly evaluate formulas for MPI Receive in Step 6, which helps
to minimize the usage of index i and can potentially reduce overhead in our
symbolic execution.

The updated formula for MPI Send is

∑k=N
k=0 (PCp[k] �= full ∧ ∃k ∈ i) −→ (tkp[i] = τsend(p′)∧

buf c
p′ [i] �= full) −→ update(s[i] = p)∧

update(schedule success bufp[i] = full)∧
update(buf c

p′ [i + 1] = full) ∧ update(buf c
p′ [i + 2] = empty)∨

(update(buf c
p′ [i + 1] = empty)) ∧ δ({i, τ, j}).

The updated formula for MPI Receive is

∑k=N
k=0 (PCp[k] �=full ∧ ∃k ∈ i) −→ (tkp[i]=τreceive(p) ∧ ∑l=N

l=0 bufp[l] �= empty)
−→ (update(s[i]=p) ∧ update(schedule success bufp[i] = full)) ∨ (((p<pmax)
−→ (update(pi+1 = p + 1)) ∨ (update(pi+1 = 0))) ∧ update(tkp+1[i + 1] =
succ(τ)) ∧ update(transfer bufp[i][ji+1] = full)) ∧ ∃l ∈ i ∧ δ({p, i, τ, j}).
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5 Experiments

All experiments were run on a computer with an Intel Core i7 7700K running
at up to 4.20 GHz, 16 GB of DRAM, and a 500 GB solid state drive. We used a
virtual environment of a VMware workstation player installed under Windows 10
as the host operating system with Ubuntu 16.04 as the guest operating system.

In Table 5 we show experiments taken from deadlocked MPI code. The MPI
codes used in our experiments were based on ones the Internet and we also
created some complex MPI codes. The codes all fall into deadlock, though not
in an obvious manner.

Table 5. Experiments for deadlocked MPI codes

MPI Time taken for 10 experiments (secs.)
Routines

1 2 3 4 5 6 7 8 9 10
4 3.049 3.082 3.035 3.306 3.366 3.401 3.339 3.346 3.380 3.301
8 3.361 3.390 3.364 3.330 3.385 3.440 3.279 4.283 3.391 3.437
8 4.575 4.285 4.198 4.745 4.094 4.156 5.117 5.077 4.062 4.076
12 4.102 4.911 4.159 4.024 5.022 4.233 4.201 4.248 4.145 5.363
24 4.007 3.937 3.979 4.078 3.950 4.039 4.064 4.007 4.127 3.945
24 4.186 4.261 4.203 4.223 4.149 4.274 4.357 4.272 4.199 4.330
48 5.127 5.017 5.030 5.107 5.099 5.031 5.155 4.948 5.042 5.085
64 5.761 5.577 5.724 5.804 5.788 5.605 5.715 5.967 5.677 5.854

MPI Procs. Average
Routines Time

4 2 3.2605
8 2 3.4660
8 3 4.4385
12 3 4.4408
24 3 4.0133
24 4 4.2454
48 5 5.0641
64 6 5.7472

In some contexts we added several processes instead of including many MPI
routines in a few processes. We used 2 and 3 processes for 8 MPI routines.
Similarly, we used 3 and 4 processes for 24 MPI routines. We tested with different
processes to evaluate the time difference between the number of processes. The
results show some differences since the symbolic execution may consume more
time as the number of processes increase in the MPI code. We observe that when
24 MPI routines are executed the average time for the execution is less than the
previous results. The reason for this difference could be among 24 MPI routines
the orphan MPI Receive is situated in nearly the best case scenario in the MPI
code.
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According to the Table 5 for the deadlock detection, the best case scenario
would be an orphan MPI Receive executed in the first step in process 0. If an
orphan MPI Receive executes at the last step in the final process, then it is the
worst cast scenario. The average experiment time in Table 5 is the time the main
program took to accomplish all of the tasks, which includes parsing the MPI
codes, generating the AST using the ROSE compiler, extracting information
from the AST and ROSE compiler, generating Yices codes, running symbolic
execution in Yices, analyzing Yices output, and generating the conclusion from
results.

Table 6 shows the experiment results for a non-deadlock MPI code. Time
consumption for the 24 MPI routines case is higher when compared to Table 5.
Since the MPI code is not under deadlock, Yices must run symbolic execution
until it finds the last MPI routine in the final process. Hence, Yices consumes
more time than running symbolic execution in a similar deadlocked MPI code.

Table 6. Experiments for non-deadlock MPI code

MPI Time taken for 10 experiments (secs.)
Routines

1 2 3 4 5 6 7 8 9 10
4 4.88 3.72 3.69 3.58 3.60 3.46 3.71 3.64 3.76 3.60
8 4.17 4.23 4.13 4.11 4.25 4.17 4.15 4.32 5.06 4.19
8 3.65 3.63 4.00 3.67 3.41 3.81 3.56 3.64 3.52 3.48
12 6.79 6.86 6.77 7.20 6.69 6.55 6.70 6.78 6.94 6.76
24 70.39 69.62 69.20 71.32 75.42 72.58 73.40 72.33 71.07 70.14
24 83.94 83.75 77.97 79.6 77.60 79.44 76.72 77.06 77.61 76.86
48 73.02 74.16 75.56 73.76 80.34 77.53 80.91 73.80 74.38 76.53
64 105.11 130.01 105.70 103.30 103.29 107.56 106.71 103.97 104.34 103.64

MPI Procs. Average
Routines Time

4 2 3.76
8 2 4.28
8 3 3.64
12 3 6.80
24 3 71.55
24 4 79.06
48 5 76.00
64 6 107.36

6 Conclusions and Future Work

We have proposed a novel approach to find deadlock in simple MPI codes using
static analysis and symbolic execution. We chose static analysis over dynamic
analysis because it helps to verify a program of extremely large scale plus we can
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find deadlock in MPI programs without numerous executions of the code. Static
analysis allows analysis of MPI codes by using static model checking techniques.
To perform the static model checking we construct a symbolic model that is
the basic element for building the constraints and formulas. Symbolic Execution
runs the formulas that we create from constraints in the Yices SMT solver.

Also, in this research we delivered a deadlock detection program that can
find deadlock in MPI codes that include only basic MPI communicative rou-
tines, e.g., MPI Send and MPI Receive. Future research will enable many
more MPI routines, such as MPI Barrier, MPI Isend, MPI Ireceive, etc.
into our deadlock detection mechanism.
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Abstract. Roulette Wheel Sampling, sometimes referred to as Fitness
Proportionate Selection, is a method to sample from a set of objects each
with an associated weight. This paper introduces a distributed version
of the method designed for message passing environments. Theoretical
bounds are derived to show that the presented method has better scala-
bility than naive approaches. This is verified empirically on a test clus-
ter, where improved speedup is measured. In all tested configurations,
the presented method performs better than naive approaches. Through
a renumbering step, communication volume is minimized. This step also
ensures reproducibility regardless of the underlying architecture.

Keywords: Genetic algorithms · Roulette wheel selection
Sequential Monte Carlo · HPC · Message passing

1 Introduction

Given a set of n objects with associated weights wi, the goal of Roulette Wheel
Sampling (RWS) is to sample objects where the probability of each object j is
given by a normalized weight, w̃j = wj/

∑n
i wi. In genetic algorithms, objects

are individuals and their weight is determined by its fitness [4]. After individuals
have been selected for survival, they are either mutated or recombined to form
the next generation. RWS is used in the resampling step of Sequential Monte
Carlo methods [1,7], where objects are weighted particles. Hereafter, this paper
refers to objects in general.

The resampling step is commonly implemented in one of two ways. The first
approach, referred to as the cumulative sum approach, is to generate u ∼ U(0, 1),
and to select the last j for which u ≤ ∑j

i=0 w̃i. Computing the cumulative sum
takes O(n) time and finding an object takes O(log n). The second approach is
the alias method [10]. Constructing an alias table takes O(n) time and taking a
sample takes O(1) time. This results in a lower execution time, but, as Sect. 2
details, the cumulative approach is a better fit for parallelization.

This paper relies on parallel random generation techniques [8]. Since RWS is
typically executed multiple times, each object is provided with a unique random
c© Springer International Publishing AG, part of Springer Nature 2018
Y. Shi et al. (Eds.): ICCS 2018, LNCS 10861, pp. 799–805, 2018.
https://doi.org/10.1007/978-3-319-93701-4_63
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generator from which a random number sequence can be generated in parallel.
However, if such techniques are not available, any pseudo random number gen-
erator (RNG) that can either jump in its sequence or a pre-generated sequence
can be used instead.

Reproducibility is a desirable property of any scientific computing code. For
this reason, only methods that output the same samples are considered. This
means that the results are reproducible not only for a given parallel configuration
if executed repeatedly, but also if the number of processors, p, is changed.

The remainder of this paper is structured as follows. Section 2 describes how
to parallelize RWS in a reproducible fashion. Experimental results are shown in
Sect. 3. Section 4 lists related work. Section 5 concludes the paper and proposes
future work.

2 Reproducible RWS

Given a sequence of weights, (w1, . . . , wn), the output of RWS is a sequence
S1 = (s1, . . . , sn) where si is the index of the object that has been selected. Let
S2 = (s′

1, . . . , s
′
n) denote the output sequence of the cumulative sum approach

applied to another sequence of weights, constructed by replacing the subsequence
wj , . . . , wj+k by its sum. The sequence S1 can be transformed into S2 as follows.
First, if si < j, then s′

i = si. Second, if si ∈ [j, j + k], then s′
i = j. Finally, if

si > j + k, then s′
i = si − k. In other words, the cumulative sum approach is

only affected partially if weights are aggregated as shown by Fig. 1. Parts of the
output sequence that correspond to non-aggregated weights are recoverable.

Let S3 and S4 be output sequences of applying the alias method to the
same two sequences of weights. Sadly, there is no clear relationship between the
elements of S3 and S4. The algorithm first calculates the average weight, wa.
Next, the entries of two tables are built by repeatedly combining two weights
wi and wj for which wi < wa ≤ wj , to form entries of the two tables. Weight
wj is replaced by wj − wa + wi and wi is removed. The process is repeated until
all weights have been removed. With small changes to weights, the entries in
this table can change drastically making the alias method unstable. Therefore,
this paper focuses on parallelization of the cumulative sum approach, but the
alias method is mentioned here since it has the best sequential performance and
forms the baseline for comparison in the performance results shown in Sect. 3.

2.1 Naive Approaches to Parallelization

This paper considers only static load balancing, where each of p processors is
assigned an equal share of n objects. Collecting all weights at a single processor
to perform RWS leads to a centralized approach where the master processor
quickly become the bottleneck, and more communication is required as n grows.
Therefore, this approach is not considered further.

Let wk,j denote the weights of objects assigned to processor pk. One straight-
forward approach to parallelization is to fix the assignment of objects to pro-
cessors. First, each processor pk shares all its local weights wk,j through an
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u3u5 u2 u7 u1 u6 u4

w1 w2 w3 w4 w5 w6 w7

w1 w2 w3 w4 w5

Fig. 1. Effect of replacing the subsequence w4, w5, w6 by their sum. Given the same
sequence of random numbers (u1, . . . , u7), where ui ∼ U(0,

∑7
i=1 wi), the sequence

at the top is S1 = (5,333,777, 6,222, 6, 4) and the sequence at the bottom is S2 =
(4,333,555, 4,222, 4, 4). Bold indices are not effected or can be reconstructed.

all-to-all broadcast requiring O(n) time [5]. Next, since all weights are available,
each processor builds the alias table in O(n) time and generates n/p samples
in O(n/p) time. Each processor requests objects that it needs to initialize all
its local output objects. Processors exchange objects by sending objects to their
owner. The expected communication volume is O(n − n/p).

Alternatively, to save bandwidth, processors can also share the sum of their
local weights, Wk =

∑n/p
j=0 wk,j , in O(p) time. It might seem that the alias

method could be used in this case as well. However, since the alias table would
be built using the weights Wk, a different table would be built depending on p. If
the parallel environment changes, the output of the sampling process will change
as well, which precludes reproducible results. Instead, once all aggregate weights
Wk are available, two cumulative sums are calculated in O(n/p + p) time and n
samples are taken through a nested binary search in O(n log(p)+(n/p) log(n/p))
time. Here, the first binary search is over the cumulative sum of Wk. If an object
resides on pk, a second binary search is performed over the cumulative sum of
local weights, wk,j . A single random number is used for both searches. Again,
each object is sent to the processor to which it was assigned.

Three factors limit performance in both of these parallelizations. First, an
all-to-all broadcast to share Wk causes communication volume to grow linearly
in p. If wk,j are shared, communication volume also grows linearly in n. Sec-
ond, each processor can communicate with every other processor when objects
are exchanged. Third, the total expected communication volume to exchange
objects, O(n − n/p), grows as either n or p increases.

2.2 Distributed Approach

The fundamental issue with the two approaches described above is that objects
are assigned to processors and that this assignment is fixed. Instead, if objects
are allowed to “move” in a way that minimizes communication required for
exchanges, and reproducibility is maintained, efficiency can be improved.

Observe that each Wk will be distributed normally around
∑p

i=0 Wi/p as
n increases since all processors are treated equally. Hence the number of selected
objects per processor is expected to be equal. The goal of the method presented
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in this paper is to exploit this fact to minimize communication. As noted earlier,
the cumulative approach is parallelized. For this, each processor pk needs to
know only

∑k−1
i=0 Wi and

∑p
i=0 Wi since this determines the offset of its weights

wk,j in the global context. Computing this prefix sum takes O(p) time [2]. In
addition,

∑p
i=0 Wi is needed to normalize the weights, which can be computed

with an all-reduce which takes O(log(p)) time [5]. Next, a cumulative sum of
weights wk,j is built locally. A single binary search suffices since a selection of
objects owned by any of the processes p1, . . . , pk−1 is detected directly. Finally,
objects are renumbered in such a way that their identifier is independent of p.

Algorithm 1 summarizes these steps. Processor pk draws ui from the random
generator of object i to determine where the selection is located. The total
number of samples, q, for which the selected object is located at the processors
p0, . . . , pk−1 can be tracked since the prefix sum is available at processor pk.
Next, each processor maintains a count table of length n/p to track the number
of times each local object is selected. Selections falling on processors pk+1, . . . , pp,
are ignored. After all n samples have been generated, the count table is traversed
in O(n/p) time and objects are created with identifiers starting from q. The
identifiers determine which processor owns the object. This renumbering step
can be seen as moving objects around without communication.

Algorithm 1. Distributed RWS on processor pk

Data: Objects (o1, . . . , on/p), associated weights (wk,1, . . . , wk,n/p)
Result: New objects (o′

1, . . . , o
′
n/p)

Wk =
∑n/p

j=0 wk,j , Wtotal = allReduce(Wk, +), Wbelow = prefixSum(Wk)
countTable = [0, . . . , 0], q = 0
for i = 1 . . . n do

ui ∼ U(0,Wtotal)
if u < Wbelow then

q = q + 1
else if Wbelow < u < Wbelow + Wk then

s = cumSumSearch(u − Wbelow, (wk,1, . . . , wk,n/p))
countTable[s] = countTable[s] + 1

end
for i = 1 . . . n/p do

for j = 1 . . . countTable[i] do
create new object from oi with identifier q
q = q + 1

end
end
rebalanceObjects() � Typically, few objects moved

Sums of local weights Wk will be distributed around
∑p

i=0 Wi/p. Hence,
approximately the same number of objects will be selected from each processor
and only deviations need to be corrected. This minimizes communication volume.
Whenever two processors communicate, one processor will receive objects and
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the other processor will transmit objects, but never both. This is easy to see by
dividing the processors into two groups: p1, . . . , pk and pk+1, . . . , pp. If the first
group has less than k ×n/p objects, objects will be transmitted from the second
group to the first. The opposite case is also possible. A useful consequence of
the numbering scheme is that, in many cases, rebalancing can be achieved by
transferring objects between neighboring processors pk and pk+1. Compared to
the naive approaches from Sect. 2.1 where objects can travel in both directions
and tend to travel between any pairs of processors, the presented renumbering
scheme reduces network contention. Finally, since identifiers are determined from
a global context, they do not depend on the number of processors. This makes
the presented method reproducible across different parallel architectures.

3 Results

To evaluate performance in practice, a Message Passing Interface (MPI) imple-
mentation of Algorithm 1 is compared with the naive approaches described
in Sect. 2.1. Results for the parallel alias method have been omitted since they
almost coincide with the results for the naive cumulative approach. Random
weights are used during each step. Execution time is averaged over 10 runs, each
with a different RNG seed. Figure 2 shows speedup as the number of nodes, p,
is increased. The number of objects, n, increases from 214 to 217 vertically. The
object size increases from 1 byte to 2048 bytes horizontally.

The test cluster consists of 16 node interconnected with infiniband. Each
node has two Intel X5660 processors, running at 2.80 GHz, for a total of 12
cores. Speedup, S = Ts/Tp, with respect to the fastest sequential algorithm is
studied. Here, Ts is the sequential execution time of the alias method, and Tp is
the execution time of the parallel versions with p processes, one for each system
in the cluster. Each process consists of 12 threads which map to 12 cores.

First, while it is not clearly visible, both naive methods perform better on a
single node than on multiple nodes. The added overhead caused by communica-
tion causes performance to degrade.

Second, in the distributed version, only aggregate information is exchanged,
while information per object is exchanged in the naive versions. With more
objects, the communication overhead during the steps leading up to the rebal-
ancing phase for the distributed version will remain minimal. Comparing figures
from top to bottom for a fixed object size shows that scalability improves with
more objects. For example, with 214 objects of 1 byte each, all approaches show
poor scalability. Note that even in this case, the distributed version still outper-
forms the naive versions. Moving from 214 objects to 217 objects increases the
speedup from 2.6x to 10x with 16 nodes.

Third, communication volume in the rebalancing phase is kept to a minimum
in the distributed version. Hence, compared to the sequential execution time of
the alias method, speedup increases as overhead in the rebalancing phase is kept
to a minimum. Comparing results from left to right confirms this behavior. For
example, with 215 objects of 1 byte each, speedup is limited to 4x, but with
objects of 1024 bytes, this limit increases to 10x.
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Fig. 2. Performance comparison of the parallel naive approaches described in Sect. 2.1
with the method presented in Sect. 2.2. Horizontally, object size increases from 1 byte
to 2048 bytes. Vertically, the number of objects increases from 214 to 217.

4 Related Work

Parallel genetic algorithms have been extensively studied in the past [3]. A single
population can be managed by a master in a master-slave architecture. Again,
since the master processor executes RWS, it can become the performance bottle-
neck. Alternatively, multiple populations can be evolved in parallel on multiple
systems with occasional migrations between populations. While this improves
utilization of the underlying parallel system, the output will depend on the
number of processors. In contrast, the parallelization presented in Sect. 2.2 is
only one step of genetic algorithms. It does not impact mathematical properties
of the algorithm in which it is used.

Lipowski and Lipowska [6] use rejection sampling to sample from a set of
weights wi. Although the authors do not discuss parallelization, the downside of
their method is that its computational complexity is determined by the expected
number of attempts before acceptance. This is given by max{wi}/

∑n
i=0 wi which

depends on the distribution of weights. Using their method in a message passing
environment, either all weights are shared, or repeated communication to share
weights is required for each attempt. In contrast, the run time of the paralleliza-
tion from Sect. 2.2 is independent of the distribution of the weights.

5 Conclusion and Future Work

While the results show that speedup starts to converge, the presented method
outperforms the naive approaches. The biggest improvements are expected for
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use cases with large objects. In all of the tested configurations, the distributed
version performs the best and is therefore the preferred approach.

This work uses static load balancing where each processor is assigned an equal
number of objects n/p. In practice, RWS is executed iteratively after objects
have been updated. Typically, the time required to update objects is imbalanced
between consecutive calls to the RWS subroutine. For this reason, future work
will focus on dynamic load balancing techniques like work stealing [9]. Instead
of restoring balance after each iteration, objects will be stolen from neighboring
processors, pk−1 and pk+1, if those processors are lagging behind.

The loop over all n objects to generate random numbers on each processor
causes speedup to converge as p increases. This part of the presented method can
be interpreted as being executed sequentially. It is possible to partition the loop
over all processors and have each processor maintain p count tables. However,
the reduction in execution time is outweighed by the additional communication
volume required to share all weights and count tables. Preliminary testing has
shown that, as long as p is small, such partitioning is beneficial. Hence, future
work will explore exchanging weights in sets of a few processors to partially
parallelize the loop over all objects.

Acknowledgments. Part of the work presented in this paper was funded by Johnson
& Johnson.
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Abstract. The paper seeks to introduce a new algorithm for computa-
tion of interpolating spline surfaces over non-uniform grids with C2 class
continuity, generalizing a recently proposed approach for uniform grids
originally based on a special approximation property between biquar-
tic and bicubic polynomials. The algorithm breaks down the classical
de Boor’s computational task to systems of equations with reduced size
and simple remainder explicit formulas. It is shown that the original
algorithm and the new one are numerically equivalent and the latter is
up to 50% faster than the classic approach.

Keywords: Bicubic spline · Hermite spline · Spline interpolation
Speedup · Tridiagonal systems

1 Introduction

Spline interpolation belongs to the common challenges of numerical mathemat-
ics due to its application in many fields of computer science such as graph-
ics, CAD applications or data modelling, therefore designing fast algorithms
for their computation is an essential task. The paper is devoted to effective
computation of bicubic spline derivatives using tridiagonal systems to construct
interpolating spline surfaces. The presented reduced algorithm for computation
of spline derivatives over non-uniform grids at the adjacent segment is based on
the recently published approach for uniform spline surfaces [4–6], and it is faster
than the de Boor’s algorithm [2].

The structure of this article is as follows. Section 2 is devoted to a problem
statement. Section 3 briefly reminds some aspects of de Boor’s algorithm for
computation of spline derivatives. To be self contained, de Boor’s algorithm
is provided in Appendix and will be further referred to as the full algorithm.
Section 4 presents the new reduced algorithm and the proof of its numerical
equality to the full algorithm. The fifth section analyses some details for optimal
implementation of both algorithms and provides measurements of actual speed
increase of the new approach.

2 Problem Statement

This section defines inputs for the spline surface and requirements, based on
which it can be constructed.
c© Springer International Publishing AG, part of Springer Nature 2018
Y. Shi et al. (Eds.): ICCS 2018, LNCS 10861, pp. 806–818, 2018.
https://doi.org/10.1007/978-3-319-93701-4_64
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For integers I, J > 1 consider a non-uniform grid

[x0, x1, . . . , xI−1] × [y0, y1, . . . , yJ−1], (1)

where
xi−1 < xi, i = 1, 2, . . . , I − 1,
yj−1 < yj , j = 1, 2, . . . , J − 1.

(2)

According to [2], a spline surface is defined by given values

zi,j , i = 0, 1, . . . , I − 1, j = 0, 1, . . . , J − 1 (3)

at the grid-points, and given first directional derivatives

dxi,j , i = 0, I − 1, j = 0, 1, . . . , J − 1 (4)

at the boundary verticals,

dyi,j , i = 0, 1, . . . , I − 1, j = 0, J − 1 (5)

at the boundary horizontals and cross derivatives

dx,yi,j , i = 0, I − 1, j = 0, J − 1 (6)

at the four corners of the grid.
The task is to define a quadruple [zi,j , dxi,j , d

y
i,j , d

x,y
i,j ] at every grid-point

[xi, yj ], based on which a bicubic clamped spline surface S of class C2 can be
constructed with properties

S(xi, yj) = zi,j ,

∂S(xi, yj)
∂x

= dxi,j ,

∂S(xi, yj)
∂y

= dyi,j ,

∂2S(xi, yj)
∂x∂y

= dx,yi,j .

For I = J = 3 the input situation is illustrated in Fig. 1 below where bold
marked values represents (3)–(6) while the remaining non-bold values represent
the unknown derivatives to compute.

3 Full Algorithm

The section provides a brief summary of the full algorithm designed by de Boor
for computing the unknown first order derivatives that are necessary to compute
a C2 class spline surface over the input grid.

For the sake of readability and simplicity of the model equations and algo-
rithms we introduce the following notation.

Notation 1. For k ∈ N
0 and n ∈ N

+ let {hk}nk=0 be an ordered list of real
numbers. Then the value ̂hk is defined as

̂hk = hk+1 − hk, (7)

where hk ∈ {xk, yk}.
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Fig. 1. Input situation for I, J = 2.

The full algorithm is based on a model Eq. (8) that contains indices k = 0, 1, 2
and parameters dk, pk and hk. This model equation is used to construct different
types of equation systems with corresponding indices and parameters.

Let us explain how a model equation can be used to compute first order
derivatives with respect to x in the simplest case of a jth row over a 3 × 3
sized input grid (1) with given values (3)–(6). The input situation is graphically
displayed in Fig. 1. To calculate the single unknown dx1,j , substitute the values
(h0, h1, h2) with (x0, x1, x2), (p0, p1, p2) with (z0,j , z1,j , z2,j) and (d0, d1, d2) with
(dx0,j , d

x
1,j , d

x
2,j) in (3), (4). Then d1 = dx1,j can be calculated using the follow-

ing model equation, where D stands for derivatives and P for right-hand side
parameters,

Dfull(d0, d1, d2,̂h0,̂h1) = Pfull(p0, p1, p2,̂h0,̂h1), (8)

where

Dfull(d0, d1, d2,̂h0,̂h1) = ̂h0 · d2 + 2(̂h1 + ̂h0) · d1 + ̂h1 · d0, (9)

and

Pfull(p0, p1, p2,̂h0,̂h1) = 3

(

̂h0

̂h1

· p2 +
̂h2
1 − ̂h2

0

̂h1
̂h0

· p1 −
̂h1

̂h0

· p0

)

. (10)

The final algorithm for all rows and columns of any size can be found in
Appendix.

4 Reduced Algorithm

The reduced algorithm for uniform splines is originally proposed by this article’s
second author, see also [6,8]. The model equation was obtained thanks to a
special approximation property between biquartic and bicubic polynomials. The
resulting algorithm is similar to the de Boor’s approach, however the systems
of equations are half the size and compute only half of the unknown derivates,
while the remaining unknowns are computed using simple remainder formulas.
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In the reduced algorithm for uniform grids the total number of arithmetic
operations is equal or larger than in the full algorithm. However the algorithm
is still faster than the full one thanks to two facts Firstly, it contains fewer
costly floating point divisions. The second reason is that the form of the reduced
equations and rest formulas is more favourable to some aspects of modern CPU
architectures, namely the instruction level parallelism and system of the rela-
tively small fast hardware caches as described in [4].

The way used to derive the new model equations can be easily generalized
from uniform to non-uniform grids, however in latter case the equations are more
complex and even contain more arithmetic operations than the full equations.
Thus it was not clear whether the non-uniform reduced equations would be more
efficient. The numerical experiments showed that the instruction level parallelism
features of modern CPUs are able to mitigate the higher complexity of reduced
equations and therefore imply slightly lower execution time also for non-uniform
grids.

The reduced algorithm is based on two different model equations, a main and
an auxiliary one, and on an explicit formula. Let us explain how the main model
equation can be used to compute derivatives for the simplest case of a jth row
over a 5 × 5 sized grid. By analogy to the previous section, substitute the values
(h0, . . . , h4) with (x0, . . . , x4), (p0, . . . , p4) with (z0,j , . . . , z4,j) and (d0, . . . , d4)
with (dx0,j , . . . , d

x
4,j). For the row j of size 5 there are three unknown values

d1, d2 and d3. First, calculate d2 = dx2,j using the following model equation

Dred(d0, d2, d4,̂h0, . . . ,̂h3) = Pfull(p0, . . . , p4,̂h0, . . . ,̂h3), (11)

where

Dred(d0, d2, d4,̂h0, . . . ,̂h3) = (̂h1 + ̂h0) · d4

+
1

̂h2
̂h1

(̂h3
̂h1(̂h1 + ̂h0) + (̂h3 + ̂h2)(̂h2

̂h0 − 4(̂h1 + ̂h0)(̂h2 + ̂h1))) · d2

+ (̂h3 + ̂h2) · d0,

(12)

and

Pred(p0, . . . , p4,̂h0, . . . ,̂h3)=3

(

(̂h3+̂h2)̂h2

̂h1

(

(̂h1+̂h0)2 · p1−̂h2
1 · p0

̂h0

+ ̂h0 · p2

)

+
̂h1 + ̂h0

̂h2

(

̂h1(̂h2
2 · p4 − (̂h3 + ̂h2)3 · p3)

̂h3

− 2(̂h3+̂h2)(̂h2
2−̂h2

1)+̂h3
̂h2
1

̂h1

· p2

))

.

(13)
Then the unknown d1 can be calculated from

d1 = Rred(p0, p1, p2, d0, d2,̂h0,̂h1), (14)

where

Rred(p0, p1, p2, d0, d2,̂h0,̂h1) =

=
−1

2(̂h1 + ̂h0)̂h1
̂h0

(3(̂h2
1p0 + (̂h2

0 − ̂h2
1)p1 − ̂h2

0p2)̂h1
̂h0(̂h1d0 + ̂h0d2)).

(15)
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Relation (14) will be referred to as the explicit rest formula and it is also used
to compute the unknown value d3 = Rred(p2, p3, p4, d2, d4,̂h2,̂h3) with different
indices of the right-hand side parameters.

In case the j-th row contains only four nodes, the model Eq. (11) should be
replaced with the auxiliary model equation for even-sized input rows or columns

DA
red(d0, d2, d3,̂h0, . . . ,̂h2) = PA

red(p0, . . . , p3,̂h0, . . . ,̂h2), (16)

where

DA
red(d0, d2, d3,̂h0, . . . ,̂h2)

= −2(̂h1 + ̂h0) · d3 +
̂h2

̂h0 − 4(̂h2 + ̂h1)(̂h1 + ̂h0)
̂h1

· d2 + ̂h2
̂h0 · d0,

(17)

and

PA
red(p0, . . . , p3,̂h0, . . . ,̂h2) = 3

(

̂h2

̂h0

(

(̂h1 + ̂h0)2

̂h2
1

· p1 − p0

)

+
1
̂h2

(

−2(̂h1 + ̂h0) · p3 +
̂h0

̂h2
2 + 2(̂h1 + ̂h0)(̂h1

1 − ̂h2
2)

̂h2
1

· p2

))

.

(18)

Thus the reduced algorithm comprises the equation system constructed from
two model Eqs. (11), (16) to compute even-indexed derivatives and the rest for-
mula (14) to compute the odd-indexed derivatives.

The reduced algorithm for arbitrary sized input grid also consists of four
main steps, similarly to the full algorithm, each evaluating equation systems
constructed from the main (11) and auxiliary (16) model equations, and it is
summarized by the lemma below.

Lemma 1 (Reduced algorithm). Let the grid parameters I, J > 2 and the
x, y, z values and d derivatives be given by (1)–(6). Then the values

dxi,j , i = 1, . . . , I − 2, j = 0, . . . , J − 1,

dyi,j , i = 0, . . . , I − 1, j = 1, . . . , J − 2,

dx,yi,j , i = 0, . . . , I − 1, j = 0, . . . , J − 1

(19)

are uniquely determined by the following 3I+2J+5
2 linear systems of altogether

5IJ−I−J−23
4 equations and 7IJ−7I−7J+7

4 rest formulas:
for each j = 0, 1, . . . , J − 2,

solve system(
Dred(dxi−2,j , di,j , di+2,j , x̂i−2, . . . , x̂i+1) = Pred(zi−2,j , . . . , zi+2,j ,

x̂i−2, . . . , x̂i+1),where i ∈ {2, 4, . . . , I − 3}
),

(20)



Speedup of Bicubic Spline Interpolation 811

for each i = 1, 3, . . . , I − 2 and j = 1, 3, . . . , J − 2,

dxi,j = Rred(x̂i−1, x̂i, zi−1,j , zi,j , zi+1,j , d
x
i−1,j , d

x
i+1,j), (21)

for each i = 0, 1, . . . , I − 1,

solve system(
Dred(ŷj−2, . . . , ŷj+1, d

y
i,j−2, d

y
i,j , di,j+2) = Pred(ŷj−2, . . . , ŷj+1,

zi,j−2, . . . , zi,j−2),where j ∈ {2, 4, . . . , I − 2}
),

(22)

for each j = 1, 3, . . . , J − 2 and i = 1, 3, . . . , I − 2,

dyi,j = Rred(ŷj−1, ŷj , zi,j−1, zi,j , zi,j+1, d
y
i,j−1, d

x
i,j+1), (23)

for each j = 0, J − 1,

solve system(
Dred(x̂i−2, . . . , x̂i+1, d

x,y
i−2,j , x, yi,j , x, yi+2,j) = Pred(x̂i−2, . . . , x̂i+1,

dxi−2,j , . . . , d
x
i+2,j),where i ∈ {2, 4, . . . , I − 3}

),

(24)

for each i = 1, 3, . . . , I − 2 and j = 1, 3, . . . , J − 2,

dx,yi,j = Rred(x̂i−1, x̂i, d
x
i−1,j , d

x
i,j , d

x
i+1,j , d

x,y
i−1,j , d

x,y
i+1,j), (25)

for each i = 0, 1, . . . , I − 1,

solve system(
Dred(ŷj−2, . . . , ŷj+1, d

x,y
i,j−2, d

x,y
i,j , di,j+2) = Pred(ŷj−2, . . . , ŷj+1,

dyi,j−2, . . . , d
y
i,j−2),where j ∈ {2, 4, . . . , I − 2}

),

(26)

for each j = 1, 3, . . . , J − 2 and i = 1, 3, . . . , I − 2,

dyi,j = Rred(ŷj−1, ŷj , d
y
i,j−1, d

y
i,j , d

y
i,j+1, d

x,y
i,j−1, d

x,y
i,j+1), (27)

If I is odd, then the last model equation in steps (20) and (24) needs to be
accordingly replaced by auxiliary model Eq. (16). Analogically, if J is odd, the
same applies to steps (22) and (26).

Before the actual proof we should note that the reduced algorithm is intended
as a faster drop-in replacement for the classic full algorithm. Therefore it should
be equivalent to the full algorithm as well as to reach lower execution time to
be worth of actual implementation.
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Proof. To prove the equivalence of the reduced and the full algorithm we have
to show that the former implies the latter.

Consider values and derivatives from (1)–(6) for I, J = 5. For the sake
of simplicity consider only the jth row of the grid and substitute values
(h0, . . . , h4) with (x0, . . . , x4), (p0, . . . , p4) with (z0,j , . . . , z4,j) and (d0, . . . , d4)
with (dx0,j , . . . , d

x
4,j).

The unknowns d1 = dx1,j , ..., d3 = dx3,j can be computed by solving the full
tridiagonal system (30) of size 3. We have to show that the reduced system (20)
with corresponding rest formula (21) is equivalent to the full system of size 3.
One can easily notice that (20) consists of only one equation and (21) consists
of two rest formulas.

The rest formula with k = 1, 3

dk = Rred(pk−1, pk, pk+1, dk−1, dk+1,̂hk−1,̂hk)

can be easily modified into

Dfull(dk−1, dk, dk+1,̂hk−1,̂hk) = Pfull(pk−1, pk, pk+1,̂hk−1,̂hk),

thus giving us the first and the last equations of the full equation system of size
3. The second equation of the full equation system of size 3 can be obtained from
the reduced model Eq. (11). From rest formulas

d1 = Rred(p0, p1, p2, d0, d2,̂h0,̂h1),

d3 = Rred(p2, p3, p4, d2, d4,̂h2,̂h3)

we express

d0 = R∗
red(p0, p1, p2, d1, d2,̂h0,̂h1),

d4 = R∗∗
red(p2, p3, p4, d2, d3,̂h2,̂h3).

Then substitute R∗
red(p0, p1, p2, d1, d2,̂h0,̂h1) and R∗∗

red(p2, p3, p4, d2, d3,̂h2,̂h3)
for d0 and d4 in the reduced model equation

Dred(d0, d2, d4,̂h0, . . . ,̂h3) = Pfull(p0, . . . , p4,̂h0, . . . ,̂h3),

thus we get the second equation of the full system.
Analogically, this proof of equivalence can be extended for any number of

rows or columns as well as for the case of even sized grid dimensions I and J
that use the auxiliary model Eq. (16). ��

5 Speed Comparison

The reduced algorithm is numerically equivalent to the full one, however there
is still a question of its computational effectiveness.

First of all, let’s discuss the implementation details of both algorithms and
propose some low level and rather easy optimizations that significantly decrease
the execution time. These optimizations positively affect both algorithms, but
the reduced one is influenced to a greater extent. Although, it must be mentioned
that the reduced algorithm is faster even without the optimization.
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5.1 Implementation Details

The base task of both algorithms is computation of the tridiagonal system of
equations described in (30), (31), (32) and (33) for the full algorithm and (20),
(22), (24) and (26) for the reduced algorithm. It can be easily proved that the
reduced systems are diagonally dominant, therefore our reference implementa-
tion uses the LU factorization as the basis for both full and reduced algorithms.

There are several options to optimize the equations and formulas used in both
algorithms. One option is to modify the model equations to lessen the number
of slow division operations, since the double precision floating point division is
3–5 times slower than multiplication, see the CPU instructions documentation
[3,9,10]. This will measurably decrease the evaluation time of both algorithms.

Another, more effective optimization is memoization. Consider the full equa-
tion system from (30). The equations can be expressed in the form of

l2 · d2 + l1 · d1 + l0 · d0 = r2 · p2 + r1 · p1 + r0 · p0 (28)

where li−1, li, li+1, ri−1, ri and ri+1 depend on x̂i−i and/or x̂i. Since most of
the x̂ values are used more than once in the equation system, these can be pre-
computed to simplify the equations and to reduce the number of calculations.
Analogically, such optimization can be performed for each of the full equation
systems and, of course, for each of the reduced equation systems and rest for-
mulas as well, where such simplification will be more beneficial as the model
expressions for reduced algorithm (11), (16) and (14) are more complex than
those in the full algorithm (8). In our implementation for benchmarking of both
algorithms, we consider only optimized equations.

Computational Complexity. We should give some words about importance
of the suggested optimization. For I, J being dimensions of an input grid, the
total arithmetic operation count of the full algorithm is asymptotically 63IJ of
which 12IJ are divisions. For the reduced algorithm the count is 129IJ where
the number of divisions is the same. These numbers of operations takes into
account the model equations and a LU factorization of equation systems.

Given these numbers it may be questionable if the reduced algorithm is actu-
ally faster than the full one. However thanks to the pipelined superscalar nature
of the modern CPU architectures and general availability of auto-optimizing
compilers, the reduced algorithm is still approximately 15% faster than the full
one depending on the size of grid.

For implementations with optimized form of expressions and memoization,
the asymptotic number of operations is 33IJ of which 3IJ are divisions for the
full algorithm. For the reduced algorithm the count is significantly lessened to
30IJ where the number of divisions is only 1.5IJ . While the optimized full algo-
rithm is only slightly faster than the unoptimized one, in case of the reduced
algorithm the improvements are more noticeable. Comparing such implementa-
tions, the reduced algorithm is up to 50% faster than the optimized full algo-
rithm. More detailed comparison of the optimized implementations is in following
Subsect. 5.2.



814 V. Kačala and C. Török

Memory Requirements. For the sake of completness a word about memory
requirements and data structures used to store input grid and helper computa-
tion buffers should be given.

To store the input grid one needs I + J space to store x and y coordinates
of the total I · J grid nodes, and additional 4IJ space to store the z, dx, dy and
dxy values for each node, thus giving us overall 4IJ + I + J space requirement
just to store the input values.

Needs of the full and reduced algorithms are quite low considering the size of
the input grid. The full tridiagonal systems of Eqs. (30)–(33) needs 5 ·max(I, J)
space to store the lower, main and upper diagonals, right-hand side and an
auxiliary buffer vector for the LU factorization. If the memoization technique
described above is used, then there is a need for another 3I+3J auxiliary vectors
for precomputed right-hand side attributes, thus the total memory requirement
for the computationally optimized implementation is 5 · max(I, J) + 3(I + J) of
space.

The reduced algorithm needs 5
2 · max(I, J) of space for the non-memoized

implementation. Using a memoization optimization the reduced algorithm
requires additional 5

2 (I + J) to store precomputed right-hand side attributes
of the equation systems and rest formulas, thus giving us 5

2 · (max(I, J)+ I +J)
space needed to store computational data, that is less than the space requirement
of the full algorithm.

Mention must be made that the speedup for uniform grid was achieved with-
out special care for memoization that here play a significant role.

Data Structures. Consider the input situation (1)–(6) from Sect. 2. Since the
input grid may contain tens of thousands or more nodes the most effective rep-
resentation of the input grid is a jagged array structure for each of the zi,j , dxi,j ,
dyi,j and dxyi,j values. Each tridiagonal system from either of the two algorithms
always depends on one row of the jagged array, thus during equation system
evaluation the entire subarrays of the jagged structure can be effectively cached,
supposed that the I or J dimension is not very large, see Table 1. Notice that
the iterations have interchanged indices i, j in (30), (20) and (21) compared to
the iteration in (31), (33), (22), (23), (26) and (27). For optimal performance an
effective implementation should setup the jagged arrays in accordance with how
we want to iterate the data [7].

5.2 Measured Speedup

Now it is time to compare optimal implementations of both algorithms taking
into account the proposed optimizations in the previous subsection.

For this purpose a benchmark was implemented in C++17 and compiled with
a 64 bit GCC 7.2.0 using -Ofast optimization level and individual native code
generation for each tested CPU using -march=native setting. Testing environ-
ments comprised several computers with various recent CPUs where each system
had 8–32 GB of RAM and Windows 10 operating system installed. The tests were
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conducted on freshly booted PCs after 5 min of idle time without running any
non-essential services or processes like browsers, database engines, etc.

The tested data set comprised the grid [x0, x1, . . . , xI ]× [y0, y1, . . . , yJ ] where
x0 = −20, xI = 20, y0 = −20, yJ = 20 and values zi,j , dxi,j , dyi,j , dx,yi,j , see
(3)–(6), are given from function sin

√

x2 + y2 at each grid-point. Concrete grid
dimensions I and J are specified in Tables 1 and 2. The speedup values were
gained averaging 5000 measurements of each algorithm.

Table 1 represents measurements on five different CPUs and consists of seven
columns. The first column contains the tested CPUs ordered by their release
date. Columns two through four contain measured execution times in microsec-
onds for both algorithms and their speed ratios for grid dimension 100 × 100,
while the last three columns analogically consist of times and ratios for grid
dimension 1000 × 1000.

Table 1. Multiple CPU comparison of full and reduced algorithms tested on two
datasets. Times are in microseconds.

CPU I, J = 100 I, J = 1000

Full Reduced Speedup Full Reduced Speedup

Intel E8200 619 413 1.50 77540 67188 1.15

AMD A6 3650M 934 657 1.42 173472 145371 1.19

Intel i3 2350M 839 553 1.52 114329 95740 1.19

Intel i7 6700K 267 173 1.54 35123 25828 1.36

AMD X4 845 495 319 1.55 92248 76139 1.21

Table 2, unlike the former table, represents measurements on different sized
grids. For the sake of readability the table contains measurements from single
CPU.

Let us summarize the measured performance improvement of the reduced
algorithm in comparison with the full one. According to Tables 1 and 2 the
measured decrease of execution time for small grids of size smaller than 500×500
is approximately 50% while for the datasets of size 1000 × 1000 or larger the
average speedup drops to 30%. A noteworthy fact is, that the measured speed
ratio between the full and reduced algorithms is in line for grids with dimensions
in the order of hundreds where the total number of spline nodes will be in
the order of tens of thousands. In other words the individual rows or columns
of the grid should fit in the CPUs’ L1 cache. In case of a sufficiently large
grid, the caching will be less effective resulting in a much costlier read latency
eventually mitigating the speed-up of the reduced algorithm. At some point,
for very large datasets, the algorithms will be memory bound and therefore
performing similarly.
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Table 2. Multiple dataset comparison of full and reduced algorithms tested on i7
6700K. Times are in microseconds.

CPU Full Reduced Speedup

I, J = 50 70 45 1.56

I, J = 100 267 173 1.54

I, J = 200 1117 736 1.52

I, J = 500 7680 54645 1.41

I, J = 1000 35123 25828 1.36

I, J = 1500 89337 69083 1.29

I, J = 2000 178875 144083 1.24

6 Discussion

Let us discuss the new algorithm from the numerical and experimental point
of view. The reduced algorithm works with two model equations and a sim-
ple formula, see (11), (16) and (14). The reduced tridiagonal equation systems
(20), (22), (24), (26) created from model Eqs. (11), (16) contain only two times
less equations than the corresponding full systems. In addition, the reduced
systems are diagonally dominant and therefore, from the theoretical point of
view, computationally stable [1], similarly to the full systems. The other half of
the unknowns are computed from simple explicit formulas, see (21), (23), (25),
(27), and therefore do not present any issue. The maximal numerical difference
between the full and reduced system solutions during our experimental calcula-
tions in our C++ implementation was shown to be in the order of 10−16. As this
computational error is precision-wise the edge of FP64 numbers of the IEEE 754
standard we can conclude that the proposed reduced method yields numerically
accurate results in a shorter time.

7 Conclusion

The paper introduced a new algorithm to compute the unknown derivatives
used for bicubic spline surfaces of class C2. The algorithm reduces the size of
the equation systems by half and computes the remaining unknown derivatives
using simple explicit formulas. A substantial decrease of execution time of deriva-
tives at grid-points has been achieved with lower memory space requirements at
the cost of a slightly more complex implementation. Since the algorithm con-
sist of many independent systems of linear equations, it can be also effectively
parallelized for both CPU and GPU architectures.

Acknowledgements. This work was partially supported by projects Technicom
ITMS 26220220182 and APVV-15-0091 Effective algorithms, automata and data struc-
tures.
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Appendix

To be self-contained, we provide de Boor’s classic algorithm [2] in a slightly
modified form for easy comparison with the reduced algorithm.

Lemma 2 (Full algorithm). Let the grid parameters I, J > 1 and the x, y,
z values and d derivatives be given by (1)–(6). Then values

dxi,j , i = 1, . . . , I − 2, j = 0, . . . , J − 1,

dyi,j , i = 0, . . . , I − 1, j = 1, . . . , J − 2,

dx,yi,j , i = 0, . . . , I − 1, j = 0, . . . , J − 1

(29)

are uniquely determined by the following 2I + J + 2 linear systems of altogether
3IJ − 2I − 2J − 4 equations:
for each j = 0, . . . , J − 1,

solve system(
Dfull(dxi−1,j , d

x
i,j , d

x
i+1,j , x̂i−1, x̂i) = Pfull(zi−1,j , zi,j , zi+1,j , x̂i−1, x̂i),

where i ∈ {1, . . . , I − 2}
),

(30)

for each i = 0, . . . , I − 1,

solve system(
Dfull(d

y
i,j−1, d

y
i,j , d

y
i,j+1, ŷj−1, ŷj) = Pfull(zi,j−1, zi,j , zi,j+1, ŷj−1, ŷj),

where j ∈ {1, . . . , J − 2}
),

(31)

for each j = 0, J − 1,

solve system(
Dfull(d

x,y
i−1,j , d

x,y
i,j , dx,yi+1,j , x̂i−1, x̂i) = Pfull(d

y
i−1,j , d

y
i,j , d

y
i+1,j , x̂i−1, x̂i),

where i ∈ {1, . . . , I − 2}
),

(32)

for each i = 0, . . . , I − 1,

solve system(
Dfull(d

x,y
i,j−1, d

x,y
i,j , dyi,j+1, ŷj−1, ŷj) = Pfull(dxi,j−1, d

x
i,j , d

x
i,j+1, ŷj−1, ŷj),

where j ∈ {1, . . . , J − 2}
),

(33)
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Abstract. Multiscale Modelling and Simulation (MMS) is a
computational approach which relies on multiple models, to be
coupled and combined for the purpose of solving a complex sci-
entific problem. Each of these models operates on its own space
and time scale, and bridging the scale separation between models
in a reliable, robust and accurate manner is one of the main chal-
lenges today. The challenges engenders much more than scale
bridging alone, as code deployment, error quantification, scientific
analysis and performance optimization are key aspects to estab-
lishing viable scientific cases for multiscale computing. The aim of
the MMS workshop, of which this is the 15th edition, is to
encourage and consolidate the progress in this multidisciplinary
research field, both in the areas of the scientific applications and the
underlying infrastructures that enable these applications. In this
preface, we summarize the scope of the workshop and highlight
key aspects of this year’s submissions.

Keywords: Multiscale simulation � Parallel computing
Multiscale computing � Multiscale modelling

Introduction to the Workshop

Modelling and simulation of multiscale systems constitutes a grand challenge in
computational science, and is widely applied in fields ranging from the physical sci-
ences and engineering to the life science and the socio-economic domain. Most of the
real-life systems encompass interactions within and between a wide range of space and
time scales, and/or on many separate levels of organization. They require the devel-
opment of sophisticated models and computational techniques to accurately simulate
the diversity and complexity of multiscale problems, and to effectively capture the wide
range of relevant phenomena within these simulations.



Additionally, these multiscale models frequently need large scale computing
capabilities, solid uncertainty quantification, as well as dedicated software and services
that enable the exploitation of existing and evolving computational ecosystems.
Through this workshop we aim to provide a forum for multiscale application devel-
opers, framework developers and experts from the distributed infrastructure commu-
nities. In doing so we aim to identify and discuss challenges in, and possible solutions
for, modelling and simulating multiscale systems, as well as their execution on
advanced computational resources and their validation against experimental data.

The series of workshops devoted to multiscale modelling and simulation is orga-
nized annually from 2002 [1, 2], and this edition constitutes the 15th occasion that we
hold this workshop. The discussed topics cover a range of application domains as well
as cross-disciplinary research on multiscale simulation.

The workshop will contain the presentations about theoretical, general concepts of
the multiscale computing and those focused on specific use-cases and describing real-
life applications of multiscale modelling and simulation.

The first session contains four presentations, geared towards applied mathematics
and engineering applications. Vidal-Ferrandiz et al. will present a range of optimization
efforts in the context of multiscale modelling of neutron transport, while Olmo-Juan
et al. will discuss the modelling of noise propagation in a pressurized water nuclear
reactor. Wei Ze et al. will discuss the multi-scale homogenization of pre-treatment
rapid and slow filtration processes, both from a computational and an experimental
perspective, while Carreno will conclude the session with proposed solutions for the
lambda modes problem using block iterative eigensolvers.

The second session contains three presentation, with a focus on medicine and
humanity more widely. Garbey et al. will present a flexible hybrid agent-based, particle
and partial differential equations method, applied to analyze vascular adaptation in the
body. Madrahimov et al., will present results from large-scale network simulations to
enable the systematic identification and evaluation of antiviral drugs. Lastly, Groen will
present a prototype multiscale migration simulation, which is able to execute in parallel
and can be flexibly coupled to microscale models.

Given the nature of the workshop, we look forward to lively discussions as com-
munities from different disciplines will have the opportunity meet and to exchange
ideas on general-purpose approaches from different angles. We hope that workshop
will help participants to get familiar with the latest multiscale modelling, simulation
and computing advances from other fields, and provide new inspiration for their own
efforts.

With representation from leading institutions across the globe, the 15th edition of
Multiscale Modelling and Simulation Workshop is indeed at the forefront of compu-
tational science.

Acknowledgements. We are grateful to all the members of the Programme Committee for their
help and support in reviewing the submissions of this year’s workshop. This includes D. Coster,
W. Funika, Y. Gorbachev, V. Jancauskas, J. Jaroš, Dr Jingheng, P. Koumoutsakos,
S. MacLachlan, R. Melnik, L. Mountrakis, T. Piontek, S. Portegies Zwart, A. Revell, F. X. Roux,
K. Rycerz, U. Schiller, J. Suter and S. Zasada.
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Abstract. A discrete ordinates method has been developed to approxi-
mate the neutron transport equation for the computation of the lambda
modes of a given configuration of a nuclear reactor core. This method is
based on discrete ordinates method for the angular discretization, result-
ing in a very large and sparse algebraic generalized eigenvalue problem.
The computation of the dominant eigenvalue of this problem and its
corresponding eigenfunction has been done with a matrix-free imple-
mentation using both, the power iteration method and the Krylov-Schur
method. The performance of these methods has been compared solving
different benchmark problems with different dominant ratios.

Keywords: Neutron transport · Discrete ordinates · Eigenvalues

1 Introduction

Neutron transport simulations of nuclear systems are an important goal to ensure
the efficient and safe operation of nuclear reactors. The steady-state neutron
transport equation [4] predicts the quantity of neutrons in every region of the
reactor and thus, the number of fissions and nuclear reactions. The neutron
transport equation for three-dimensional problems is an equation defined in a
support space of dimension 7, and this makes that high-fidelity simulations using
this equation can only be done using super computers.

Different approximations have been successfully used for deterministic neu-
tron transport. They eliminate the energy dependence of the equations by means
of the a multi-group approximation and use a special treatment to eliminate
the dependence on the direction of flight of the incident neutrons. The angular
discretization of the neutron transport equation chosen in this work has been
the Discrete Ordinates method (SN ), which is a collocation method based on a
c© Springer International Publishing AG, part of Springer Nature 2018
Y. Shi et al. (Eds.): ICCS 2018, LNCS 10861, pp. 823–832, 2018.
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quadrature set of points for the unit sphere, [4], obtaining equations depending
only on the spatial variables. A high-order discontinuous Galerkin finite element
method has been used for the spatial discretization. Finally, a large algebraic
generalized eigenvalue problem with rank deficient matrices must be solved.

The eigenvalue problem arising from the different approximations to the
deterministic neutron transport equations is classically solved with the power
iteration method. However, Krylov methods are becoming increasingly popular.
These methods permit to solve the eigenvalue problem faster when the power
iteration convergence decreases due to high dominance ratios. They also permit
to compute more eigenvalues than the largest one. We study the advantage of
using a Krylov subspace method such as the Krylov-Schur method for these
generalized eigenproblems, compared to the use of simpler solvers as the power
iteration method.

The rest of the paper is organized as follows. Section 2 describes the angular
discretization method employed. Then, Sect. 3 briefly reviews the power iteration
method and the Krylov-Schur methodology to solve the resulting algebraic eigen-
value problem. In Sect. 4 some numerical results are given for one-dimensional
problems in order to check which is the optimal quadrature order in the SN

method and the performance of the eigenvalue solvers. Lastly, the main conclu-
sions of the work are summarized in Sect. 5.

2 The Discrete Ordinates Method

The energy multigroup neutron transport equation, which describes the neutron
position and energy, can be written as

Lgψg =
G∑

g′=1

(
Sg,g′ +

1
λ

χgFg′

)
ψg′ , g = 1, . . . , G (1)

where ψg is the angular neutron flux of energy group g. Lg is the transport
operator, Sg,g′ is the scattering operator and Fg′ is the fission source operator.
They are defined as

Lgψg = Ω · ∇ψg + Σt, gψg , (2)

Sg,g′ψg′ =
∫

(4π)

Σs, gg′ψg′dΩ′ , (3)

Fg′ψg′ =
1
4π

νg′Σf,g′

∫

(4π)

ψg′dΩ′ , (4)

where Σt, g, Σs, gg′ and Σf,g′ are the total, scattering and fission cross sections.
νg is the average number of neutrons produced per fission. Finally, Ω is the
unitary solid angle.

This equation is discretized in the angular variable by means of a collocation
method on a set of quadrature points of the unit sphere, {Ωn}N ′

n=1 with their
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respective weights {ωn}N ′

n=1. This method is referred as the Discrete Ordinates
method, SN [4].

At this point, the scattering cross section is expanded into a series of Legendre
polynomials as

Σs, gg′(r, Ω′ · Ω) =
L∑

l=0

l + 1
4π

Σs, gg′, l(r)Pl(Ω′ · Ω) (5)

where the expansion is usually truncated at L = 0, assuming isotropic scattering.
The addition theorem of the spherical harmonics gives an expression for

Pl(Ω′ · Ω) as a function of Y m
l and Y m∗

l . Making use of this expression an the
orthogonality properties of the spherical harmonics, the scattering source (3)
becomes

Sg,g′ψg′ =
L∑

l=0

Σs, gg′, l

l∑

m=−l

Y m
l φg′, ml (6)

where φg′, ml is the flux moment. The scattering source term calculation is per-
formed projecting it in the spherical harmonics basis. So the projector moment-
to-direction operator is expressed as follows

ψ(r, Ω) = Mφ(r) =
L∑

l=0

l∑

m=−l

Y m
l (Ω)φml(r) (7)

and the direction-to-moment operator is

φml(r) = Dψ(r, Ω) =
∫

(4π)

dΩ Y m∗
l (Ω)ψ(r, Ω) (8)

where generally L �= M−1.
Using the angular discrete ordinates quadrature set the discrete ordinates

equation is written as

Lg,nψg,n = Mn

G∑

g′=1

Sg,g′Dψg′ +
χg

λ

G∑

g′=1

Fg′φ0
g′ , (9)

g = 1, . . . , G, n = 1, . . . , N ′,

where
ψg,n(r) = ψ(r, Ωn) (10)

and the transport and fission operators are redefined by

Lg, mψg, n = Ω · ∇ψg, n + Σt, gψg, n ,

Fg′ψg′ =
1
4π

νg′Σf,g′ψg′dΩ′ ,

The angular discretization to the boundary conditions is applied in a straight-
forward way, because it we can be applied for the specific set of directions used.
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3 Eigenvalue Calculation

The following algebraic generalized eigenvalue problem is obtained from Eq. (9).

LΨ = MSDΨ +
1
λ
XFDΨ (11)

where each matrix is the result of the energetic, angular and spatial discretization
of neutron transport operators. Equation (11) can be arranged into an ordinary
eigenvalue problem of the form

AΦ = λΦ , (12)

where A = DH−1XF, H = L−MSD and Φ = DΨ . In particular, the solution of
the system involving H is performed as H−1v = (I − L−1MSD)−1L−1v, which
greatly reduces the number of iterations needed to solve the system, where L−1

is the most costly operation known as the transport sweep.
It must be said that all the matrices involved in this computation are large

and sparse. They can have more than hundreds of millions of rows and columns.
Then, we cannot explicitly compute the inverse of any of these matrices. More-
over all of these matrices are computed on the fly using a matrix-free scheme [3].

To solve the ordinary eigenvalue problem (12) only the multiplication by the
matrix A is available. Each multiplication is usually called an outer iteration
and the total number of outer iterations is defined as O.

The matrices L, M and D are block diagonal where each block corresponds
to the transport equation for a particular energy group. If a problem does no
have up-scattering, the S is block lower triangular. In that case, the action of
the operator H on a vector is calculated by block forward substitution for each
group from high to low energy in a sequence. Each forward substitution requires
solving the spatially discretized SN equations for a single energy group, which
is called the source problem [7]. This source problem is usually solved by using
an iterative method. The iterations used to solve each source problem are called
inner iterations, and the total number of inner iterations used to solve the source
problems for every energy group and for every outer iteration is denoted by I. It
is worth to notice that each inner iteration performs exactly one transport sweep,
so we can expect the computational time to be proportional to the number of
transport sweeps, and thus, proportional to the number of inner iterations I.

3.1 Power Iteration Method

The power iteration method to solve the eigenvalue problem (12) reads as the
iterative procedure

Φi+1 =
1

λ(i)
AΦi, (13)

where the fundamental eigenvalue is updated at each iteration according to the
Rayleigh quotient

λ(i+1) = λ(i) Φ
(i)T XFΦ(i+1)

Φ(i)T XFΦ(i)
, (14)
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where Φ(i) = DΨ (i). It has been observed that using Rayleigh quotient for the
eigenvalue can usually improve the efficiency of the power iteration method by
providing a better estimate (earlier) of the eigenvalue.

Power iteration will converge to the eigenvalue of largest magnitude, keff. If
more than one eigenvalue is requested a deflation technique should be used. In
other words, it can be computed one harmonic at a time while decontaminating
the subspace of the computed eigenvalue. However, the deflation technique has
a very slow convergence. The convergence rate is determined by the dominance
ratio δ = |λ2|/|λ1|, where λ2 is the next largest eigenvalue in magnitude [7].
Convergence of the power iteration method slows as δ → 1.0.

3.2 Krylov-Schur Method

The Krylov-Schur method is an Arnoldi method which uses an implicit restart
based on a Krylov-Schur decomposition [6]. This technique permits to solve more
than one eigenvalue without an excessive extra computational cost. In this work,
the Krylov-Schur method algorithm has been implemented using the eigenvalue
problem library SLEPc [1]. The Arnoldi method is based on the creation of a
Krylov subspace of dimension m,

Km(A,Φ(0)) = span{Φ(0), AΦ(0), . . . , Am−1Φ(0)}. (15)

If Vm is a basis of the Krylov subspace of dimension m the method is based
on the Krylov decomposition of order m,

AVm = VmBm + vm+1b∗m+1, (16)

in which matrix Bm is not restricted to be an upper Hessenberg matrix and
bm+1 is an arbitrary vector.

Krylov decompositions are invariant under (orthogonal) similarity transfor-
mations, so that

AVmQ = VmQ(QT BmQ) + vm+1b
T
m+1Q,

with QT Q = I, is also a Krylov decomposition. In particular, one can choose
Q in such way that Sm = QT BmQ is in a (real) Schur form, that is, upper
(quasi-)triangular with the eigenvalues in the 1×1 or 2×2 diagonal blocks. This
particular class of relation, called Krylov-Schur decomposition, can be written
in block form as

A
(
Ṽ1 Ṽ2

)
=

(
Ṽ1 Ṽ2

) (
S11 S12

0 S22

)
+ vm+1

(
b̃T
1 b̃T

2

)
,

and has the nice feature that it can be truncated, resulting into a smaller Krylov-
Schur decomposition,

AṼ1 = Ṽ1S11 + vm+1b̃
T
1 ,

that can be extended again to order m.
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4 Numerical Results

4.1 Seven-Region Heterogeneous Slab

A seven-region one-dimensional slab is solved in order to show the capability of
the discrete ordinate method to approximate accurately the neutron transport
equation. Figure 1 shows the geometry definition of this problem and Table 1
displays the one energy group cross sections. This benchmark was defined and
solved using the Green’s Function Method (GFM) in [2].

Table 2 shows a comparison for different quadrature orders of the discrete
ordinates method of the first 4 eigenvalues of the 1D heterogenoeus slab problem
and their error. The eigenvalue error is defined in pcm Δλ = 105 |λ − λref| where
λref is the reference eigenvalue extracted from [2].

Figure 2 shows the neutron flux distribution for the fundamental eigenvalue
using S4, S16 and S64. In Fig. 3, we can observe an exponential convergence
of all the eigenvalues with the quadrature order, N , in the discrete ordinates
method.

Fig. 1. Geometry of the seven region heterogeneous slab.

Table 1. Eigenvalues results for the 1D heterogeneous slab.

Material νΣf (cm
−1) Σs (cm−1) Σt (cm−1)

Fuel 0.178 0.334 0.416667

Reflector 0.000 0.334 0.370370

Table 2. Eigenvalues results for the 1D heterogeneous slab.

keff Δkeff λ2 Δλ2 λ3 Δλ3 λ4 Δλ4

S4 1.15885 1476 0.74012 1841 0.53128 2049 0.16603 4602

S16 1.17319 42 0.75808 45 0.55139 38 0.21053 152

S64 1.17359 2 0.75850 3 0.55175 2 0.21200 5

GFM 1.17361 0.75853 0.55177 0.21205
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Fig. 2. Scalar neutron flux solution for the fundamental eigenvalue.

101 102

Quadrature Order (N)

100

101

102

103

104

Δ
λ

(p
cm

)

keff

2nd
3rd

Fig. 3. Eigenvalue errors for the 1D heterogeneous slab.

4.2 MOX Fuel Slab

The second numerical example studied corresponds to a one-dimensional mixed
oxide (MOX) problem, derived from the C5G7 benchmark [5]. The MOX fuel
geometry is defined in Fig. 4. The assemblies definition and the materials of
each assembly are described in Fig. 5a and b. Seven group cross section data are
given in reference [5]. In this work, up-scattering has been neglected and different
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problems with different dominance ratios, δ, have been defined changing the pin
size from 1.26 cm to 1.50 cm and 2.00 cm giving δ = 0.895, 0.945 and 0.975,
respectively.

Fig. 4. MOX fuel benchmark definition.

Fig. 5. MOX fuel benchmark materials definition

Table 3 shows the number of outer, O, and inner iterations, I, using the
eigenvalue solvers for the different problems with different dominance ratio that
have been defined. It can be seen that for problems with a high dominance ratio
Krylov-Schur method can be from 1.5 to 6 times faster than the usual power
iteration method. Note that high dominance ratios are needed to outperform
power iteration with Krylov-Schur method. Also, for these high dominance ratio
problems the Krylov subspace dimension, m, must be high to achieve a better
performance.

Figure 6 displays the linear dependence of the CPU time with the number
of inner iterations, as expected. In other words, the algorithm spends most of
the computational resources in the inner iterations, due to the application of a
transport sweep per inner iteration.

It is important to mention here that neglecting the upscattering makes the
problem easier for the Krylov-Schur method. This is due to the fact that the
product by H−1 is only calculated approximately, and the Arnoldi method is
more sensible to the error in this approximation than the power iteration. The
reason is that the system has to be solved accurately in order to have a Krylov
basis, which is essential for the convergence of the Krylov method to the right
solution, while solving this system in an approximate manner requires more
iterations of the Power Iteration method, but does not affect its final accu-
racy. Neglecting the up-scattering we solve the system using just one block
Gauss-Seidel iteration because of the block lower triangular structure of H, thus
neglecting this effect that will be considered in future works.
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Table 3. Performance results in the MOX Fuel Slab

δ Method m O I Time (s)

0.895 Power iteration - 31 2410 14.0

Krylov-Schur 3 25 3771 22.5

Krylov-Schur 5 14 2129 11.9

Krylov-Schur 10 10 1509 9.1

0.945 Power iteration - 100 7447 44.8

Krylov-Schur 3 31 4542 36.8

Krylov-Schur 5 17 2484 14.0

Krylov-Schur 10 20 2914 16.7

0.975 Power iteration - 191 14264 85.0

Krylov-Schur 3 53 7876 52.2

Krylov-Schur 5 23 3364 19.3

Krylov-Schur 10 17 2484 14.0
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Fig. 6. Dependence of CPU time with the number of inner iterations

5 Conclusions

In this work, a SN method has been presented to solve the eigenvalue problem
associated to the steady-state neutron transport equation. The generalized alge-
braic eigenvalue problem resulting from the energy, angles and spatial discretiza-
tion is sparse and large. Then, it was implemented using a matrix-free method-
ology. Two eigenvalue solvers have been considered, the usual power iteration
method and the Krylov-Schur method and the performance of both methods
have been evaluated solving different problems with different dominance ratios.
From the obtained results in can be concluded that only for problems with high
dominance ratios, δ > 0.85, without up-scattering it is worth to use the Krylov
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subspace method. Also, this method is a good alternative if more than one eigen-
value must be computed. Otherwise it is better to use the simpler power iteration
method to compute the dominant eigenvalue and its corresponding eigenfunction
for a reactor core.
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Abstract. In this paper, we summarize on an approach which couples the
multiscale method with the homogenization theory to model the pre-treatment
depth filtration process in desalination facilities. By first coupling the fluid and
solute problems, we systematically derive the homogenized equations for the
effective filtration process while introducing appropriate boundary conditions to
account for the deposition process occurring on the spheres’ boundaries. Vali-
dation of the predicted results from the homogenized model is achieved by
comparing with our own experimentally-derived values from a lab-scale depth
filter. Importantly, we identify a need to include a computational approach to
resolve for the non-linear concentration parameter within the defined periodic
cell at higher orders of reaction. The computational values can then be intro-
duced back into the respective homogenized equations for further predictions
which are to be compared with the obtained experimental values. This proposed
hybrid methodology is currently in progress.

Keywords: Homogenization theory � Multi-scale perturbation
Porous media filtration � Computational and analytical modelling

1 Introduction

For seawater reverse osmosis (SWRO) desalination, pre-treatment of the seawater
source is typically carried out to remove turbidity and natural organic matter to mitigate
excessive fouling of the RO modules downstream. The most common pre-treatment
technology in medium- and large-scale desalination plants today is rapid granular
filtration based on single or dual-media (Voutchkov 2017). The optimised goal of the
pre-treatment step is to maximise the productivity of filtered effluent into the down-
stream RO membranes facility before the maintenance of the granular filter.
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Generally, filters’ maintenance is resource-expensive and requires proper man-
agement to minimize logistical problems. For depth filters, maintenance is achieved via
backwashing by mechanically pumping filtered or brine water reversely through the
filter, which expands the granular media and flushes away the unwanted materials
strained inside. Currently, the standard practice calls for backwashing at a fixed interval
typically once every 24 to 48 h (Hand et al. 2005; Voutchkov 2017), without a full
diagnosis of the degree of clogging occurring inside the operating filter a priori. Thus,
backwashing is either carried out unnecessarily since the filter can still operate effec-
tively for an extended period, or unexpectedly due to elevated turbidity levels in the
intake source during stormy seasons which results in either exceedance in effluent
turbidity or maximum allowable head loss within the filter before the scheduled
maintenance.

Advanced computational methods have facilitated our understanding of the
movement of emulated turbidity particles in an idealised pore-structure representation
of the filter. In OpenFOAM (The OpenFOAM Foundation), which is an Open-Source
Computational Fluid Dynamics (CFD) software, their Eulerian-Lagrangian (EL) ap-
proach uses the track-to-face algorithm to simulate the Lagrangian particle movement
from one computational grid to the other. The algorithm requires that the size of the
Lagrangian particle to be smaller than the smallest length of the computational grid.
Hence, for very small Lagrangian particles of O 10�7mð Þ, the number of grids in each
axial flow direction exceeds O 103ð Þ, resulting in billions of grids for a full three-
dimensional (3D) problem which is computationally very expensive.

Theoretical analysis offers another alternative by coupling the homogenization
upscaling approach with the multi-scale perturbation technique to reduce the com-
plexity of the macroscopic problem. This approach minimizes the empiricism involved
in the model formulation with two key assumptions: (a) a near- or fully-periodic
prescribed microstructure, and (b) sufficiently small dimensionless parameters to relate
the macroscale and microscale variations. In the following, we describe several
important contributions from the literature which adopt this approach to model the
remediation process in porous media systems in general.

Mei et al. (1996) derived the homogenized Darcy’s Law for saturated porous media
by considering the flow past a periodic array of rigid media, followed by the numerical
computation of the hydraulic conductivity inside the microscale cell. Mei (1992), Mei
et al. (1996) and Mei and Vernescu (2012b) also rigorously derived the convection
dispersion equation and solved for the dispersion of a passive solute in the seepage flow
through a spatially periodic domain. Bouddour et al. (1996) derived the characteristic
models for four varying flow phenomena within the microscale domain to analyse the
formation damage in the macroscopic porous media due to erosion and deposition of
solid particles. A similar approach was also adopted by Royer et al. (2002) to inves-
tigate the transport of contaminants in fractured porous media under varying local
Peclet Peð Þ numbers, based on the assumption that both convection and molecular
diffusion were of equal importance within the microscale domain. Ray et al. (2012)
analysed the transport of colloids and investigated the variation to the microstructure
during the attachment and detachment of colloidal particles in a two-dimensional (2D)
saturated porous media structure by coupling the surface reaction rate and Nernst-
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Planck equations. Most recently, Dalwadi et al. (2015) first demonstrated the effec-
tiveness of a decreasing porosity gradient to maximise a filter’s trapping capability.
They later consider the changes to the microscale media properties to quantify the filter
blockage (Dalwadi et al. 2016). The theoretical novelty of these models is notable as
they enable one to predict the filter’s initial porosity value which attains homogeneous
clogging. However, their theoretical analysis has not yet been extended to actual
industrial conditions of pre-treatment depth filters.

In this study, we extend on the homogenization theory by Mei and Vernescu
(2012a, b) to model the macroscale filter’s clogging condition as particles deposition
onto the boundaries of the microscale spheres. Our engineering model aims to ana-
lytically predict the normalized pressure gradient behavior acting upon the filter by
considering the known operating conditions. Subsequently, an experimental study was
performed with a lab-scale depth filter setup to pre-treat seawater influents under
varying conditions. We then compare the derived experimental results with the model
predictions for validating the proposed engineering model.

In the following, we first describe the full flow and particle transport equations in
Sect. 2 and the adopted homogenization procedures in Sect. 3. In Sect. 4, we present
the details of our adopted experimental study. Section 5 compares the experimental and
predicted values obtained from the engineering model. The computational methodol-
ogy to resolve the non-linear multiscale analysis is then discussed in Sect. 6. Finally,
we conclude with an overview of our completed works in Sect. 7.

2 Model Formulation

2.1 Model’s General Description

The macroscale granular filter is first modelled as an idealized network of non-
overlapping three-dimensional rigid ideal spheres which either follows the simple cubic
(SC) arrangement (see Fig. 1). The figure is illustrated in its two-dimensional cross-
sectional form due to the inherent symmetry of the adopted spheres. However, the
analysis remains strictly three-dimensional.

The SC configuration is suitable to encapsulate the clean bed porosity h0ð Þ range of
0.5–0.7 for GAC operating filters (Hand et al. 2005; Voutchkov 2012; Voutchkov
2017) as its ultimate contact scenario, whereby each sphere touches one another, results
in 0.476 for h0. The length of each SC periodic cell lSCð Þ in Fig. 1 is computed as
follows.

lSC ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
p
6 d

3
c;0

1� h0

3

s
ð2:1Þ

where dc;0 is the effective size of each ideal sphere.
Within each SC periodic cell in Fig. 1, the fluid motion in the available pore space

is governed by the incompressible steady-state Stokes equation at low Reynolds
number in (2.2) and mass continuity equation in (2.3).
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0 ¼ � 1
q
@p�

@x�i
þ l

q
r2u�i ; x � Xf t�ð Þ ð2:2Þ

@u�i
@x�i

¼ 0; x � Xf t�ð Þ ð2:3Þ

where x� is the position vector, u� the velocity vector, l the fluid dynamic viscosity, p�

the fluid pressure, and q the fluid density.
The transport of solute (turbidity particles or NOM materials), via advection and

diffusion, within Xf t�ð Þ of each SC periodic cell is described in (2.4). We define the
concentration of solute, c� as mass of solute per unit volume of fluid.

@c�

@t�
þ @ c�u�i

� �
@x�i

¼ D�
pr2c�; x � Xf t�ð Þ ð2:4Þ

where D�
p the unknown particle diffusivity responsible for the depth filter’s removal

mechanisms (rapid effective filtration, adsorption), and t� is time.
We introduce a unique boundary condition in (2.5) to account for the concentration

of solute undergoing a n order reaction rate on the fluid-solid interface due to the
assumed particle diffusion mechanism.

�
@S�
@x�i
rSj j � D�

p
@c�

@x�i

� �
¼ kfs c

�ð Þn; x � Xfs t
�ð Þ ð2:5Þ

Fig. 1. Cross-sectional (2D) representation of macroscale filter with rigid ideal spheres packed
in simple-cubic (SC) arrangement to represent filter grains
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where S is the boundary of the sphere,
@S�
@x�

i
rSj j the outward normal vector acting on the

microscale sphere, kfs the reaction rate occurring on the fluid-solid interface Xfs
� �

, and
n � 0ð Þ the order of reaction occurring. It is important to highlight that an increasing n
value will violate the linearity of the PDE problem in (2.5), hence we will only analyse
the n values of 1 and 2 (assumed to be weakly non-linear) in this study as our first
approach.

2.2 Normalization

We then adopt the following scaling variables to normalize (2.2, 2.3, 2.4 and 2.5):
(i) c� ¼ c0;tssc, (ii) t� ¼ Tt, (iii) u�i ¼ Uui, (iv) x�i ¼ lxi, (v) p� ¼ Pp, and
(vi)D�

p ¼ DpD, whereby T , U, P and Dm are the respective scales for the time, velocity,
pressure and diffusion parameters, and c0;tss represents the influent’s total suspended
solids concentration. Three unique macroscopic time scales Tð Þ are also adhered in our
analysis: (a) convection time scale Tcð Þ in (2.6), (b) reaction time scale TRð Þ in (2.7),
and (c) macroscopic diffusion time scale TDð Þ in (2.8).

Tc ¼ l0

U
ð2:6Þ

TR ¼ l0

kfscn�1
eqm

ð2:7Þ

TD ¼ l0ð Þ2
Dp

ð2:8Þ

where l0 is the characteristic length of the macroscale filter, and kfs adopts the
dimensions of M1�aL3a�2T�1½ � for generality. The dimensionless microscale Reynolds
number Reð Þ, Peclet number Peð Þ and Damköhler Da;l

� �
number are also defined in

(2.9), (2.10) and (2.11) respectively.

Re ¼ qUl
l

ð2:9Þ

Pe ¼ Ul
Dm

ð2:10Þ

Da;l0 ¼ TD
TR

¼ kfscn�1
eqm l

eDp
¼ Da;l

e
ð2:11Þ

where Da;l0 the macroscale Damköhler number.
Finally, we note that a small length scale eð Þ which is defined as l

l0 is adopted for the
subsequent homogenization procedures. A dominant balance is defined between the
macroscale pressure gradient acting upon the depth filter and the viscous flow
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resistance around the microscale sphere which enables us to derive the homogenized
effective Darcy’s Law equation subsequently.

3 Homogenization Procedures

We adopt the multiple-scale coordinates of x and x0 ¼ ex whereby x is the fast variable
defined within the periodic cell, and x0 is the slow variable spanning across the
macroscopic domain (Mei and Vernescu 2012a, b). The perturbation expansions for the
fluid parameters (which are all cell-periodic) can be expressed as follows.

H ¼ H 0ð Þ þ eH 1ð Þ þ e2H 2ð Þ þ . . . ð3:1Þ

where H can be p, c and ui.
We then introduce the following spatial derivative to perform the multiple-scale

expansions.

@

@xi
! @

@xi
þ e

@

@x0i
ð3:2Þ

To demonstrate the homogenization procedure, we succinctly perform the analysis
by adopting the time scale of Tc for rapid filtration conditions. The final dimensionless
forms of (2.2, 2.3, 2.4 and 2.5) are then shown in (3.3a, 3.3b, 3.3c and 3.3d) respec-
tively after the appropriate normalization procedures. We note that the extension to
slow filtration conditions is achieved by changing the time scale to either TD or TR
while the homogenization procedures remain unchanged.

0 ¼ � @p
@xi

þ er2ui; x � Xf tð Þ ð3:3aÞ

@ui
@xi

¼ 0; x � Xf tð Þ ð3:3bÞ

e
@c
@t

þ @ cuið Þ
@xi

¼ Pe�1Dr2c; x � Xf tð Þ ð3:3cÞ

�
@S
@xi

rSj j � D
@c
@xi

� �
¼ eDa;l0c

n; x � Xfs tð Þ ð3:3dÞ

To demonstrate our novelty, we confine our homogenization analysis to the solute
transport problem (3.3c and 3.3d) while noting that the analysis for the flow problem
(3.3a and 3.3b) can be understood from previous multiscale works (Mei et al. 1996;
Mei and Vernescu 2012a, b; Dalwadi et al. 2015 and Dalwadi et al. 2016) whereby the
homogenized dimensionless Darcy’s law can be derived systematically.
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3.1 Solute Problem Analysis

By using (3.2), the multi-scale expansion forms (3.3c and 3.3d) are as follows.

e
@

@t
c 0ð Þ þ ec 1ð Þ þ . . .
� �

þ @

@xi
þ e

@

@x0i

� �
u 0ð Þ
i þ eu 1ð Þ

i þ . . .
� �

c 0ð Þ þ ec 1ð Þ þ . . .
� �

¼ Pe�1D
@

@xj
þ e

@

@x0j

 !
@

@xj
þ e

@

@x0j

 !
c 0ð Þ þ ec 1ð Þ þ . . .
� �

;

x � Xf tð Þ
ð3:4aÞ

�
@S
@xi
rSj j � D @

@xi
þ e @

@x0i

� �
c 0ð Þ þ ec 1ð Þ þ . . .
� �� �

¼ eDa;l0 c 0ð Þ þ ec 1ð Þ þ . . .
� �n

;

x � Xfs tð Þ
ð3:4bÞ

At the leading order of e0, c 0ð Þ is also determined to be independent of the
microscale variations. At the next order of e1, we systematically derive the following
for (3.4a) and (3.4b) respectively.

h
@c 0ð Þ

@t
þ ~u 0ð Þ

i
@c 0ð Þ

@x0i
¼ �Pe�1Da;l0CRc

0ð Þn ; x � Xf tð Þ ð3:5Þ

subject to the boundary condition of (3.6).

�
@S
@xi

rSj j � D
@c 1ð Þ

@xi
þD

@c 0ð Þ

@x0i

� �
¼ Da;l0c

0ð Þn ; x � Xfs tð Þ ð3:6Þ

where CR is a proposed dimensionless effective reaction rate which depends on the

pore-geometry jXsj
Xfj j within the periodic cell whereby Xsj j ¼ 2

3 pd
3
c;0 which represents the

volume of the spheres inside the SC periodic cell, and Xf

		 		 represents the volume of
fluid within the SC periodic cell.

We then consider the solution for the cell problem of c 1ð Þ in the following form
(Auriault and Adler 1995, Equation 40).

c 1ð Þ ¼ vi
@c 0ð Þ

@x0i
þ ĉ 1ð Þ ð3:7Þ

where vi is the microscale periodic vector field of spatial dimensions, and ĉð1Þ is an
integration constant which is independent of the microscale variations. The microscale
variation of c 1ð Þ from (3.8) is then expressed as follows.

@c 1ð Þ

@xi
¼ @vk

@xk

@c 0ð Þ

@x0i
þ vir � r0c 0ð Þ ð3:8Þ

Multiscale Homogenization of Pre-treatment Rapid and Slow Filtration Processes 839



Substituting (3.8) back into (3.6) results in the following modified form.

�
@S
@xi

rSj j � D
@vk
@xk

@c 0ð Þ

@x0i
þ vir � r0c 0ð Þ

� �
þD

@c 0ð Þ

@x0i

� �
¼ Da;l0c

0ð Þn ; x � Xfs tð Þ ð3:9Þ

At the next order of e2, we obtain the following.

h
@c 1ð Þ

@t
þ ~u 0ð Þ

i
@c 1ð Þ

@x0i
þ ~u 1ð Þ

i
@c 0ð Þ

@x0i

¼ Pe�1 @

@x0i
D

@vk
@xk

@c 0ð Þ

@x0i
þ vir � r0c 0ð Þ

� �
þD

@c 0ð Þ

@x0i

� �
� nPe�1Da;l0CRc

0ð Þn�1c 1ð Þ; x � Xf

ð3:10Þ

subject to the following boundary condition.

�
@S
@xi

rSj j � D
@c 2ð Þ

@xi
þD

@c 1ð Þ

@x0i

� �
¼ nDa;l0c 0ð Þn�1

c 1ð Þ; x � Xfs tð Þ ð3:11Þ

We consider the perturbation expansion of the temporal derivative of ec within the
SC microscale cell as follows.

@~c
@t

¼ @~c 0ð Þ

@t
þ e

@~c 1ð Þ

@t
þO e2

� � ð3:12Þ

To further modify (3.12), we adhere to the respective representations of (3.5) and
(3.10) to derive the following.

@~c
@t

¼� ~u 0ð Þ
i

@c 0ð Þ

@x0i
� e~uð1Þi

@c 0ð Þ

@x0i
� e~u 0ð Þ

i
@c 1ð Þ

@x0i
� Pe�1Da;l0CRc 0ð Þn

þ ePe�1 @

@x0i
D

@vk
@xk

@c 0ð Þ

@x0i
þ vir � r0c 0ð Þ

� �
þD

@c 0ð Þ

@x0i

� �

� enPe�1Da;l0CRc
0ð Þn�1

c 1ð Þ þO e2
� �

; x � Xf

ð3:13Þ

By assuming r0c 0ð Þ � r0c and the following relationships of (3.14) and (3.15), we
obtain (3.16) from (3.13).

~ui
@c
@x0i

¼ ~u 0ð Þ
i

@c 0ð Þ

@x0i
þ e~u 0ð Þ

i
@c 1ð Þ

@x0i
þ e~u 1ð Þ

i
@c 0ð Þ

@x0i
þO e2

� � ð3:14Þ

cn ¼ c 0ð Þn þ e nc 0ð Þn�1

c 1ð Þ þ O e2
� � ð3:15Þ
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@~c
@t ¼ �~ui @c@x0i

� Pe�1Da;l0CRcn

þ ePe�1 @
@x0i

D @vk
@xk

@c
@x0i

þ vir � r0c
� �

þD @c
@x0i

� �
þO e2ð Þ; x � Xf

ð3:16Þ

(3.16) represents the macroscopic effective advection-dispersion-reaction equation
which is accurate up to O e2ð Þ. We again note that our analysis is confined to the n
values of 1 or 2 as our first approach which will be discussed further in the subsequent
sections.

4 Experimental Design

We perform a series of rapid filtration experiments for model validations. Figure 2
illustrates the simplified version of our filter setups and the general operational mode to
remove both turbidity particles and NOMs materials from the intake seawater source.
At regular intervals, samples are collected from both filters to measure turbidity, total
suspended solids (TSS) and dissolved organic carbon (DOC) concentrations. Likewise,
the pressure gradient measurements of between p1 and p2, and between p3 and p4 are
also taken at designated intervals. The biological slow filtration experiments are cur-
rently underway, while we have completed a set of rapid filtration experiments for
model validations. Readers are referred to Table 1 for the summary of adopted con-
ditions for the rapid filtration experiments conducted by far.

Fig. 2. Schematic representation of hybrid rapid and slow granular filters to remove both
turbidity particles and natural organic matters from intake seawater

Table 1. Summary of experimental conditions adopted for pre-treatment rapid filtration

Exp no. qin (m/h) c0;tur (NTU) c0;tss (mg/L) dp ðlmÞ Duration (mins)

1 8.00 6.63 16.6 83.3 90
2 7.40 2.95 7.38 26.0 90
3 8.15 2.72 6.80 507 90
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5 Model Validations

We first modify (3.16) into (5.1) by adopting the following assumptions: (i) quasi-
steady-state condition for the discharge concentration from the 0.155 m GAC media
depth deployed (see Fig. 3), (ii) unidirectional flow within the depth filter, (iii) homo-
geneous clogging inside the filter, (iv) spatial averaging theorem coupled with peri-
odicity boundary conditions, (v) n ¼ 1 for rapid effective filtration, (vi) Pe�1 	 O eð Þ
which ensures a dominant balance between advection and the regarded particle dif-
fusion at the macroscale, and (vii) Da;l0 	 O e�1ð Þ.

0 ¼ �~u3
@c
@x03

� CRcþ e2
@

@x0i
D

@c
@x0i

� �
þO e2

� �
; x � Xf ð5:1Þ

By comparing the respective terms of O 1ð Þ of (5.1), we obtain the final solution of
(5.2) while including an unknown calibration factor in C1 to account for the random
packing of media grains in the actual depth filter.

~u3 ¼ C1
CRx03
ln c0;tss

c

� � ; x � Xf ð5:2Þ

We then adhere to the dimensionless homogenized Darcy’s Law equation in the
following with respect to the derived form of (5.2).

C1
CRx03
ln c0;tss

c

� � ¼ �K
@p 0ð Þ

@x03
; x � Xf ð5:3Þ

Finally, we compute the normalized values bð Þ of the macroscale dimensionless
pressure gradient acting upon the lab-scale depth filter in (5.4) which predicted values
generally agree with the respective experimentally-derived values in Fig. 4.

Fig. 3. Transient variations of c
c0
at 0.155 m GAC media depth
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b ¼
@p 0ð Þ
@x03

� �
t

@p 0ð Þ
@x03

� �
0

; x � Xf ð5:4Þ

With respect to Fig. 4, we believe that the agreement will further improve with a
higher GAC media depth due to a smaller resultant value in e.

6 Computational Methodology

In this section, we succinctly describe on our computational methodology to resolve for
the non-linear microscale problem of cn for n greater than 2. Computationally, it is not
possible to resolve for a numerical domain having fully periodic flow conditions which
is required for the periodic cell problem in Fig. 1. Hence, we propose to adopt the
configurations in Fig. 5a, b and c by defining the inlet and outlet zones to the numerical
domain as shown. Errors are expected to be incurred due to the imposed boundaries
and these errors can gradually be reduced as the length of the domain increases (Fig. 5b
and c) to approach the true e value. However, emulating the full unidirectional depth of
the macroscale filter under periodic flow conditions is computationally expensive.
Hence, we hypothesize that there exists a e0 value, but is more than the true e value,
which ensures that the error function is sufficiently small for subsequent predictions.

We perform the simulation runs in OpenFOAM AWS (The OpenFOAM Foun-
dation) which enables us to harness on a large number of computer processes if
necessary. Our general methodology is as follows.

Fig. 4. Comparison between predicted and experimental values of b for Exp 1 to 3
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Fig. 5. Simplified representation of numerical domains in OpenFOAM to resolve the non-linear
microscale problem of cn: (a) e0 � 1:00, (b) e0 � 0:333, (c) e0 � 0:200.

i. Introducing the homogenized effective solute transport equations (related to cn)
into the incompressible fluid flow solver (icoFoam) for coupling the fluid-solute
problems

ii. Introducing a unique boundary condition to account for the solute interactions
occurring on the microscale spheres’ boundaries

iii. Develop the basic cell geometry of either SC or FCC of varying lengths using
CAD program and the snappyHexMesh utility in OpenFOAM

iv. Perform the simulation runs while varying the number of computational grids for
each analysed domain to check on grid convergence

v. Total simulation runtime for each analysed domain depends on the velocity scale
and e

0

vi. Time step of simulation run is varied to check on temporal convergence
vii. Predicted spatial gradient of cn will be introduced back into the homogenized

effective equation to perform the subsequent predictions for the normalized
pressure gradient and be compared with the respective experimental values

7 Conclusion

In this study, the multiscale perturbation analysis is coupled with the homogenization
theory to model the clogging behaviour of pre-treatment filters in desalination facilities.
We have validated our linear homogenization analysis for pre-treatment rapid filtration
by comparing the predicted values from the derived effective homogenized equation
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with our experimentally-derived values for the normalized pressure gradient acting
upon the lab-scale filter under varying conditions. To extend the analysis to non-linear
perturbation analysis, a computational methodology is required to resolve the micro-
scale concentration parameter at higher orders which is difficult to do so analytically.
This extension component is currently underway. Finally, extension of the model to
slow filtration process can be achieved by changing the time scale to either that of
reaction time or diffusion time, while retaining the same homogenization procedures to
derive the effective homogenized equations for analysis.
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A. Carreño1(B), A. Vidal-Ferràndiz1, D. Ginestar2, and G. Verdú1
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Abstract. High efficient methods are required for the computation of
several lambda modes associated with the neutron diffusion equation.
Multiple iterative eigenvalue solvers have been used to solve this prob-
lem. In this work, three different block methods are studied to solve
this problem. The first method is a procedure based on the modified
block Newton method. The second one is a procedure based on sub-
space iteration and accelerated with Chebyshev polynomials. Finally,
a block inverse-free Krylov subspace method is analyzed with different
preconditioners. Two benchmark problems are studied illustrating the
convergence properties and the effectiveness of the methods proposed.

Keywords: Neutron diffusion equation · Eigenvalue problem
Lambda modes · Block method

1 Introduction

The neutron transport equation models the behaviour of a nuclear reactor over
the reactor domain [14]. However, due to the complexity of this equation, the
energy of the neutrons is discretized into two energy groups and the flux is
assumed to be isotropic leading to an approximation of the neutron transport
equation known as, the two energy groups neutron diffusion equation [14].

The reactor criticality can be forced by dividing the neutron production
rate in the neutron diffusion equation by λ obtaining a steady state equation
expressed as a generalized eigenvalue problem, known as the λ-modes problem,

Lφ =
1
λ
Mφ, (1)

where

L =
(−∇(D1∇) + Σa1 + Σ12 0

−Σ12 −∇(D2∇) + Σa2

)
,
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is the neutron loss operator and

M =
(

νΣf1 νΣf2

0 0

)
, φ =

(
φ1

φ2

)

are the neutron production operator and the neutron flux. The rest of coefficient,
called macroscopic cross sections, are dependent on the spatial coordinate. The
diffusion cross sections are D1 (for the first energy group) and D2 (for the second
one); Σa1 and Σa2 denote the absorption cross sections; Σ12, the scattering
coefficient from group 1 to group 2. The fission cross sections are Σf1 and Σf2,
for the first and second group, respectively. And ν is the average number of
neutron produced per fission.

The eigenvalue (mode) with the largest magnitude shows the criticality of
the reactor and its corresponding eigenvector describes the steady state neutron
distribution in the core. The next sub-critical modes and their associated eigen-
functions are useful to develop modal methods to integrate the transient neutron
diffusion equation.

For the spatial discretization of the λ-modes problem, a high order continuous
Galerkin Finite Element Method (FEM) is used, transforming the problem (1)
into an algebraic generalized eigenvalue problem

Mx = λLx, (2)

where these matrices are not necessarily symmetric (see more details in [17]).
However, with several general conditions, it has been proved, that the dominant
eigenvalues of this equation are real positive numbers [8].

Different methods have been successfully used to solve this algebraic gen-
eralized eigenvalue problem such as the Krylov-Schur method, the classi-
cal Arnoldi method, the Implicit Restarted Arnoldi method and the Jacobi-
Davidson method [15–17]. However, if we want to compute several eigenvalues
and they are very clustered, these methods might have problems to find all
the eigenvalues. In practical situations of reactor analysis, the dominance ratios
corresponding to the dominant eigenvalues are often near unity. By this rea-
son, block methods, which approximate a set of eigenvalues simultaneously are
an alternative since their rate of convergence depends only on the spacing of
the group of desired eigenvalues from the rest of the spectrum. In this work,
three different block methods are studied and compared with the Krylov-Schur
method.

The rest of the paper has been structured in the following way. In Sect. 2, the
block iterative methods are presented. In Sect. 3, numerical results to study the
performance of the method for two three dimensional benchmark problems are
presented. In the last Section, the main conclusions of the paper are collected.

2 Block Iterative Methods

This section describes the block methods to obtain the dominant eigenvalues and
their associated eigenvectors of a generalized eigenvalue problem of the form

MX = LXΛ, (3)
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where X ∈ Rn×q has the eigenvectors in their columns and Λ ∈ Rq×q has the
dominant eigenvalues in its diagonal, n denotes the degrees of freedom in the
spatial discretization with the finite element method for the Eq. (1) and q is the
number of desired eigenvalues.

2.1 Modified Block Newton Method

The original modified block Newton method was proposed by Lösche in [10] for
ordinary eigenproblems. This section briefly reviews an extension of this method
given by the authors in [4] for generalized eigenvalue problems.

To apply this method to the problem (3), we assume that the eigenvectors
can be expressed as

X = ZS, (4)

where ZTZ = Iq. Then, problem (3) can be rewritten as

MX = LXΛ ⇒ MZS = LZSΛ ⇒ MZ = LZSΛS−1 ⇒ MZ = LZK. (5)

If we add the biorthogonality condition WTZ = Iq in order to determine the
problem, with W is a matrix of rank q, it is obtained the following system

F (Z,Λ) :=
(

MZ − LZK
WTZ − Iq

)
=

(
0
0

)
. (6)

Applying a Newton’s iteration to the problem (6), a new approximation arises
from the previous iteration as,

Z(k+1) = Z(k) − ΔZ(k), K(k+1) = K(k) − ΔK(k), (7)

where ΔZ(k) and ΔK(k) are solutions of the system that is obtained when the
Eq. (7) is substituted into (6) and it is truncated at the first terms.

The matrix K(k) is not necessarily a diagonal matrix, as a consequence the
system is coupled. To avoid this problem, the modified generalized block New-
ton method (MGBNM) applies previously two steps. The initial step is to apply
the modified Gram-Schmidt process to orthogonalize the matrix Z(k). The sec-
ond step consist on use the Rayleigh-Ritz projection method for the generalized
eigenvalue problem [12]. More details of the method can be found in [4].

2.2 Block Inverse-Free Block Preconditioned Krylov Subspace
Method

The block inverse-free preconditioned Arnoldi method (BIFPAM) was originally
presented and analyzed for L and M symmetric matrices and L > 0 (see [7,11]).
Nevertheless, this methodology works efficiently to compute the λ-modes.

We start with the problem for one eigenvalue

Mx = λLx, (8)
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and an initial approximation (λ0, x0). We aim at improving this approximation
through the Rayleigh-Ritz orthogonal projecting on the m-order Krylov subspace

Km(M −λ0L, x0) := span{x0, (M −λ0L)x0, (M −λ0L)2x0, . . . , (M −λkL)mx0}.

Arnoldi method is used to construct the basis Km. The projection can be
carried out as

ZTMZU = ZTLZUΛ, (9)

where Z is a basis of Km(M −λ0L, x0) and then computing the dominant eigen-
value Λ1,1 and its eigenvector u1 to obtain the value of λ1 = Λ1,1 and its eigen-
vector x1 = Zu1. In the same way, we compute the eigenvalues and eigenvectors
in the following iterations.

If we are interested on computing q eigenvalues of problem (2), we can accel-
erate the convergence by using the subspace Km with

Km :=
q⋃

i=1

Ki
m(M − λk,iL, xk,i),

where λk,i denotes the i-th eigenvalue computed in the k-th iteration and xk,i its
associated eigenvector. Thus, this method can be dealt with through an iteration
with a block of vectors that allows computing several eigenvalues simultaneously.

Furthermore, the BIFAM will be accelerated with an equivalent transforma-
tion of the original problem by means of a preconditioner. With an approximate
eigenpair (λi,k, xi,k), we consider for some matrices Pi,k, Qi,k the transformed
eigenvalue problem

(P−1
i,k MQ−1

i,k )x = λ(P−1
i,k LQ−1

i,k )x ⇔ M̂i,kx = λL̂i,kx, (10)

which has the same eigenvalues as the original problem. Applying one step of the
block inverse-free Krylov method to the problem (10), the convergence behaviour
will be determined by the spectrum of

Ĉi,k := M̂i,k − λi,kL̂i,k = P−1
i,k (M − λi,kL)Q−1

i,k . (11)

Different preconditioning transformations can be constructed using different
factorizations of the matrix M −λi,kL. The main goal must be to choose suitably
Pi,k and Qi,k to obtain a favorable distribution of the eigenvalues of matrix Ĉi,k.

In this paper, we have considered the classical incomplete LU factorization
with level 0 of fill (ILU(0)). We also use constants Pi,k = P1,1 and Qi,k = Q1,1

obtained from a preconditioner for M −λ1,1L, where λ1,1 is a first approximation
of the first eigenvalue.

2.3 Chebyshev Filtered Subspace Iteration Method

Subspace iteration with a Chebyshev polynomial filter (CHEFSI) is a well known
algorithm in the literature [12,18]. In this paper, we have studied a version
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proposed by Berjafa et al. in [5] that iterates over the polynomial filter and
the Rayleigh quotient with block structure. This algorithm is implemented for
ordinary eigenvalue problems, so the original problem (3) is reformulated as

AX = XΛ with A = L−1M. (12)

The goal of this method is to build an invariant subspace for several eigenvec-
tors using multiplication in block. This subspace is diagonalized using previously
a polynomial filter in these vectors to improve the competitiveness of the method.

The basic idea for computing the first dominant eigenvalue is the following:
Using the notation introduced in Sect. 2, it is known that any vector z can be
expanded in the eigenbasis as

z =
n∑

i=1

γixi.

Applying a polynomial filter p(x) of degree m to A through a matrix-vector
product leads to

pm(A)z = pm(A)
n∑

i=1

γixi =
n∑

i=1

pm(λi)γixi,

where it is assumed that γ1 �= 0, which is almost always true in practice if z is
a random vector.

If we want to compute x1 as fast as possible, then a suitable polynomial
would be a p(x) such that p(λ1) dominates p(λj), when j �= 1. That it means,
the filter must separate the desired eigenvalue from the unwanted ones, so that
after normalization p(A)z will be mostly parallel to x1. This leads us to seek a
polynomial which takes small values on the discrete set R = {λ2, . . . , λn}, such
that pm(λ1) = 1. However, it is not possible to compute this polynomial with
the unacknowledged of all eigenvalues of A. The alternative is use a continuous
domain in the complex plane containing R but excluding λ1 instead of the dis-
crete min-max polynomial. In practice, the continuous domain is restricted to
an ellipse E containing the unwanted eigenvalues and then theoretically it can
be shown that the best min-max polynomial is the polynomial

pm(λ) =
Cm((λ − c))/e

Cm((λ1 − c))/e
,

where Cm is the Chebyshev polynomial of degree m, c is the center of the ellipse
E and e is the distance between the center and the focus of E (see more details
in [12]).

In our case, where the eigenvalues are positive real numbers, the ellipse E
is restricted to an interval [α, β], where α, β > 0. These values are computed
following the algorithms proposed in [18].
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3 Numerical Results

The competitiveness of the block methods has been tested on two three dimen-
sional problems: the 3D IAEA reactor [13] and the 3D NEACRP reactor [6].
For the spatial discretization of the λ-modes problem, we have used Lagrange
polynomials of degree 3 in the finite element method.

In the numerical results, the global residual error has been used, defined as

res = max
i=1,...,q

‖Lxi − λiMxi‖2,

where λi is the i-th eigenvalue and xi its associated unitary eigenvector.
As the block methods need an initial approximation of a set of eigenvectors,

a multilevel initialization proposed in [3] with two meshes is used to obtain this
approximation.

The solutions of linear systems needed to apply the MGBN method and the
CHEFSI method have been computed with the GMRES method preconditioned
with ILU and a reordering using the Cuthill-McKee method. The dimension of
the Krylov subspace for the BIFPAM has been set equal to 8. The degree of the
Chebyshev polynomial has been 10.

The methods have been implemented in C++ based on data structures pro-
vided by the library Deal.ii [2], PETSc [1] using the definition of the cited papers.
For make the computations, we have used a computer that has been an Intel R©

CoreTM i7-4790 @3.60GHz×8 processor with 32 Gb of RAM running on Ubuntu
16.04 LTS.

3.1 3D IAEA Reactor

The 3D IAEA benchmark reactor is a classical two-group neutron diffusion prob-
lem [13]. It has 4579 different assemblies and the coarse mesh used to obtain the
initial guess has 1040 cells. The algebraical eigenvalue problems have 263552 and
62558 degrees of freedom, for the fine and the coarse mesh, respectively.

To compare the block methods, the number of iterations for the BIFPAM,
the MGBNM and the CHEFSI method and the residual errors are represented in
Fig. 1(a) in the computation of four eigenvalues. These eigenvalues are 1.02914,
1.01739, 1.01739 and 1.01526. In this Figure, we observe similar slopes in the
convergence histories for the BIFPAM and the CHEFSI method and moreover,
they are smaller than the convergence history for the MGBNM since this is a
second-order method. The computational times (CPU time) and the residual
errors (res) obtained for each method are shown in Fig. 1(b). In this Figure,
in contrast to the previous one, it is observed that the most efficient method
in time is the BIFPAM although its CPU times are similar to the CPU times
obtained for the MGBNM. This means that in spite of the number of iterations
needed to converge the BIFPAM is larger than the MGBNM, the CPU time in
each iteration is much smaller than the needed to compute one iteration of the
MGBNM. It is due to the BIFPAM does not need to solve linear systems.
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Fig. 1. Residual error (res) for the computation of 4 eigenvalues in the IAEA reactor.

3.2 3D NEACRP Reactor

The NEACRP benchmark [6] is also chosen to compare the block methodology
proposed. The reactor core has a radial dimension of 21.606 cm × 21.606 cm
per cell. Axially the reactor is divided into 18 layers with height (from bottom
to top): 30.0 cm, 7.7 cm, 11.0 cm, 15.0 cm, 30.0 cm (10 layers), 12.8 cm (2
layers), 8.0 cm and 30.0 cm. The boundary condition is zero flux in the outer
reflector surface. The fine mesh and the coarse mesh considered have 3978 and
1308 cells, respectively. Using polynomials of degree three the fine mesh has
230120 degrees of freedom. The coarse mesh used to initialize the block methods
has 7844 degrees of freedom.

Figure 2(a) shows the convergence histories of the BIFPAM, the MGBNM
and the CHEFSI method in terms of the number of iterations in the computa-
tion of four eigenvalues. The eigenvalues obtained have been 1.00200, 0.988620,
0.985406 and 0.985406. That it means the spectrum for this problem is very
clustered. In this Figure, we observe the similar behaviour between the BIF-
PAM and the CHEFSI method being these two methods slower in convergence
than the MBNM. Figure 2(b) displays the CPU time and the residual errors
obtained for each method. In this Figure, we observe that the quickest method
is the BIFPAM by the same reason given in the previous. So, the most efficient
block method studied is the BIFPAM.

Finally, these block methods are compared with the Krylov-Schur method
implemented in the library SLEPc [9] for the NEACRP reactor. This method is
a non-block method, but it is a very competitive method to solve eigenvalue prob-
lems. The dimension of the Krylov subspace used in the Krylov-Schur method has
been 15 + q that is the default value of the library. This method is implemented
in the library using a locking strategy, so the history block convergence cannot
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Fig. 2. Residual error (res) for the computation of 4 eigenvalues in the NEACRP
reactor.

be displayed and compared with the block method presented in this work. The
total computational times obtained for a different number of eigenvalues are dis-
played in Table 1 to compare the block methods with the Krylov-Schur method.
The total CPU time of the block methods includes the time needed to compute
the initial guess. The tolerance set for all methods has been res = 10−6. In this
Table, we observe that the BIFPAM and MGBNM methods compute the eigen-
values faster than the Krylov-Schur method from a number of eigenvalues equal
to 4, being the fastest the MGBNM. This is also observed when we compute one
eigenvalue. For 2 and 3 eigenvalues the CPU times obtained with the Krylov-
Schur method are smaller than the CHEFSI method and the BIFPAM, while
these values are larger than for the MGBNM. In these cases, it is necessary to
use higher subspace dimension than 8 for the BIFPAM to obtain better results.
For all cases, it is observed that the CHEFSI method does not improve the times
obtained with the other block methods and the Krylov-Schur method.

Table 1. Computational times (s) obtained for the NEACRP reactor using the Krylov-
Schur method, the BIFPAM, the MGBNM and the CHEFSI method for different num-
ber of eigenvalues

n. eigs (q) Krylov-Schur BIFPAM MGBNM CHEFSI

1 98 65 76 249

2 134 174 108 390

3 135 207 132 390

4 214 153 149 510

5 237 213 185 630
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4 Conclusions

The computation of the λ-modes associated with the neutron diffusion equation
is interesting for several applications such as the study of the reactor criticality
and the development of modal methods. A high order finite element method
is used to discretize the λ-modes problem. Different block methods have been
studied and compared to solve the algebraical problem obtained from the dis-
cretization. These methods have been tested using two 3D benchmark reactors:
the IAEA reactor and the NEACRP reactor.

The main conclusion of this work is that the use of block methods is a good
strategy alternative to Krylov methods when we are interested in computing
a set of dominant eigenvalues. However, the efficiency depends on the type of
method. For generalized eigenvalues problems, the BIFPAM, that does not need
to solve linear systems, or the MGBNM, that converges with a short number of
iterations, are good choices that improve the computational times obtained with
the competitive Krylov-Schur method. With respect to the CHEFSI method,
due to their implementation for ordinary eigenvalue problems, it needs to solve
many linear systems that makes the method inefficient. In future works, a gen-
eralization of this method for generalized eigenvalue problems will be studied.

Acknowledgements. This work has been partially supported by Spanish Ministerio
de Economı́a y Competitividad under projects ENE2017-89029-P, MTM2017-85669-P
and BES-2015-072901.
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Abstract. Failure of peripheral endovascular interventions occurs at the
intersection of vascular biology, biomechanics, and clinical decision mak-
ing. It is our hypothesis that most of the endovascular treatments share
the same driving mechanisms during post-surgical follow-up, and accord-
ingly, a deep understanding of them is mandatory in order to improve
the current surgical outcome. This work presents a versatile model of
vascular adaptation post vein graft bypass intervention to treat arterial
occlusions. The goal is to improve the computational models developed
so far by effectively modeling the cell-cell and cell-membrane interactions
that are recognized to be pivotal elements for the re-organization of the
graft’s structure. A numerical method is here designed to combine the
best features of an Agent-Based Model and a Partial Differential Equa-
tions model in order to get as close as possible to the physiological reality
while keeping the implementation both simple and general.

Keywords: Vascular adaptation · Particle model
Immersed Boundary Method · PDE model

1 Introduction and Motivation

The insurgence of an arterial localized occlusion, known as Peripheral Arterial
Occlusive Disease (PAOD), is one of the potential causes of tissue necrosis and
organ failure and it represents one of the main causes of mortality and morbidity
in the Western Society [1,3].

In order to restore the physiological circulation, the most performed tech-
nique consists into bypassing the occlusion with an autologous vein graft. Bene-
fits and limitations of this procedure are driven by fundamental mecano-biology
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processes that take place immediately after the surgical intervention and that
fall under the common field of vascular adaptation.

Today the rate of failures of Vein Graft Bypass (VGBs) as treatment for
PAODs remains unacceptably high [4], being the graft itself often subjected to
the post-surgical re-occlusive phenomenon known as restenosis. It is our belief
that the causes of such failures need to be searched for within the multiscale and
multifactorial nature of the adaptation that the graft faces in the post-surgical
follow-up in response to the environmental conditions variations, a process com-
monly known as vascular adaptation.

Figure 1 offers a detailed description of the cited nature of adaptation, where
sub-sequent and interconnected variations at genetic, cellular and tissue level
concur to create a highly interdependent system driven by several feedback loops.

Fig. 1. Multiscale description of vascular adaptation: dynamic interplay between phys-
ical forces and gene network that regulates early graft remodeling [7].

The goal of this work is to address the modeling and simulation of the vascular
adaptation from a multiscale perspective, by providing a virtual experimental
framework to be used to test new clinical hypotheses and to better rank the many
factors that promote restenosis. In addition, our hypothesis is that an accurate
implementation of the potential forces governing cellular motility during wall re-
arrangement is mandatory to obtain a model close enough to the physiological
reality. From a qualitative observation of histological evidences, a sample of
which is shown in Fig. 2, local distribution of cells across the wall is relatively
uniform and we supported that this feature provides some interesting guidances
on what the dominant biological mechanism of cellular motility might be.

This study is based on the extensive work carried out by our group on vascular
adaptation [5,7] and it represents a big step toward a more accurate replication
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Fig. 2. Staining image of a portion of graft’s wall: the blue dots identify the cells’
nuclei, the stack of images were obtained via confocal microscopy and post-processed
in order to correct the artifacts due to the different depths of cells with respect to the
plan of visualization. (Color figure online)

of the physiological reality thanks to its ability of taking in account pivotal bio-
logical events such as cellular motility and cell-cell, cell-membrane interactions,
which in reverse were very difficult to represent with a discrete Agent-Based
Model (ABM) implemented on a fixed grid [5]. The adaptation is here repli-
cated on a 2D cross section, a choice justified by the fact that cited data from
histology used to qualitatively validate the model are available in the format
of a 2D slice. Finally, the model has been cross-validated against a Dynamical
System (DS) [11] and the ABM [5] previously cited, a never-trivial feature for a
computational model, as it allows to choose the best model to be used according
to the purpose of the analysis performed.

2 Methods

In order to replicate the anatomy of the graft, the computational model is orga-
nized in 4 sub-domains shown in Fig. 3 that are lumen, tunica intima and media,
and external surrounding tissue, where intima and media are separated by the
Internal Elastic Lamina (IEL).

The numerical model can be decomposed in three sub-sections respectively
corresponding to a software module working on different scales - see Table 1:

– Mechanical Model (MM): it locally computes the value of mechanical
quantities of interest, such as flow velocity, shear stress, strain energy, et
cetera.
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Fig. 3. Morphological structure of a vein graft: between the intima and the media is
the Internal Elastic Lamina (IEL) and the External Elastic Lamina (EEL) is between
the media and the adventitia [2].

– Tissue Plasticity (TP): it defines the driving cellular events, mainly cellu-
lar mitosis/apoptosis and matrix deposition/degradation, as stochastic laws
driven by constant coefficients.

– Tissue Remodeling (TR): it computes the re-organization of the graft
structure driven by cellular migration.

Table 1. Multiscale nature of the hybrid model

Space scale versus
time scale

Second Hour Day

10−4 m TR TP

10−3 m MM TR

10−2 m MM

The MM is described by a Partial Differential Equations (PDEs) of continu-
ous mechanics [8], TP with an ABM regulating the cells behavior [5,6], and TR
by particles moving in a highly viscous incompressible media, which cells motion
is computed on the base of a continuum space. The most challenging part is the
definition of the forces that drive the cellular motility toward the re-organization
of the graft in a way both biologically accurate but also mathematically simple in
order to be able to easily calibrate the formula on experimental data for valida-
tion purposes. As anticipated in the Introduction, the cornerstone of our model
is its multiscale nature and so the numerical discretization and the algorithm
implemented for each module will encompass multiple scales both in time and
in space detailed in Table 1.

2.1 Mechanical Model (MM)

The blood flow in the lumen is described as a steady incompressible flow that
remains constant independently from the inward/outward nature of the remod-
eling and, accordingly, the standard set of equations of a flow through a pipe was
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used to simulate such flow across the vein assuming a non-slip condition at the
wall [8,9]. The MM computes the flow and the shear stress at the wall, labeled
as τwall, and both variables are updated at every step if the lumen geometry
variation is greater than a certain tolerance, in formula:

distance(∂Ωnew
lumen, ∂Ωold

lumen) > tol,

where distance is intended as the Euclidean distance between two consecutive
time points on the same lumen location and tol ≈10−4 m, i.e. a cell diameter. The
deformation of the wall can be described both with a thick cylinder approxima-
tion, easily computable with a Matlab code [10], or by a Neo-Hookean hyperelas-
tic model, computable by using a finite element technique with FEBio software
[9]. The description of the tissue mechanical properties is the one adopted in pre-
vious works by our group [5,7,11], and accordingly, being the wall displacement
negligible, the strain energy (σ) becomes the main element influencing cellular
metabolism within the media. Finally cellular division is driven by the diffusion
of a generic Growth Factor (GF) across the wall, which sees in the shear stress
its driving force. Denoting it with G(τ), the GF diffusion is defined as:

∂G

∂t
= c ΔG in Ω, G|∂Ωlumen

= F (τwall),
∂G

∂n
|∂Ω = 0, (1)

where c is the diffusion coefficient.

2.2 Tissue Plasticity (TP)

Cellular and ExtraCellular Matrix (ECM) activity is described with an ABM-
based implementation [12], mostly relying on a cellular automata principle gov-
erned by stochastic laws, such as each cellular event is associated to a density of
probability. We refer to [5,6] for a detailed description of the algorithm, and for
completeness, Table 2 provides an axiomatic description of the rules that drive
the ABM.

The stochastic model describes how the cellular events depend on the local
concentration of the associated GF (1), triggered by shear stress within intima
and strain energy within media, creating in this way the bridge between con-
tinuum mechanics and TP. Early restenosis is mostly attributable to Intimal
Hyperplasia (IH), i.e. an un-controlled growth of the intima toward the lumen,
for which a reduction of shear stress stimulates specific GFs to switch their sta-
tus from quiescent to active. The latter promotes cellular migration toward the
intima with subsequent proliferation and deposition of ECM.

To simulate the switching from a normal condition to a perturbed one, rep-
resenting the response of the system to an environmental conditions variation,
the key is to define a so-called basic solution, where the system is stable and
regulated by standard conditions that ensure a fair balance both for cellular mito-
sis/apoptosis and for ECM synthesis/degradation. Intuitively, the basic solution
represents a “healthy” vein at time of implant and the perturbed model will
evolve driven by mechanical forces in order to recover the perturbation applied
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Table 2. Axiomatic description of the set of rules of the ABM

Rule Variable Function

pdivision = papoptosis = α1 SMC SMC equilbrium in basic solution

pdegradation = pproduction = α2 ECM ECM balance in basic solution

A(t) = exp− t−T
δT

; T = α3, δT = α4 All Factor all probability laws by macrophage activity

T and δT Macrophage Time of maximum macrophage activity and

relaxation time

pI
division = α1A(t)(1 + α5

G(Δτ)
τ̄

) SMC Probability of SMC division in intima

pI
apoptosis = α1A(t) SMC Probability of SMC apoptosis in intima

pI
production = α2A(t)(1 + α6

Δσ
σ̄

) ECM Probability of ECM production in media

pI
degradation = α2A(t) ECM Probability of ECM degradation in media

pmigration = α7A(t)(1 + α8
G(Δτ)

τ̄
) SMC Probability of SMC migration from intima to media

and to reach back the equilibrium. To simulate the restenosis process, a pertur-
bation of shear stress will be applied in order to promote IH.

2.3 Tissue Remodeling (TR)

The biggest novelty of the model consists into the abandonment of a fixed grid-
based structure, used so far [5], in favor of a continuous mechanic description.
Accordingly, Smooth Muscular Cells (SMCs) are now described as discs of radius
RSMC crawling in a highly viscous flow, and not anymore like dynamic state
variables allocated on a static hexagonal grid. As per biological evidences, SMCs
can synthetize or degrade ECM, in addition to undergoing mitosis/apoptosis.
This generates a source and a sink term respectively in the mass balance that
will be used to determine the energy of the structure. The adaptation consists
into the response of the structure to an energy unbalance, which sees the re-
organization of the system driven by cellular motility in order to recover toward
a condition of equilibrium. Remembering that each layer of the graft is bounded
by an elastic membrane, the considerations highlighted naturally suggest the use
of an Immersed Boundary Method (IBM) [13] in order to simulate the remodeling
of the structure, which is so articulated in three phases: (i) an IBM algorithm to
take in account SMCs activity and membranes adjustment; (ii) an SMCs motion
algorithm; (iii) an inward/outward remodeling algorithm.

IBM Algorithm. A time-split numerical implementation drives the tissue
remodeling, meaning that while the TP model is run with a time step of 1 h,
the IBM algorithm is run with a variable time step δt that corresponds to the
relaxation time of the media with respect to cell division and motility: the larger
δt the more cylindrical the graft will end to be. The spatial resolution with step
h is linked to the Cartesian nature of the grid and it is chosen to be of the
order of a SMC radius. Since the media is described as a highly viscous fluid,
we compute the variables V and P, respectively velocity and pressure of the
fluid. The IBM algorithm is applied to a square domain ω = (0, 1)2 ∈ R

2 in
which the vein graft section is embedded. The wall and lumen boundaries of the
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vein graft and interfaces separating intima from media, see Fig. 3, are described
by immersed elastic boundaries: let us denote Γ ∈ Ω a generic immersed elastic
boundary with curvilinear dimension one. X is the Lagrangian position vector of
Γ , expressed in the 2-dimensional Cartesian referential. The Lagrangian vector
f is the local elastic force density along Γ , also expressed in the Cartesian refer-
ential. f is projected onto Ω to get the Eulerian vector field F , that corresponds
to the fluid force applied by the immersed elastic boundaries.

If s ∈ (0, 1)m is the curvilinear coordinate of any points along Γ , and t ∈
[0, tmax] is the time variable, the different mapping can be summarized as it
follows:

V : (x, t) ∈ Ω × [0, tmax] −→ R
2

P : (x, t) ∈ Ω × [0, tmax] −→ R

X : (s, t) ∈ (0, 1)m × [0, tmax] −→ Ω

f : (s, t) ∈ (0, 1)m × [0, tmax] −→ R
2

F (x, t) ∈ Ω × [0, tmax] −→ R
2

One of the cornerstones of the IBM method is the formulation of the fluid-
elasitc interface interaction, which model is unified into a set of coupled Partial
Differential Equations (PDEs). To build that, the incompressible Navier-Stokes
system writes:

ρ

[
∂V

∂t
+ (V .∇)V

]
= −∇P + μΔV + F (2)

∇ . V = 0 (3)

The IBM algorithm requires the extrapolation of the Lagrangian vector f into
the Eulerian vector field F from the right end side of (2). For this purpose a
distribution of Dirac delta functions δ, is used, such as:

F (x, t) =
∫

Γ

f(s, t)δ (x − X(s, t)) ds =

{
f(s, t), if x = X(s, t)
0, otherwise

(4)

Its dynamic is regulated with a linear elastic model implemented by using
the Hooke law of elasticity, for which the tension of the IB is linear function
of the strain energy. The local elastic force density assumes its final form that
writes

f(s, t) = σ
∂2X(s, t)

∂s2
. (5)

The IBM algorithm offers dozens of potential possibilities of implementation:
the rationale should always be to pursue the right compromise between stability
of the scheme and accuracy. Because the fluid is highly viscous, a standard pro-
jection scheme for the Navier Stokes equations discretized with finite differences
on a staggered grid was used. The momentum equation was discretized with
central second order finite differences for the diffusion term and with a method
of characteristic for the convective term.
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SMC Motility. The second phase of tissue remodeling consists into the compu-
tation of SMCs motility. The algorithm to compute the trajectory can be divided
in two consecutive steps.

First, SMCs move passively in the matrix by following the media on the base
of the local velocity field with the same numerical scheme applied to the discrete
point of the immersed boundary, and second, SMCs move also actively driven
by multiple potential driving forces, listed below:

– SMCs interact each others. A description of such interactions based on an
analogous of the Lennard-Jones potential looks like a smart choice to define
an initial framework. Under this hypothesis, during mitosis the two cells may
spearate and remain at a distance of about their diameter. This makes the
two Lennard-Jones potential coefficients to be cellular size-dependent.

– Further motion of SMCs depends on the gradient of molecules density that are
the solution of a reaction-convection diffusion system. Accordingly a generic
GF has been introduced with (1) in order to describe the chemotaxis that is
originated by the cited gradient.

– Cell motility has a random component that participates to their diffusion
through the tissue.

– SMCs may infiltrate area free of cells to preserve the tissue integrity. This
motion corresponds to a mechanical homeostasis and it maintains a local
balance between SMC and ECM distribution to keep the matrix healthy
[14,15].

The trajectory of a SMC can be so described by tracking its position along
time with the following relation:

Ẋ = VS + VE + VG + VR, (6)

where X is the location of the single SMC.
In (6), VS sums up the repulsive forces between particles. The amplitude of

this force decays with the distance and, in first approximation, one can assume
a linear decay toward zero in nS units expressed in cell diameter. Consequently,
cell-cell interaction is only possible between elements belonging to the same
subdomain, i.e. intima or media, and also interaction is not possible between
cells separated by a distance larger than 2 ns RSMC , where ns has been chosen
to be of the order of few units.

VE sums up the attractive forces between the particles that decay linearly
as for the cell interaction but in ne units and become zero above a distance of
2 ne RSMC . ns and ne have a great influence on the result of the simulation and
a deep analysis of them will be useful to address some open problems of the vein
graft’s biology.

VG is proportional to the gradient of G that is the generic GF that activates
SMC proliferation.

Finally, VR is a random vector that mimics the noisy character of cell motility.
Its intoduction is justified by the assumption that a cell can not move more than
a radial unit within the time step δt of the IBM algorithm.
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The strong feature of the method here proposed is that it allows us to imple-
ment all these elements that are known to play a key role at biological level and
to also test several combinations of them. However, compared to our previous
ABM [5], the number of unknown parameters used to describe the new cellular
motility module grows proportionally with the level of closeness of the model to
the physiological reality, and accordingly, a non-linear stability analysis will be
needed to find the trade-off between complexity and accuracy as already done
in [6].

Inward - Outward Membrane Motion Adjustment. An ad hoc adjust-
ment is needed in order to prevent the structure to always promote outward
remodeling, seen the incompressibility of the lumen medium. The hypothesis is
so that the tissue accommodates to the transmural pressure that is a combina-
tion of blood pressure and external pressure from the surrounding tissue toward
a state that gives less mechanical stress on cells. This adjustment is still driven
by an energy minimization logic, for which at each cycle, the mechanical energy
of the wall is computed with the MM and the sign of a sink/source term is
decided in accordance with the sign of the derivative that minimizes said energy.
Finally, in order to improve the model, we need to consider (i) that macrophages
in the wall can be treated with the same framework but of course by adjusting
the related parameters; (ii) that the IEL has a certain porosity allowing SMCs
to pass through and (iii) that the volume of a “daughter” cell can increase in
time.

3 Plan of Simulations

As previously mentioned, a basic solution needs to be retrieved in order to serve
as baseline point for the vascular adaptation simulation. The setup to retrieve
it and the rationale for the representation of the results are the same already
used in [6], and the same is valid for IH, which was then simulated by studying
both its early phase (1 day follow up) and its late phase (1 month). After all,
a comparison between the two phases is important in order to distinguish the
different impact of the several aims of SMCs motility.

Finally, a cross validation between the presented model and a DS developed
by our group [11] has been performed on a 4 months follow-up as also done for
the original ABM [5] with the motivations highlighted in the Introduction.

In order to perform the cross validation, the DS has been setup with a 50%
decrease in shear stress from the baseline value to foster the hyperplasia with
initial graft (R), lumen (r), and IEL (re) respectively equal to R = 0.2915,
re = 0.2810, and r = 0.2387, all expressed in mm. It is finally important to recall
how, in order to calibrate the DS on the new PDE model, the distance between
the two models’ output, temporal intimal area dynamic in this case, has been
minimized by using a Genetic Algorithm (GA).
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4 Results

Figure 4(a) shows the generation of the basic solution. Each red dot corresponds
to a SMC, while the green circle individuates the IEL. It is important to recall
how our modeling effort has been driven by the pursuit of a graft’s cross section
that shows a uniform distribution of cells across the wall also free from isolated
cells occurrence. Already the replication of the initial condition represents a
good approximation of the graft’s histology. The analysis of the early stage of
hyperplasia offers a nice overview of how the accuracy of the model grows along
with the number of forces driving SMCs motion implemented. Here SMCs in
intima and media are respectively individuated by a red and a black circle,
while the IEL lamina is still shown in light green.

Figure 4(b) reports a first example of early stage of IH, where the random
motion is the only component driving the adaptation of the strucures. As it is
clear from the figure, a uniform distribution of SMCs is not reached in the intima
as instead retrievable from a comparison with histology and this is mainly caused
by the motion restriction that affects SMCs because of the reduced initial thick-
ness of the intima. By adding the repulsive cell-cell interaction, the distribution
of SMCs gets more uniform, as appreciable in Fig. 4(c), even though the forma-
tion of clusters that will eventually be trapped in pockets of the lumen wall and
there confined by the membrane’s tension is still clearly visible. Also important
to point out is the tendency that some areas of ECM with no SMCs have to

Fig. 4. Cross Section of the vein graft reported in (a) basic solution, i.e. healthy vein
condition; early stage of hyperplasia progressively adding up (b) random motion, (c)
cell-cell repulsion, and (d) matrix invasion forces; late phase of hyperplasia encroaching
the lumen affected by (e) vertical and (f) horizontal stretching of the lumen itself. (Color
figure online)
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Fig. 5. Intimal Hyperplasia - long term follow-up: temporal dynamic of (a) lumen area,
(b) intimal area, and (c) medial area are represented on a 4 months follow-up. Each
plot is normalized on the initial value and the output evaluated by taking the average
trend (black bold line) out of 10 independent simulation (color lines). Finally, as cross
validation in (d), the Dynamical System is calibrated on the mean output of the PDE
model (solid line) against the mean output of the DS (dashed line). (Color figure online)

form, taking in this way the model far from the reality observed at histology
level.

A more uniform distribution is reached by adding the matrix invasion term
as shown in Fig. 4(d), corroborating in this way the belief that an accurate
description of SMCs motion is the key in order to obtain a model close enough
to the physiological reality. As side consideration, accordingly to the purpose of
this work, SMCs proliferation within the media has not been activated, and so it
was to be expected a regular uniform distribution of cell within the media layer.

Figure 4(e) and (f) report the result of two independent simulations run with
a follow-up of 4 months in order to study the late phase of IH. It is interesting
to see how the SMCs distribution retains its asymmetric character, either in a
vertical or in a horizontal direction, even though it is not clear if this is justified
at histological level or not. If necessary, to promote radial symmetry, a potential
solution will be to suppose that SMCs motility has a preferred motion in the
direction orthogonal to the radius in order to align the cell arrangement with
the dominant radial strain energy. Coupled to it, an increase in the relaxation
time dt might be another way to further incentivize SMCs distribution toward
radial direction.

Finally, in order to cross-validate the DS and the PDE model, the first step
was to reproduce the qualitative patterns of IH with this latter, the results of
which can be appreciated in Fig. 5, where the temporal dynamic of lumen area
(a), intimal area (b), and medial area (c) are represented. It is useful to remark
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how, in every panel, each independent simulation is marked with a different color
and the average trend, in bold black line, serves as representative one. Finally,
the result of the calibration, taking as output the temporal dynamic of lumen
area, is reported in Fig. 5(d), showing a high level of accuracy with a percentile
error lower than 2%.

5 Conclusion

In the current work, a model of vascular adaptation has been implemented as
a generalization of a previous ABM developed by our group. With the new
approach we abated the limitation imposed by the use of a fixed grid by using
a technique that relies almost entirely on PDEs and differential equation to
compute the plasticity of the wall and the motility of the cells. As appreciated
in the Results section, the key point to obtain an accurate model consists into
the right definition of the forces that drive SMCs motion and of course in their
effective implementation. After all, one of the power of the model is exactly
its ability to test different hypothesis at computational level in a short time
and in an effective way. Two evidences can be learn from our model. First, to
consider the invasion of the matrix operated by SMCs is pivotal to maintain
mechanical homeostasis [15] and consequently to reproduce experimental data
accurately. Second, the definition of the distance threshold that operates the
different cell-cell interaction forces are as much important. The obvious next
step is the extension of the model toward the third dimension along with an
extensive study of data from histology in order to better reconstruct the initial
structure of the vein. Finally, the recent work published by Browning et al. [16],
based on prostate cancer cell lines, gives an excellent example of what should
come next in this vascular adaptation study. Further validation of the model
with quantitative metrics on density map of cell migration an spatially accurate
proliferation and apoptosis rate is underway and will require extensive post-
processing of our experimental data set.
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Abstract. In this work I reflect on the development of a multiscale
simulation approach for forced migration, and present two prototypes
which extend the existing Flee agent-based modelling code. These include
one extension for parallelizing Flee and one for multiscale coupling. I
provide an overview of both extensions and present performance and
scalability results of these implementations in a desktop environment.
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1 Introduction

In recent years, more and more people have been forcibly displaced from their
homes [1], with the number spiraling to over 65 million in 2017. The causes of
these displacements are wide-ranging, and can include armed conflict, environ-
mental disasters, or severe economic circumstances [2]. Computational models
have been used extensively to study forced migration (e.g., [3,4]), and in par-
ticular agent-based modelling has been increasingly applied to provide insights
into these processes [5–7]. These insights are important because they could be
used to aid the allocation of humanitarian resources or to estimate the effects of
policy decisions such as border closures [8].

We have previously presented a simulation development approach to predict
the destinations of refugees moving away from armed conflict [9]. The simulations
developed using this approach rely on the publicly available Flee agent-based
modelling code (www.github.com/djgroen/flee-release), and have been shown
to predict 75% of the refugee destinations correctly in three recent conflicts in
Africa [9].

An important limitation of our existing approach is the inability to predict
how many refugees emerge from a given conflict event at a given location. In a
preliminary study, we approached this problem from a data science perspective
with limited success [10], and as a result we are now exploring the use of simula-
tion. As part of this broader effort, I have adapted the Flee code to enable (a) the
parallel execution for superior performance, and (b) the coupling to additional
c© Springer International Publishing AG, part of Springer Nature 2018
Y. Shi et al. (Eds.): ICCS 2018, LNCS 10861, pp. 869–875, 2018.
https://doi.org/10.1007/978-3-319-93701-4_69
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models. The latter aspect is essential as it allows us to connect simulations of
smaller scale population movements, e.g. of people escaping a city of conflict,
with simulations of larger scale population movements, e.g. refugee movements
nationwide.

In this work, I present the established prototypes to enable parallel, multi-
scale simulations of forced migration in this context. In Sect. 2 I discuss the effort
on parallelizing Flee, and in Sect. 3 the effort on creating a coupling interface for
multiscale modelling. In Sect. 4 I present some preliminary performance results,
and in Sect. 5 I reflect on the current progress and its wider implications.

2 Prototype I: A Parallelized Flee

As a first step, I have implemented a parallelized prototype version of the Flee
kernel, which is described in detail by Suleimenova et al. [9]. The Flee code is a
fairly basic agent-based modelling kernel written in Python 3, and our parallel
version relies on the MPI4Py module. In this prototype version, I prioritized
simplicity over scalability, and seek to investigate how far I can scale the code,
while retaining a simple code base. Overall, the whole parallel implementation
is contained within a single file (pflee.py) which extends the base Flee classes
and contains less than 300 lines of code at time of writing.

2.1 Parallelization Approach

Within this Flee prototype I chose to parallelize by distributing the agents across
processes in equal amounts, regardless of their location. The base function to
accomplish this is very simplistic:

def addAgent(self, location):
self.total_agents += 1
if self.total_agents % self.mpi.size == self.mpi.rank:

self.agents.append(Person(location))

Here, the total number or processes is given by self.mpi.size, and the rank of the
current process by self.mpi.rank. I can instantly identify on which process a given
agent resides, by using the agent index in conjunction with the “% self.mpi.size”
operator.

Compared to existing spatial decomposition approaches (e.g., as used in
RePast HPC [11]), our approach has the advantage that both tracking the agents
and balancing the computational load is more straightforward. However, it has
major disadvantages in that it currently does not support directly interacting
agents (agents only interact indirectly through modifying location properties).
Adding such interactions would require additional collective communications in
the simulation. In the case of Flee, this limitation is not an issue, but it can
become a bottleneck for codes with more extensive agent rule sets. Additionally,
a limitation of this approach is that the location graph needs to be duplicated
across each process, which can become a memory bottleneck for extremely large
location graphs.



Development of a Multiscale Simulation Approach for Forced Migration 871

2.2 Parallel Evolution of the System

The evolve() algorithm, which propagates the system by one time step is struc-
tured as follows (functions specific to the parallel implementation are italicized):

1. Update location scores (which determine the attractiveness of locations to
agents).

2. Evolve all agents on local process.
3. Aggregate Agent totals across processes.
4. Complete the travel, for agents that have not done so already.
5. Aggregate Agent totals across processes.
6. Increment simulated time counter.

One requires two MPI AllGather() operations per iteration loop. Our existing
refugee simulations currently require 300–1000 iterations per simulation, which
would result in 600–2000 AllGather operations. As these operations require all
processes to synchronize, I would expect them to become a bottleneck at very
large core counts.

3 Prototype II: A Multiscale Flee Model

As a second step, I have implemented a multiscale prototype version of the Flee
kernel. In this prototype version, I again prioritized simplicity over scalability.
Overall, our multiscale implementation is contained within a single file (cou-
pling.py) which accompanies the base flee classes (serial or parallel, depending
on the user preference). The multiscale implementation contains less than 200
lines of code at time of writing.

In the multiscale application, individual locations in the location graph are
registered as coupled locations. Any agents arriving at these locations in the
microscale model will then be passed on to the macroscale model using the
coupling interface. The coupling interval is set to 1:1 for purposes of the per-
formance tests performed here (to ease the comparison with single scale perfor-
mance results), but it is possible to perform multiple iterations in the microscale
submodel for each iteration in the macroscale submodel by changing the cou-
pling interval value. This would then result not only in different spatial scales,
but also differing time scales. In the prototype implementation, the coupling
is performed using file transfers, where at each time step both models write
their agents to file and read the files of the other model for incoming agents.
As a result, two-way coupling is possible, and both models are run concurrently
during the simulation.

In our implementation, the coupling interface is set up as follows:

c = coupling.CouplingInterface(e)
c.setCouplingFilenames("in","out")
if(submodel_id > 0):

c.setCouplingFilenames("out","in")
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And the coupled locations are registered using a c.addCoupledLocation(), which
is called once for each location to be coupled. During the main execution loop,
after all other computations have been performed, the coupling activities are
initiated using the function c.Couple(t), where t is the current simulated time
in days.

4 Tests and Results

In this section I present results from two sets of performance tests, one to deter-
mine the speedup of the parallel implementation, and one to test the speedup of
the multiscale implementation. All tests were performed on a desktop machine
with an Intel i5-4590 processor with 4 physical cores and no hyper-threading
technology.

For our tests, I used a simplified location graph, presented in Fig. 1. Note that
the size of the location graph only has a limited effect on the computational cost
overall, as agents are only aware of locations that are directly connected to their
current location.

Fig. 1. Location graph of the microscale agent-based model. The location graph of
the macroscale agent-based model has a similar level of complexity. This graph was
visualized automatically using the Python-based networkx package.

4.1 Parallel Performance Tests

In these tests I run a single instance of Flee on the desktop using 1, 2 or 4 pro-
cesses. I measured the time to completion for the whole simulation using 10000
agents, 100000 agents and one million agents, and present the corresponding
results in Table 1. Based on these measurements, Flee is able to obtain a speedup
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between 2.53 and 3.44 for p = 4, depending on the problem size. This indicates
that the chosen method of parallelization delivers a quicker time to completion,
despite its simplistic nature. However, it is likely that the slow single-core perfor-
mance of Python codes result in apparent better scaling performance when such
codes are parallelized. Consequently, I would expect the obtained speedup to be
somewhat lower if this exact strategy were to be applied to a C or Fortran-based
implementation of Flee. Given the low temporal density of communications per
time step (time steps complete in >0.13 s wall-clock time in our run, during
which only two communications take place), it is unlikely that the scalability
would be significantly reduced if these tests were to be performed across two
interconnected nodes.

Table 1. Scalability results from the Flee prototype. All runs were performed for
10 time steps (production runs typically require 300–1000 time steps). Runs using 8
processes on 4 physical cores did not deliver any additional speedup.

Agents # of Processes (p) # of Time to completion [s] Speedup

10000 1 3.325 1.0

10000 2 1.770 1.88

10000 4 1.315 2.53

100000 1 29.26 1.0

100000 2 14.63 2.0

100000 4 8.896 3.29

1000000 1 277.1 1.0

1000000 2 142.7 1.94

1000000 4 80.58 3.44

4.2 Multiscale Performance Tests

In these tests I run two coupled instances of Flee on the desktop using 1, 2 or 4
processes each. Runs using 4 processes each feature 2 processes per physical core.
I measured the time to completion for the whole simulation using 10000 agents,
100000 agents and one million agents, which were inserted in the microscale sim-
ulation, but gradually migrated to the macroscale simulation using the coupling
interface.

I present the results from the multiscale performance tests in Table 2. Here
the multiscale simulations scale up excellently from 1 + 1 to 2 + 2 processes, given
that the model contains at least 100000 agents. Further speedup can be obtained
by mapping 8 processes (4 + 4) to the 4 physical cores (i.e. 2 threads per core),
leading to a speedup of 2.9 for coupled models with 1000000 agents in total. This
additional scaling is surprising because the cores do not support hyper-threading
themselves, but could indicate that individual processes can frequently run at
high efficiency even when less than 100% of the CPU capacity is available.
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Table 2. Multiscale performance results using two Flee prototype instances. All runs
were performed for 10 time steps (production runs typically require 300–1000 time
steps). Note: runs using 4 + 4 processes were performed using only 4 physical cores.

Agents # of Processes (p) # of Time to completion [s] Speedup

10000 1 + 1 4.016 1.0

10000 2 + 2 2.436 1.65

10000 4 + 4* 2.241 1.79

100000 1 + 1 31.08 1.0

100000 2 + 2 16.17 1.92

100000 4 + 4* 14.07 2.21

1000000 1 + 1 326.7 1.0

1000000 2 + 2 161.4 2.02

1000000 4 + 4* 112.8 2.90

Given that both the single scale and multiscale simulations have the same
number of agents in the system, it is clear that the multiscale coupling introduces
additional overhead. This is because multiscale simulations rely on two Flee
instances to execute, and because file synchronization (reading and writing to
the local file system) is performed at every time step between the instances. It is
possible to estimate the total multiscale overhead by comparing the fastest single
scale simulation for each problem size with the fastest multiscale simulation for
each problem size. In doing so, I find that the overhead is smaller for larger
problem sizes, ranging from 70% (2.241 vs 1.315) for simulations with 10000
agents to 40% (112.8 vs 80.58) for those with 100000 agents.

5 Discussion

In this work I have presented two prototype extensions to the Flee code, to enable
respectively parallel execution and multiscale coupling. The parallel implemen-
tation delivers reasonable speedup when using a single node, but is likely to
require further effort in order to make Flee scale efficiently on larger clusters
and supercomputers. However, uncertainty quantification and sensitivity analy-
sis are essential in agent-based models, and even basic production runs require
100 s of instances to cover the essential areas for sensitivity analysis. As such,
even a modestly effective parallel implementation can enable a range of Flee
replicas to efficiently use large computational resources. The multiscale coupling
interface enables users to combine two Flee simulations (and theoretically more
than two), using one to resolve small scale population movements, and one to
resolve large scale movements. Through the use of a plain text file format (.csv),
it also becomes possible to couple Flee to other models. However, this implemen-
tation is still in its infancy, as the coupling overhead is relatively large (40–70%)
and the range of coupling methods very limited (file exchange only). Indeed,
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the aim now will be to integrate the Flee coupling with more mature coupling
software such as MUSCLE2 [12], to enable more flexible and scalable multiscale
simulations, using supercomputers and other large computational resources.

A last observation is in regards to the development time required to create
these extensions. Using MPI4Py, I found that both the parallel implementation
and the coupling interface took very little time to implement. In total, I spent
less than 40 person hours of development effort.
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