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Preface

The present book includes 11 extended and revised versions of a set of selected
papers from the 9th International Conference on Agents and Artificial Intelligence
(ICAART 2017), held in Porto, Portugal, during February 24–26, 2017.

ICAART 2017 received 158 paper submissions from 45 countries, of which 7% are
included in this book.

The selection procedure consisted of two phases. In the first phase, the event chairs
selected a set of potentially eligible papers. Their selection was based on a number of
criteria that included the classifications and comments provided by the Program
Committee members, the session chairs’ assessments, and also the program chairs’
global view of all papers. The authors of the selected papers were then invited to submit
a revised and extended version of their papers having at least 30% innovative material.
The second phase started after the receipt of the extended papers. They were reviewed
by members of the Program Committee, with emphasis on the scientific value of the
augmented innovative material. Moreover, the size of the new material was critically
scrutinized (on possessing at least 30% novel material).

The purpose of the book is to disseminate valuable scientific contributions to the
field of agent technology and artificial intelligence. The International Conference on
Agents and Artificial intelligence (ICAART) is an excellent means to serve this pur-
pose by bringing together researchers, engineers, and practitioners interested in the
theory and applications in these areas. Two simultaneous related tracks were held at the
conference, covering both agent applications and front-ranked AI research work. The
first track focused on agents, multi-agent systems, software platforms, distributed
problem solving, and distributed AI in general. The second track focused mainly on
artificial intelligence, knowledge representation, planning, learning, scheduling, per-
ception, reactive AI systems, evolutionary computing, and other topics related to
intelligent systems and computational intelligence.

The book consists of 11 contributions of high quality. For a list of the papers, we
refer readers to the Table of Contents. The proceedings of ICAART 2017 cover the
following topics: Knowledge Representation and Reasoning (3), Natural Language
Processing (3), Planning and Scheduling (2), Multi-Agent Systems (1), Semantic Web
(1), and Intelligent User Interfaces (1).

We would like to thank all the authors for their contributions and also the reviewers,
who helped ensure the quality of this publication, for their constructive reports.

February 2017 Jaap van den Herik
Ana Paula Rocha

Joaquim Filipe
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A Description Logic Based
Knowledge Representation Model

for Concept Understanding

Farshad Badie(&)

Center for Computer-mediated Epistemology, Aalborg University,
Rendsburggade 14, 9000 Aalborg, Denmark

badie@id.aau.dk

Abstract. This research employs Description Logics in order to focus on
logical description and analysis of the phenomenon of ‘concept understanding’.
The article will deal with a formal-semantic model for figuring out the under-
lying logical assumptions of ‘concept understanding’ in knowledge represen-
tation systems. In other words, it attempts to describe a theoretical model for
concept understanding and to reflect the phenomenon of ‘concept understand-
ing’ in terminological knowledge representation systems. Finally, it will design
an ontology that schemes the structure of concept understanding based on the
proposed semantic model.

Keywords: Concept understanding � Conceptualisation
Terminological knowledge � Interpretation � Formal semantics
Description logics � Ontology

1 Introduction and Motivation

My point of departure is the special focus on the fact that there has always been a
general problem concerning the notion of ‘concept’, in linguistics, psychology, phi-
losophy, and computer science. In Kant’s opinion, a concept is the “unity of the act of
bringing various representations under one common representation”. In addition, Kant
believed that “no concept is related to an object immediately, but only to some other
representation of it”, see [16]. However, it has never been transparent (i) if concepts are
some mental representations as well as mental images of various phenomena, or
(ii) whether concepts always have to be bound up (and thus, be labelled) with some
linguistic expressions.

Concepts are the main building blocks of this research. Note that this article, as an
extended version of [4], aims at providing a logical analysis of a specific use of the
phenomenon of ‘concept’ in terminological knowledge representation systems. In order
to see and conceptualise concepts from the perspective of logics, we need to interpret
them some logical-assessable phenomena. For example, we can interpret a concept a
set (class) like the set of Trees. Consequently, a set, that is an understandable and
assessable mathematical phenomenon, can be applied to different contexts. Accord-
ingly, a concept might be considered a conceptual entity and, in fact, could be

© Springer International Publishing AG, part of Springer Nature 2018
J. van den Herik et al. (Eds.): ICAART 2017, LNAI 10839, pp. 1–21, 2018.
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correlated with a distinct ‘entity’ or with its essential attributes, characteristics, and
properties. Note that a conceptual entity’s properties express its relationships with itself
and with other conceptual entities (e.g., reflexive, irreflexive, symmetrical, anti-
symmetrical, transitive, anti-transitive relationships).

Through the lens of First-Order Predicate Logic, an entity is assessable a [unary]
predicate. Accordingly, such an equivalence between a [conceptual] entity and a unary
predicate can support terminological descriptions as well as logical representations of
that conceptual entity. The main task of predicates is ‘assigning’. In fact, predicates
make mental mappings from the attributes and properties of conceptual entities into
subjects, see ‘predicate’ in [7]. Furthermore, predicates can express the conditions that
the conceptual entities referred to may satisfy. So, the most central logical premise is
that predicates describe conceptual entities in order to determine the applications of
logical descriptions and, accordingly, to play fundamental roles in reasoning processes
and in giving satisfying conditions for definitions of truth. Consequently, predicates, as
the outcomes of predications, express meanings and produce formal semantics. Sub-
sequently, a formal semantics could focus on multiple conditions through definitions of
truth (and falsity). Note that any formal semantics deals with the interrelationships
between the signifiers of a description and what the signifiers do [or have been
designed to do], see [5, 12, 15, 20]. This could be interpreted the most significant
essence of any formal semantics.

In this research, concepts (conceptual entities) and their interrelationships will be
employed to establish the basic terminology adopted in the modelled domain regarding
the hierarchical structures. Relying on such a hierarchical structure, this research
focuses on logical description as well as logical analysis of the phenomenon of
‘concept understanding’. The desired logical descriptions will have a special focus on
my methodological assumption that expresses that “one can find out that an individual
thing/phenomenon is an instance of a concept (conceptual entity) and, thus, his1

individual grasp of that concept (in the form of his conceptions) provide supportive
foundations for producing his own conceptualisations. Accordingly, he restricts his
produced conceptualisation to his concept understanding”. This article will focus on
describing and characterising humans’ concept understandings and will deal with a
formal-semantic model for uncovering the underlying logical assumptions of ‘concept
understanding’ in knowledge representation systems. In other words, it attempts to
describe a theoretical model for concept understanding and to reflect it in termino-
logical knowledge representation systems. In this research, the phenomenon of ‘con-
cept understanding’ will be seen from multiple perspectives. Subsequently, the
expressiveness (as well as complexity) of the desired semantic model’s descriptions
will be improved (and increased).

In this research, the formal semantic analysis of concept understanding is based on
Description Logics (DLs). DLs can support me in proposing a comprehensible logical
description for clarifying the phenomenon of ‘concept understanding’. DLs are, as the
most well-known knowledge representation formalisms, used for representing predi-
cates and for formal reasoning over them. They mainly focus on terminological

1 For brevity, I use ‘he’ and ‘his’ whenever ‘he or she’ and ‘his or her’ are meant.
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knowledge. It is of a terminological system’s particular importance in providing a
logical formalism for knowledge representation systems and, also, for ontology rep-
resentations. In information and computer sciences, ontologies are formal and explicit
specification of a shared conceptualisation, see [9, 23]. This research, thus, will focus
on building up as well as formalising an ontology for ‘concept understanding’. The
desired ontology provides a structural representation of concept understanding based
on the analysed semantic model.

2 The Phenomenon of ‘Concept Understanding’

The term ‘understanding’ is very complicated and sensitive in psychology, neuro-
science, cognitive science, philosophy, and epistemology. It shall be emphasised that
there has not been any adequate model for understanding. More specifically, there has
not been any complete, deterministic, and unexceptionable model for describing the
phenomenon of ‘understanding’. Anyhow, there have been some proper models for:

1. understanding of understanding (e.g., [11]),
2. understanding representation (e.g., [19, 26]), and
3. specification of the components of understanding (i.e., from the cognition’s as well

as desires’ and emotions’ perspectives), e.g., [8, 10, 17, 18, 24, 25, 27].

The first category of models can describe how the phenomenon of ‘understanding’
could be realised and figured out in different contexts. The second category focuses on
epitomising, designing, visualising, and illustrating the phenomenon of ‘understanding’
in different contexts. And finally, the third category focuses on recognising and
specifying the most significant ingredients and constructors of the phenomenon of
‘understanding’ (mostly from the cognitive perspectives).

Taking into consideration the phenomenon of ‘understanding’, the following
assumptions can describe my main conceptions of the phenomenon of ‘concept
understanding’:

1. I shall assume that if one is going to produce his understanding based on a concept
(conceptual entity), then, he will be, either directly or indirectly, become concerned
with the ontology as well as the existence of that concept. For instance, producing
understanding based on the entity ‘Tree’ makes one concerned with the existence
and nature of the concept ‘Tree’. Therefore, it must be accepted that the phe-
nomenon of ‘concept understanding’ relates a human being with the existence of a
conceptual entity.

2. There is a strong interconnection and dependency between the phenomenon of
‘concept understanding’ and the phenomenon of ‘explanation’. In addition, it shall
be taken into account that the conceptual relationships between the explanans (that
which does the explaining) and the explanandum (that which is to be explained)
support the phenomenon of ‘concept understanding’. Consequently, the phe-
nomenon of ‘explanation’, as the outcome of the logical relationships between the
explanans and the explanandum, attempts to shed light on the concept under-
standing’s targets. For example, explaining Tree and understanding Tree are
strongly interrelated to each other.

A Description Logic Based Knowledge Representation Model 3



3. In order to describe the phenomenon of ‘concept understanding’, we can see it from
the structuralist point of view. Such an overview can support us in explaining different
facts and procedures about ‘concept understanding’. It is undeniable that under-
standing Tree and understanding Bough are tied to each other. Obviously, observing
‘concept understanding’ from the structuralist point of view can connect us to the
dependencies between the phenomenon of ‘concept understanding’ and the phe-
nomenon of ‘explanation’. Accordingly, we may become concerned with two issues.
a. With the taxonomies and hierarchies of concept understanding. This means that

seeing concept understanding from the structuralist point of view can link us to
the existence of the phenomenon of ‘concept understanding’ and, subsequently,
to concept understanding’s different levels of complexity. For example, under-
standing Tree can, inductively, connect us with understanding ‘young Tree’ and
understanding ‘flowers of a young Tree’.

b. With multiple aspects/criteria of concept understanding (Specially from the
perspective of Cognition) that can relate various components of concept
understanding to each other. Note that we may also apply different tools (e.g.,
graphical tools, statistical tools, concept maps) in order to, inductively, relate
different components of a concept understanding to each other.

In Sect. 6, you will see that my semantic model focuses on the junctions between
‘understanding of concept understanding’ and ‘concept understanding representation’.

3 Description Logics

My main reference to Description Logics is [1]. Description Logics (DLs) represent
knowledge in terms of (i) individuals (objects, things), (ii) concepts (classes of indi-
viduals), and (iii) roles (relationships between individuals). Individuals correspond to
constant symbols, concepts to unary predicates, and roles to binary (or any other n-ary)
predicates in Predicate Logic. A predicate in Predicate Logic can have a [possibly
specified] equivalent concept in DLs. There are two kinds of atomic symbols, which
are called atomic concepts and atomic roles. These symbols are the elementary
descriptions from which we can inductively (by employing concept constructors and
role constructors) construct the specified descriptions. Considering NC, NR, and NO the
sets of atomic concepts, atomic roles, and individuals, respectively the ordered triple
(NC, NR, NO) denotes a signature. The set of main logical symbols in ALC (Attributive
Concept Language with Complements) that is the Prototypical DL (see [21]) is:

fConjunctionðu : AndÞ;Disjunctionðt : OrÞ;Negation : : Notð Þ;
Existential Restrictionð9 : There exists. . .Þ;Universal Quantificationð8 : For all. . .Þg:

In addition, ALC contains:

fAtomicConcepts Að Þ;
TopConceptð> : TautologyÞ;BottomConceptð? : ContradictionÞg
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In order to define a formal semantics, we need to apply terminological interpre-
tations over our signatures. More particularly, any [terminological] interpretation
consists of:

(a) a non-empty set Δ that is the interpretation domain and consists of any variable
that occurs in any possible concept description, and

(b) an interpretation function (.I). I prefer to name it ‘interpreter’.

The interpreter assigns mI to every individual m. Note that mI is in ΔI (i.e., mI 2 ΔI).
Also, it assigns to every atomic concept A, a set AI � ΔI. In addition, it assigns to every
atomic role P (between two individuals), a binary relation like PI, such that: PI � Δ
I � ΔI. This relationship is inductively extendable for any n-ary relationship over the
interpretation domain. Table 1 reports the syntax and the semantics of ALC.

A knowledge base in DLs usually consists of a number of terminological axioms
and world descriptions (so-called ‘assertions’), see Table 2.

In DLs, in case a given terminological interpretation could assign the value True to
a concept description, that interpretation is called a ‘model’ of that description. Con-
sequently, a terminological interpretation (like I) can be a model of a terminological
and, respectively, of an assertional description if and only if it can satisfy them
semantically, see Tables 2 and 3. In these Tables P is an atomic role, R and S are role
descriptions, A is an atomic concept, and C and D are concept descriptions.

Table 1. The prototypical description logic

Syntax Semantics

A AI � ΔI

P PI � ΔI� ΔI

⊤ ΔI

⊥ ∅

C ⊓ D (C ⊓ D)I = CI \ DI

C ⊔ D (C ⊔ D)I = CI [ DI

¬C (¬C)I = ΔI \ CI

9R. C {a | 9b.(a,b) 2 RI ^ b 2 CI}
8R. C {a | 8b.(a,b) 2 RI � b 2 CI}

Table 2. Axioms and world descriptions in DLs

Name Syntax Semantics

Concept inclusion axiom C ⊑ D CI � DI

Role inclusion axiom R ⊑ S RI � SI

Concept equality axiom C � D CI = DI

Role equality axiom R � S RI = SI

Concept assertion C(a) aI 2 CI

Role assertion R(a, b) (aI, bI) 2 RI
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4 Logical Characterisation of Terminological Knowledge

Description Logics (DLs) are a family of semi-formal descriptive languages. Any DL
(like ALC) represents concepts and their interrelationships in order to represent ter-
minological knowledge. Subsequently, it provides a logical backbone for concept-
based reasoning processes. In this section, I do focus on logical analysis of the ter-
minological background of concept-based reasoning.

Suppose that the function MK(C) denotes that machine (M) has—on a basis sup-
ported by its terminological knowledge (K)—focused on the concept C. Let T and
W stand for a terminology and a world description, respectively. Thus, the termino-
logical knowledge is equal to (T, W). More specifically, considering EC as a set of
examples of the concept C,

EC ¼ Eþ
C ;E�

C

� �

where, Eþ
C and E�

C stand for positive and negative examples of C, respectively.
Consequently:

• If a concept assertion (like D(a)) is satisfied by K (and, in fact, by (T, W)), then:

8a 2 Eþ
C Wð Þ;K � D að Þ:

• If a concept assertion (like D(b)) is not satisfied by K, then:

8b 2 E�
C Wð Þ;K 2D bð Þ:

The logical symbol ‘⊨’ in the term ‘K ⊨ D(a)’ denotes that knowledge K has been
supportive (and satisfactory) for satisfying the concept description D(a). In fact, K (as a
collection of terminology T and world description W) can satisfy the expressed concept
description. Also, the symbol ‘⊭’ in the term ‘K ⊭ D(b)’ describes that K has not been
supportive (and satisfactory) for satisfying the concept description D(b).

These conclusions are also valid in the case of roles. More specifically,
MK(R) denotes that machine M has—on a basis supported by its terminological
knowledge (K)—focused on the n-ary role (R). Consequently:

ER ¼ Eþ
R ;E�

R

� �
:

Table 3. Inductive concept descriptions.

Over concept Over role

AI � ΔI PI � ΔI� ΔI

⊥I = ∅ ⊥I = ∅

(¬C)I = ΔI \ CI (¬R)I = (ΔI� ΔI) \ RI

(C ⊓ D)I = CI \ DI (R ⊓ S)I = RI \ SI
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Therefore:

• If the role assertion R(a1, a2, …, an) is satisfied by K (and, in fact, by (T, W)), then:

8a1; a2; . . .; an 2 Eþ
R Wð Þ;K � R a1; a2; . . .; anð Þ:

• If the role assertion R(b1, b2, …, bn) is not satisfied by K, then:

8b1; b2; . . .; bn 2 E�
R Wð Þ;K 2 R b1; b2; . . .; bnð Þ:

5 Logical Clarification of Concept Understanding

This section offers two examples in order to deal with a logical clarification of the
phenomenon of ‘concept understanding’.

5.1 Example I

Mary thinks that the term ‘there is a young student’ and the term ‘there is a non-old
student’ are equivalent to each other. Mary’s verification between these two proposi-
tions is expressible in DLs by:

9hasStudent:Young � 9 hasStudent::Old:

We can figure out that Mary has, mentally, assumed the axiom stating that Young
and Old are two disjoint (= distinct) concepts. In fact, the logical description
‘Young ⊓ Old ⊑ ⊥’ has formed a presupposition (in the form of a terminological
axiom) in Mary’s mind. It’s obvious that Mary’s interpretation has played crucial roles
here. More specifically, her terminological interpretation has been carried out based on
the following fundamental logical descriptions:

i. Young ⊓ Old ⊑ ⊥. This fundamental description expresses that Young and Old
are two disjoint concepts in Mary’s mind.

ii. Person ⊑ Young ⊔ Old. This fundamental description means that every person is
either young or old in Mary’s mind. Equivalently, any person could be described
(and predicated) either by the predicate Young or by the predicate Old.

Mary has interpreted and, respectively, has understood that the proposition ‘there is
a young student’ and the proposition ‘there is a non-old student’ have the same
meanings. More specifically, Mary’s terminological interpretations (over ‘Young ⊓
Old ⊑ ⊥’ and ‘Person ⊑ Young ⊔ Old’) have produced her understanding of the
equivalence (�) between the concept descriptions ‘9hasStudent.Young’ and ‘9hasS-
tudent.¬Old’. We can see that Mary’s interpretation has been restricted (limited) to her
understanding of the disjointness of the concept descriptions ‘9hasStudent.Young’ and
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‘9hasStudent.¬Old’. Note that two concepts (concept descriptions) like C and D are
logically and semantically equivalent when, ‘for all’ possible terminological interpre-
tations like I, we have: CI = DI.

If one other person, say John, does not assume the axioms stating that ‘Young and
Old are two disjoint concepts’ and ‘every person is either young or old’, then there will
not be an equivalence relation between 9hasStudent.Young and 9hasStudent.¬Old. Let
me conclude that Mary’s and John’s concept understandings are dissimilar, because
they have had different terminological interpretations in their minds. Such a difference
is caused by their different conceptions of the world. For example, John may—re-
garding his terminological interpretation—believe that the proposition ‘there is a
middle-aged student’ comes next to ‘there is a young student’ and ‘there is a non-old
student’. In fact, John keeps in mind the axiom ‘Person ⊑ Young ⊔ Mid-
dleAged ⊔ Old’. It means that every person is young or middle-aged or old. Conse-
quently, John by taking this axiom (based on his own conception) into consideration
doesn’t understand ‘9hasStudent.Young’ and ‘9hasStudent.¬Old’ as equivalent con-
cept descriptions.

5.2 Example II

Mary believes that the propositions ‘Anna has a child who is a philosopher’ and ‘Anna
has a child who is a painter’ could be jointly expressed by the proposition ‘Anna has a
child who is a philosopher and painter’. Translated into DLs we have her description as:

ð9 hasChild:Philosopheru9 hasChild:PainterÞ �
9hasChild:ðPhilosopheruPainterÞ:

Suppose that Anna has two children and one is a philosopher and the other one is a
painter. Then, 9hasChild.(Philosopher ⊓ Painter) is not equivalent to 9hasChild.
Philosopher ⊓ 9hasChild.Painter, because the one who is a philosopher, is not a
painter, and vice-versa.

Actually, Mary has not proposed a correct description. Her non-correct description
is caused by her inappropriate terminological interpretation. Accordingly, her concept
understanding has followed her inappropriate interpretation. In fact, she has incorrectly
understood that the proposition ‘Anna has a child who is a philosopher and painter’ is
equivalent to the collection of the propositions ‘Anna has a child who is a philosopher’
and ‘Anna has a child who is a painter’. Reconsidering the proposed formalism, the
concept descriptions:

1. ‘9hasChild.Philosopher ⊓ 9hasChild.Painter’, and
2. ‘9hasChild.(Philosopher ⊓ Painter)’

are not, semantically, the same. In fact, there should not be an equivalence symbol
between them. Thus, Mary’s interpretation has not been satisfactory. Subsequently, her
concept understanding is not satisfactory and appropriate.
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6 A Semantic Model for Concept Understanding

Relying on Sect. 4, this section focuses on logical analysis of concept understanding
and its terminological representation. More specifically, this section by taking into
account my logical conceptions of ‘concept understanding’ (offered in Sect. 2) analyses
a formal semantics and, subsequently, focuses on the junctions between ‘understanding
of concept understanding’ and ‘concept understanding representation’ in terminological
systems.

6.1 Concept Understanding as a Relation (and Function)

I shall claim that ‘concept understanding’ expresses a relationship. This relationship
relates ‘the characteristics and attributes of a concept’ to ‘a description’. More
specifically, understanding is a function (mapping) from a concept (conceptual entity)
as well as its attributes into a statement. In fact, one could, based on his personal
concept understanding, propose his personal concept descriptions. Therefore:

Concept Understanding : Concept ! Concept Description:

Let me be more specific:

A. A human being—by concept understanding—attempts to map the significant
characteristics of concepts into some concept descriptions. For example, ‘breath-
ing’, as a biological and psychological process, is a characteristic and trait of all
animals. Then, breathing (that is a role) is the characteristic of the concept Animal.
Therefore, (i) knowing the fact that the individual ‘horse’ is an instance of the
concept ‘Animal’ (Formally: Animal(horse)), and (ii) drawing the [concept sub-
sumption] inference ‘Horse ⊑ Animal’, collectively lead us to knowing and, sub-
sequently, to understanding that ‘horses breathe’ (or equivalently: ‘horses do
breathing’). Note that the role ‘breathing’ could be manifested in the concept
‘Breath’. Therefore, (i) and (ii) collectively lead us to expressing the concept
description ‘Animal(horse) ⊓ 9hasTrait.Breath’ for the individual ‘horse’ (as an
instance of the concept ‘Animal’) and, respectively, for the concept ‘Horse’ (as a
sub-concept of ‘Animal’).

B. A human being—by concept understanding—attempts to map the concepts’
reflexive properties (concepts’ interrelationships with themselves) into some con-
cept descriptions. For example, one who knows that ‘male horses breathe’, by
taking into consideration the terminological and assertional axioms:

{
Animal(horse),
Horse ⊑ Animal,
MaleHorse ⊑ Horse,
FemaleHorse ⊑ Horse
},

can figure out and, accordingly, can understand that ‘female horses breathe’ as
well.
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C. A human being—by concept understanding—attempts to map the concepts’
properties (and their relationships with other concepts) into some concept
descriptions. For example, one who knows that ‘horses breathe’ (and as described:
Animal(horse) ⊓ 9hasTrait.Breath), could, respectively figure out and understand
that the individual ‘rabbit’ (that is an Animal) breathes as well. So, he could
express that ‘rabbits breathe’ and, in fact, Animal(rabbit) ⊓ 9hasTrait.Breath.

Conclusion. Relying on Predicate Logic (and on DLs), the phenomenon of ‘concept
understanding’ could be interpreted a ‘binary predicate’ (and a ‘role’ of human beings
on expressing concept descriptions). This role will be represented by ‘understanding’ in
my formalism.

6.2 Concept Understanding as a Conceptualisation

Concept understanding could be interpreted the limit/type of conceptualisation.
Accordingly, humans need to conceptualise concepts in order to understand them. In
[2, 3], I have interpreted a ‘concept understanding’ a local manifestation of a global
‘conceptualisation’. Then, I acknowledge one’s ‘concept understanding’ as a limited
type of his own conceptualising. Note that ‘conceptualising’ could be recognised his
role. This conclusion, relying on DLs, could be represented by the role inclusion (or
role sub-sumption):

understandingY conceptualising:

In fact, considering C a concept,

understanding C� conceptualising C:

On the other hand, ‘it is not the case that all conceptualisations are concept
understandings’. In fact, all the conceptualised concepts are not necessarily understood.

6.3 Concept Understanding as an Interpretation-Based Model

Generally, an interpretation is the act of elucidation, explication, and explanation, see
[22]. According to [14] and through the lens of philosophy, “…in existential and
hermeneutic philosophy, interpretation becomes the most essential moment of human
life: The human being is characterized by having an ‘understanding’ of itself, the
world, and others. This understanding, to be sure, does not consist—as in classical
ontology or epistemology—in universal features of universe or mind, but in subjective–
relative and historically situated interpretations of the social. …”. Regarding [7] and
through the lens of logic, an ‘interpretation’ of a logical system assigns meanings as
well as semantic values to the formulae and their elements. At this point I shall
emphasise that formal languages may see the phenomenon of ‘interpretation’ termi-
nologically. In fact, a logical-terminological system can restrict the phenomenon of
‘interpretation’ to the phenomenon of ‘terminological interpretation’ in order to assess
and apply it in logical as well as terminological contexts. More specifically, from the
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perspective of a logical-terminological system, one who has engaged his interpretations
to explicate [and justify] what [and why] he means by classifying a thing/phenomenon
as an instance of a concept, needs to interpret the non-logical signifiers of various
concept descriptions within his linguistic expressions.

Considering any set of non-logical symbols (that have no logical consequences) in
a terminology, a terminological interpretation of humans’ languages could be described
to be constructed based on the tuple:

ðInterpretationDomain; Interpretation FunctionÞ:

The first component (the interpretation domain) expresses the universe of the
interpretation. Note that in linguistic and philosophical approaches it might be called
‘universe of discourse’.

As mentioned above, an interpretation domain (like D) must be non-empty (i.e..,
D 6¼ ∅). This non-empty set supports the range of any variable that occurs in any of
the concept descriptions within logical descriptions of linguistic expressions. It is a fact
that the collection of the rules and the processes that manage different terms and logical
descriptions in linguistic expressions, cannot have any meaning until the non-logical
signifiers and constructors are given terminological interpretations. The interpretations
prepare human beings for producing their personal meaningful as well as under-
standable concept descriptions. Hence, I believe that all ‘concept understandings’ are
‘concept interpretations’. According to [4], this conclusion could be represented by the
role inclusion:

understandingY interpreting:

In fact, considering C a concept,

understandingC� interpreting C:

But, on the other hand, all interpretations (over concepts) do not imply under-
standings (of concepts). Equivalently, ‘it is not the case that all concept interpretations
are concept understandings’. In other words, all the interpreted concepts may not be
understood. Accordingly, considering any interpretation a function, ‘concept under-
standing’ is recognised an ‘interpretation function’.

From this point I apply the function UND (as a limit of the interpretation function I)
in my formalism. Then, considering C a concept,

CUND ¼ Understanding C:

Consequently, considering UND a kind of interpretation, there exists a tuple like
(DU, Cunderstood), where:

i. DU represents the understanding domain (that consists of the variables that occur in
any of the concept descriptions that are going to be understood), and

ii. Cunderstood is the understood concept.
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Cunderstood is achievable based on the understanding function –
UND. Relying on the

function –
UND,

CUND �CI �DI

&
DUND

U �DI :

DU
UND means ‘understanding all concepts belonging to the understanding domain’.

Note that –
UND (that is a function) can provide a model for terminological and,

respectively, for assertional axioms. Therefore, the desired model:

• is a restricted form of a terminological-interpretation-based model, and
• can satisfy the semantics of the terminological and assertional axioms (‘UND ⊨

Axiom’ expresses that UND satisfies the axiom).

See Table 4. Consequently:

CUND �CI �DI

&
�UND : C ! CUND

Where : CUND �DUND
U �DI :

I shall emphasise that we are not able to conclude that CI� DU
UND. On the other

hand, we certainly know that CUND � ΔI (because CUND � CI and CI� ΔI). According
to the analysed characteristics, the UND understanding model in my terminology is
constructed over the tuple:

ðUnderstandingDomain;Understanding FunctionÞ:

And, formally:

UND ¼ ðDUND
U ;�UNDÞ:

Table 5 represents understanding inductive concept descriptions as the products of
the proposed understanding model. This Table is logically supported by Table 4, see [4].

Table 4. Concept Understanding: terminologies and world descriptions.

Name Description and semantics

Understanding a concept inclusion [UND ⊨ (C ⊑ D)] ) [CUND� DUND]
Understanding a role inclusion [UND ⊨ (R ⊑ S)] ) [RUND� SUND]
Understanding a concept equality [UND ⊨ (C � D)] ) [CUND= DUND]
Understanding a role equality [UND ⊨ (R � S)] ) [RUND= SUND]
Understanding a concept assertion [UND ⊨ C(a)] ) [aUND 2 CUND]
Understanding a role assertion [UND ⊨ R(a1, a2, …, an)] )

[(a1
UND, a2

UND, …, an
UND) 2 RUND]
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6.4 Concept Understanding as a Consequence of Functional Roles

How could we employ DLs in order to describe a [concept] understanding function? In
my opinion, an understanding function must be interpreted a functional role of human
beings in order to be, logically, described. The functional roles (features) are the roles
that are structurally as well as inherently functions and, hence, they can express
functional actions, movements, procedures, and manners of human beings.

Let NF be a set of functional roles and NR be the set of roles (role descriptions).
Obviously: NF � NR. Informally, functional roles are some kinds of roles.

Lemma. The UND understanding model is, semantically, structured based on:

a. the understanding domain (or DU),
b. the understanding function (or -UND), and
c. the set DU

UND (or equivalently, the effect of the understanding function -UND on the
Top concept) that represents understanding all atomic concepts (everything) in the
understanding domain.

Analysis. The UND model associates with each atomic concept a subset of DU
UND and

with each ordinary atomic role a binary relation over DU
UND � DU

UND. Assessed by
Mathematics, any functional role can be seen as a partial function. More specifically,
considering F as a chain of functional roles or, equivalently,

F ¼ f1 � � � � � fn;

the composition of n partial concept understanding functions can be represented by:

f UND1 � � � � � f UNDn :

In fact, by employing UND, any fi
UND—semantically—supports the overall func-

tional role FUND. Note that for all i in (1,n), fi+1 produces the input of fi. Therefore,
understanding fi+1 (the output of fi+1) provides the input of understanding fi. In par-
ticular, any concept description could be understood over the subsets of DU

UND. This
characteristic is very useful in making a strong linkage between the terms ‘concept
understanding’ and ‘chain of functional roles’. It supports my semantic model in
scheming and describing ‘the concept understanding as the product of a chain of

Table 5. Understanding inductive concept descriptions.

Model satisfies the vocabulary Semantics

UND ⊨ ⊤ ⊤UND = ⊤

UND ⊨ ⊥ ⊥UND = ∅

UND ⊨ ¬R (¬R)UND = ⊤\RUND

UND ⊨ ¬C (¬C)UND = DU
UND\CUND

UND ⊨ (R ⊓ S) (R ⊓ S)UND = RUND \ SUND

UND ⊨ (C ⊓ D) (C ⊓ D)UND = CUND \ DUND

A Description Logic Based Knowledge Representation Model 13



functional roles, where the functional roles are the partial understanding functions’.
You will see how it works.

6.5 Humans’ Functional Roles Through SOLO’s Levels

According to [6], the Structure of Observed Learning Outcomes (SOLO) taxonomy is a
proper model that can provide an organised framework for representing different levels
of humans’ understandings. This model is concerned with various complexities of
understanding on its different layers. According to SOLO taxonomy and taking into
consideration humans’ multiple layers of knowledge (based on concepts), we have:

• Pre-structured knowledge. Here, humans’ knowledge of a concept is pre-structured.
The pre-structured knowledge is the product of one’s pre-conceptions of a concept.

• Uni-structured knowledge. Humans have a limited knowledge about a concept.
Having a uni-structured knowledge is the outcome of knowing one or few isolated
fact(s) about a concept.

• Multi-structured knowledge. Humans are getting to know a few facts relevant to a
concept, but they are still unable to link and relate them together.

• Related Knowledge. Humans have started to move towards deeper levels of
understanding of a concept. Here, they are able to explain their several conceptions
of a concept. Also, they can link different facts (regarding their conceptions of a
concept) to each other.

• Extended Abstracts. This is the most complicated level. Humans are not only able to
link lots of related conceptions (of a concept) to each other, but they can also link
them to other specified and complicated conceptions. Now, they are able to link
multiple facts and explanations in order to produce more complicated extensions
relevant to a concept.

Obviously, the extended abstracts are the products of deeper comprehensions of
related structures. Related structures are the products of deeper comprehensions of
multi-structures. The multi-structures are the products of deeper comprehensions of
uni-structures, and the uni-structures are the products of deeper comprehensions of pre-
structures.

Let me select a process as a sample of humans’ functional roles from any of the
SOLO’s levels and formalise it. According to SOLO, (a) the phenomenon of ‘creation’
(based on a concept) is an instance of the ‘extended abstracts’, (b) the phenomenon of
‘justification’ (based on a concept) is an instance of the ‘related structures’, (c) the
phenomenon of ‘description’ (based on a concept) is an instance of the ‘multi-
structures’, and (d) the phenomenon of ‘identification’ (based on a concept) is an
instance of the ‘uni-structures’. Therefore, the phenomena of ‘Creation’, ‘Justification’,
‘Description’, and ‘Identification’ are four processes. These processes can be seen and
interpreted functions in my semantic model. More specifically, any of these functions
can support a functional role and, subsequently, can support a ‘partial concept
understanding function’. Actually,

i. Creation has interrelatedness with creatingOf that is a functional role and extends
the humans’ mental abstracts.
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ii. Justification has interrelatedness with the functional role justifyingOf. This
functional role relates the lower structures.

iii. Description has correlation with the functional role describingOf. This role pro-
duces the multi-structures.

iv. Identification has correlation with the functional role identifyingOf that generates
the uni-structures.

It shall be emphasised that identifyingOf, describingOf, justifyingOf, and creat-
ingOf are only four examples of functional roles within SOLO’s categories and, in fact,
the SOLO’s levels are not limited to these functions. For example, followingOf and
namingOf are two other instances of the uni-structures, combiningOf and enumerat-
ingOf are two other instances of the multi-structures, analysingOf and arguingOf are
two other instances of the related structures, and formulatingOf and theorisingOf are
two other instances of the extended abstracts.

As mentioned, the functional roles creatingOf, justifyingOf, describingOf, and
identifyingOf represent the equivalent roles of the creation, justification, description,
and identification functions, respectively. Furthermore, these functions are the partial
functions of the [concept] understanding function. Obviously, the concept under-
standing function (that is a process) could also be considered to be equivalent to a
functional role like understandingOf. Employing the ‘role inclusion’ axiom we have:

(1) creatingOf ⊑ understandingOf,
(2) justifyingOf ⊑ understandingOf,
(3) describingOf ⊑ understandingOf, and
(4) identifyingOf ⊑ understandingOf.

Equivalently:

(1) creation � understanding,
(2) justification � understanding,
(3) description � understanding, and
(4) identification � understanding.

It shall be claimed that the role ‘understandingOf’, conceptually and logically,
supports ‘the [concept] understanding function based on the analysed [concept]
understanding model (or UND)’. Similarly, we can define CRN, JSN, DSN, and IDN as
sub-models of UND for representing creation, justification, description, and identifi-
cation, respectively. Any of these models can, semantically, satisfy the terminologies
and world descriptions in Table 4. Accordingly, relying on inductive rules, they can
satisfy concept descriptions in Table 5.

Note that CRN (as a model) fulfils the desires of UND better (and more satisfying)
than JSN, DSN, and IDN. Considering DU as the understanding domain, we have:

DUND
U �DCRN

U �DJSN
U �DDSN

U �DIDN
U :
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More specifically:

• DU
CRN represents the model of creation over the understanding domain. It consists of

concepts which are (or could be) ‘created’ by human beings. Formally: CCRN 2
DU
CRN.

• DU
JSN represents the model of justification over the understanding domain. It consists

of concepts which are (or could be) ‘justified’ by human beings. Formally: CJSN 2
DU
JSN.

• DU
DSN represents the model of description over the understanding domain. It consists

of concepts which are (or could be) ‘described’ by human beings. Formally: CDSN 2
DU
DSN.

• DU
IDN represents the model of Identification over the understanding domain. It

consists of concepts which are (or could be) ‘identified’ by human beings. For-
mally: CIDN 2 DU

IDN.

Proposition. The terminological axioms and the world descriptions (in Table 4) and
inductive concept descriptions (in Table 5) are all valid and meaningful for CRN, JSN,
DSN, and IDN. Therefore, inductive concept descriptions are also valid and meaningful
over the concatenation of the creation, justification, description, and identification
functions that have supported these terminological models.

Proposition. All semantic satisfactions based on IDN are already satisfied by DSN,
JSN, and CRN over DU

DSN, DU
JSN, and DU

CRN, respectively. Informally, if one is able to
focus on describing, justifying, and creating based on his conceptions of a concept, so,
he is already capable of identifying that concept. Furthermore, he might be able to
identify something else (some other phenomenon) with regard to his conception of that
concept.

Formal Analysis. The formal semantics of the composite function ‘creation (justifi-
cation (description (identification (C))))’—that is the product of the chain of functional
roles—supports the proposed semantic model on DU

UND, which is the central domain of
concept understanding (central part of the understanding domain). Considering all the
roles relevant for the concept C, we have:

ð8R1:CÞCRN ¼ fa 2 DCRN
U j8b: a; bð Þ 2 RCRN

1 ! b 2 CCRNg:

Therefore:

ð8R2:CÞJSN ¼ fa 2 DJSN j8b: a; bð Þ 2 RJSN
2 ! b 2 CJSNg:

Therefore:

ð8R3:CÞDSN ¼ fa 2 DDSN
U j8b: a; bð Þ 2 RDSN

3 ! b 2 CDSNg:
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Therefore:

ð8R4:CÞIDN ¼ fa 2 DIDN
U j8b: a; bð Þ 2 RIDN

4 ! b 2 CIDNg:

In this formalism, R1, R2, R3, and R4 stand for creatingOf, justifyingOf, describ-
ingOf, and identifyingOf, respectively. Consequently, CRN, JSN, DSN, and IDN have
been interpreted roles of human beings. Accordingly, it’s possible to represent the
chain of functional roles in the form of the collection of the following implications:

ð8R1:CÞCRN )
ð8R2:CÞJSN )

ð8R3:CÞDSN )
ð8R4:CÞIDN :

It must be concluded that ‘any role based on a conception of the concept C’ to the
left of any of implications ()) makes a logical premise for ‘other roles based on the
conceptions of the concept C’ to the right of that implication. It shall be stressed that
this is a very important terminological fact in semantic analysis of concept under-
standing. The deduced logical relationship represents a stream of concept under-
standing from deeper layers to shallower layers.

7 An Ontology for Concept Understanding

From the philosophical point of view, an ontology is described as studying the science
of being and existence, see [13, 23]. Ontologies must be capable of demonstrating the
structure of the reality of a thing/phenomenon. They check multiple attributes, par-
ticularities, and properties that belong to a thing/phenomenon because of its structural
existence. From another perspective and through the lenses of information and com-
puter sciences, an ontology is an explicit [and formal] specification of a shared
conceptualisation.

However, in my opinion, there are some conceptual relationships between these
two descriptions of ontologies. Actually, ontologies in information sciences attempt to
mirror the phenomena’s structures in virtual and artificial systems. In fact, they focus
on conceptual descriptions of phenomena’s structures in order to provide proper
backgrounds for specifications of their conceptualisations. Hence, the ontological
descriptions in information sciences (and in knowledge-based systems) tackle to pro-
vide appropriate logical and formal descriptions of a phenomenon’s structure as well as
its dependency to the other phenomena and to the environment. From this perspective,
an ontology can be schemed and demonstrated by semantic networks and semantic
representations. A semantic network is a graph whose nodes represent entities and
whose arcs represent relationships between those entities.
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According to [4], Fig. 1 represents a semantic network as an ontology for the
phenomenon of ‘concept understanding’. This hierarchical semantic representation:

• specifies the conceptual relationships between the most important ingredients of this
research,

• demonstrates the logical representation of the phenomenon of ‘concept under-
standing’, and

• shows how the proposed semantic model attempts to represent concept
understanding.

This semantic representation can be interpreted a specification of the shared con-
ceptualisation of ‘concept understanding’ within terminological systems.

Note that the constructed ontology can be reformulated and formalised in ALC in
the form of a collection of fundamental terminologies as following:

{
UnaryPredicate ⊑ Predicate,
BinaryPredicate ⊑ Predicate,
Concept ⊑ UnaryPredicate,
Concept ⊑ 9hasInstance.Individual,
BinaryPredicate ⊑ (9hasNode.Individual ⊓ 9hasNode.Individual),
Role ⊑ BinaryPredicate,
Relation ⊑ BinaryPredicate,

Fig. 1. An ontology for concept understanding.
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Function ⊑ Relation,
Interpretation ⊑ Function,
Conceptualisation ⊑ Function,
ConceptUnderstanding ⊑ Interpretation,
ConceptUnderstanding ⊑ Conceptualisation,
PartialFunction ⊑ Function,
FunctionalRole ⊑ Role,
FunctionalRole ⊑ hasEquivalence.PartialFunction,
FunctionalRole ⊑ Function,
SubModel ⊑ Model,
SemanticModel ⊑ Model,
InterpretationSemanticModel ⊑ SemanticModel,
UnderstandingSemanticModel ⊑ SemanticModel,
UnderstandingSemanticSubModel ⊑ SubModel,
UnderstandingSemanticSubModel ⊑ SemanticModel,
InterpretationSemanticModel ⊑ 9hasSupport.Interpretation,
UnderstandingSemanticModel ⊑ 9hasSupport.InterpretationSemanticModel,
UnderstandingSemanticModel ⊑ 9hasSupport.UnderstandingSemanticSubModel,
UnderstandingSemanticSubModel ⊑ 9hasSupport.FunctionalRole
}

8 Concluding Remarks

Description Logics (DLs) attempt to provide descriptive knowledge representation
formalisms to establish common grounds and interrelationships between human beings
and machines. DLs have assisted me in revealing some hidden conceptual and logical
assumptions about the phenomena of ‘concept’ and ‘concept understanding’. More
specifically, these assumptions can produce a better conceptualisation (and respec-
tively, understanding) of ‘concept understanding’. In this article, DLs have—by con-
sidering concepts as unary predicates and by applying terminological interpretations
over them—proposed a realisable, as well as assessable, logical description for
explaining the humans’ concept understanding. Relying on such a logical description a
theoretical model for concept understanding has been offered. The proposed model
attempts to reflect the phenomenon of ‘concept understanding’ in terminological
knowledge representation systems. It shall be concluded that the most significant
contribution of the article has been providing a formal semantics for logical analysis of
concept understanding. According to the logical analysis, a logical background for
terminological representation of concept understanding has been expressed. Conse-
quently, an ontology for ‘concept understanding’ has been designed and formalised.
The offered ontology specifies my conceptualisation of the phenomenon of ‘concept
understanding’.
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Abstract. State-of-the-art service robots that fetch a cup of coffee and
clean up rooms require cognitive skills such as learning, planning, and
reasoning. Especially reasoning in dynamic and human populated envi-
ronments demands for novel approaches that can handle comprehensive
and fluent knowledge bases. Our long-term objective is an autonomous
robotic team that is capable of handling dynamic and domestic envi-
ronments. Therefore, we combined ALICA – A Language for Interactive
Cooperative Agents – with the Answer Set Programming solver Clingo.
The answer set programming approach offers multi-shot solving tech-
niques and non-monotonic stable model semantics, but requires to keep
the Module Property satisfied. We developed an automatic satisfaction of
the Module Property and chose topological path planning as our evalua-
tion scenario. We utilised the Region Connection Calculus as the under-
lying formalism of our evaluation and investigated the scalability of our
implementation. The results show that our approach handles dynamic
environments and scales up to appropriately large problem sizes while
automatically satisfying the Module Property.

Keywords: Answer Set Programming · Region Connection Calculus
Module Property · Multi-shot solving

1 Introduction

Due to the development of autonomous vacuum cleaners, lawnmowers and pool
cleaners, autonomous robots stepped into our everyday life and also in other
areas similar developments are currently taking place. Automated guided vehi-
cles that take care of the logistics in production plants or parcel service centres
are already commonly used [1], but also most car manufacturers are developing
autonomous cars [2]. Even autonomous and interactive toys become more and
more intelligent and conquer our children’s rooms [3,4].

In contrast to these single purpose devices, researchers in the field of service
robots focus on multi-purpose robots. Figure 1 shows a state-of-the-art service
robot, which can do everyday household tasks. The variety of those tasks pose
c© Springer International Publishing AG, part of Springer Nature 2018
J. van den Herik et al. (Eds.): ICAART 2017, LNAI 10839, pp. 22–47, 2018.
https://doi.org/10.1007/978-3-319-93581-2_2
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Fig. 1. Domestic service robot [5].

new challenges to the research community because the number of elements rel-
evant to the robot’s environmental representation is tremendous. Further chal-
lenges arise from human populated environments, that require robots to han-
dle very dynamic situations, because human beings insert, remove, and dis-
place objects in their environment. Furthermore, human beings are themselves
dynamic obstacles from the robot’s point of view. In order to cope with such
environments, robots need cognitive capabilities such as learning, planning, and
reasoning. Reasoning about such complex and dynamic domains, e.g., requires a
suitable level of abstraction in order to make the reasoning more tractable. Con-
sider the example of a robot that should fetch a cup. Reasoning about possible
positions of the cup and how the robot could get there, should not be polluted by
the cup’s exact coordinates or the robots trajectory planning. The robot should
only take its current position in the building, locked doors, obstacles, and the
building’s topology into account.

Symbolic knowledge representation and reasoning is a common approach for
tackling such problems [6]. Nevertheless, most benchmarks present today1 are
designed in a way that prevents the development of solvers that continuously use
a changing amount of knowledge while solving different problem instances over
time. Our contribution is to enable multi-agent systems to continuously reason
about dynamic environments by utilising Answer Set Programming (ASP) – a
non-monotonic knowledge representation and reasoning formalism [7], suitable
for multi-shot solving [8]. In our case, the multi-agent system is controlled by the
ALICA – A Language for Interactive Cooperative Agents [9]. Our preliminary
work [10] forms the basis for integrating ASP with ALICA and allows us to extend
it with a general solver interface which in turn makes ALICA open for a wider set
of application domains. Moreover, we had to extend the utilised ASP solver with
query mechanism according to [11]. In contrast to our preliminary work [12], the
Module Property is now satisfied automatically. In order to evaluate our query
mechanism, we used an ASP-based path planning scenario that utilizes a simpli-
fied version of the Region Connection Calculus [13], denoted as RCC-4.

1 http://www.satcompetition.org/ [Online; accessed September 12, 2017].
http://aspcomp2015.dibris.unige.it/ [Online; accessed September 12, 2017].

http://www.satcompetition.org/
http://aspcomp2015.dibris.unige.it/
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The remainder of this paper is structured as follows. Section 2 introduces
ALICA, ASP, and RCC-4. The integration of ALICA with ASP is described
in Sect. 3. Furthermore, the query semantics extension including the automatic
satisfaction of the Module Property is elaborated in Sect. 4. Section 5 provides
the description of our evaluation scenario, whose results are presented in Sect. 6.
Finally, we compare our work with other approaches in Sect. 7 and conclude with
Sect. 8.

2 Foundations

This section is divided into three subsections. In Sect. 2.1 the focus is set on
concepts of ALICA that are necessary to understand in the context of this work.
The same holds for Sect. 2.2 that is about the syntax and semantics of ASP. In
Sect. 2.3 an explanation of the basic relations of the Region Connection Calculus
4 is given.

2.1 ALICA

The ALICA framework is designed to coordinate a cooperative team of
autonomous agents. Explaining all features of this framework is beyond the scope
of this work and we would like to point the interested reader to the dissertation
of Skubch [9] and two supplementary publications [14,15]. In this section, our
goal is to explain the fundamental principles of ALICA and focus on the parts
that we changed to make a wider set of general problem solvers accessible from
within an ALICA program.

The ALICA framework is distributed in the sense that each agent in the team
is running its own independent ALICA behaviour engine. Each behaviour engine
determines the sequence of actions of the local agent while coordinating itself
with other engines and taking the current situation as well as a given ALICA
program into account. Sometimes frameworks like ALICA are also denoted as
sequencers [16].

An ALICA program is a special tree, whose interior nodes are plans and
its leaf nodes are atomic behaviours. The CleanUp plan in Fig. 2 is an example
of such an interior node. A plan can include several states (Z0. . .Z8) that are
connected with guarded transitions to create finite state machines (FSM). Each
FSM is annotated with a task (Tidy Up, Wipe Floor, Inspect) and a pair of
cardinalities for the minimum and the maximum number of agents allowed in
the corresponding FSM. Each state of a plan, except for terminal states (Z4), can
contain behaviours and plans that represent leaf or interior nodes respectively
on the next level of the tree. In Fig. 2 plans and behaviours are distinguished by
the colour of their boxes, e.g., state Z0 contains the plan Drive, which is blue,
and state Z1 contains the behaviour Pick Up, which is orange. It is important to
note that a plan, which is referenced in a state, is a complete plan like the Clean
Up plan itself and therefore can include state machines with other behaviours
and plans.
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Clean Up Pre: messy, Run: �

Tidy Up

1..∞
Z0 Z1

Z2

Z3

Z4

Drive Pick Up

Transport

Place Back

Post: in place

arrived

picked ∧ near dest.

dropped

picked

near dest.

dropped
placed

Inspect

1..2

Z4 Z5

Search Identify

found

identified ∧ notified

Wipe Floor

0..2

Z6 Z7 Z8

Drive Wipe Dry

arrived all wet

dried

Fig. 2. Simple clean up plan [12]. (Color figure online)

The coloured circles on top of some states in Fig. 2 illustrate a possible global
execution state of the plan. Each circle represents an agent. The red circle, for
example, could be the local agent executing the Pick Up behaviour, while the
other circles represent other agents in the team, whose corresponding behaviour
engine have published their execution state to the local agent.

In order to understand the extension of ALICA by a general problem solver
interface, it is necessary to introduce the notion of ALICA plan variables. For
simplicity let us modify the Inspect state machine from Fig. 2 to create a plan
on its own.

The purpose of this plan, as shown in Fig. 3, could be the identification of
coffee cups that should be cleaned, because they are dirty and not used any more.
Therefore, an agent searches for coffee cups in state Z4 and switches to state Z5,
in order to classify them. For remembering which cup was found in state Z4

the plan variable X can be set to the corresponding cup and thereby influence

Inspection Var: X

Inspect

0..1

Z4 Z5 Z9

Search Classify Clean Var:X′

found

in use

identified

done

Fig. 3. Inspection plan [12].
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the agent’s behaviour during the rest of the plan execution. This influence can
even reach to deeper levels of the plan tree, as indicated by variable X ′ of the
Clean plan in state Z9. It is possible to define variable bindings over states in
an ALICA plan tree, e.g., stating that X denotes the same variable as X ′. This
allows determining the agent’s behaviour in the Clean plan, depending on which
cup was found in the Inspection plan.

ALICA, as presented in [9], only provided one solver for assigning values
to plan variables. The given solver addresses non-linear continuous constraint
satisfaction problems and, as it was hard-wired to ALICA, the applicability of
ALICA was limited for some domains. Our extension of ALICA with a general
solver interface tackles this issue (see Sect. 3).

2.2 Answer Set Programming

Answer Set Programming (ASP) is a declarative approach for solving NP-
search problems. It can be seen as the result of decades of research in the
areas of knowledge representation, logic programming, and constraint satisfac-
tion. Thereby, its focus is on expressiveness, ease of use, and computational
effectiveness [17]. An ASP program is specified by a set of rules of the form
a0 ← a1∧. . .∧ am ∧ ∼ am+1∧. . .∧ ∼ an. Each ai denotes a predicate p(t1, . . . , tk)
with terms t1, . . . , tk build from constants, variables, and functions. Rules con-
sist of three parts, namely the head a0, the positive part a1 ∧ . . . ∧ am and the
negative part ∼ am+1 ∧ . . .∧ ∼ an of the body. The semantics of the default
negation ∼ is that of negation-as-failure. That means, ∼ ai is considered to hold
if it fails to prove that ai holds. Nevertheless, ASP also provides classic negation
¬ai, whose semantics is that ¬ai holds, if ai does not.

The example in Listing 1.1 is a syntactically correct ASP program. In order
to create syntactically correct ASP programs, the rules have to be transformed
in the following way: ← is transformed to :-, ∧ are replaced by , and a rule is
ended by a dot. The - in front of robot(X) stands for classic negation ¬ and not
in front to of broken(X) means default negation ∼. The ; is a syntactic short-
cut for creating several rules at once. Rule 1, therefore, creates robot(chuck),
robot(fox), and robot(lisa). Furthermore, Rules 1 and 2 have an empty body.
So their heads are unconditionally true, and they are denoted as facts. Rule 3
makes use of the default negation ∼ and states that a robot can drive, as long
as it cannot be proven, that it is broken (not broken(X)). Here X is a variable
(starts with a capital letter), which can be substituted with any element of the
Herbrand universe of the given program.

1 robot(chuck; fox; lisa).

2 broken(fox).

3 canDrive(X) :- robot(X),not broken(X).

4 highFailureRate :- Working = #count{X : canDrive(X)},

Broken = #count{X : broken(X)}, Working < Broken.

Listing 1.1. Robots can drive, as long as they are not broken.
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The Herbrand universe of the program in Listing 1.1 only contains four con-
stants (start with lower case letter): {chuck, fox, lisa, highFailureRate}. Rule
4 derives the constant highFailureRate, if there are more broken robots than
driving ones. As shown by this rule, ASP is capable of handling integers and
provides aggregate functions like #count or #sum and arithmetic functions like
< or +. The result of this program will state, that there are three robots of whom
chuck and lisa can drive, the constant highFailureRate does not occur.

State-of-the-art ASP solvers [7,18] usually work in two steps. First, they
ground the program and afterwards determine all stable models of the grounded
program. A program, as well as every part of it, is grounded if it does not contain
any variable. In order to create a grounded program, informally speaking, the
variables of each rule are replaced by each possible substitution with an element
of the program’s Herbrand universe. The Herbrand universe of a program is con-
structed from all constants and functions occurring in the program. Grounding
a program that way would increase the number of rules enormously, therefore
the utilised grounding algorithms try to keep the grounded program as small as
possible, without altering the programs meaning. For example, Rule 3 of Listing
1.1 will not be part of the grounded program, if there is no robot available.

Solving a grounded program is often done with SAT solving techniques that
are adapted to the stable model semantics of ASP. A model in ASP is a set M
of ground predicates that for every rule either contains the rule’s head (a0 ∈
M), or does not include all predicates of the positive part of the rule’s body
({a1, . . . , am} � M), or contains predicates from the negative part of the rule’s
body ({am+1, . . . , an} ∩M �= ∅). Informally speaking, a stable model is as small
as possible and contains predicates, only if they are justified by facts. For a
detailed introduction to the stable model semantics, see [19].

In our approach, we choose the Clingo 4.5.3 ASP solver [7], which introduces
the notion of External Statements to ASP [8,20]. External Statements in com-
bination with Program Sections, explained later on, are the key concepts for
enabling the query semantics described in Sect. 4. The External Statements are
predicates annotated with #external (see Listing 1.2). Those predicates are not
removed from the body of a rule during grounding, even if they do not appear
in the head of any rule, because of this annotation. Furthermore, it is possible
to set them explicitly to true or false without an extra grounding step.

1 #external closed(lab ,hall).
2 connected(lab ,hall) :- not closed(lab ,hall).
3 disconnected(lab ,hall) :- closed(lab ,hall).

Listing 1.2. Modeling a door using an External Statement.

The example, given in Listing 1.2, is part of our evaluation scenario presented
in Sect. 5 and will also be used in ASPExtensionQueries presented in Sect. 4.1.
In this example closed(lab, hall) is marked as an External Statement and is
therefore set to false by default. If the External Statement closed(lab, hall)
is set to true, the head of Rule 3 holds and the predicate disconnected(lab,
hall) is part of the stable model. The head of Rule 2 cannot be derived since
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closed(lab, hall) is set to be true. Usually, during the grounding procedure
Rule 2 would be removed, because its body cannot be derived. However, since
this rule contains an External Statement, it stays part of the grounded logic pro-
gram. Therefore, it is possible to change a logic program without another ground-
ing step by using External Statements. For example, if the External Statement
closed(laboratory, hall) is set to true, the laboratory and the hall are dis-
connected from each other. If it is set to false the predicate disconnected(lab,
hall) no longer holds but connected(lab, hall) can be derived, thus the
rooms are connected. Furthermore, changing the External Statement does not
change the size of the resulting stable model.

Additionally, Clingo introduces Program Sections [7]. Program Sections are
used to divide a logic program into different parts, which can be grounded sep-
arately. An example is given in Listing 1.3.

1 #program rcc4_composition_table .

2 disconnected(X,Z) :- properPart(X,Y),disconnected(Y, Z),

X != Z.

3 #program rcc4_facts.

4 properPart(office1 ,offices).

5 disconnected(offices ,studentArea).

Listing 1.3. Usage of program sections.

This example contains two Program Sections identified by the #program
prefix, i.d., rcc4 composition table and rcc4 facts. Moreover, the order in
which they are grounded influences the facts, which appear in the stable mod-
els. If the Program Section rcc4 composition table is grounded before the
Program Section rcc4 facts, the resulting model would only contain the facts
properPart(office1,offices) and disconnected(studentArea, offices).
If Program Section rcc4 facts is grounded first, the model will contain these
facts before the Program Section rcc4 composition table is grounded. Once
this Program Section is grounded the model will additionally contain the fact
disconnected(office1, studentArea), since this rule’s body holds for the
grounding of X by office1, Y by offices, and Z by studentArea.

2.3 Region Connection Calculus

In this section, the base relations of the Region Connection Calculus 4 (RCC-
4) are shown, which is based on the Region Connection Calculus 8 presented
by Randell et al. in [13]. We have been inspired to use RCC-4 instead of using
RCC-8 by the implementation of RCC-4, that is provided by the QSRlib Foun-
dation [21] since the majority of the RCC-8 relations were not used for modelling
the Distributed Systems Department (see Sect. 6). These calculi are commonly
used in qualitative spatial reasoning and will be used to model our evaluation
scenarios in Sect. 5. The foundation of the relations is the binary relation C(x,y),
which expresses that two spatial regions of unknown size are connected. Infor-
mally speaking, they share at least one common point. Furthermore, C(x,y) is
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Fig. 4. RCC-4 base relations [12].

reflexive and symmetric. By using the C(x,y) relation four base relations are
defined and shown in Fig. 4.

Two regions are partially overlapping (PO), if they are connected (C), mean-
ing they share a common point, region or part of their border. Region x is a
proper part (PP) of Region y if y contains Region x, which means that Region x
is connected to y and no part of x is outside the border of y. Since this relation
is not symmetric the inverse relation PPI is included as well. Additionally, two
regions are disconnected (DC) if they do not share a common point. By using
the composition table shown in Table 1 the transitive relations between Region
x and z can be derived, given the relations between the pairs (x,y) and (y,z).
Hereby, ∗ denotes that all four relations can hold. For example, if Region x is a
proper part (PP) of Region y and Region y is disconnected (DC) from Region
z, it can be derived that Region x is disconnected (DC) from Region z.

Table 1. RCC-4 composition table [12].

DC PO PP PPI

DC * DC PO PP DC PO PP DC

PO DC PO PPI * PO PP DC PO PPI

PP DC DC PO PP PP *

PPI DC PO PPI PO PPI PO PP PPI PPI

An example for using RCC-4 to model a building is given in Sect. 5. Further-
more, the RCC-4 relations can be used to model the relation of objects to each
other. For example, in the domain of domestic service robots RCC-4 can be used
to model objects on a table without defining their exact positions, e.g., a cup
and a plate could be proper parts of the table and could be disconnected from
each other if they are not touching each other.

3 Extending ALICA with a General Solver Interface

In this section, we describe the extension of the ALICA framework with a general
solver interface, in order to integrate different solvers into the ALICA framework.
By now, ALICA has only been able to use a gradient solver, which is able to
solve non-linear continuous constraint satisfaction problems.



30 S. Opfer et al.

We created an abstract solver interface that allows solving very different
problem classes. A solver that is compatible with this interface, has to adhere
to four corresponding concepts: solver, variable, term, and problem descriptor.
The solver is expected to solve the problem contained in a problem descriptor. A
problem descriptor encapsulates the other two concepts that describe the actual
problem. Solving a problem means to assign values to variables in a way that
the values fulfil constraints described by a set of terms. The ALICA engine
only understands these basic relations between the four concepts. The type of
values that can be assigned to a specific variable and the format of the terms
is unknown to the ALICA engine. Only the domain specific parts of an ALICA
program should be able to understand the actual meaning of a described problem
and be able to interpret the solver’s results. Furthermore, the variable concept is
identical to that of ALICA plan variables (see Sect. 2.1). Therefore, the ALICA
engine is able to collect all relevant constraints (terms) over variables in the plan
hierarchy, when a solution for a specific variable is required and can pass it via
a problem descriptor to the responsible solver.

There are two methods for interacting with the solver interface. The first
method checks if a solution for a given set of variables can be found. This
method only determines, whether a solution exists and does not provide the
solution itself. Usually, the complexity of providing a solution is the same as for
proofing only the existence of a solution, but in case of an optimisation problem,
it is not the same. Determining, for example, whether there is a cup available, is
much easier than to determine the closest available cup. Therefore, whenever it
is enough to check the existence of a solution the ALICA engine can save some
time doing so.

With the second method, it is possible to actually determine the solution
itself. The solver assigns its result to the corresponding variables and the ALICA
engine hands them, via the problem descriptor, back to the calling domain-
specific part of its program. The gradient solver, for example, returns continuous
values and an ASP solver could return a set of predicates.

So far, the presented interface has been used to integrate three different
solvers. The first solver is the gradient solver, which was a part of the original
ALICA framework and has been adapted to the new interface. Additionally, an
ASP solver, which is presented in this work, is integrated by using this inter-
face. Furthermore, Witsch presents in [22] a middleware that enables a decision-
making process for a group of robots. This middleware uses the presented inter-
face to exchange variables and proposals between agents.

4 Extending Clingo with Query Semantics

The extension of Clingo with query semantics is twofold. On the one hand, there
is the structure of the query itself and on the other hand there is the processing of
such a query. The query structure holds all information necessary for processing
the query, e.g., ASP rules that change the ASP program during the query process.
The details are explained in Subsect. 4.1. The workflow during the processing of
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a query is described in Subsect. 4.2. This subsection places the focus especially on
the requirements and techniques for changing the ASP program only during the
query process and how it is possible to reestablish the programs state without
the changes inflicted due to the query.

4.1 Query Structure

The central part of the query structure, further denoted as ASPQuery, is the
ASPTerm. In compliance with the Term and Variable concepts, described in
Sect. 4, the ASPTerm constraints a set of ASPVariables with a set of user defined
rules. The interpretation of theses rules depends on the type of the ASPQuery.
It is either an ASPFilterQuery or an ASPExtensionQuery (see Fig. 5).

Fig. 5. Classmodel of ASPQueries.

The ASPQuery does, apart from the ASPTerm, also include a lifetime, a
list of stable models, and a map of results with its corresponding truth values.
The lifetime determines the number of solving operations the query should be
processed with the current ASP program. The list of stable models includes all
stable models from the last solving operation. Finally, the map of results and
truth values contains one entry per queried predicate. The queried predicate is
mapped to true if it is part of all stable models, false if its classic negation is
part of all stable models, and unknown in all other cases.

The ASPFilterQuery is a simple ASPQuery that only filters the stable models
by a set of given predicates. In the opposite to the ASPExtensionQuery, the ASP
program is not altered due to ASPFilterQueries. Gelfond et al. [11] present a
similar query mechanism, that checks whether a grounded predicate is part of the
solver’s stable models. In extension to this query formalism, we allow wildcards
as parts of the filters. The filter robot(wildcard), e.g., filters for all grounded
robot/1 predicates, including classic negated predicates. The truth value of this
filter is set to true if at least one grounded robot/1 predicate exists in all stable
models, unknown if no grounded robot/1 predicate appears in any stable model,
and false otherwise.
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The ASPExtensionQuery is a much more sophisticated way to query an ASP
program. During it lifetime, it changes the ASP program and therefore its stable
models. Afterwards, the ASP program is reverted to its original state. Consider,
for example, an ASP program that identifies cups as free to use, when they are
on the cupboard. With the ASPExtensionQuery, it is possible to temporarily
declare all cups in the dishwasher as free to use, too. In general this is done by
adding an arbitrary set of rules, given by the ASPTerm, to the ASP program. One
rule in the set is specially handled and therefore further denoted as query rule.
The head of the query rule defines, similar to the filter of the ASPFilterQuery,
the crucial predicates to look for in the stable models.

For each ASPExtensionQuery a unique External Statement and Program
Section is created. Both are necessary to revert the ASP program back to its
original state after the end of the query’s lifetime. The External Statement is
added to the body of each rule and all rules are added to the ASP program as
part of the Program Section. The Program Section is grounded one time before
the solving operations and as soon as the lifetime of the query is expired, the
External Statement is released. Releasing the External Statement automatically
removes all added rules from the ASP program and therefore their influence on
the stable models.

Consider the following example, given in Listing 1.4. It demonstrates the
setup of an ASPExtensionQuery in pseudo code.

1 term ->addQueryRule("goalReachable(X):-reachable(X,Y),

goal(X),start(Y).")

2 term ->addRule("goal(r1405B).")

3 term ->addRule("start(r1411).")

4 query ->setTerm(term)

5 query ->programmSection("distributedSystems")

6 query ->external(distributedSystemsExt)

7 query ->lifeTime (1)

Listing 1.4. Example of an ASPTerm.

The example is part of an ASP navigation, which will be explained in
detail in Sect. 5. Here it is queried whether room r1405B can be reached from
room r1411. Therefore, the query rule and two facts are added to the Pro-
gram Section distributed Systems and guarded by the External Statement
distributedSystemsExt. Finally, the query’s lifetime is set to one, which means
that the query will be removed from the ASP program directly after it has been
answered one time.

Since the ASPExtensionQuery is used to alter an ASP program, it can violate
the Module Property, whose satisfaction guarantees that two Program Sections
can be combined without rendering the ASP program unsolvable. A Module P
is defined as a triple of sets (P, I, O). P is a ground program over the universe
ground(A) and both, I and O, are disjoint subsets of ground(A). Furthermore,
all atoms appearing in P are either part of I or O and all rule heads are part of
O. I and O are denoted as input and output, respectively. Given this definition
of a Module, two Modules P and Q are compositional, meaning their join will
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not violate the Module Property if the following two conditions hold. The first
condition is that the output sets of both Modules are disjoint, meaning that
they do not share a common predicate. The second condition relies on strongly
connected components [23]. A strongly connected component is a subset of a
directed graph, in which every vertex is reachable by any other vertex in this
subset. In order to check this condition, all strongly connected components of
the union of P and Q (SCC) have to be considered. If any strongly connected
component in SCC has a non-empty intersection with both output sets (O(P)
∩ SCC �= ∅ or O(Q) ∩ SCC �= ∅), this condition is violated. Violating any
of these two conditions would result in a recursion between both Modules and
therefore violating the Module Property. The given definition is based on the
lecture material from Schaub [24].

Expanding an ASP program with a Program Section can violate of the Mod-
ule Property, which causes that the ASP program can no longer be grounded and
solved. Therefore, the ASPExtensionQuery has to guarantee unique rule heads
for every rule in the query. This can be done by enclosing the rule heads inside a
unique predicate, which in this case is realised by a constant string and a counter
provided by the ASPSolverWrapper (see Sect. 4.2). This way of satisfying the
Module Property does not change the arity of the query rule head but replaces
it with a new predicate, which has to be considered when the result is returned
to the user. In order to cope with this problem and making the Module Property
transparent for the user, the ASPExtensionQuery is expanded by an automatic
satisfaction of the Module Property. The pseudo code in Algorithm 1 describes
our approach to guarantee the satisfaction of the Module Property.

This algorithm uses an ASPExtensionQuery q and the value of the counter c,
which is maintained by the ASPSolverWrapper, as inputs and returns a modified
unique ASPExtensionQuery. The first two steps in this algorithm create a unique
Program Section ps and a unique External Statement ex, which are used in the
following steps. In Step 3 (Lines 3–5), the query’s facts appearing in the query
rule’s bodies are encapsulated in a new predicate pred, which is a combination of
ps and c. After this step is completed, the query rule is expanded by the unique
External Statement, which allows the removal of the query after it has been
answered. Step 4 duplicates the query rule q’, which will be explained based
on an example in the next paragraph. Furthermore, in Step 5 (Lines 8–10) the
occurrences of all rule heads are encapsulated in the predicate pred, as well,
which marks the end of altering the query rule. The additional rules and facts
have to be adapted since they can still violate the Module Property. Therefore,
Step 6 (Lines 11–14) alters the rule heads by encapsulating them in pred and
by adding ex to the body of every rule. This creates unique rules, which can
later be removed from the ASP program by releasing the External Statement.
The same process is used in Step 7 for altering the query’s facts, which results
in a unique query.

An example for the application of this algorithm is presented in Listing 1.5.
This example is part of the evaluation scenario presented in Sect. 5. In this
example, the counter c, managed by the ASPSolverWrapper, is set to 1.
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Algorithm 1: Automatic satisfaction of the Module Property.

Input : ASPExtensionQuery q, Counter c
Output: ASPExtensionQuery with unique rules

1 Create unique Program Section ps
2 Create unique External Statement ex
3 foreach fact in q.facts do
4 replace occurence of fact in q.queryRule.body by ps(fact)
5 end
6 add(q.queryRule.body, ex)
7 q’ = duplicate q.queryRule
8 foreach rule in q.rules do
9 replace occurence of rule.head in q’ by ps(rule.head)

10 end
11 foreach rule in q.rules do
12 replace rule.head by ps(rule.head)
13 add(rule.body, ex)

14 end
15 foreach fact in q.facts do
16 replace fact in q.queryRule by ps(fact)
17 expand(fact, ex)

18 end
19 return q

1 // ASPExtensionQuery before applying the algorithm

2 goalReachable (X) :- reachable(X, Y),goal(X),start(Y),

room(X),room(Y).

3 reachable(r1405 ,r1406) :- room(r1405),room(r1406).

4 goal(r1405B).

5 start(r1411).

6

7 // ASPExtensionQuery after applying the algorithm

8 #program query1.

9 #external extQuery1.

10 query1(goalReachable (X)) :- reachable(X,Y),query1(goal(X)),

query1(start(Y)),room(X),room(Y),extQuery1.

11 query1(goalReachable (X)) :- query1(reachable(X, Y)),

query1(goal(X)),query1(start(Y)),room(X),room(Y),extQuery1

.

12 query1(reachable(r1405 ,r1406)) :- room(r1405),room(r1406),

extQuery1.

13 query1(goal(r1405B)) :- extQuery1.

14 query1(start(r1411)) :- extQuery1.

Listing 1.5. Application of the automatised satisfaction of the Module Property.

The example consists of the query rule in Line 1, an additional rule stating
that if room 1405 and room 1406 exist they are reachable by each other, and
two facts defining the start and goal position of the navigation. These facts can
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cause a violation of the Module Property since they form two Strongly Con-
nected Components between two Modules if this query is used twice. Therefore,
the automatized satisfaction of the Module property is used. The result of this
process is shown in Lines 8 till 14 of Listing 1.5. Hereby, the Lines 8 and 9 have
already been added in the previous version of the ASPExtensionQuery presented
in [12], which is a unique Program Section and External Statement. This part of
the query is followed by the query rule and its duplicate in Line 10 and 11. In both
cases, the heads are expanded by a new predicate query1 that is identical to the
Program Section, rendering the heads unique. Furthermore, the appearance of
every fact is replaced by its expanded version, which is shown in the Lines 13 and
14 of this example. The only difference between the duplicates is the handling
of the rule heads of additional rules like Line 12. In order to satisfy the Module
Property, the head of this rule has to be expanded as well. This change has to
be conducted in the query rule, too, in order to use the corresponding predicate.
This can cause problems when solving the query. In this example the reachable
predicate is expanded by the rule reachable(r1405, r1406):- room(r1405),
room(r1406). Therefore, the occurrence of the rule head in the query rule has
to be replaced. This causes that the reachable predicates in the knowledge base
are no longer appearing in the query rule. Thus, leaving out possible solutions
for the query. To cope with this problem, the duplicated query rule is used. The
appearance of the additional rule heads is not replaced, leaving the possibility to
use the knowledge base. After solving the query the unique predicate is removed
from the results.

To sum up, the presented approach of an automatized satisfaction of the
Module Property allows the user to create ASPExtensionQueries, without the
opportunity to violate it. Furthermore, this approach allows to expand predi-
cates appearing in the knowledge base without loosing the possibility to use the
knowledge base. As a last point, this approach is transparent to the user, who
formulates the query and is given the result without any additional predicates
encapsulating the original query.

4.2 Workflow of Queries

In order to use the described ASPTerm and ASPQueries, the query structure
has to be accessed by the ALICA behaviours and the ASPQueries have to be
forwarded to the Clingo ASP solver. Therefore, a wrapper has been created, that
encapsulates the Clingo ASP solver and provides access to the query structure.
This wrapper, named ASPSolverWrapper, is registered at the ALICA frame-
work by using the interface explained in Sect. 3 and can be used by ALICA
behaviours. The interaction workflow between the ALICA Engine and the wrap-
per are depicted in Fig. 6.

As mentioned in Sect. 2.1, an ALICA program consists of a directed acyclic
plan tree. The ASPTerms needed to formulate queries are created inside the
runtime conditions of such plans. Once the ASPTerm is created (an example is
given in Listing 1.4), it can be used by an ALICA behaviour to formulate a query.
Thereby, the External Statements’ truth values are given by a worldmodel class,
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Fig. 6. Query workflow [12].

which encapsulates data that was perceived by the local agent or received from
other agents, e.g., the state of a door. After the ASPQuery has been formulated,
it is registered at the wrapper, which passes it to the ASP solver Clingo. In case
of an ASPExtensionQuery, the automatized satisfaction of the Module Property
(Sect. 4) is applied, which encapsulates the query in a unique Program Section.
Afterwards, the wrapper adds the query rule, the set of additional rules, and
facts to the solver’s ASP program. Additionally, the ASPPlanTreeIntegrator
parses the ALICA program’s plan tree to enable reasoning about its structure,
which is done by rules given in the background knowledge files. These files, for
example, contain rules to detect malformed ALICA programs. The corresponding
ASP rules are presented in [10]. The ASPPlanTreeIntegrator is only used during
the first registered query since the predicates stay part of the following stable
models as soon as they have been grounded. Furthermore, this increases the
runtime of the first query but reduces the runtime of the following queries, since
this Program Section has not to be grounded anymore. Once all program parts
(queries, background knowledge, and plan structure) have been added, Clingo
grounds and solves the program. The in this process derived stable models are
passed to the registered queries and saved to enable further use by other parts
of the ALICA framework, especially the ALICA behaviours. Finally, the results
are returned to the ALICA behaviour via two methods defined by the created
interface. The first method is named existsSolution, which checks the truth
value of the query without returning stable models or ground predicates. This
method can be used in combination with an ASPFilterQuery, which checks if
an ASP predicate is part of at least one or all stable models since the caller
is only interested if the queried fact is part of the stable models. The second
method is named getSolution. This method is used to return the derived stable
models to the querying ALICA behaviour. This method can, for example, be
used in combination with an ASPExtensionQuery, where a query rule, a set
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of additional rules, and facts are used to alter the ASP program. Since the
ASPExtensionQuery modifies the ASP program the resulting stable models and
the queried rule heads are returned to the querying ALICA behaviour. Since the
rule heads have been altered by Algorithm 1, the encapsulating unique predicate
is removed before the results are returned to the caller. After the results are
returned, the ALICA behaviour can react to the changes in the model or to the
resulting rule heads. By returning the calculated results to the ALICA behaviour,
the workflow of a query is finished and the queries lifetime is reduced by one
and the ALICA behaviour can create the next query.

5 Evaluation Scenario

Our approach for handling dynamic domains will be evaluated using the scenario
presented in this section. The base of this scenario is a map of the Distributed
Systems Department of the University of Kassel and was created by using a
TurtleBot [25]. A TurtleBot is a small service robot equipped with a 3D camera
and was in our case extended with a 2D laser scanner. The customised version
of a TurtleBot is depicted in Fig. 7 alongside the resulting map, which is shown
in Fig. 8.

Fig. 7. Adapted version of a TurtleBot.

Fig. 8. Map of the distributed systems department [12]. (Color figure online)
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This map consists of 19 rooms and is divided into seven areas, which
are highlighted in different colours. These areas include from left to right
studentArea (red), mainHallA (black), workshop (green), offices (blue),
mainHallB (purple), utility (yellow) and organization (orange). Addition-
ally, 56 points of interest (POI), examples marked with dots, are placed on this
map. For example, a POI was placed on different workplaces, the coffee machine
or the conference room. Furthermore, the robot’s position is marked with a
circle and the navigation goal used in this scenario is marked by a cross. The
relations between the areas, rooms and POIs are modelled using the Region
Connection Calculus 4 (Sect. 2). A POI is a properPart of a specific room
and disconnected to all other rooms. Rooms are either partialOverlapping
with other rooms, properPart of areas or disconnected from both. Areas can
either be partialOverlapping or disconnected. Additionally, doors have been
modelled utilising External Statements, as shown in Listing 1.2. This enables
our approach to use different parts of the logic program without an additional
grounding step and thus allows to change the stable models. This should decrease
the runtime for answering ASPQueries and keep the models’ size stable since no
additional predicates have to be added to open or close doors, which could lower
the performance of the ASP program. In order to use this scenario, we imple-
mented an ALICA behaviour, which uses an ASPFilterQuery to check if the
robot’s goal position (cross) is reachable from its current position. In this case,
we use the transitive closure defined by the predicate reachable(X,Y), which is
presented in Listing 1.6 as a simple path planning approach.

1 reachable(X,Y) :- reachable(Y,X),X!=Y.

2 reachable(X,Z) :- reachable(X,Y),reachable(Y,Z),

X!=Y,Y!=Z,X!=Z.

3 reachable(X,Y) :- partialOverlapping (X,Y),room(X),room(Y).

4 reachable(X,Y) :- partialOverlapping (X,Y),area(X),area(Y).

5 reachable(X,Y) :- properPart(X,Y),room(X),area(Y).

Listing 1.6. Transitive closure of reachable relation.

Rules 1 and 2 of the listing express, the reachable relation is symmetric
and transitive. Furthermore, Rules 3 and 4 state, that a room room(X) or area
area(X) is reachable from another room room(Y) or area area(Y) if they
are partial overlapping partialOverlapping(X,Y). As a last point, a room is
reachable from an area if the room is a properPart of the area (Rule 5).

6 Evaluation

In this section, we present the revised and updated evaluation results from [12].
There are three main differences to our preliminary evaluation. We utilise a
more current version of the ASP solver Clingo, the Module Property is satisfied
automatically, and we evaluated the influence of adding External Statements to
our ASP program.
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6.1 Dynamic Changes

The evaluation scenario has been modelled in two different ways. The first way,
denoted as Ext, makes use of External Statements in its ASP rules, as described
in Sect. 5. The second, denoted as noExt, purely relies on facts describing the
connections between rooms of the department. Both ways utilize the transitive
closure for their path planning approach, as presented in Listing 1.6. In Fig. 8
the robot’s starting position is marked by a circle and the goal is marked by
a cross. The path the robot is supposed to follow leaves the studentArea and
follows mainHallA to reach mainHallB, since the door from mainHallA to the
offices is closed. From mainHallB the path will enter the offices through a
door and finally reaches the goal, which is situated in the utility area. This
door is the solely open door in mainHallB and is opened and closed via an
External Statement to simulate a change in the environment.

Fig. 9. Comparison of different modelling approaches [12].

The evaluation mainly consists of four steps. As a first step the solver is
initialized and after transforming the ALICA plantree into corresponding ASP
rules, the correctness of the plantree is checked as well as a navigation query
is solved. In this step, the selected goal is not reachable, due to closed doors.
The second step is purely solving the composed ASP program again, in order
to be able to compare the time needed. In step three a door is opened, making
the navigation between both rooms possible. This either means a new grounding
step (noExt), the change of the truth value of an External Statement (Ext), or
the creation of a new solver instance, which uses the noExt model. The last step
is purely solving the ASP program again.

The evaluation results of our preliminary evaluation are presented in Fig. 9.
In contrast to these former results, all steps were roughly halved in runtime,
independent from the way changes are handled (see Fig. 10).
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Fig. 10. Comparison of different modelling approaches using Automatic Module Prop-
erty satisfaction.

The first and most time-consuming step lasts 61.5 ms for Ext and 24.2 ms
for noExt or creating a new solver instance. The difference of 37.3 ms is caused
by the way the department is modelled. In noExt, connections between rooms
are expressed by single facts. In Ext, a connection between two rooms consists
of an External Statement and two rules, which express the state of a door. This
increases the size of the ASP program, and therefore, the initialization time. The
second and the fourth step have similar results. Hereby, the usage of Ext results
in an average runtime of 3.9 ms, while the usage of noExt results in an average
runtime of 0.8 ms. In step three a door is opened or closed. This represents
a dynamic change in the environment and is, therefore, more critical for our
investigation than the other steps. The usage of Ext results in a runtime of
5.8 ms, noExt lasts 12.8 ms, and the instantiation of a new solver takes 24.2 ms.
This is caused by the way a change in the model is performed. In Ext, the truth
value of an External Statement is changed and thereby slightly influences the
runtime. In noExt, a Program Section has to be grounded, which increases the
runtime by roughly 12 ms. The highest increase of 23.6 ms is caused by a new
solver instance since the initialization step has to be performed again.

As the ALICA framework usually runs at 30 Hz, an ALICA behaviour can
query the ASP solver at most 30 times per second, i.e., each iteration. In Fig. 11,
all three methods for modelling the department are compared with respect to
the number of changes per 30 iterations.

The x-axis shows the number of changes per 30 iterations and the y-axis
shows the average runtime of a query. The runtime for 30 changes per 30 queries,
i.e., opening or closing a door each iteration, corresponds to the runtime of step
three in Fig. 10. Since there is no difference in solving and changing a value when
using Ext the blue line is constant. In comparison to this, the runtime of noExt
increases when changes are made since a new program part has to be grounded
for each change.
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Fig. 11. Comparison of measured time regarding changes in the model.

As a result, External Statements are superior in runtime, when in 10 out
of 30 iterations a door is closed or opened. This is due to the fact that, when
using noExt, the stable models’ sizes increase with every change made and slows
down the process of handling the models rapidly. In contrast, when using Ext,
the model’s size stays the same. A third alternative is to discard the current and
create a new ASPSolver instance after a few changes. This method is depicted
by the green line, which intersects the blue line by six changes and is the slowest
solution. Therefore, we suggest the use of Ext in dynamically changing environ-
ments.

6.2 Scalability of External Statements

Our approach to automatically satisfy the Module Property makes use of Exter-
nal Statements. Each time a query is formulated that was never queried before,
a new External Statement is added to the ASP program. Although it is possible
to deactivate old queries by releasing their corresponding External Statements,
we encountered that old ASPExtensionQueries have a significant influence on
the runtime. ASPFilterQueries do not suffer from this issue, as they do not alter
the ASP program.

In Fig. 12 the runtime for an increasing number of External Statements is
shown. It is important to note that there is always only one External Statement
activated and all other External Statements, originating from former queries, are
released. The average increment per additional External Statement is 0.1 ms.
Therefore, the use of at most 1800 External Statements are allowed, without
dropping below a query frequency of 5 Hz.

6.3 Scalability of the Region Connection Calculus

Following our preliminary evaluation, we re-evaluated the scalability of the
Region Connection Calculus 4 using a more current version of Clingo. Utilising
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Fig. 12. Influence of increasing External Statements on the query runtime.

the navigation scenario from Sect. 4, we expanded the number of rooms, start-
ing from 500 rooms and increasing up to 2000 rooms. Furthermore, we tested
different connection densities between the rooms ranging from 25% to 100% con-
nected rooms. Hereby, 100% means that every room has at least one connection
to another room. The results are given in Figs. 13 and 14.

Fig. 13. Runtime of the initial grounding.

We stopped the evaluation at a number of 2000 rooms, as both runtimes
increase exponentially with rising connection density and number of rooms. At
2000 rooms, the grounding already lasted 51 min. As a result, we only suggest
using the Region Connection Calculus 4 in combination with transitive closure
based path planning in dynamic domains if only less than 900 regions need to be
considered. We consider this number suitable for dynamic domains since, after



Reasoning for Autonomous Agents in Dynamic Domains 43

Fig. 14. Runtime of the solve step.

an initialization phase of roughly 4.5 min, a robot can still change the knowledge
base 5 times per second by an ASPExtensionQuery.

7 Related Work

Besides the ALICA framework, other domain independent frameworks could be
used to integrate an ASP solver for the use in different robotics scenarios. These
frameworks include DyKnow [26] and KnowRob [27], which are both presented in
this section. Furthermore, papers utilising ASP for multi-shot solving and the
application of ASP in household scenarios are shown.

DyKnow, which is presented in [26], sets its focus on distributed collection
and the distribution of data. This includes raw sensor values, processed sensor
values or even predicates, which hold between objects recognised. Both, the
collection and the distribution, are a set of processes specified in the knowledge
processing language provided in [26]. These processes provide collected data,
derived information, and knowledge about objects and their relation to multiple
agents and allows them to reason about the received data. In comparison to
this, the ALICA framework provides a domain independent framework, which is
used to model and control the behaviour of agents. By expanding ALICA with
the solver interface and the query mechanism presented, the agents are able
to reason about the relations of objects in their environment and the domain
specific knowledge, which is given in ALICA behaviours. Furthermore, ALICA
provides the functionality to hierarchically constraint variables, which allows the
formulation of queries utilising the ALICA plan tree structure.

KnowRob, presented in [27], is a framework utilising Prolog to build a knowl-
edge base that provides access methods to retrieve information stored in the
knowledge base. This knowledge base is extended by a “virtual knowledge base”,
which is used to compute the abstract representation of data when the data is
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queried. This is done by forwarding the query to another part of the robot,
which has free resources or can provide better results. Furthermore, this frame-
work supports only one agent, which is a contrast to ALICA which is used for
teams of agents. In comparison to KnowRob framework, ALICA uses a declarative
programming approach (ASP and Prolog), too. Additionally, both frameworks
use this programming approach to formulate knowledge bases, which can be
accessed by the supported agents.

Furthermore, in [8] one-shot solving is compared with multi-shot solving
based on External Statements. Hereby, they used benchmarks given by the Fifth
ASP Competition and support our results regarding External Statements in
dynamic domains. Nevertheless, they always investigated External Statements
in the context of expanding universes. According to our knowledge, our work is
the first investigating the advantages of External Statements in the context of
dynamic universes of almost constant size.

Erdem et al. present in [28] a framework utilising ASP and ConceptNet [29]
for representing commonsense knowledge in ASP, which is then used to plan and
execute household tasks. Hereby, ASP is used to represent the task of tidying a
house consisting of three rooms that include a kitchen, a bathroom, and a living
room. Therefore, the possible actions of a robot and the estimated locations of
objects are modelled in ASP. This can be compared to our evaluation scenario
(Sect. 5) and the application of the developed query mechanism. A household
as presented in [28] is a highly dynamic and human populated environment and
therefore is suited for the presented query mechanism, which has been proven is
Sect. 6.

Finally, we want to state the difference to our preliminary work [12]. In [12]
the user is required to manually guarantee the satisfaction of the Module Prop-
erty. In this extended version, we introduce an approach to automatically guar-
antee the satisfaction of the Module Property. Whenever the user formulates
an ASPExtensionQuery (in [12] denoted as ASPVariableQuery) our approach
transforms the given query rules into unique rules without any interaction from
a user. This makes the otherwise tedious satisfaction of the Module Property
transparent to the user and releases him from this responsibility. Additionally, we
re-evaluated our approach with a more current version (5.2.0) of the ASP solver
Clingo that gives us a significant runtime improvement, as shown in Sect. 6.

8 Conclusion and Future Work

In extension to our preliminary work [12], we presented an automatic satisfaction
of the Module Property and re-evaluated our scenarios with a current version
of the ASP solver Clingo. The integration of Clingo with the ALICA framework
clearly benefits from the current version of Clingo. All runtime evaluations show
improved results. In order to prevent a violation of the Module Property, we auto-
matically create a unique rule head for every part of the ASPExtensionQuery.
As we showed before, both ways of creating unique rule heads (with or without
External Statements) respond appropriately fast (less than 20 ms) for dynamic
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domains. Nevertheless, the runtime advantage with External Statements further
improved, compared to the results in [12], due to the current Clingo version. We
observed one disadvantage of External Statements. Whenever it is necessary to
create a new query that is different from all other queries before, a new External
Statement needs to be added to your ASP program. Although it is absolutely
possible to do this automatically, we encountered an increase in solving time
by 1 ms per created query. The amount of 1 ms depends on our modelling and
can probably be further reduced, but the number of External Statements, even
when they were already released, is a limiting factor with regard to scalability.
However, we still propose the use of External Statements for modelling dynamic
domains, such as human-populated service robotic domains. Only the number of
different queries is limited to 1800 in order to remain reasonably low in runtime.
As in [12], we evaluated the scalability of the Region Connection Calculus 4 by
determining the transitive closure of the reachability relation. With the current
Version of Clingo, we may conclude that the calculus scales up to a number of
900 instead of only 600 regions under premises that an agent can still query its
knowledge base at a rate of 5 Hz after an initial grounding time of roughly five
minutes.

In our future work, we will increase the variety of our scenarios in order to
get a more profound impression of the validity of External Statements as a solu-
tion to reasoning in dynamic domains. Furthermore, this investigation will be
joined with knowledge-based collaboration between multiple agents. In the cur-
rent scenarios, the knowledge bases are independent of each other and the agents
do not utilise knowledge from other agents knowledge bases. Implementing this
feature, e.g., would allow an agent to ask another agent for open doors, instead
of searching for open doors by itself.

Another aspect of knowledge-based collaboration is about global consistent
stable models. Furthermore, it is possible in ASP that several valid models exist,
but it is often desirable that a team agrees on the same or a similar model.
Therefore, agents could exchange relevant parts or even complete models between
each other, in order to choose the local model that is most similar to the parts
received from other agents.

Besides the knowledge-based collaboration of agents, another part of our
future work will be the provision of ASP based commonsense knowledge, which
will enable agents to solve everyday tasks. A promising approach for this is the
combination of Clingo with ConceptNet 5 [29], which represents commonsense
knowledge as a hypergraph. This hypergraph consists of weighted edges connect-
ing concepts with a given set of relations. These edges will be translated into
ASP and will provide a commonsense knowledge base that can be accessed by
an agent with the presented query structure.
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Abstract. Most cardiovascular diseases can be prevented by addressing
behavioral risk factors such as tobacco use, unhealthy diet and obesity, physical
inactivity and harmful use of alcohol using strategies of the entire population.
People with cardiovascular disease or high cardiovascular risk (due to the
presence of one or more risk factors, such as hypertension, diabetes, hyper-
lipidemia or already established disease) need early detection and management
using counseling and medication as appropriate. Now a leading cause of death.
In fact, it reveals the centrality of prevention and how important it is to be aware
of these situations. Thus, this paper will focus on the development of a decision
support system to prevent these events to happen, centered on a structure based
on Logic Programming for Representation and Knowledge Reasoning, com-
plemented with a case-based approach to computation.

Keywords: Chest X-Ray images � Knowledge representation and reasoning
Logic programming � Case-based reasoning � Decision support systems

1 Introduction

The radiographic image is the result of using the X-Ray methods to visualize the inside
of objects. These images are obtained with electromagnetic radiation in several wave
ranges, which are selected accordingly to its usage. In the medical imaging field, the
projectional radiography, as it is called, helps in diagnose, mainly the ones related to
bones density or shape modifications. The chest X-Ray is a quick procedure, as well as
easy, painless and non-invasive, and it allows to obtain images from the different
structures within the chest area. With these images’ records, it is possible to look for
symptoms of several types of diseases, namely pneumonia, congestive heart failure,
lung cancer, pulmonary fibrosis or sarcoid tissue.
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In this study, the X-ray images will be used to evaluate cardiovascular problems,
disease that cause 31.5% of the overall deaths in the world every year [1]. Indeed, this
work is focused on the development of a hybrid methodology for problem solving,
aiming at the elaboration of a decision support systems to detect cardiovascular
problems based on parameters obtained from chest X-ray images, like the Cardiac
Width (Fig. 1(a)), the Thoracic Width (Fig. 1(b)) and the Aortic Knuckle Perimeter
(AKP) (Fig. 1(c)) [2], according to a historical dataset, under a Case Based Reasoning
(CBR) approach to problem solving [3, 4].

Undeniably, CBR provides the ability of solving new problems by reusing
knowledge acquired from past experiences [3], i.e., CBR is used especially when
similar cases have similar terms and solutions, even when they have different back-
grounds [4]. Its use may be found in many different arenas, like in Online Dispute
Resolution [5] or Medicine [6–8], just to name a few.

This article is subdivided into five sections. In the former one a brief introduction to
the problem is made. Then a mathematical logic approach to Knowledge Represen-
tation and Reasoning and a CBR view to computing are introduced. In the third and
fourth sections a case study is set. Finally, in the last section the most relevant
attainments are described and possible directions for future work are outlined.

Fig. 1. The Chest X-ray’s parameters considered in this study, i.e., Cardiac Width (a), Thoracic
Width (b), and Aortic Knuckle Perimeter (c) [2].
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2 Related Work

2.1 Knowledge Representation and Reasoning

Regarding the computational paradigm it were considered extended logic programs
with two kinds of negation, classical negation, ¬, and default negation, not [9, 10].

An Extended Logic Program is a finite set of clauses as shown in Program 1.

where the first clause of Program 1 depict the predicate’s closure, “^” denotes “logical
and”, while “?” is a domain atom denoting “falsity”. The “pi, qj, and p” are classical
ground literals, i.e., either positive atoms or atoms preceded by the classical negation
sign “¬” [9]. Indeed, “¬” stands for a “strong declaration” that speaks for itself, and
“not” denotes “negation-by-failure”, i.e., a flop in proving a given statement, once it
was not declared explicitly. According to this formalism, every program is associated
with a set of “abducibles” [11, 12], given here in the form of exceptions to the
extensions of the predicates that make the program, i.e., clauses of the form:
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stands for data, information or knowledge that cannot be ruled out. The invariants or
restrictions, i.e., clauses of the type:

? p1 ^ � � � ^ pn ^ not q1 ^ � � � ^ not qmð Þ n;m� 0ð Þ

allows one to set the context under which the universe of discourse has to be under-
stood. Finally, the term scoringvalue denotes the relative weight of the extension of a
specific predicate.

In order to model the universe of discourse in a changing environment, the breeding
and executable computer programs will be ordered in terms of the Quality-of-
Information (QoI) and Degree-of-Confidence (DoC) that stems out of them, when
subject to a process of conceptual blending [13]. In blending, the structure or extension
of two or more predicates is projected to a separate blended space, which inherits a
partial structure from the inputs, and has an emergent structure of its own. Meaning is
not compositional in the usual sense, and blending operates to produce understandings
of composite functions or predicates, the conceptual domain, i.e., a basic structure of
entities and relations at a high level of generality (e.g., the conceptual domain for
journey has roles for traveler, path, origin, destination). Here it will be followed the
normal view of conceptual metaphor, i.e., the system will carry structure from one
conceptual domain (the source) to another (the target) directly. Now, the predicates
whose extensions make an extended logic program (or theory that model the universe
of discourse), i.e., i (i 2 {1, …, m}), the attributes of the mentioned predicates, j (j 2
{1, …, n}) and the respective values of the attributes j, i.e., xj 2 [minj, maxj] must be
considered in order to compute a scoring function Vi

j minj;maxj
� � ! 0 � � � 1, that gives

the score predicate i assigns to a value of attribute j taking into account its domain,
given in terms of all (attribute exception list, sub expression, invariants) productions.
The former predicate generates a list of all possible value combinations (e.g., pairs,
triples) as a list of sets defined by the domain size plus the invariants. The second
predicate recourses through this list, and make a call to the third predicate for each
exception combination. The third predicate denotes sub expression and is constructed
in the same form. Thus, the QoI with respect to a generic predicate K is:

• 1 (one) when the information is known (positive) or false (negative);
• 0 (zero) if the information is unknown; and
• ε ]0, 1[ for situations where the extensions of the predicates that make the program

include exceptions [14].

In order to measure the QoI that stems from a logic program or theory the QoI of
each predicate are posting into a multi-dimensional space. The axes denote the logic
program or theory, with a numbering ranging from 0 (at the center) to 1. Figure 2,
shows an example of an extended logic program or theory P, built on the extension of 5
(five) predicates, p1 … p5, where the dashed area stands for the respective QoI.

Regarding the DoC, it is a measure of one’s confidence that the argument values of
the terms that make the extension of a given predicate, with relation to their domains, fit
into a given interval. The DoC is computed using DoC ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� Dl2

p
, where Dl denotes

the length of the argument interval, which was set to the interval [0, 1], since the ranges
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of attributes values for a given predicate and respective domains were normalized, in
terms of the expression Y � Yminð Þ= Ymax � Yminð Þ, where the Ys stand for themselves.

The universe of discourse is engendered according to the information presented in
the extensions of such predicates, according to productions of the type:

predicatei �
S

1� j�m
clausej Ax1 ;Bx1ð Þ QoIx1 ;DoCx1ð Þð Þ; � � �ð

� � � ; Axn ;Bxnð Þ QoIxn ;DoCxnð Þð ÞÞ :: QoIj :: DoCj

where [ , m and l stand, respectively, for set union, the cardinality of the extension of
predicatei and the number of attributes of each clause [15]. On the other hand, either
the subscripts of the QoIs and the DoCs, or those of the pairs (As, Bs), i.e., x1, …, xl,
stand for the attributes’ clauses values ranges.

2.2 Case Based Computing

The CBR approach to computing is a technique for problem-solving grounded on the
humans’ decision-making process. Indeed, it stands for an act of finding and justifying
a solution to a given problem based on the consideration of past similar situations,
either using old solutions, or by reprocessing and generating new data or knowledge
from the old ones [3, 4]. In CB the cases are stored in a Case Base, and those cases that
are similar (or close) to a new one are used in the problem solving process. The typical
CB cycle containing four steps, namely:

• Retrieve – The new case is defined and it is used to retrieve one or more cases from
the repository, aiming to obtain cases with a higher degree of similarity to it;

• Reuse – The solutions of the similar cases found in the previous step were used to
suggest a solution for the new problem;

p1

0.2

0.6

0.8

1

0.4

p2

p3

p4

p5

Fig. 2. A measure of QoI for the logic program or theory P.
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• Revise – The suggested solution is tested by the user, allowing for its correction,
adaptation and/or modification in order to found the solution for new problem; and

• Retain – The new problem and the correspondent solution is stored in the case
repository [3, 4].

There are several examples of the use of CBR in Medicine, aiming to enhance the
work of health experts and to improve the efficiency and quality of health care. In the
literature it is possible to found review papers with different applications of CBR in
medical context, such as disease diagnosis, classification, treatment and management
[16, 17]. A recent study in the area of mental health care presents a CBR approach
aiming to predict the effect of treatments of patients with anxiety disorders. Such
approach showed 65% of correct predictions in the absence of similarity restrictions,
while for scenario with similarity restrictions (i.e., under the condition that the pre-
diction was based only on cases with a similarity of at least 0.62), the accuracy
increased to 80% [6]. Another study presents a fuzzy ontology-based semantic CBR
system to answer complex medical queries related to semantic understanding of
medical concepts and handling of vague terms in diabetes diagnosis [7]. Other work
combines CBR and multi-agent systems for the diagnosis, prognosis, treatment and
therapeutic monitoring of gastric cancer. In the multi-agent architecture, the ontological
agent type uses the knowledge domain in order to ensure proficiency in the extraction
of similar clinical cases and provide treatment suggestions to patients and physicians.
CBR, in turn, is used to memorize and to restore experience data aiming to solve similar
problems [8].

Despite promising results, the current CB systems are neither complete nor
adaptable enough for all domains. In some cases, the user cannot choose the similarity
(ies) method(s) and is required to follow the system defined one(s), even if they do not
meet their needs. Moreover, in real problems, the access to all necessary information is
not always possible, since existent CB systems have limitations related to the capability
of dealing, explicitly, with unknown, incomplete, and even self-contradictory infor-
mation. To make a change, Neves et al. [2, 14] induced a different CB cycle that is
depicted in Fig. 3. It takes into consideration the case’s QoI and DoC metrics. It also
contemplates a cases optimization process present in the Case Base, whenever they do
not comply with the terms under which a given problem has to be addressed (e.g., the
expected DoC on a prediction was not attained). The optimization process can use
Genetic Algorithms [10], Artificial Neural Networks [18, 19] or Particle Swarm
Optimization [20], generating a set of new cases which must be in conformity with the
invariant:

\n

i¼1
Bi;Eið Þ 6¼ ; ð1Þ

that states that the intersection of the attribute’s values ranges for cases’ set that make
the Case Base or their optimized counterparts (Bi) (being n its cardinality), and the ones
that were object of a process of optimization (Ei), cannot be empty (Fig. 3).
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3 Case Study

Aiming to develop a predictive model to estimate the risk of cardiovascular diseases, a
database was set, built on 542 health records of patients from a major health care
institution in the North of Portugal. The patients included in this study aged between 18
to 97 years old, with an average of 56±16 years old. The gender distribution was
42.2% and 57.8% for male and female, respectively.

After having collected the data it is possible to build up a knowledge database given
in terms of the extensions of the relations or predicates depicted in Fig. 4, which stand
for a situation where one has to manage information aiming to access the cardiovas-
cular disease predisposing. The software imageJ [21] was used to extract the necessary
features from X-ray images (Fig. 1). In the database some incomplete and/or default
data is present. For instance, the Systolic Blood Pressure in case 1 are unknown
(depicted by the symbol ⊥), while the Risk Factors range in the interval [1, 2]. The
CTR column is the Cardiac Thoracic Ratio computed using cardiac and thoracic width.
The Descriptions column stands for free text fields that allow for the registration of
relevant patient features.

Applying the algorithm presented in [2] to the fields that make the knowledge base
for Cardiovascular Diseases Predisposing (Fig. 4), excluding at this stage of such a
process the Description one, it is possible to set the arguments of the predicate car-
diovascular diseases predisposing (cdp) referred to below, whose extension denote the
objective function with respect to the problem under analyze:

Fig. 3. The updated view of the CB cycle [2].

54 J. Neves et al.



cdp : Age; SystolicBloodPressure;CholesterolLDL ;CholesterolHDL ; Triglycerides;
CardiacThoracicRatio;AorticKnucklePerimeter;RiskFactors ! 0; 1f g

where 0 (zero) and 1 (one) denote, respectively, the truth values false and true.
Exemplifying the application of the algorithm presented in [2] to a term (patient)

that presents the feature vector Age = ⊥, SBP = 120, CholLDL = 102, CholHDL = 70,
Trigly = 130, CTR = [0.53, 0.56], AKP = 120, RF = [1, 2], one may have:

4 Computational Model

The framework presented previously shows how the information comes together and
how it is processed. In this section, a soft computing approach was set to model the
universe of discourse, where the computational part is based on a CB approach to
computing. In present work the CB cycle proposed by Neves et al. [2, 14] (Fig. 3) was
adopted. The main advantage of the new CB cycle relies on the fact that not only all the
cases have their arguments set in the interval [0, 1], but it also caters for the handling of

Fig. 4. A fragment of the knowledge base for cardiovascular diseases predisposing assessment.
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incomplete, unknown, or even self-contradictory data or knowledge. Thus, the Case
Base given in terms of the following pattern:

Case ¼ \Rawdata; Normalizeddata; Descriptiondata [f g

In addition the proposed methodology also contemplates the optimization of the
retrieved cases. Artificial Neural Networks (ANNs) were used in the optimization stage
in the following way:

• The extremes of the attribute’s values ranges, as well as their DoCs and QoIs are fed
to the ANN; and

• The outputs are given in a form that ensures that the case may be used to solve the
problem (no (0), yes (1)), and a measure of the system confidence on such a result is
provided (Fig. 5).

When confronted with a new case, the system is able to retrieve all cases that meet
such a case structure and optimize such a population, having in consideration that the
cases retrieved from the Case-base must satisfy the invariant present in Eq. (1), in
order to ensure that the intersection of the attributes range in the cases that make the
Case-base repository or their optimized counterparts, and the equals in the new case

Pre-processing
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1
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•
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•
•
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•
•
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Fig. 5. A case’s classification procedure based on ANNs.
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cannot be empty. Having this in mind, the algorithm described in [2] is applied to the
new case that presents the feature vector Age = 62, SBP = 110, CholLDL = 105,
CholHDL = 65, Trigly = 182, CTR = 0.43, AKP = [125, 127], RF = ⊥, with the
outcome:

cdpnew case 0:56; 0:56ð Þ 1; 1ð Þð Þ; � � � ; 0; 1ð Þ 1; 0ð Þð ÞÞð :: 1 :: 0:87

Now, the new case may be portrayed on the Cartesian plane in terms of its QoI and
DoC, and by using clustering methods [22] it is feasible to identify the cluster(s) that
intermingle with the new one. After the optimization process the new case is compared
with every retrieved case from the cluster using a similarity function sim, given in
terms of the average of the modulus of the arithmetic difference between the arguments
of each case of the selected cluster and those of the new case. Thus, one may have:

retrievedcase1 ð0:77; 0:77Þð1; 1Þð Þ; � � � ; ð0:25; 0:75Þð1; 0:87Þð ÞÞðð :: 1 :: 0:81
retrievedcase2 ð0:90; 0:90Þð1; 1Þð Þ; � � � ; ð0:5; 0:75Þð1; 0:98Þð ÞÞðð :: 1 :: 0:85

..

.

retrievedcasej ð0:69; 0:69Þð1; 1Þð Þ; � � � ; ð0:75; 1Þð1; 0:97Þð ÞÞðð :: 1 :: 0:83|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
normalized cases that make the retrieved cluster

Assuming that every attribute has equal weight, for the sake of presentation, the dis
(imilarity) between newcase and the retrievedcase1, i.e., newcase!1, may be computed as
follows:

disDoCnew case!1 ¼
1� 1k kþ � � � þ 1� 0:87k k

8
¼ 0:15

Thus, the sim(ilarity) for simDoC
new case!1 is set as 1 – 0.15 = 0.85. Regarding QoI the

procedure is similar, returning simQoI
new case!1 ¼ 1. Thus, one may have:

simQoI;DoC
new case!1 ¼ 1� 0:85 ¼ 0:85

i.e., the product of two measurements is a new type of measurement. For instance,
multiplying the lengths of the two sides of a rectangle gives its area, which is the
subject of dimensional analysis. In this work the mentioned product gives the overall
similarity between the new case and the retrieved ones. These procedures should be
applied to the remaining cases of the retrieved clusters in order to obtain the most
similar ones, which may stand for the possible solutions to the problem. This approach
allows users to define the most appropriate similarity methods to address the problem
(i.e., it gives the user the possibility to narrow the number of selected cases with the
increase of the similarity threshold).

The proposed model was tested on a real data set with 542 examples. Thus, the
dataset was divided in exclusive subsets through the ten-folds cross validation [19].
In the implementation of the respective dividing procedures, ten executions were
performed for each one of them. Table 1 presents the coincidence matrix of the CB
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model, where the values presented denote the average of 30 (thirty) experiments.
A perusal to Table 1 shows that the model accuracy was 90.4% (i.e., 490 instances
correctly classified in 542). Thus, from clinical practice perspective, the predictions
made by the CB model are satisfactory, attaining accuracies close to 90%.

Based on coincidence matrix it is possible to compute different metrics in order to
evaluate the performance of the model, namely sensitivity, specificity, Positive Pre-
dictive Value (PPV), Negative Predictive Value (NPV) [23]. The sensitivity and
specificity of the model were 89.3% and 91.8%, while Positive and Negative Predictive
Values were 93.6% and 86.6%. The ROC curve [23, 24] is shown in Fig. 6. The area
under ROC curve (0.91) denotes that the model exhibits a good performance in the
assessment of cardiovascular diseases predisposing, despite the presence of unknown
and incomplete information in the knowledge database.

In some recent studies the problem of incomplete information was addressed. In
this context, Abreu et al. [25] present a study to predict the overall survival of women
with breast cancer using a clinical dataset with 847 cases and 25% missing values. The
k-nearest neighbor algorithm was used as the imputation method. The model presents a
prediction accuracy of 73%. In another study the referred authors compared the per-
formance of three different imputation methods, i.e., mean/mode imputation,
expectation-maximization algorithm and k-nearest neighbor algorithm. The sensitivity,
specificity and accuracy range from 83.9% to 88.4%, 47.4% to 70.5% and 68.8% to
81.7%, respectively [26].

Table 1. The coincidence matrix for CB model.

Target Predictive
True (1) False (0)

True (1) 276 33
False (0) 19 214
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1 – Specificity

Fig. 6. The ROC curve regarding the proposed model.
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5 Conclusion

CVD is one of the leading causes of death in the world. Adjusting lifestyle to minimize
the prevalence of the risk factors can decrease the prevalence of CVD. Beyond just
harming the individual who suffers from some form of CVD, it also affects everyone
economically, environmentally, and socially. As healthcare and related costs increase,
so do the budgets required by these programs. Thus, taxes will likely rise in order to
keep up with the demand for government funding of these initiatives. Thus, this work
aims at to minimize the impact of this situation, by presenting a Logic Programming
based Decision Support System centered on a formal framework based on LP for
knowledge representation and reasoning, complemented with a CB approach to com-
puting that caters for the handling of incomplete, unknown, or even contradictory
information. The proposed model is able to provide adequate responses once the
overall accuracy is close to 90%. Indeed, it has also the potential to be disseminated
across other prospective areas, therefore validating a universal attitude. In fact, the
added values of the presented approach arises from the complementarily between Logic
Programming (for knowledge representation and reasoning) and the computational
process based on Case Based expertise.

Acknowledgments. This work has been supported by COMPETE: POCI-01-0145-FEDER-
007043 and FCT – Fundação para a Ciência e Tecnologia within the Project Scope:
UID/CEC/00319/2013.
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Abstract. Temporal (one-dimensional) Convolutional Neural Network
(Temporal CNN, ConvNet) is an emergent technology for text under-
standing. The input for the ConvNets could be either a sequence of words
or a sequence of characters. In the latter case there are no needs for nat-
ural language processing. Past studies showed that the character-level
ConvNets worked well for text classification in English and romanized
Chinese corpus. In this article we apply the character-level ConvNets
to Japanese corpus. We confirmed that meaningful representations are
extracted by the ConvNets in English corpus and Japanese corpus. We
attempt to reuse the meaningful representations that are learned in the
ConvNets from a large-scale dataset in the form of transfer learning.
As for the application to the news categorization and the sentiment
analysis tasks in Japanese corpus, the ConvNets outperformed N-gram-
based classifiers. In addition, our ConvNets transfer learning frameworks
worked well for a task which is similar to one used for pre-training.

Keywords: Deep learning · Temporal ConvNets · Transfer learning
Text classification · Sentiment analysis

1 Introduction

Recently, many deep learning algorithms have achieved high accuracy in media
information processing, such as image and speech recognition. Concretely, a
deep convolutional neural network (ConvNet, CNN) achieved a winning top-
5 test error rate of 15.3%, compared to 26.2% achieved by the second-best entry
in ILSVRC-2012 competition [10]. Many deep learning approaches in the field
of image recognition reuse the ConvNets pre-trained on a very large dataset
(e.g. ImageNet [4]) as a parameter initialization or feature extractor [23]. This
approaches are called transfer learning, in particular, inductive transfer.

A successful example of deep learning in the field of natural language pro-
cessing is word2vec [15,16] which is a method for producing word embeddings
(i.e., low-dimensional and dense vectors).
c© Springer International Publishing AG, part of Springer Nature 2018
J. van den Herik et al. (Eds.): ICAART 2017, LNAI 10839, pp. 62–81, 2018.
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In the field of natural language processing, text classification is a classic and
important task because of many applications. It was important for classic text
classification to make “good” features for a classifier by hand. For instance, a
language-specific sentiment dictionary for sentiment analysis is often employed
and it needs a language-specific morphological analysis to make a Bag-of-Words
model or a Bag-of-N-grams model.

There are deep learning approaches for text classification/sentiment analysis.
In the early days, stacked denoising autoencoders (SDAs) are used for Amazon
review data sentiment analysis [7]. Recursive neural networks (RNNs) based on
a syntax tree are also used for a similar task [24]. A syntactic analyzer or a
manpower is needed to generate the syntax tree.

Recent approaches are to apply the temporal ConvNets on a sequence of
words or a sequence of characters. The former, the word-level ConvNets require
the morphological analyzer of a target language. The word embeddings pre-
trained by unsupervised learning (i.e., word2vec training) improve classification
accuracy of the word-level ConvNets. The latter, the character-level ConvNets do
not require the morphological analyzer, the syntactic analyzer, etc. Past studies
showed that the character-level ConvNets worked well for news category clas-
sification and sentiment analysis/classification tasks in English and romanized
Chinese text corpus. However, any of other languages has not been studied yet.
Additionally, nobody discusses features extracted by the character-level Con-
vNets although many discussions about that are in the field of image recognition.

This study experiments on Japanese text classification with the ConvNets,
and we investigate what the character-level ConvNets extract and the possibility
of transfer learning in order to make good use of them.

The remainder of this paper is organized as follows. Section 2 explains related
works dealing with the temporal ConvNets for text classification and an overview
of transfer learning in the field of image recognition. Section 3 briefly describes
the character-level ConvNets and the transfer learning frameworks for experi-
ments. Section 4 provides the dataset description and the experimental results.
Section 5 provides the discussions for the experimental results. Finally, Sect. 6
gives a conclusion of this paper.

2 Related Work

2.1 Word-Level ConvNet

The word-level ConvNets approaches which apply the temporal ConvNets on the
sequence of words are proposed by Kim [9] and Severyn et al. [21,22]. Kim uses
multiple window sizes of convolution filters and experiments on movie sentiment
analysis. Severyn et al. experiment on very short text, such as Twitter and SMS.
Both of their models use only one temporal convolutional layer and one temporal
pooling layer, namely they are relatively shallow.
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2.2 Character-Level ConvNet

The character-level ConvNets approaches which apply the temporal ConvNets
on the sequence of characters are proposed by Santos et al. [18,19] and Zhang
et al. [26,27]. Santos et al. combine the word-level ConvNet with a pre-trained
embedding layer and the character-level ConvNet with a randomly initialized
embedding layer for a twitter sentiment analysis. Their model is also relatively
shallow, like past studies of the word-level ConvNets. Zhang et al. are the first to
apply the temporal ConvNets only on the sequence of characters. An acceptable
input of their model is the sequence of one-hot (or 1-of-m) encoded characters. In
the case of English dataset, the dimensionality of one-hot encoding is the sum of
the number of letters from “a” to “z”, digits “0” to “9” and signs (e.g., “?”, “!”,
etc.), hence at most 70. In the case of Chinese dataset, the past study uses the
romanization by Python library pypinyin. Hence, the dimensionality of one-hot
encoding for Chinese input is the same as in the case of English dataset. Their
model is a deep architecture which is composed of 6 convolutional-pooling layers
and 3 fully-connected layers.

2.3 Transfer Learning Based on ConvNet in Image Recognition

In image recognition of deep learning, many researchers study reuse of the
ConvNets pre-trained on ImageNet [4]. Razavian et al. reuse the pre-trained
ConvNets as a feature extractor [23], and they apply linear SVM classifier on
extracted features. One of other approaches is replacing weights of the output
layer of the pre-trained ConvNets with randomly initialized weights and re-
training the whole weights of the ConvNets on a new task [1,5]. This approach
is called fine-tuning. In general, accuracy of the ConvNets has a strong tendency
to depend on the initial weights. Weight initialization by the pre-trained Con-
vNets produces better results than random weight initialization. In particular,
if the number of samples of a training dataset is small, good initial weights pre-
vent the ConvNets from overfitting and enhance a generalization ability of the
ConvNets.

3 Character-Level ConvNet

3.1 Overview

This section shows key modules for applying the temporal ConvNets on the
character-level input [18,19,26,27].

Input Representation. We employ two types of input representation for
experiments. One is a simple one-hot representation which follows the past
study. Another is a distributed representation (i.e., a character-level embedding)
in order to omit troublesome romanization processing in the case of Japanese
dataset.
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Given a sentence composed of N characters {c1, c2, · · · , cN}, we first trans-
form each character cn into the d-dimensional one-hot representation which has
value 1 at index cn and zero in all other positions. Hence, the sentence composed
of the N characters is transformed into {r1, r2, · · · , rN} ∈ R

d×N .
Character-level embeddings require an additional transformation. The

character-level embeddings are encoded by column vectors in an embedding
matrix W e ∈ R

de×d which is a parameter to be learned. We transform each
one-hot character vector rn into the de-dimensional character-level embedding
ren ∈ R

de

by using the matrix-vector product:

ren = W ern. (1)

The dimensionality of the character-level embedding de is a hyper-parameter to
be chosen by the user. In the case of the character-level embeddings, the sen-
tence composed of the N characters is finally transformed into {re1, re2, · · · , reN} ∈
R

de×N .
In the following explanation, the vector sn represents either the vector rn or

the vector ren.

Temporal Convolution. A vector zn ∈ R
d×k applied to temporal convolu-

tion with a filter of window size k is defined as a concatenation of the one-hot
representations:

zn =
(
sn−(k−1)/2, · · · , sn+(k−1)/2

)T
. (2)

Hence, the output value of temporal convolution by the ith filter is as follows:
[
un

]
i
=

[
Wzn + b

]
i

(3)

where W ∈ R
f×d×k is the weight matrix composed of the f convolution filters

and b ∈ R
f is the bias vector. W and b are parameters to be learned.

Temporal Pooling. Let us define M = N − (k−1) and temporal max-pooling
size is p. The output value of temporal convolution by the ith filter can be
describe as (v1, v2, · · · , vM )i ∈ R

N−(k−1). Hence, an applied range of temporal
max-pooling

[
ym

]
i

is as follows:
[
ym

]
i
=

(
vm−(p−1)/2, · · · , vm+(p−1)/2

)
i
. (4)

The dimensionality of the output matrix of the temporal max-pooling layer is
f × (N − (k − 1))/p.

3.2 Model Design

Below we prepare shallow ConvNets and deep ConvNets. The sequential infor-
mation in the text whose length is larger than the window size, cannot be taken
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into consideration with the shallow ConvNets. In the meantime, multiple con-
volution and pooling enable the deep ConvNets to take those information into
consideration.

The alphabet set used in the models of one-hot representation consists of the
following 68 characters.

The input sentence length (i.e., the number of input characters) is fixed to 1014.
Hence, in the case of the one-hot representation, the dimensionality of the input
matrix is 68 × 1014. The dimensionality of the character-level embedding is set
to 50. Hence, in the case of the character-level embedding, the dimensionality
of the input matrix is 50 × 1014. In addition, ReLU [17] is applied to all the
layers except for the output layer. For the network training, momentum SGD
[2] is carried out via backpropagation. Then, the mini-batch size is set to 50
and the momentum is set to 0.9 and initial learning rate is set to 0.01 which is
halved every 3 epochs for 10 times. The weights of all the models are initialized
by “Xavier initialization” [6].

Deep Model. Zhang et al. designed two models of 9 layers deep neural networks
with 6 convolutional layers and 3 fully-connected layers. One of the two models
has a large number of the convolution filters (Large-C6FC3), while another one
has a small number of those (Small-C6FC3). Cn1FCn2 refers to a network with
n1 convolutional layers and n2 fully-connected layers. Tables 1 and 2 list the
configurations of the deep models of Zhang et al. The former lists the configu-
rations of the 6 convolutional layers of the deep models and the latter lists the
configurations of the 3 fully-connected layers of the deep models. Each column of
Table 1 indicates the index of the layers, the number of convolution filters of the
large model, the number of convolution filters of the small model, the window
size of the convolution filters and the max-pooling size. Each column of Table 2
indicates the index of the layers, the number of the output units of the large
model and the number of the output units of the small model. The 9th layer is

Table 1. Configurations of the 6 convolutional layers of Small-C6FC3 and Large-
C6FC3 [20].

Layer Large frame Small frame Window Pool

1 1024 256 7 3

2 1024 256 7 3

3 1024 256 3 N/A

4 1024 256 3 N/A

5 1024 256 3 N/A

6 1024 256 3 3
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Table 2. Configurations of the 3 fully-connected layers of Small-C6FC3 and Large-
C6FC3 [20].

Layer Output units large Output units small

7 2048 1024

8 2048 1024

9 Depends on the problem

the output layer, hence the number of units of that layer depends on a problem
at hand (e.g., if we deal with a sentiment polarity classification problem, the
number of those is two.). To regularize the network, the dropout method [25] is
applied to be between the 3 fully-connected layers with a probability of 0.5.

Shallow Model. We build the shallow character-level ConvNets for comparing
with the deep models of Zhang et al. Tables 3 and 4 list the configurations of the
shallow models like Tables 1 and 2.

Table 3. Configurations of the convolutional layer of Small-C1FC1 and Large-C1FC1
[20].

Layer Large frame Small frame Kernel Pool

1 1024 256 7 1008

Table 4. Configurations of the fully-connected layer of Small-C1FC1 and Large-C1FC1
[20].

Layer Output units large Output units small

2 Depends on the problem

3.3 Character-Level ConvNets for Transfer Learning

A target task in this section is a text classification task in a relatively small
dataset. To prevent the ConvNets from overfitting, we train the ConvNets on a
very large dataset and reuse them with transfer learning frameworks.

We employ Small-C6FC3 model for experiments dealing with transfer learn-
ing. The following three transfer learning frameworks are compared each other:

Scratch. The model without pre-training on the very large dataset.
Pre-trained Feature. We initialize the 6 convolutional layers of the model

with those of the pre-trained model, and freeze those layers for training.
Thus, the pre-trained model is used for the feature extractor and only the 3
fully-connected layers are trained through backpropagation.

Fine-tuning. We initialize all the layers without the output layer of the model
with those of the pre-trained model and do not freeze any of the layers for
training.
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4 Experiments

4.1 Baseline Methods

We use a Bag-of-Words model and a Bag-of-N-grams model as baseline meth-
ods. We employ a multinomial logistic regression for tf-idf features based on a
dictionary created by the following methods.

Bag-of-Words. In the case of English dataset, pre-processing (e.g., removing
stopwords) is carried out by Python library gensim. In the case of Japanese
dataset, Japanese morphological analysis is carried out by MeCab [11]. For
both of English dataset and Japanese dataset, we use the most frequent 5000
words as the dictionary.

Bag-of-N-grams. In the case of a English dataset, we use the most frequent n-
grams (up to 5-g) as the dictionary. In the case of Japanese dataset, Japanese
romanization is carried out by “Kanji Kana Simple Inverter” (KAKASI1). We
use the most frequent n-grams (up to 5-g) that are romanized as the dictio-
nary.

4.2 Datasets and Results for Japanese Text Classification

This study employs two types of task for each of English and Japanese with
reproduction of the past study in mind. One of the tasks is news categorization,
while another one is sentiment analysis.

AFPBB Dataset. We collected Japanese news articles including titles, texts
and categories from AFPBB News2 for the Japanese news categorization task.
Table 5 describes an overview of the corpus. The corpus contains 79,778 articles
from May 2006 to May 2016. The categories of the corpus are composed of
“Lifestyle”, “Politics”, “Science” and “Sports”. We sampled 12,000 articles for
each of the categories as a training dataset while we sampled 500 articles for each
of the categories as a validation dataset and a test dataset. The romanization is
carried out for the input for the Bag-of-N-grams and the one-hot character-level
ConvNet.

The results for the AFPBB dataset are shown in Table 6. From the point
of view of classification accuracy, the best model is the Bag-of-Words model.
The results indicate that C1FC1 one-hot models outperform C6FC3 one-hot
models, and C6FC3 embedding models outperform C1FC1 embedding models.
We suppose C6FC3 one-hot models fall into overfitting because their expressive
power derived from the deep architecture is too much for the small AFPBB
dataset and the deteriorated input information due to the romanization. As
for C6FC3 embedding models, we suppose that the intact input information
and the relatively deep architecture improve the accuracy. However, none of the
ConvNets outperform the Bag-of-Words model because they fail to learn features
as good as the dictionary from the relatively small dataset.
1 http://kakasi.namazu.org/.
2 http://www.afpbb.com/.

http://kakasi.namazu.org/
http://www.afpbb.com/
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Table 5. Overview of AFPBB dataset [20].

Category Total Train Validation Test

Lifestyle 21,927 12,000 500 500

Politics 18,221 12,000 500 500

Science 13,069 12,000 500 500

Sports 26,561 12,000 500 500

Table 6. Classification accuracy for AFPBB dataset [20].

Model Accuracy

Bag-of-Words 0.947

Bag-of-N-grams 0.926

Small-C1FC1 one-hot 0.9385

Large-C1FC1 one-hot 0.941

Small-C1FC1 embedding 0.916

Large-C1FC1 embedding 0.9225

Small-C6FC3 one-hot 0.9120

Large-C6FC3 one-hot 0.9295

Small-C6FC3 embedding 0.9365

Large-C6FC3 embedding 0.9395

Rakuten Market Review Dataset. We obtained a Rakuten3 market review
dataset from the Informatics Research Data Repository of National Institute of
Informatics4. We created a subset of it by extracting only reviews with �1 and
�5 and written between April 2012 and December 2012 to use in the Japanese
sentiment analysis task. Among sentiment analysis tasks, this study deals with
a sentiment polarity classification (a task for classifying a input text into posi-
tive or negative). We sampled 680,000 reviews from the Rakuten market review
dataset as shown in Table 7. We created the dictionary for the Bag-of-Words and
the Bag-of-N-grams from 200,000 reviews which are randomly sampled from the
training dataset because of the limitations of memory.

Table 8 shows the results. We had two assumptions. One is that the sequen-
tial information improves the accuracy for the sentiment analysis task. Another
assumption is that the words or the N-grams are more important than the
sequential information in the news categorization task. However, simple C1FC1
models are not inferior to C6FC3 models which is able to take the sequen-
tial information into consideration. On the contrary, one of the shallow mod-
els, Large-C1FC1 with the character-level embedding is the best model. C6FC3

3 Rakuten, Inc. is one of the largest Japanese electronic commerce and Internet com-
panies based in Tokyo, Japan.

4 http://www.nii.ac.jp/dsc/idr/en/rakuten/rakuten.html.

http://www.nii.ac.jp/dsc/idr/en/rakuten/rakuten.html
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Table 7. Overview of Rakuten market review dataset [20].

Polarity Total Train Validation Test

Positive(�5) 11,434,454 300,000 20,000 20,000

Negative(�1) 370,160 300,000 20,000 20,000

models outperform C1FC1 models in the case of the one-hot representation,
while C1FC1 models outperform C6FC3 models in the case of the character-
level embedding. Since a normal Japanese sentence is shorter than a roman-
ized Japanese sentence, the applied range of convolution or max-pooling differs
between the normal Japanese sentence and the romanized Japanese sentence.
Thus, the Japanese character-level embedding enables the ConvNets to have
more broader viewpoints than the romanized one-hot representation. We sup-
pose that the broader viewpoints have provided important information in the
sentiment analysis task, which usually comes from the sequential information.

Table 8. Classification accuracy for Rakuten market review dataset [20].

Model Accuracy

Bag-of-Words 0.95475

Bag-of-N-grams 0.950975

Small-C1FC1 one-hot 0.958525

Large-C1FC1 one-hot 0.963725

Small-C1FC1 embedding 0.967675

Large-C1FC1 embedding 0.969875

Small-C6FC3 one-hot 0.9637

Large-C6FC3 one-hot 0.966825

Small-C6FC3 embedding 0.966925

Large-C6FC3 embedding 0.9689

AG News Dataset. We obtained AG’s corpus of news articles [3,8] from
Gulli’s website5 for English categorization task. We sampled 400,000 articles
which belong to any of four largest categories from the corpus for the training
dataset, the validation dataset and the test dataset as shown in Table 9. We
created the dictionary for the Bag-of-Words and the Bag-of-N-grams from the
random sampled 120,000 reviews because of the limitations of memory.

Table 10 shows the results. The best model is Large-C1FC1. There is, how-
ever, not much different between all the models, because all the models could
extract key words as features.
5 https://www.di.unipi.it/∼gulli/AG corpus of news articles.html.

https://www.di.unipi.it/~{}gulli/AG_corpus_of_news_articles.html
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Table 9. Overview of AG news dataset [20].

Category Total Train Validation Test

World 186,674 90,000 5,000 5,000

Sports 118,103 90,000 5,000 5,000

Business 134,223 90,000 5,000 5,000

Sci/Tech 153,595 90,000 5,000 5,000

Table 10. Classification accuracy for AG news dataset [20].

Model Accuracy

Bag-of-Words 0.8689

Bag-of-N-grams 0.87665

Small-C1FC1 0.8701

Large-C1FC1 0.8849

Small-C6FC3 0.87095

Large-C6FC3 0.87925

Amazon Review Dataset. We obtained an Amazon review dataset [13,14]
including eight categories (“Books”, “Electronics”, etc.) from the Stanford Net-
work Analysis Project (SNAP)6 for the English sentiment analysis task. We sam-
pled 760,000 reviews whose rating is �1 or �5 from this dataset for the training
dataset, the validation dataset and the test dataset as shown in Table 11. We
created the dictionary for the Bag-of-Words and the Bag-of-N-grams from the
random sampled 200,000 reviews because of the limitations of memory.

Table 11. Overview of Amazon review dataset [20].

Polarity Total Train Validation Test

Positive(�5) 8,829,533 300,000 40,000 40,000

Negative(�1) 653,333 300,000 40,000 40,000

Table 12 shows the results. The best model is Large-C6FC3. Since the dictio-
nary based on the frequent words may not contain important key words for the
sentiment analysis, the flexible ConvNets are proven to be more accurate than
the Bag-of-Words and the Bag-of-N-grams by a 3–5% margin.

6 https://snap.stanford.edu/data/web-Amazon.html.

https://snap.stanford.edu/data/web-Amazon.html
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Table 12. Classification accuracy for Amazon review dataset [20].

Model Accuracy

Bag-of-Words 0.882175

Bag-of-N-grams 0.881275

Small-C1FC1 0.91125

Large-C1FC1 0.925425

Small-C6FC3 0.92155

Large-C6FC3 0.931925

4.3 Datasets and Results for Transfer Learning

We construct English dataset and Japanese dataset for the experiment for trans-
fer learning.

For the experiment for the English dataset, we construct a large-scale dataset
including sixteen categories which are shown in Table 13 for pre-training from
the Amazon review dataset. We call it a pre-training dataset. Table 14 shows an
overview of the pre-training dataset. The test classification accuracy of Small-
C6FC3 for the pre-training dataset is 0.9168.

Table 13. Sixteen categories for pre-training [20].

Category

Apps for Android

Automotive

Baby

Beauty

Books

Clothing shoes and jewelry

Digital music

Grocery and gourmet food

Health and personal care

Office products

Patio lawn and garden

Pet supplies

Sports and outdoors

Tools and home improvement

Toys and games

Video games
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Table 14. Overview of Amazon review dataset for pre-training [20].

Overall Polarity Train Validation Test

�5 Positive 400,000 40,000 40,000

�4 200,000 20,000 20,000

�2 Negative 200,000 20,000 20,000

�1 400,000 40,000 40,000

We choose “Movies and TV”, “Electronics”, “Home and Kitchen” category
to construct the small-scale datasets for the target task. We call it a target
dataset. It should be noted that the pre-training dataset does not include these
three categories. Table 15 shows an overview of the target dataset. The ratio of
the number of the reviews for each of �1, �2, �4 and �5 rating is 2:1:1:2,
namely this ratio is the same ratio as the large-scale dataset for the pre-training
as shown in Table 14.

Table 15. Overview of the English dataset for main task of transfer learning. To be
specific, “Movies” indicates “Movies and TV” category and “Home” indicates “Home
and Kitchen” category [20].

Movies Electronics Home

Train 150,000 150,000 60,000

Validation 30,000 30,000 9,000

Test 30,000 30,000 9,000

Table 16 shows the results. The results indicate that the Fine-tuning is the
best method for all the datasets. Additionally, the smaller the dataset gets, the
less accurate the Scratch framework gets. From these facts, making good use of
the pre-trained ConvNets is very effective for the prevention of overfitting and
the enhancement of the generalization ability.

Table 16. The results of experiments for transfer learning on the Amazon review
dataset. Each of numbers indicates the classification accuracy [20].

Model\Dataset Movies Electronics Home

Bag-of-Words 0.85503 0.86033 0.8524

Bag-of-N-grams 0.85603 0.8755 0.8693

Scratch 0.85827 0.87854 0.8581

Pre-trained feature 0.88697 0.88183 0.8988

Fine-tuning 0.8992 0.90523 0.9123
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In addition, we used a IMDb review dataset [12] for the target dataset. The
task of this dataset is also the sentiment polarity classification task. This dataset
was collected 50,000 polarized reviews from the Internet Movie Database7. A
negative review has a score 4 or less out of 10, while a positive review has a
score 7 or more out of 10. The default training dataset has 25,000 reviews, while
the default test dataset has 25,000 reviews. We randomly sampled 2,500 reviews
for the validation dataset from the default training dataset. Hence, we could use
only 22,500 reviews for the training dataset. A polarity ratio of all the datasets
is 1:1. Since we have an assumption that a characteristic (e.g., scale, a topic) of
the pre-training dataset influences the results of transfer learning, we construct
another pre-training dataset including only “Movies and TV” category which is
closely related topic to the IMDb review dataset.

Table 17 shows the results. The Scratch framework falls into overfitting
because of its depth and the smallness of the IMDb review dataset. The trans-
fer learning frameworks using the pre-trained ConvNets outperform the classic
text classification methods. Furthermore, the framework using the ConvNets
pre-trained on the large-scale dataset including the various categories outper-
forms the framework using the ConvNets pre-trained on the small-scale dataset
including only “Movies and TV” category which is semantically similar topic to
the target dataset.

Table 17. The results of experiments for transfer learning on the IMDb review dataset.
Each of numbers indicates the classification accuracy. (Various & Large) implies that
each of models is pre-trained on the large-scale pre-training dataset including various
categories (Table 13). (Movies & Small) implies that each of models is pre-trained on
150,000 Amazon reviews including only “Movies and TV” category [20].

Model Accuracy

Bag-of-Words 0.81184

Bag-of-N-grams 0.83276

Scratch 0.75288

Pre-trained feature (Various & Large) 0.87408

Fine-tuning (Various & Large) 0.87396

Pre-trained feature (Movies & Small) 0.85156

Fine-tuning (Movies & Small) 0.85256

For the experiment for the Japanese dataset, we construct the large-scale
dataset for pre-training from the Rakuten market review dataset. Table 18 shows
an overview of the pre-training dataset.

We obtained a Rakuten travel review dataset from the Informatics Research
Data Repository of National Institute of Informatics8. The Rakuten travel review
7 http://www.imdb.com/.
8 http://www.nii.ac.jp/dsc/idr/en/rakuten/rakuten.html.

http://www.imdb.com/
http://www.nii.ac.jp/dsc/idr/en/rakuten/rakuten.html
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Table 18. Overview of Rakuten market review dataset for pre-training.

Overall Polarity Train Validation Test

�5 Positive 300,000 20,000 20,000

�4 150,000 10,000 10,000

�2 Negative 150,000 10,000 10,000

�1 300,000 20,000 20,000

dataset has a format almost similar to the Rakuten market review dataset. We
construct the small-scale dataset for the target task from the Rakuten travel
review dataset. Table 19 shows an overview of the target dataset. The ratio of
the number of the reviews of the target dataset for each of �1, �2, �4 and �5
rating is 2:1:1:2. The test classification accuracy of Small-C6FC3 one-hot for the
pre-training dataset is 0.9382 and test classification accuracy of Small-C6FC3
embedding for the pre-training dataset is 0.9459.

Table 19. Overview of the Japanese dataset for transfer learning.

Rakuten travel review dataset

Train 30,000

Validation 15,000

Test 15,000

Table 20 shows the results. The results indicate that the embedding model
with Fine-tuning is the best method for all the datasets. From these facts, trans-
fer learning of the character-level ConvNets is very effective also in Japanese
dataset.

Table 20. The results of experiments for transfer learning on the Rakuten market
review dataset and the Rakuten travel review dataset. Each of numbers indicates the
classification accuracy.

Model Accuracy

Bag-of-Words 0.9302

Bag-of-N-grams 0.9208

Scratch one-hot 0.9151

Pre-trained feature one-hot 0.9159

Fine-tuning one-hot 0.9291

Scratch embedding 0.9255

Pre-trained feature embedding 0.9295

Fine-tuning embedding 0.9395
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5 Discussions

5.1 Features Extracted by Character-Level ConvNet

Figure 1 is a visualization of one filter weight matrix in the first layer of the
Small-C6FC3 trained on the Amazon review dataset. Vertical direction of the
visualization corresponds to window size, while horizontal direction of that cor-
responds to the dimensionality of one-hot encoding. In the visualization, white
indicates large positive values, and black indicates large negative values, and
gray indicates values close to zero. The weight matrix corresponding to letters
from “a” to “z” has large variances for the vertical direction comparing with
the weight matrix corresponding to other characters. This fact indicates that
the ConvNet has learned to care more about the variations in letters than other
characters. This phenomenon is observed in other filters as shown in Fig. 2. The
visualization is consistent with one shown by Zhang et al.

Fig. 1. Visualization of one filter weight matrix in the first layer of the Small-C6FC3
trained on the Amazon review dataset [20].

Fig. 2. Visualization of random sampled filter weights in the first layer of the Small-
C6FC3 trained on the Amazon review dataset [20].

The visualization of filters from Small-C1FC1 trained on AFPBB dataset,
arranged like Fig. 2, is shown in Fig. 3. The phenomenon is not observed in the
filters of Small-C1FC1 trained on the AFPBB dataset. We suppose that these
filters could not extract general features because of the smallness of the AFPBB
dataset.

The visualization of the filter weight matrix of the ConvNet is shown in the
past study. It is, however, hard to understand what the ConvNet extracts from
the input text. Therefore, we attempt to investigate N-gram features to which a
convolution filter of the ConvNet strongly responds. Since the window size of the
first layer of all the ConvNets in this study is set to 7, we measure the output
value of a convolution filter for each of 7-g and make a ranking based on the value
as shown in Table 21. The filter is trained on the AG news dataset. In order to
qualitatively evaluate the result, we extract articles which have these 7-g strings
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Fig. 3. Visualization of random sampled filter weights in the first layer of the Small-
C1FC1 trained on the AFPBB dataset [20].

Table 21. Ranking of the output values of the convolution of one filter and 7-g. The
filter is trained on the AG news dataset [20].

7-g Convolution output value

ave $70 1.02668

ove $70 0.98627

ave $10 0.97948

ts: $10 0.96571

ise $10 0.95659

the $19 0.95559

9;s $10 0.94505

ove $10 0.93909

ave $72 0.93072

ave $20 0.93069

as its substring. We find that many of these articles have “save (or above or raise)
$(the number)” as its substring. Actually, many of these articles are related
to corporate cost-cutting, a sharp rise in oil prices, etc. Furthermore, for the
quantitative evaluation, we extract articles which match the regular expression
corresponds to the disjunction of all the 7-g shown in Table 21 and count the
number of the matched articles belong to each category. The result is 22 for
“Business”, 0 for “Sports”, 1 for “World” and 3 for “Sci/Tech”. The result
indicates that the feature extraction by the character-level ConvNets works well
for text understanding. We suppose that the filter is able to represent at least
5 × 4 × 3 × 1 × 1 × 3 × 3 = 540 kinds of 7-g.

In order to see if the effect mentioned above is language-dependent or not, we
investigate one more filter which is trained on the romanized AFPBB dataset.
Table 22 indicates the ranking of the output values of the convolution filter for
7-g. We find that the 7-g often occur in articles in the form of “(the one digit
number)-(the one digit number) degyakuten/dehikiwake”. The above roman-
ized Japanese text means a come-from-behind win/a drawn match by a score
of (the one digit number) to (the one digit number). Actually, many of these
articles are related to sports such as tennis. If a classifier uses only the feature
“degyakuten” (which means a come-from-behind win), the classifier could not
distinguish sports articles from political articles since the feature “degyakuten”
could be included in the political articles about elections. This result indicates
that the feature extraction works well also in Japanese dataset.
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Table 22. Ranking of the output values of the convolution of one filter and 7-g. The
filter is trained on the romanized AFPBB dataset.

7-g Convolution output value

,1-2deg 0.50774

a3-2deg 0.50613

a1-1deh 0.49199

a2-2deg 0.48423

a3-2deb 0.48332

a3-2def 0.47848

a1-3deh 0.47644

a3-1deh 0.47461

a2-1deg 0.47368

,3-2deh 0.46938

5.2 Transfer Learning in Text Classification

C6FC3 models have a large number of parameters. It is hard for the deep Con-
vNets to learn appropriate parameters which maximize the generalization abil-
ity if the number of the samples of the training dataset is small. Since all the
datasets in the experiments in Sect. 4.3 are relatively small-scale, the Scratch
frameworks, in other words, the vanilla deep ConvNets are almost the same or
less accurate than the Bag-of-Words model and the Bag-of-N-grams model. The
transfer learning frameworks, however, outperform the Bag-of-Words model and
the Bag-of-N-grams model.

In addition, the experimental results on the IMDb review dataset imply
that scale of the pre-training dataset is more important than a topic similar-
ity between the pre-training dataset and the target dataset.

6 Conclusion

This study improves the classification accuracy by applying the character-level
ConvNets to a large-scale Japanese text corpus in comparison with classic text
classification methods. We analyze the features extracted by the character-level
ConvNets. The result of the analysis shows that one of the filters of the convolu-
tional layer of the ConvNet could represent multiple N-grams. We confirmed that
meaningful representations are extracted by the ConvNets in English corpus and
Japanese corpus. We revealed that the character-level ConvNets could eliminate
language dependent preprocessing like the syntactic analysis. In addition, we
provide the possibility of transfer learning by the ConvNets for text classifica-
tion. We reuse the ConvNets pre-trained on the large-scale dataset to initialize
the weights of the ConvNets for a target task which consists of relatively small
dataset. This transfer learning framework improves the generalization ability
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and prevents from overfitting for the target task just like in the field of image
recognition.

As future work, we would like to investigate transfer learning from a task
to another task (e.g., from a categorization task to a sentiment analysis task.).
Additionally, we would like to pre-train the Japanese character-level embedding
layer with a character-level skip-gram model or a Continuous Bag-of-Characters
model inspired by the Continuous Bag-of-Words (CBoW) model.
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Abstract. Semantic word embeddings have shown to cluster in space
based on linguistic similarities that are quantifiably captured using sim-
ple vector algebra. Recently, methods for learning distributed word vec-
tors have progressively empowered neural language models to compute
compositional vector representations for phrases of variable length. How-
ever, they remain limited in expressing more generic relatedness between
instances of a larger and non-uniform sized body-of-text. A recent study
proposed a formulation that combines a word vector set of variable cardi-
nality to represent a verse, with an iterative distance metric to evaluate
similarity in pairs of non-conforming verse matrices. In this work, we
expand on this sentence abstraction and apply it to a dialogue text pas-
sage that is prescribed in a playscript and uttered by an actor. In contrast
to baselines characterized by a bag of features, our model preserves word
order and is more sustainable in performing semantic matching at any
of a dialogue, act, and play levels. To validate our framework for train-
ing word vectors, we analyzed the clustering of the complete play set
of Shakespeare by exploring multidimensional scaling for visualization,
and experimented with playscript searches of both contiguous and out-
of-order parts of dialogues. We report robust results that support our
intuition for measuring play-to-play and dialogue-to-play similarity.

1 Introduction

The attraction of using vector spaces for analyzing natural language semantics,
stems primarily from providing an instinctive relation mechanism by subscribing
to lexical distance and similarity concepts. In a large corpora of text, the struc-
ture of a semantic space is created by evaluating the various contexts in which
words occur. Thus leading to distributional models of word meanings with the
underlying assertion that words who transpire in similar contexts tend to have
similar interpretations [26]. Distributed words, also known as word embeddings,
are each represented with a dense, low-dimensional real-valued vector, and fol-
low efficient similarity calculations directly from the known Vector Space Model
[22]. Word vectors have been widely used as features in a diverse set of compu-
tational linguistic tasks, including information retrieval (IR) [17], parsing [24],
named entity recognition [10], and question answering [12].
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In recent years, neural network architectures have inspired the deep learning
of word embeddings from large vocabularies to avoid a manual labor-intensive
design of features. The work by Bengio et al. [4] introduced a statistical language
model formulated by the conditional probability of the next word given all its
preceding words in a sequence, or a context. However, the time complexity of
the neural model renders the scheme inefficient due to the non-linear hidden
layer. The succeeding Word2Vec [18] and GloVe [20] methods preserve the prob-
abilistic hypotheses founded in Bengio et al. [4] approach, and further eliminate
the hyperbolic tangent layer entirely, thus becoming more effective and feasible
tools for language analysis. Notably, these methods expand on the input con-
text window to include the words that both precede and follow the target word.
Word embeddings are typically constructed by way of minimizing the distance
between words of similar contexts, and encode various simple lexical relations as
offsets in vector space. Our work investigates the linguistic structure in raw text,
and explores clustering and search tasks using Word2Vec to train the underlying
word representations.

Fig. 1. Framework overview: on the left, tokens and context from a text corpus are used
to train word vectors. A collection of word vectors is constructed to represent word-
for-word the source text of every playscript. Word vectors are first row bound into a
matrix to represent an actor specific or simultaneous dialogue. Then, dialogue matrices
are concatenated into act matrices that are further coalesced into a hierarchical play
matrix. We run all-play-pairs and all-query-play-pairs similarity process on matrices
of a non-uniform row count, and generate a distance matrix that we use for cluster
analysis and search ranking, respectively.

Applying unsupervised learning [8] of distributed word embeddings to a
broader set of semantic tasks has not yet been fully established and remains
an active research to date. In their recent work, Fu et al. (2014) utilize word
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embeddings to discover hypernym-hyponym type of linguistic relations. Not-
ing that offsets of word pairs distribute into structured clusters, they modeled
fine-grained relations by estimating projection matrices that map words to their
respective hypernyms, and report a reasonable test F1-score of 73.74%. Socher
et al. (2013) proposed a recursive neural network to compute distributed vector
representations for phrases and sentences of variable length. Their model out-
performs state-of-the-art baselines on both sentiment classification and accuracy
metrics, however, its supervised method requires extensive manual labeling and
makes scaling to larger sized text non trivial. A representation more rooted in a
convolutional neural architecture [15], produces a feature map for each possible
window in a sentence, and follows with a max-over-time pooling [6] to capture the
most important features. Pooling has the apparent benefit of naturally adapt-
ing to variable length sentences. At the higher document level, Le and Mikolov
[16] introduced a paragraph vector extension to the learning framework of word
vectors. Given their different dimensionality, paragraph and word vectors are
concatenated to yield fixed sized features, however, unique paragraph vectors
constrain context sharing across the document.

For a composition of words, most of the techniques discussed tend to reshape
the varying dimensionality of input sentences into uniform feature vectors.
Rather, our implementation retains the word vectors as distinct rows in a matrix
form to construct any of the dialogue, act, or play data structures for perform-
ing our set of linguistic tasks over a collection of scripts. The main contribution
of our work is a framework (Fig. 1) with a lexical representation that abides
word-for-word by the corpus source sequence, to facilitate a generic evaluation
of relationships among entities of non-uniform text size. This work extends a
recent study [5] by issuing responses to keyphrase queries that not only identify
the act and scene enumerations inside a script, but in addition single out the
corresponding actor names paired with the enclosed dialogue text-sequence. The
rest of this paper is organized as follows. In Sect. 2, we briefly review the neural
models to found Word2Vec, and proceed with motivating our choice for a dia-
logue matrix representation that leads to our act and play hierarchies. Section 3
derives our play similarity measure as it applies to a pair of non-conforming con-
catenations of dialogue embeddings, whereas Sect. 4 profiles the compiled format
of the Shakespeare play-set corpus we used for evaluation. We then present our
methodology for analyzing clusters of Shakespeare genres and ranking playscript
searches of unsolicited keywords, and report extensive quantitative results of
our experiments, in Sect. 5. We conclude with a discussion and future prospect
remarks in Sect. 6.

2 Embedding Hierarchy

In Word2Vec, Mikolov et al. (2013a) proposed a shallow neural-network struc-
ture for learning useful word embeddings to support predictions within a local
bi-directional context-window. Both the skip-gram and continuous bag-of-words
(CBOW) models offer a simple single-layer architecture based on the inner prod-
uct between a pair of word vectors. In the skip-gram version the objective is to
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predict the not necessarily immediate context words given the target word, and
conversely, CBOW estimates the target word based on its neighboring context.
As a context window scans over the corpus, the models attempt to maximize
the log probability of the generated objective function, based on their respec-
tive multiple and single output layers, and training word vectors proceeds in
a stochastic manner using back propagation. To improve upon accuracy and
training time, Mikolov et al. (2013b) introduced both randomly discarding of
frequent words that exceed a prescribed count threshold, and the concept of
negative sampling that measures how well a word pairs with its context drawn
from a noise distribution of a small sample of tokens. Empirically, neural model
performance shown mainly governed by tunable parameters, including the word
vector dimension, d, the symmetric context-window size, cw, and the number
of negative samples, sn. Overall, skip-gram works well with a small amount of
training data, while CBOW is several times faster to train.

The corpus we used for our study comprises a set of tens of playscripts and
to train word embeddings, we first flattened the entire corpus into a linear array
of dialogue text passages. We then proceeded to construct our basic data struc-
tures that culminate in an effective hierarchical representation of a play object,
which is perceived nameless across subsequent clustering and search analyses.
Let w(k) ∈ R

d be the d-dimensional word vector corresponding to the k-th word
in a dialogue. A dialogue text sequence S of length n is represented as a matrix

S = w(1) ⊕ w(2) ⊕ . . . ⊕ w(n), (1)

where ⊕ is a row-wise binding operator and S ∈ R
n×d. S is thus regarded

as a vector set and rows of S are considered atomic. To index a word vector
in a dialogue, we use the notation sk. Similarly, a play act A of m dialogues
becomes a concatenation of dialogue matrices, A = S(1) ⊕S(2) . . .⊕S(m), where
A ∈ R

ra×d and ra =
∑m

j=1 |S(j)|, and a play P comprises l act matrices, P =

A(1) ⊕ A(2) . . . ⊕ A(l), where P ∈ R
rp×d and rp =

∑l
i=1 r

(i)
a . Respectively, aj

itemizes a dialogue matrix in an act, and pi enumerates an act matrix in a play.
Equation 2 provides an alternate matrix notation for each a dialogue, act, and
play constructs.
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⎤
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. (2)

The length of a dialogue, |S(j)|, and the number of dialogues per act, |A(i)|,
are varying parameters that we track and keep in a play map for traversing the
play hierarchy. For play similarity computations, we often iterate a play matrix
and access the entire collection of word vectors. Conveniently, we use a three
dimensional indexing scheme, pijk, where each of i, j, and k points to an act
matrix, dialogue matrix, and word vector, respectively. Space complexity for
play embeddings is linear, O(lmn), and for a vocabulary that permits storing
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a 16-bit token enumeration instead, memory area required is thus reduced by a
half. We further denote the corpus play set T = {P (1), P (2), . . . , P (N)}, where
N , or cardinality |T |, is the number of plays.

3 Play Similarity

Measuring similarity and relatedness between distributed terms is an important
problem in lexical semantics [1]. Recently, the process of learning word embed-
dings transpired compelling linguistic regularities by simply probing the linear
difference between pairs of word vectors. This evaluation scheme exposes rela-
tions that are adequately distributed in a multi-clustering representation [9].
However, a single offset term is insufficient to assess similarity between a pair of
plays represented by non-conforming matrices, each potentially retaining many
thousands of word vectors. For evaluating semantic closeness of a pair of plays,
p(u) and p(v), we explored a similarity concept that expands on the Chebychev
matrix distance [5] and is defined by

d(u, v) =
1

∣
∣p(u)

∣
∣

∑

xyz

{

max
ijk

(
sim(p(u)xyz, p

(v)
ijk)

)}

, (3)

where |p(u)| is the play cardinality that amounts to the total number of dis-
tributed word vectors for representing the play, and |p(u)| �= |p(v)|. Whereas
sim() is a similarity function that operates on two word vectors and takes either
a Euclidean or an angle form. We chose cosine similarity [2] that performs an
inner product on a pair of normalized vectors g and h, g·hT

‖g‖2‖h‖2
, and returns

a scalar value as a measure of proximity. The time complexity of the distance
algorithm is roughly quadratic, as for each word vector in play p(u), we find the
closest word vector in play p(v), and then calculate the mean of all the closest
distances derived formerly.

In our system, all possible pairs of the corpus playscripts, T , are evaluated
for similarity in the context of a |T |-dimensional squared distance-matrix, D.
Elements of the distance matrix are considered directional and hence imply
d(u, v) �= d(v, u). Matrix D facilitates unsupervised learning for clustering plays
that apart from knowing their individual representations, they are perceived as a
collection of unlabeled objects. Following an identical vein, as the distance metric
provided by Eq. 3 is generic and assumes opaque matrix pairs, our framework
naturally extends the semantic distance intuition to express a query-play type of
relations for conducting a search. A query, q, comprises an unsolicited keyphrase
and as such abides by our dialogue matrix formulation, S. The distance d(q, u),
where u ∈ {1, 2, . . . , |T |}, thus conveys a distinct relevancy measure for ranking
the search of a query in each of the corpus plays contained in collection T . Our
system reports back search results as a table of sorted distances paired with the
play enumeration [7].
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4 Shakespeare Corpus

We evaluated the performance of our model on playscripts written by William
Shakespeare that we acquired online from the publicly available repository pro-
vided by Project Gutenberg [23]. The project cites the complete work of Shake-
speare and comprises both plays and poems. Among the editions offered, we
chose the plain-text eBook version that is distributed in a single file with instruc-
tive header separators between plays. Plays written by William Shakespeare are
often divided into three major genres and include comedy, history, and tragedy
type of content, as Table 1 lists the play names associated with each of the genre
partitions. Our study pertains to mining text of a traditional playscript format,
and thus excludes poetry type compositions by Shakespeare, such as the renown
collection of 154 sonnets.

Table 1. List of Shakespeare play names classified by their respective genres.

Comedy History Tragedy

All’s Well That Ends Well Henry IV, part 1 Antony and Cleopatra

As You Like It Henry IV, part 2 Coriolanus

The Comedy of Errors Henry V Hamlet

Cymbeline Henry VI, part 1 Julius Caesar

Love’s Labours Lost Henry VI, part 2 King Lear

Measure for Measure Henry VI, part 3 Macbeth

The Merry Wives of Windsor Henry VIII Othello

The Merchant of Venice King John Romeo and Juliet

A Midsummer Night’s Dream Richard II Timon of Athens

Much Ado About Nothing Richard III Titus Andronicus

Pericles, Prince of Tyre

Taming of the Shrew

The Tempest

Troilus and Cressida

Twelfth Night

Two Gentlemen of Verona

Winter’s Tale

The Shakespeare dataset consists of 37 full-length titles, as 17, 10, and 10
plays subscribe to comedy, history, and tragedy genre groups, respectively. Every
Shakespeare playscript contains a section header labeled dramatis personae, per-
sons of the drama, that lists the main characters of the play. However, this list is
often incomplete, as there are many background and offstage roles that emerge as
the storytelling evolves. For our work, we have scanned each playscript from start
to end and manually extracted a complete list of all the names of active actors in
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Fig. 2. Actor distribution across the entire Shakespeare play suite.

a play, and used it as a search index for binding a dialogue to an actor. In total,
the Shakespeare corpus incorporates 1,352 distinct characters and Fig. 2 provides
visualization of actor distribution across the entire play suite. Uniformly, every
Shakespeare play is divided into five acts, as each act is composed of one or more
scenes. For a scene, the playscript contains a brief header description of location
and time of day, and may follow by appearance directions such as characters
entering and exiting the stage. Successively, the script presents a chronology of
dialouge text passages, each identified with a single or group of characters. A
dialogue is often a short text sequence, but may also comprise a paragraph of
several sentences. The Shakespeare corpus combines a total of 749 scenes and
30,473 dialogues, and visualization of per-act stacked distribution of scenes and
dialogues across all the plays is outlined in Figs. 3 and 4, respectively. Table 2 pro-
vides complementary summarizations of actors-per-play, and aggregations over
acts for scenes-per-play, and dialogues-per-play.

To derive our word vectors, we first tokenized and lowercased the dialogue text
passages of the entire play suite, removed all punctuation marks excluding the
hyphen, and have retained stop words of Old English that dates back to the Shake-
speare era of the 17th century. The corpus has a little under two million unfiltered
symbols with a vocabulary of 24,747 unique tokens to train (Table 2). Notably,
most unsolicited tokens are of a low frequency term with only 22 symbols exceed-
ing 100 incidents. The mean frequency term is 56, and there are 196 tokens, under
one percentage point of the vocabulary size, that occur only once in the dataset.
In Fig. 5, we show our word cloud rendition using R [21] that depicts the top 100
frequent tokens in a linear dialogue collection extracted from the Shakespeare
playscript suit. As anticipated, words of relational connotations like ‘thou’, ‘thy’,
and ‘thee’, or of a romantic association such as ‘good’ and ‘love’, and monarchy
related ‘lord’ and ‘king’ are of the highest occurrence term.
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Fig. 3. Per-act stacked scene distribution across the entire Shakespeare play suite.

Fig. 4. Per-act stacked dialogue distribution across the entire Shakespeare play suite.

Dialogue text passages are regularly preceded in the playscript with a pattern
consisting of an uppercased character name that is followed by a period. We
note that this pattern remains verbatim and excluded from tokenization, and
internally we retain a dialogue data structure as a record pair of the actor name
and his or her corresponding text sequence. This lets us at any time respond to
search queries with both a playscript location that comprises the act and scene
IDs, and in addition provide the respective actor name. In addition, dialogues
paired with multiple actors are fairly regular in Shakespeare plascripts, including
the common appearances of LORDS, SERVANTS, ALL, and CHORUS, and
both our actor index and representation abide by this simultaneous rule.
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Fig. 5. caption A word cloud rendition of the top 100 frequent tokens as they appear
in a linear dialogue collection extracted from the full set of Shakespeare playscripts.
Font size is proportional to the number of word occurrences in the corpus.

To construct a context window, we randomly select an unlabeled play enu-
meration in the [1–37] range, and traverse our hierarchy top-to-bottom by arbi-
trarily sampling act and dialogue indices that are confined to the limits set by
the singled out playscript. In our implementation, running dialogue indices cross
scene boundaries and are presumed continuous throughout a given play act. In
the text passage of the chosen dialogue, a random target-word position is used
to extract from left and right context words that are delimited by the dialogue
start and end words. Ultimately, one of our system goals is to discover semantic
relations that closely align learned play clusters with the manually-prescribed
classified genres listed in Table 1.

5 Empirical Evaluation

Previously, we discussed vector embedding techniques, such as Word2Vec [18]
and GloVe [20], and their role to transform natural language words into a seman-
tic vector space. In this section, we proceed to quantitatively evaluate the intrin-
sic quality of the produced set of latent vector representations, and analyze their
impact on the performance of our unsupervised learning tasks that comprise
play clustering and search. As an aid to tune our system level performance,
we explored varying some of the hyperparameters designed to control the neural
models incorporated in the word embedding methods. In practice, we have imple-
mented our own Word2Vec technique natively in R [21] for better integration
with our software framework. Across all of our experiments, we trained word vec-
tors employing mini-batch stochastic gradient descent (SGD) with an annealed
learning rate, and semantic similarity results we report on both play-to-play and
dialogue-to-play relations presume anonymous plays.
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Table 2. Summarizations of play properties including actors-per-play, aggregations
over acts for scenes-per-play and dialogues-per-play, and at a corpus level the total of
unsolicited and unique tokens.

Actors

Min Max Mean Total

16 168 36.5 1,352

Scenes

Min Max Mean Total

9 42 20.2 749

Dialogues

Min Max Mean Total

499 1,175 823.6 30,473

Tokens

Unsolicited Unique

1,999,034 24,747

5.1 Experimental Setup

The raw text of Shakespeare playscripts [23] underwent a data cleanup preprocess
to decompose hyphenated word compounds, properly uppercase all instances of
actor declarations, and introduce a more definite separation symbol between
an actor ID and the succeeding dialogue text-sequence. We then tokenized the
corpus using the R tokenizer [21] and built a maximal vocabulary V of size
|V | = 24, 747. Each word in this sparse 1-of-|V | encoding is represented as a
one-hot vector ∈ R

|V |×1, with all its components zeroed out and a single one
set at the index of the word in the vocabulary, that is further mapped onto a
lower-dimensional semantic vector-space. Projecting onto the denser formulation
transpires at the stage immediately preceding the hidden layer of the neural
models that underlie the embedding technique.

In the absence of a large supervised training set of word vectors, the use of
pre-trained word vectors obtained from an unsupervised neural model became a
favorable practice to boost system performance [6,12,15]. While proven useful
for word analogy and multi-class classification tasks, clustering and search over a
rather unique dataset requires however randomly initialized word-vectors. Hence
our model generates distinct input and output sets of word vectors, W and
W̃ , that only differ as a result of their random initialization. To help reduce
overfitting and noise, we used their sum, W + W̃ , as our final vectors and that
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Fig. 6. Flattened play hierarchy into a single linear matrix of word vectors w(k) ∈ R
d.

Showing distribution of matrix row count across the entire Shakespeare play suite.

typically yields a small performance gain. To better assess the space complexity
of our play representation made of the trained word embeddings, Fig. 6 provides
a visual interpretation of a flattened play hierarchy, outlined as a single linear
matrix with up to several tens-of-thousands rows of word vectors, and shown
distributed across the entire Shakespeare play suite.

Recent study by Baroni et al. [3] alluded to neural word-embedding mod-
els that consistently outperform the more traditional count-based distributional
methods on many semantic matching tasks and by a fair margin. Furthermore,
much of the achieved performance gains cited are mostly attributed to a system
design choice of the configured hyperparameters. Motivated by these results,
we evaluated task performance comparing distinct play hierarchies generated by
each skip-gram and CBOW, and choose negative sampling that typically works
better than hierarchical softmax [19]. For the learning hyperparameters, there
seems no single selection for an optimal word-vector dimension, d, as it tends
to be highly task dependent and varies from 25 for semantic classification [24]
up to 300 for word analogy [18]. Rather, we set d = 10 and traded-off word vector
dimension to attain more tractable computation in building the distance matrix
that is inherently of a quadratic time complexity, O(|T |2). Whereas, to better
assess the impact of the context window on our system performance, we varied
discretely its size cw = {5, 15, 25, 50}, in a wide range of word counts. Evidently,
Word2Vec performance tends to decrease as the number of negative samples
increases beyond about ten [20], thereby we used sn = 10. For our mini-batch
SGD to train word vectors, we used a batch size of 25 and an initial learning rate
α = 0.1, and updated parameters after each window. The number of epochs we
ran in our experiments topped at 10,000, and is determined by both the chosen
neural model and context window size, cw.
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5.2 Experimental Results

We present play clustering results of our own trained Shakespeare corpus at
both the genre component level and for the entire suite of |T | = 37 plays. To
visualize genre based clusters, we used Multidimensional Scaling (MDS) [11,25]
that extracts patterns of semantic proximities from our play distance-matrix
representation, D. The distance matrix is composed of a set of pairwise play-
similarity values with O(|T |2) scaling that MDS further compiles and projects
onto an embedding p-dimensional Euclidean-space. This mapping is intended to
faithfully preserve the clustering structure of the original distance data-points,
and often, data visualization quality of clusters is directly proportional to the
ratio p

|T | . In our experiments, we consistently rendered similarity measures of
play pairs onto a two-dimensional coordinate frame to inspect and analyze for-
mations of genre-based play clustering.

In Fig. 7, we provide baseline visualization of MDS applied to our play dis-
tance matrices that represent each of the genre components of comedy, history,
and tragedy with dimensionality |T | = {17, 10, 10}, respectively. For this exper-
iment, we used the CBOW neural model to train word vectors, as hyperparam-
eters were uniformly set to their defaults, using 5 words for the context window
size, cw. The comedy collection shows most of its plays semantically closely
related, with the exception of A Midsummer Night’s Dream as an outlier with
a fair distance apart. Whereas the history genre class of ten play samples has
eight of its members arranged as immediate neighbors, the position of Henry
VIII slightly disjoint, and the first part of Henry IV noticeably apart. On the
other hand, the tragedy genre selection formed two distinct adjacent clusters of
five and three plays, respectively, as the titles Antony and Cleopatra and Timon
of Athens are notably detached.

A much broader interest of our work underscores the cluster analysis of a
single distance matrix with dimensionality |T | = 37 that represents the entire
Shakespeare play suite. Through this evaluation, our main objective is to predict
unsupervised play clustering and assess its matching to the Shakespeare formal

(a) Comedy. (b) History. (c) Tragedy.

Fig. 7. Visualization of play distance matrices using Multidimensional Scaling. Repre-
senting the Shakespeare genres of comedy, history, and tragedy each with 17, 10, and
10 plays, respectively.
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Table 3. Visualization of clustering the entire Shakespeare play suite using Multidi-
mensional Scaling, as each play is assigned its formal genre-subset legend post project-
ing onto the displayable embedding space. Shown as a function of a non-descending
context window-size, cw, for both the skip-gram and CBOW neural models.

Skip-gram

cw = 5 cw = 15 cw = 25 cw = 50

CBOW

cw = 5 cw = 15 cw = 25 cw = 50

genre subdivisions (Table 1). Table 3 shows the clustering produced by applying
MDS to the single matrix that captures all-play-pairs semantic similarities, as
each play is assigned its formal genre-subset legend post projecting onto the
displayable embedding space. In these experiments, we compared unique word-
vector sets generated by each skip-gram and CBOW, as we stepped over the
fairly large extent of discrete values prescribed for the context window size,
cw. Expanding the context window scope has a rather mild impact on cluster
construction with word vectors trained by the CBOW neural model, noting
that for cw = 25, clusters are shown shifted upwards as the mapping onto the
history genre gave rise to one outlier, the Henry V play, at the bottom right
corner of the plot area. However for skip-gram, group formations are considerably
susceptible and affected by even a moderate change of cw. Furthermore, the play
partitions we generated under CBOW training persistently resemble the official
subdivision of Shakespeare genre collections, although for visualization in a 2D
embedding space, the comedy and history sets do overlap each other. The impact
of the neural model used on clustering playscripts largely concurs with the results
obtained using an orthogonal bible book-suite [5].

In our play search experiments, we explored three types of keyphrase queries
including fixed dialogue text-passages drawn from a known play and act,
reordered words of random partial dialogues distributed uniformly in each of
the plays of the Shakespeare suite, and randomly selected tokens from the cor-
pus vocabulary composed into a set of keywords. Every search is preceded by
converting the query composition into a matrix of word vectors and then pair-
ing the query matrix with each of the play hierarchies to compute similarity
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distances. Thus resulting in a process of linear time complexity, O(|T |). Unless
otherwise noted, for the search experiments we applied default hyperparameters
to CBOW-based trained word-vectors.

Table 4. Search queries of fixed dialogue text-sequences from known play origins.

Play Actor Search Query

A Midsummer
Night’s Dream

HIPPOLYTA bent in heaven shall behold
the night

Much Ado About
Nothing

HERO says the prince and my new
trothed lord

King John BASTARD bragging horror so shall
inferior eyes

Hamlet QUEEN did he receive you well

Macbeth MACBETH our will became the servant
to defect

In Table 4, we list search queries of fixed dialogue text-passages and cor-
respondingly enumerate their play origins and bound actors. Overall, for each
of the five dialogues searched the predicted play title matched the expected
label and was ranked highest with a score of 1.0. King John appeared to be
a single source play for its keyphrase as the rest of the plays scored fairly low
with a mean of 0.27. However, not surprisingly the search of the remaining four
queries uncovered additional unlisted plays that equally claimed a lead score,
as keyphrase words either extend within an act or over acts non-adjacently and
would still rank high for relevance in the context of a play search. For instance,
the Twelfth Night play scored high on the keyphrase from the play of Hamlet
with keywords split apart among the first three acts, and similarly Cymbeline
ranked high for the dialogue text passage from Macbeth, as keyword groups
appear in each of the first and fifth acts. Figure 8 provides visualization to our
fixed-dialogue search results in the form of a depleted confusion matrix ∈ R

37×5,
with actual and predicted plays listed at the bottom and to the left of the grid,
respectively.

In the second search experiment, we selected from each of the Shakespeare
plays five random samples of partial dialogues, each with eight unordered context
words. We ran a total of 5 × 37 = 185 search episodes and constructed a search
matrix by computing all directional pairs of query-play distances, and then aver-
aged the score for multiple queries per play. In Fig. 9, we show our results for the
random sub-dialogue search and demonstrate consistent top ranking for when
the source play of the queries matches the predicted play along the diagonal of
the fully populated confusion-matrix ∈ R

37×37.
Our third task deployed cumulatively a total of 200 searches using a query

keyphrase that is a composite of randomly selected tokens from our entire vocab-
ulary, and thus implies a weak contextual relation to any of the Shakespeare
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Fig. 8. Visualization of our fixed dialogue search results provided in the form of a
depleted confusion matrix ∈ R

37×5.

Fig. 9. Visualization of our randomly reordered sub-dialogue search results provided
in the form of a fully populated confusion-matrix ∈ R

37×37.

plays. Distributed non uniformly, our token based keyphrases are evidently
biased towards affiliation with plays of the largest content. Figure 10 shows non-
zero query allocations that occupy 36 out of 37 plays, excluding the Comedy of
Errors title. As a preprocess step, we iterated over the extended search matrix
of dimensionality (37 × 200) and identified the play that is closest to a given
query. We followed by averaging the distances in the case of multiple queries per
play, and ended up with a reduced search matrix ∈ R

37×36. Figure 11 shows the
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Fig. 10. Distribution of queries in random token search, presented across 36 Shake-
speare titles. The larger the playscript content, the higher the query count.

Fig. 11. Visualization of our random token search results provided in the form of a
reduced dimensionality confusion-matrix ∈ R

37×36.

results of random token search as the straddling bright line along the diagonal of
the confusion matrix highlights our best ranks. In this experiment, search scores
are expected to be diverse and span a rather wide range of [0.23, 0.87].

In Table 5, we list computational runtime of our implementation for key tasks
in performing linguistic clustering and search. All reported figures are in seconds
and were obtained by running our software single-threaded on a Windows 10
mobile device, with Intel 4th generation CoreTM processor at 1.8 GHz and 8 GB
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Table 5. Running time for key computational tasks in performing clustering and search
over the Shakespeare corpus. All figures are shown in seconds.

Task Min Max Mean Total

Hierarchy Formation 0.58 1.44 0.91 33.53

Distance Matrix 0.83 80.08 56.19 2,079.35

Keyphrase Query 13.48 18.66 16.65 616.05

of memory. Play hierarchy construction is linear with the number of dialogues
per play, and given a fairly balanced distribution over playscripts (Fig. 6), the
play of Othello claimed the slowest to generate the data structure at 1.44 s. The
distance matrix item shows the time to compute a set of similarities for one
play paired with each of the rest of the plays in the Shakespeare collection. On
average, play-to-play distance derivation amortized across |T | = 37 plays takes
about 1.51 s. Launching a keyphrase query task typically involves a dialogue-to-
play similarity operator that is linear in the total number of dialogues for the
entire play collection. Query response times are shown for each search episode
and are uniformly impartial to the keyphrase originating play, as evidenced by a
small standard deviation of two percent of the mean. The total column of Table 5
further accumulates individual play processing times and is roughly the mean
column value multiplied by the number of plays, |T | = 37.

6 Conclusions

In this study, we have demonstrated the apparent potential in a hierarchical
representation of word embeddings to conduct effective play level clustering and
search. We trained our system on a 37-dramatic-play corpus that comprises a
vocabulary of about 2 million tokens, and generated our own word vectors for
each of our experimental choices of model-hyperparameter configurations. We
showed that the CBOW neural model outperforms skip-gram for the linguistic
tasks we performed, and furthermore, clustering under CBOW proved sustain-
able to modifying the context window size in a fairly large extent. To evaluate
any-pair semantic similarity of both play-to-play and query-to-play, we used a
simple and generic distance metric [5] between a pair of word vector sets, each
of up to tens of thousands elements, that disambiguates non-matching matrix
dimensionality. We reported robust empirical results on our tasks for deploying
state-of-the-art unsupervised learning of word representations.

At first observation, our hierarchical representation of plays might appear
greedy storage wise, and rather than a matrix interpretation, we could have
resorted to a more compact format by averaging all the dialogue word vectors
and produce a single dialogue vector. While this approach seems plausible for the
clustering tasks to both reduce footprint and streamline computations, the data
loss incurred by doing so adversely impacted the performance of our search tasks.
To address this shortcoming, our experimental choice of a modest 10-dimensional
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word vector appears as a reasonable system-design trade-off that aids to circum-
vent excessive usage of memory space. On average, there are 17,509 word vectors
per-play (Fig. 6) and hence storage space for the entire Shakespeare play-suite
is at a moderate 37 × 17, 509 × 10 × 4 ≈ 26 MB that is proportional to 34 MB
area claimed by the bible book set [5].

To the best of our knowledge and based on literature published to date, we
are unaware of semantic analysis systems with similar goals to evenhandedly
contrast our results against. The more recent work by Yang et al. [27], pro-
posed a hierarchical attention network for document classification. Their neural
model explores attention mechanisms at both a word and sentence levels in
an attempt to differentiate content importance when constructing a document
vector representation. However, for evaluation their work focuses primarily on
topic classification of short user-review snippets. Unlike our system that reasons
semantic relatedness between any full-length plays. On the other hand, Jiang
et al. [13] skip the sentence level construct altogether and combine a set of word
vectors to directly represent a complete Yelp review. In their report, there is
limited exposure to fine-grained control over the underlying neural models to
show performance impact on business clustering.

Given that the training of word vectors is a one time process, a natural pro-
gression of our work is to optimize the core computations of constructing the
distance matrix and performing a keyphrase query. The inherent independence
of deriving similarity matrix elements and separating play search rankings lets
us leverage parallel execution, and we expect to reduce our runtime complex-
ity markedly. For a larger number of corpus plays, to uphold efficient hierar-
chy access our system would benefit from word vector caching, and we contend
that projecting the distance matrix onto a three-dimensional embedding space is
essential to improve cluster perception for analysis. Lastly, we seek to apply our
play distance matrix directly to methods that partition objects around medoids
[14] and potentially avoid outliers.
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Abstract. Twitter belongs to the fastest-growing microblogging and
online social media. Automatically monitoring and analyzing this rich
and continuous data stream can yield valuable information, which enable
users and organizations to discover important knowledge. This paper pro-
poses a method for harvesting of important messages from Czech Twitter
with high download speed and an approach to discover automatically the
events in such data. We identified important Twitter users and then we
use these lists to discover potentially interesting tweets to download.
The tweets are then clustered in order to discover the events. Final deci-
sion is based on the thresholding. We show that the harvesting method
downloads about 6 times more data than the other approaches. We fur-
ther report promising results of the event detection approach on a small
corpus of the Czech Tweets.

Keywords: Czech · Clustering · Data · Event detection · Harvesting
Social media · Twitter

1 Introduction

Microblogging is a novel broadcast (social) medium that allows to create, share,
view and analyze information particularly in a form of short messages. Although
this service is relatively new compared to traditional media, it has gained sig-
nificant popularity among individuals, companies and other organizations. For
example, during recent social upheavals and crises, many people on the planet
used Twitter to report and follow the main events. The importance and the size
of the today’s social media are growing very rapidly which is strictly related to
the particular needs of the automatic processing methods.

Twitter is currently the most fastest-growing microblogging medium, with
more than 250 million users producing about 500 million tweets1 per day2. The
1 Short messages limited by 140 characters.
2 http://www.internetlivestats.com/twitter-statistics/ - June 2017.
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tweets can be accompanied by photos, videos, geolocation, links to other users
and trending topics. The posted tweet can be liked, commented by the other
tweets, or redistributed by other users by forwarding, so-called retweet. Due to
its simplicity and easy access, Twitter contains a wide range of topics from
common every day conversations over sport news to information about ongoing
disasters as earthquake, flood or typhoon.

Twitter is thus certainly an interesting source of real-time information which
can be used for further analysis and data-mining. In this work, we use Twitter
because of its large size, significant amount of other existing work dealing with
this network and particularly because of a number of Twitter users post inter-
esting news from various topics in real-time. We will use Twitter for automatic
real-time event detection because it will be very useful for many journals and
news agencies in order to discover quickly new interesting information. Particu-
larly, the Czech News Agency (ČTK3) needs a system to automatically collect
data from Czech Twitter and on-line discover potential events.

Our first task consists in analyzing Twitter stream and harvesting the appro-
priate Czech tweets in real-time. The second important task is the subsequent
analysis of the downloaded data to discover new events. We have described in [1]
a novel Twitter harvesting approach with high download speed. However the
event detection was not evaluated precisely, because of the lack of an annotated
corpus. This paper extend this work and first presents a small Czech Twitter
corpus annotated with the events. Then, the event detection is evaluated on this
corpus.

The core of the harvesting method relies on using user lists to download
a sufficient number of Czech tweets in real-time. The tweets are then clustered to
groups in order to discover the events. Final decision is based on the thresholding.

Several definitions of events exist, however we will use in this work the def-
inition from Cambridge dictionary where an event is defined as “anything that
happens, especially something important and unusual4”.

The paper structure is as follows. Section 2 is gives a short review of Twit-
ter analysis with a particular focus on event detection. Section 3 presents the
proposed approach for Czech Twitter analysis and event detection. The follow-
ing section describes the architecture of the proposed event detection system.
Section 5 deals with the results of our experiments. In the last section, we con-
clude the paper and propose some future research directions.

2 Related Work

Twitter offers a number of possibilities for data processing and analysis, it is thus
investigated by many recent research works. The data from this social medium
can be used for instance for opinion mining or sentiment analysis as shown
in [2]. In this paper, a corpus for sentiment analysis on Twitter is presented
and an efficient sentiment classifier is further built on this data. Another work
3 http://www.ctk.eu/.
4 http://dictionary.cambridge.org/dictionary/british/event.

http://www.ctk.eu/
http://dictionary.cambridge.org/dictionary/british/event
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about sentiment analysis on Twitter is proposed in [3]. This paper deals with
the importance of linguistic features for this task. The data from Twitter can
also be used for sociological surveys as presented in [4]. This paper analyzes
a group polarization using the data collected from dynamic debates. Another
paper [5] deals with Twitter analysis to discover user activities. The authors
present a taxonomy characterizing the underlying user intentions.

Twitter is also successfully used for event detection task as presented for
instance in [6,7]. These approaches generally capture a presence or an increase
of important key-words. A presence of words “hurricane” or “inundation” is used
to detect the catastrophes.

It has been also suggested many sophisticated Twitter analysis methods as
for instance in [8]. This paper describes a system called Twevent, which first
detects the segments of events and then, they are clustered considering both their
frequency distribution and content similarity for event detection. The authors
use Wikipedia as a knowledge base to identify the most interesting segments to
discover realistic events. The main advantage of this method from the previous
ones is that it is domain independent and therefore, it can discover all types of
the events.

Recently, bursty event detection techniques [9] have been emergent. These
methods lie on the assumption that previously unseen or rapidly growing topics
in the stream should represent new events. They thus consider an event in data
streams as a bursty activity, with several features high rising frequency as the
event emerges. An event is therefore represented by a set of keywords show-
ing burst in appearance numbers [10]. The authors assume that some related
words would show an increased usage as an event occurs. These techniques ana-
lyze distributions of features and detect events by grouping bursty features with
identical topics. The further event detection approaches from Twitter are avail-
able for instance in the survey [11].

Twitter analysis approaches are concentrated particularly on English (some-
times also on French or on Chinese). Relatively few works are focused on the
other languages. Twitter activity of the users in such languages is high and there-
fore common harvesting methods provided by Twitter API are sufficient to get
enough of data for a further analysis. Note, that only few work about automatic
event detection from Czech Twitter exists.

3 Czech Twitter Analysis and Event Detection

This section represents the main research contribution of this paper. We describe
here three methods dedicated to data acquisition from Twitter with a particular
focus on the proposed method based on the list of the users. Then we details the
pre-procession and our event detection approach. All these tasks are necessary
to build our event detection system.
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3.1 Data Acquisition

The data harvesting method must fulfill the following properties:

– harvesting a “sufficient” number of tweets;
– downloading Czech Tweets;
– usage for free;
– working in real-time;
– connection to the Java programming language;
– downloading only informative messages (optional).

We describe next the different data harvesting possibilities of Twitter. We
compare methods provided by Twitter API with the proposed method. We show
for all the methods the maximum download speed defined by Twitter protocols.
However, this speed usually differ from the real one, because the activity of the
users of Twitter is not sufficient to fill these limits.

Twitter API is a publicly available library that serves to access to Twit-
ter data. Although its simplicity, it contains numerous practical functions for
user authentication, accounts management, tweet control and so on. The main
functionality is provided for free and is available for every registered user. The
communication with the API uses HTTP queries and the response containing
the data is in JSON5 format.

Search API Method. Search API belongs to the Twitter REST API which
provides program access for reading/writing Twitter data. The functions from
this library include for instance the creation of a new tweet, reading of user
profile, searching a tweet or user, etc.

Search API allows queries against the indices of recent or popular tweets
and behaves similarly to, but not exactly like the search feature available in
web clients. This API searches against a sampling of “recent” tweets published
in the past 7 days and the maximum download speed is 72,000 tweets/hour.
It is possible to restrict the query by several constraints as for instance by a
geolocation or by a target language.

This API is focused on relevance and not on completeness. This means that
some tweets and users may be missing from the search results. The first approach,
which is further evaluated and compared, uses this API. It is hereafter called as
Search API method.

Filtered Streaming API Method. Streaming API is used for on-line Twit-
ter monitoring (or processing). It is stated that this API represents the fastest
continuous access to tweets.

There are three different streams with three different connection types avail-
able. The first one, User stream, is dedicated to use for providing of the data of
the connected user. The second one is Site stream. This is an adapted version of

5 JavaScript Object Notation is a lightweight format for data exchange.
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the previous one for more specified users. The third one, Public stream, allows
to get public data from different users and about different topics. We need to
harvest the data from a open set of users, therefore only Public stream can be
suitable for our task.

Twitter proposes Sample, Filter and Firehose connection types. The Sample
connection provides only a sample from all the data without a good possibility
to manage queries. Firehose connection returns all possible data and could be
suitable for our task. However, this option is not free of charge. The last possi-
bility, Filter connection, facilitates tweets filtering according to several critters
and is free of charge. Therefore, based on the characteristics mentioned above,
we can use only Filter connection.

The query can be, as in the case of the Search API, restricted by several
constraints (e.g. geolocation or target language). The maximum download speed
of this method is unfortunately not given. The second evaluated approach uses
this API and is hereafter referred as Filtered Streaming API (FSA) method.

UserList Method. UserList is a Twitter functionality to allow each user to
create 20 lists with the possibility to save up to 5,000 users into one list. These
lists can be used to show all tweets that these users have posted and this pro-
cedure can be used with Twitter API to get all published data from 100,000
particular users.

The proposed method uses these list for harvesting of the significant amount
of tweets in a given language (in Czech in our case, however the method is
sufficiently general to handle the other ones). The downloaded messages should
contain valuable information for data-mining and further analysis as for instance
potentials events.

Our issue is now to select the representative users in order to detect appro-
priate tweets. Our system is designed for general event detection. Therefore it
must cover the all Twitter topics by active authors from all fields. We use a small
sample of interesting people provided by Czech News Agency and this sample is
automatically extended by our algorithm.

The proposal of this method is based on the following observations:

– Our preliminary studies have shown that the methods provided by Twitter
API are not suitable for our goal;

– about 20% of Twitter users post informative tweets, whereas the remaining
80% not [12];

– we have already a representative group of the users (sample provided by
ČTK);

– this set covers a significant part of our domain of interest;
– their followers would be the users with similar interests.

Therefore, we get using the Twitter API detailed information about all the
followers of our initial group. Then, we filter out all foreign (no Czech) users
and we continue with the first step. When a requested number of the users is
explored, the algorithm is stopped.
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For every user u, it is then computed a rank Ru which is based on its number
of followers Fn and the number of submitted tweets Tn as follows:

Ru = w.Fn + (1 − w).Tn (1)

where w is the importance of both criteria and was set experimentally to 0.5.
Our list is sorted by this rank and the “best” 100,000 users are added to our

twitter lists for a further processing. We use Twitter API to save the data from
this representative list of the 100,000 users to our data storage.

Twitter social medium is dynamic and it is modified very quickly. Therefore,
this list must be periodically updated to keep actual information. It is also worth
of noting that this method is language independent. This algorithm is hereafter
called UserList method.

3.2 Pre-processing

Spam Filtering. We realize spam filtering in order to remove non informative
useless tweets. These tweets are filtered with a manually defined list of entire
tweets or set of rules. Table 1 shows some examples of whole tweets. The rules
are based on the predefined patterns.

Table 1. Examples of the tweets to filter.

Tweet English translation

Automatically created messages

Přidal jsem novou zprávu na Facebook I have added a new message on
Facebook

Ĺıb́ı se mi video @YouTube I like @YouTube movie

Označil(-a) jsem video @YouTube I have marked @YouTube movie

(Everyday) useless tweets created by the users

Dobré odpoledne! Good afternoon!

Jdu večeřet, dobrou chuť I’m going to have dinner, enjoy
your meal

Note that this method cannot guarantee to filter all useless tweets due to
its simplicity. However, we assume that they will not be detected as events by
our detection algorithm due to their not significant amount. Therefore, it is not
necessary to implement more sophisticated filtering approach for the current
system.

Lemmatization. Lemmatization replaces the particular (inflected) word form
by its base form lemma (base form). It thus decreases the number of parameters
of the system and is successfully used in many natural language processing and
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related tasks. We assume that lemmatization can improve the detection perfor-
mance of our method. It can be useful particularly in clustering to group together
appropriate words.

Following the definition from the Prague Dependency Treebank (PDT)
2.0 [13] project, we use only the first part of the lemma. This is a unique iden-
tifier of the lexical item (e.g. infinitive for a verb), possibly followed by a digit
to disambiguate different lemmas with the same base forms. For instance, the
Czech word “třeba”, having the identical lemma, can signify necessary or for
example depending on the context. This is in the PDT notation differentiated
by two lemmas: “třeba-1” and “treba-2”. The second part containing additional
information about the lemma, such as semantic or derivational information, is
not taken into account in this work.

Note that we also envisaged to use stemming, an analogical process to lemma-
tization, which also reduces inflected words to their root form as called “stem”.
The stem need not be identical to the morphological root of the word. It is
usually sufficient that related words map to the same stem, even if this stem is
not in itself a valid root. However, based on our previous experiments [14], we
decided to use lemmatization, rather than stemming.

Non-significant Word Filtering. Non-significant (or stop) words are words
with high frequencies which have in a sentence rather grammatical meaning as
for instance prepositions or conjunctions. Our filtering is based on a manually
defined list. We will implement more sophisticated method based for instance
on Part-of-Speech (POS) tags in the further version. However, we assume that
this improving will play only marginal role for event detection.

3.3 Event Detection

One-Pass Clustering. We propose a one-pass clustering method to extract
the events. We consider that we have in real-time the filtered and lemmatized
tweets which can represent (due to the UserList method) probably the events.
We transform every tweet into a binary representation using a bag of words
method, which represents its unique location in n-dimensional space. Then the
clustering algorithm is as follows:

1. take an (unprocessed) tweet;
2. calculate the cosine distance between a vector representing this tweet and all

the others;
3. choose a closest tweet (or cluster of tweets if any) and group them together

(the maximum allowed distance is given by the threshold Th;
4. repeat the two previous operations (go to step 1) till all tweets are processed.

The clusters created by this algorithm represent the events. Of course, the
clustering does not guarantee that the created clusters represent only the events.
This should be done by the pre-processing:
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– UserList data acquisition method harvests particularly informative tweets
which contains mainly the events;

– spam filtering step removes several non informative useless tweets (no events).

We also define a parameter T which indicates a time period for the clustering.
We assume that different events will be produced at different “speed” (different
activities of Twitter users). For instance, information about the winner of the
football championship can be quicker (more contributions in a short period) than
information about a new director of some company.

It is worth of noting, that we have also considered a gradient of the word
frequencies in some event clusters. It means, that a significant increase of the
presence of particular word/words indicates probably an event. However, this
approach did not work because of the small activity of the users on Czech
Twitter.

Results Representation. The results of the clustering are thus the groups of
tweets with some common words. This group is represented by the most signif-
icant tweet. This tweet is defined as a message with the maximum of common
words and the minimum of the other words. This representation is used due to
the effort to use an answer in natural language, instead of a list of key-words or
a phrase.

4 System Description

We describe in the following text the main properties and general architecture
of the proposed event detection system. The system is implemented under Java
8 programming language and has a modular architecture. It is composed of
three main functional units (Tweet Stream Analysis, Preprocessing and Event
Detection) which are further decomposed into six modules, as shown in Fig. 1.

M1: Data Acquisition. The first module, Data Acquisition, is used for on-
line storage of appropriate information from Twitter stream in Czech language
with high download speed. We integrate the proposed UserList method into this
module to harvest a sufficient number of tweets. The output of this module are
raw tweets without any post-processing.

M2: Spam Filtering. The second one is Spam filtering module. It removes
tweets with useless information (so called “spam”) using rule-based approach.
The input are raw tweets collected by the previous module M1 and the output
consists of a set of partially filtered tweets.

M3: Lemmatization. The third, Lemmatization module is used for word nor-
malization to decrease the number of feature in the system. The input are par-
tially filtered tweets provided by the module M2 and this module outputs lem-
matized text.
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Fig. 1. Architecture of the system [1].

M4: Non-significant Word Filtering. The next one is Non-significant word
filtering module. While the previous filtering was at the tweet level, this one
filters the words and is thus used to remove non-significant words which could
decrease the detection performance.

M5: Clustering Module. The Clustering module is used to discover the
events. We group together the tweets with similar content using a one-pass clus-
tering method. The final decision about detected events is based on thresholding.
The input of this module is the text of lemmatized and filtered tweets and this
module provides information about the discovered events.

M6: Results Representation. This last module is used to show the detected
events to the users in an acceptable form. One tweet representing the detected
event is presented to the user in this step.

5 Evaluation

We describe next the experiments realized to evaluate the proposed Twitter
harvesting method. This section further details the results of our event detection
approach.
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5.1 Data Acquisition

Comparison of the Czech and French Twitter Activity. In this experi-
ment, we confirm our claim that the activity of the Czech Twitter is significantly
lower than in the case of the other languages. We have chosen French Twitter
and the Search API method (see Sect. 3.1) for such comparison.

First, we have shown that it is not possible to use language constraints to
obtain only the Czech tweets. However, the Czech constraint is missing and there
is available only “sk” field which contains Czech and Slovak tweets together.

Therefore, we have decided to filter tweets according to the geolocation. We
have chosen a square region, covering most of the territories of the Czech Repub-
lic and France, as our area of interest. We have analyzed the download rate in
interval from 22 to 29 August 2015. Figure 2 shows the results of this analysis.
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Fig. 2. Comparison of Czech and French Twitter activity [1].

This figure shows that the activity of French Twitter is more than 10 × higher
than the Czech Twitter. The average of the Czech download rate is about 495
tweets/hour. However, after a detailed examination, we have identified that only
less than 20% of tweets are written in Czech languages.

Unfortunately, this number is insufficient for a successful further analysis as
for instance for event detection in real-time. Therefore, we must analyze the
other approaches for data acquisition.

Comparison of the Different Data Acquisition Methods. In this exper-
iment, we compare the download speed of two standard methods provided by
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the Twitter API (namely Search API and Filtered Streaming API (FSA) meth-
ods with the proposed UserList approach (see Sect. 3.1). We have thus executed
all these methods in the same two day period and then we have calculated the
average value for one hour.

Table 2. Comparison of the download speed of the different methods on the Czech
Twitter.

Method Search API FSA UserList (proposed)

Download speed [Tweets/hour] 43.5 56.6 330.3

The results of this experiment are shown in Table 2. This table shows that the
proposed method provides about 6 times more data than the standard methods
provided by Twitter API. Based on these results we have chosen the UserList
approach to integrate into our event detection system.

5.2 Event Detection

Event Corpus. We created a small corpus of Czech tweets to evaluate the
event detection method. It is composed of 536 Tweets collected during one hour
using the proposed UserList data acquisition method described previously. This
corpus contains 4 978 word tokens being 3 532 different words and 39 events.
It was annotated by two different annotators with annotator agreement 87.9%.
The ambiguous cases was decided by the third experienced annotator.

Detection Results. Figure 3 shows the results of the proposed event detec-
tion method depending on the different acceptation threshold Th. The standard
recall, precision and f-measure (F1) metrics [15] are used for evaluation of this
experiment. This figure shows that the best detection results are obtained with
the threshold value Th = 0.6. This figure further shows that precision values are
significantly higher than the values of recall.

The obtained results are promising, although the resulting f-measure is not
much high and should be further improved. It could be done by the extension of
the corpus and by adaptation of the clustering method. On the larger corpus, it
will be possible to use longer time periods (two, four, six hours, etc.) to detect
the events that are written at different speeds, which cannot be detected on
the current version of the corpus. We also envisage to use word embeddings for
better representation of words in the clustering method instead of the simple
bag of words. This representation is much more precious and it should create
better clusters of the tweets.
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Fig. 3. Event detection results dependent on different acceptance threshold Th.

Fig. 4. Event detection example (time period T = 2h and acceptance threshold Th =
0.5). The rectangle on the right contains six tweets that were saved by our acquisition
method. The left “bubbles” show the results of our clustering (two groups containing
three and two tweets). The representative tweets are chosen (marked by the bold text
on the left side) to be presented to the user [1].
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Detection Example. The sample results are depicted in Fig. 4. This figure
shows that six tweets are saved by our acquisition method (right rectangle).
They are then clustered into two groups containing three and two tweets (left
“bubbles”). Finally, one representative tweet is chosen from both clusters to be
presented to the user (bold text left).

6 Contributions

The main contributions of this paper are summarized below:

– proposing an algorithm for real-time tweet acquisition adapted to the Czech
Twitter based on the UserLists;

– proposing an algorithm for event detection from Czech Twitter;
– preliminary evaluating of the proposed methods on a small Czech Twitter

corpus of the events.

7 Conclusions and Future Work

The main goal of this paper was to propose an approach to harvest messages from
Twitter in Czech language with high download speed and a method to detect
automatically important events. The proposed harvesting method uses user lists
to discover potentially interesting tweets to harvest. We have experimentally
shown that this method is efficient because it harvests about 6 times more data
than the two other approaches provided by the Twitter API. We further created
a small Czech Twitter corpus annotated with the events. We evaluated our event
detection method on this corpus. We experimentally shown that the results of
the event detection are promising.

Our first perspective consists in the extension of the corpus. On the larger
corpus, it will be possible to use longer time periods (two, four, six hours, etc.) to
detect the events that are written at different speeds, which cannot be detected
on the current version. We also plan to use word embeddings for better repre-
sentation of words in the clustering method instead of the simple bag of words.
This representation is much more precious and it should create better clusters of
the tweets. We would like also improve clustering method using more sophisti-
cated semantic similarity functions. The whole system is language independent.
Therefore, the last perspective consists in evaluation of the system on other
(particularly European) languages.
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Abstract. In multi-agent path finding (MAPF) on graphs, the task is to find
paths for distinguishable agents so that each agent reaches its unique goal vertex
from the given start while collisions between agents are forbidden. A cumulative
objective function is often minimized in MAPF. The main contribution of this
paper consists in integrating independence detection technique (ID) into a
compilation-based MAPF solver that translates MAPF instances into proposi-
tional satisfiability (SAT). The independence detection technique in search-
based solvers tries to decompose a given MAPF instance into instances con-
sisting of small groups of agents with no interaction across groups. After the
decomposition phase, small instances are solved independently and the solution
of the original instance is combined from individual solutions to small instances.
The presented experimental evaluation indicates significant reduction of the size
of instances translated to the target SAT formalism and positive impact on the
overall performance of the solver.

Keywords: Multi-agent path-finding (MAPF) � Independence detection (ID)
Propositional satisfiability (SAT) � Cost optimality � Makespan optimality
Sum-of-costs optimality � SAT encodings � Path-finding on grids

1 Introduction

Multi-agent path finding (MAPF) represents a task of finding collision free paths for a
set of mobile agents where each agent is assigned unique start and goal positions [13,
19, 22, 27]. An environment with agents is often abstracted by undirected graph in the
literature [17, 36]. Agents in this abstraction are represented by items placed in vertices
of the graph while edges represent passable regions. At most one agent can be placed in
each vertex to model physical space occupancy by agents. Agents can traverse a single
edge at each time step.
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Various movement schemes exist for MAPF on graphs. Often an agent can move
into an unoccupied neighbor not entered by another agent [28] – this will be called
move-to-unoccupied variant. This variant requires at least one vertex in the graph
unoccupied to be able to perform some movements at all. Other movement schemes
include chains of agents moving simultaneously with only the leader entering the
unoccupied vertex or cases with no vacant vertex in the graph where rotations along
non-trivial cycles are allowed [32]. We base our presentation on the move-to-unoc-
cupied variant. Let us note that techniques shown in this paper are generic across all
these movement schemes.

The MAPF problem and its variants are strongly practically motivated. Applica-
tions range from navigation of multiple mobile robots [5, 8] through traffic optimization
[12, 15] to movement planning in computer games [34]. We refer the reader to various
studies such as [19, 20] for the detailed survey of applications.

1.1 Optimality in MAPF

We address optimal MAPF in which we search for paths that are optimal with respect
to a given objective. The two basic cumulative objectives studied in the literature are
sum-of-costs [19, 25] and makespan [29].

The sum-of-costs objective assumes that unit costs are assigned to move and wait
actions. The cost of plan is the sum of action costs along all the paths and over all
agents. The aim is to obtain a plan with the minimum cost.

Under the makespan objective, the aim is to obtain a plan that can be executed in
as short as possible time while each movement consumes 1 unit of time. In other words,
we need the longest path out of all the paths to be as short as possible.

As we will show later, there may be situations where the increase in the sum-of-
costs leads to a shorter makespan and vice versa.

A feasible solution of MAPF can be found in polynomial time [13, 35]. Adding any
of the discussed objectives renders the decision version of MAPF (a yes/no question if
a given MAPF has a solution of specified makespan/sum-of-costs) to be NP-complete
[16, 28, 32].

We will keep the further description around the sum-of-costs variant but it is
important to note that the presented techniques apply for the makespan variant as well.

1.2 Contributions to SAT-Based MAPF

Techniques for solving MAPF optimally include translation of the decision version into
propositional formula [10, 11]. The formula is satisfiable if and only if the instance of
MAPF is solvable for a given value of the objective function. Assuming that satisfi-
ability of such formula is a non-decreasing function of the value of objective function,
the optimum can be obtained by querying the satisfiability multiple times. A trivial
strategy of increasing the value of objective function by one turned out to be a good
choice [30] in many cases (thanks to the non-uniform difficulty of each query).
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Satisfiability of the formula can be decided by an off-the-shelf SAT solver [2, 6]
which is one of the advantages of the SAT-based approach. All advanced techniques
developed in recent SAT solvers [4] can be employed for solving MAPF in this way.

The most significant bottleneck of all existing SAT-based algorithms for MAPF is
the large size and combinatorial difficulty of the target propositional formula that grow
significantly with the increasing number of agents as well as with growing size of the
underlying graph. This kind of growth of combinatorial difficulty has already been
addressed by Standley [24] in his search-based optimal MAPF solving algorithm.
Standley described various variants of a method called independence detection that
tries to determine the smallest possible groups of agents for which paths can be found
independently of other groups.

Our contribution consists in integrating two variants of independence detection –

simple independence detection (SID) and independence detection (ID) – with MDD-
SAT – the most recent SAT-based MAPF solver [30]. As there are differences in how
the original Standley’s search-based algorithm and SAT-based approach work, we
suggested modifications to ID to be compatible with the SAT-based approach. Our new
solvers are called MDD-SAT+SID and MDD-SAT+ID following the notation of [24].
Conducted experiments demonstrate similar performance benefit as in the case of
original application of SID and ID in the search-based approach.

This paper is an extension of [31]. We describe in more detail the encoding of
MAPF to a Boolean formula. In addition to [31] we also present experimental eval-
uation of MDD-SAT+SID. The paper is organized as follows. After the formal
introduction of the MAPF problem a brief exposition of related work is done. Then, the
Boolean encoding of MAPF is presented, also the original SID and ID are recalled and
their integration with the SAT-based approach is presented. Finally, an experimental
evaluation with grids and large maps is presented.

2 MAPF Definition

An arbitrary undirected graph can be used to model the environment where agents are
moving. Let G ¼ V ;Eð Þ be such a graph where V ¼ v1; v2; . . .; vnf g is a finite set of

vertices and E� V
2

� �
is a set of edges.

The placement of agents in the environment is modeled by assigning them vertices
of the graph. Let A ¼ a1; a2; . . .; amf g be a finite set of agents. Then, an arrangement of
agents in vertices of graph G will be fully described by a location function a:A ! V ;
the interpretation is that an agent a 2 A is located in a vertex a að Þ: At most one agent
can be located in each vertex; that is a is uniquely invertible.

Definition 1 (MAPF). An instance of multi-agent path-finding problem is a quadruple
R ¼ G ¼ V ;Eð Þ;A; a0; aþ½ � where location functions a0 and aþ define the initial and
the goal arrangement of a set of agents A in G respectively. □

The dynamicity of the model assumes a discrete time divided into time steps. An
arrangement ai at the i-th time step can be transformed by a transition action which
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instantaneously moves agents in the non-colliding way to form a new arrangement
aiþ 1. The transition between ai and aiþ 1 must satisfy the following validity conditions:

(1) 8a 2 A either ai að Þ ¼ aiþ 1 að Þ or fai að Þ; aiþ 1 að Þg 2 E holds
(agents move along edges or wait at their current location),

(2) 8a 2 A ai að Þ 6¼ aiþ 1 að Þ ) a�1
i aiþ 1ðað ÞÞ ¼ ?

(agents move to vacant vertices only), and
(3) 8a; b 2 A a 6¼ b ) aiþ 1 að Þ 6¼ aiþ 1 bð Þ

(no two agents enter the same target/unique invertibility of resulting arrangement).

The task in MAPF is to transform a0 using above valid transitions to aþ .
An illustration of MAPF and its solution is depicted in Fig. 1.

Definition 2 (MAPF solution). A solution for MAPF instance R ¼ G;A; a0; aþ½ � is a
sequence of arrangements a0; a1; a2; . . .; al

� �
where al ¼ aþ and aiþ 1 is a result of

valid transition from ai for every ¼ 1; 2; . . .; l� 1. □
Makespan l is the total number of time steps until the last agent reaches its

destination. Sum-of-costs denoted n is the sum of path costs per individual agents. Each
action (including wait) of an agent before it reaches its goal has unit cost.

2.1 Makespan vs. Sum-of-Costs

There exists an instance in which all the sum-of-costs optimal solutions are not
makespan optimal. Similarly, none of the makespan optimal solution is sum-of-costs
optimal there (see Fig. 2 for illustration).

In the SAT-based optimal MAPF solver described below, a proper relation between
makespan and sum-of-costs need to be found as both objectives are bounded during
search. We need to ensure that smallest cost found under the given makespan bound is
optimal (see [30] for more detailed discussion).

a1 

a2

a3

α0

1 

2

7

α1

1 

3

4

α2

2 

3

4

α3

5 

3

1

α4 = α+

8 

3

2

α0

5

1

9

2

6

10

3

7

4

8

11

12 13 14
a1

a2

a3

α+

Fig. 1. An example of a MAPF instance from [31] with three agents a1, a2, and a3 (left).
A solution of the instance is shown (right).
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3 Related Work

Many other successful algorithms exist for the optimal MAPF solving. The state-of-
the-art search-based algorithms (though there is no universal winner) include in-
creasing cost tree search - ICTS [19], conflict base search - CBS [20], and improved
CBS – ICBS [7]. These algorithms excel in setups with relatively few agents on large
maps.

Another research direction is represented by methods based on reduction of the
MAPF problem to another formalism. Except the SAT as a target formalism, successful
attempts to reduce MAPF to constraint optimization problem [18], inductive logic
programming [33], and answer set programming [9] have been made. These approa-
ches (the SAT approach including) can be generally characterized by a high perfor-
mance in MAPFs with small underlying graph densely populated with agents. This is a
natural outcome of the maturity of solvers used to solve hard combinatorial problems in
the target formalism.

Recently new research directions driven by applications have been identified in the
MAPF context. For example, it is not always necessary to distinguish between indi-
vidual agents – see [14] for detailed survey.

4 SAT Encoding for Optimal Sum-of-Costs

In this paper, we follow the algorithm solving sum-of-cost optimal MAPF via reduction
to SAT presented in [30].

The basic approach in solving MAPF via SAT is to create a time expansion graph
(denoted TEG) [29]. A TEG is a directed acyclic graph (DAG). First, the set of vertices
of the underlying graph G are duplicated for all time-steps from 0 up to the given
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Fig. 2. An instance of the MAPF problem from [31] in which no makespan optimal solution is
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bound l. Then, possible actions (move along edges or wait) are represented as directed
edges between successive time steps. Formally a TEG is defined as follows:

Definition 3 (TEG). Time expansion graph of depth l for underlying graph V ;Eð Þ is a
digraph Vl;El

� �
where Vl ¼ utjjt ¼ 0; 1; . . .; l ^ uj 2 V

n o
and El ¼ fðuuj ; utþ 1

k Þj
t ¼ 0; 1; . . .; l� 1 ^ uj; uk

� 	 2 E _ j ¼ k
� �g: □

The encoding for MAPF introduces propositional variables and constraints for a
single time-step t in order to represent any possible arrangement of agents at time
t. Given a desired makespan l, the formula represents the question of whether there is a
solution in the TEG of l time steps. The search for optimal makespan is done by
iteratively incrementing l ¼ 0; 1; 2. . .ð Þ until a satisfiable formula is obtained.

To find the optimal sum-of-costs solution, we use similar technique as with optimal
makespan solution. The sequence of decision problems is whether there exists a
solution of a given sum-of-cost n. However, encoding this decision problem is more
challenging than the makespan case, because one needs to both bound the sum-of-
costs, but also to predict how many time expansions are needed. We address this
challenge by using two key techniques described next: (1) Cardinality constraint for
bounding n and (2) Bounding the Makespan.

4.1 Cardinality Constraint for Bounding n

The SAT literature offers a technique for encoding a cardinality constraint [3, 21],
which allows calculating and bounding a numeric cost within the formula. Formally,
for a bound k 2 N and a set of propositional variables X ¼ x1; x2; . . .; xkf g the cardi-
nality constraint � k x1; x2; . . .; xkf g is satisfied iff the number of variables from the set
X that are set to TRUE is � k.

In our SAT encoding, we bound the sum-of-costs by mapping every agent’s action
to a propositional variable, and then encoding a cardinality constraint on these vari-
ables. Thus, one can use the general structure of the makespan SAT encoding (which
iterates over possible makespans), and add such a cardinality constraint on top.

4.2 Bounding the Makespan for the Sum of Costs

We compute how many time expansions (l) are needed to guarantee that if a solution
with sum-of-costs n exists then it will be found. In other words, in our encoding, the
values we give to n and l must fulfill the following requirement:

R1: all possible solutions with sum-of-costs n must be possible for a makespan of at
most l.

To find a l value that meets R1, we require the following definitions. Let n0 aið Þ be
the cost of the shortest individual path for agent ai, and let n0 ¼

P
at2A n0 aið Þ: n0 was

called the sum of individual costs (SIC) [19]. n0 is an admissible heuristic for optimal
sum-of-costs search algorithms, since n0 is a lower bound on the minimal sum-of-costs.
n0 is calculated by relaxing the problem by omitting the other agents. Similarly, we
define l0 ¼ max

at2A
n0 aið Þ: l0 is length of the longest of the shortest individual paths and
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is thus a lower bound on the minimal makespan. Finally, let D be the extra cost over
SIC (as done in [19]). That is, let D ¼ n� n0.

Proposition 1. For makespan l of any solution with sum-of-costs n, R1 holds for
l� l0 þD.

Proof Outline: The worst-case scenario, in terms of makespan, is that all the D extra
moves belong to a single agent. Given this scenario, in the worst case, D is assigned to
the agent with the largest shortest path. Thus, the resulting path of that agent would be
l0 þD; as required. □

Using Proposition 1, we can safely encode the decision problem of whether there is
a solution with sum-of-costs n by using l ¼ l0 þD time expansions, knowing that if a
solution of cost n exists then it will be found within l ¼ l0 þD time expansions. In
other words, Proposition 1 shows relation of both parameters l and n which will be
both changed by changing D. Algorithm 1 summarizes our optimal sum-of-costs
algorithm. In every iteration, l is set to l0 þD and the relevant TEGs (described
below) for the various agents are built. Next a decision problem asking whether there is
a solution with sum-of-costs n and makespan l is queried. The first iteration starts with
D ¼ 0. If such solution exists, it is returned. Otherwise n is incremented by one, D and
consequently l are modified accordingly and another iteration of SAT consulting is
activated.

Algorithm 1. SAT consult illustrating the increase in . 

MAPF-SAT (MAPF ) 
, 

while Solution not found do 

for each agent do 
   Build TEGi( ) 

end 
  Solution = Consult-SAT-Solver( ) 

if Solution not found then

end
end 
return (Solution) 

end 

This algorithm clearly terminates for solvable MAPF instances as we start seeking a
solution of n ¼ n0 D ¼ 0ð Þ and increment D (which increments n and l as well) to all
possible values. The unsolvability of an MAPF instance can be checked separately by a
polynomial-time complete sub-optimal algorithm such as PUSH-AND-ROTATE [35].

122 P. Surynek et al.



4.3 Efficient Use of the Cardinality Constraint

The complexity of encoding a cardinality constraint depends linearly in the number of
constrained variables [21, 23]. Since each agent ai must move at least n0 aið Þ, we can
reduce the number of variables counted by the cardinality constraint by only counting
the variables corresponding to extra movements over the first n0 aið Þ movement ai
makes. We implement this by introducing a TEG for a given agent ai (labeled TEGi).

TEGi differs from TEG (Definition 3) in that it distinguishes between two types of
edges: Ei and Fi � Ei are (directed) edges whose destination is at time step � n0 aið Þ.
These are called standard edges. Fi denoted as extra edges are directed edges whose
destination is at time step � n0 aið Þ. Figure 3 shows an underlying graph for agent a1
(left) and the corresponding TEG1. Note that the optimal solution of cost 2 is denoted
by the diagonal path of the TEG. Edges that belong to Fi are those that their destination
is time step 3 (dotted lines). The key in this definition is that the cardinality constraint
would only be applied to the extra edges, that is, we will only bound the number of
extra edges (they sum up to DÞ making it more efficient. There are various possibilities
to define what happens to an agent when it reaches the goal (disappears, waits etc.). In
all cases, edges in TEGs corresponding to wait actions at the goal are not marked as
extra. Importantly, our SAT approach is robust across all these variants.

4.4 Detailed Description of the SAT Encoding

Agent ai must go from its initial position to its goal within TEGi. This simulates its
location in time in the underlying graph G. That is, the task is to find a path from a00 aið Þ
to alþ aið Þ in TEGi. The search for such a path will be encoded within the Boolean
formula. Additional constraints will be added to capture all movement constraints such
as collision avoidance etc. And, of course, we will encode the cardinality constraint
that the number of extra edges must be exactly D.

We want to ask whether a sum-of-costs solution of n exists. For this we build TEGi

for each agent ai 2 A of depth l0 þD. We use Vi to denote the set of vertices in TEGi

α+α0

a1

MAPF Σ=(G, {a1}, α0, α+)

a1

TEG1 for = 4

a1

(V1,E1,F1)

u0
1

u0
2

u0
3

u3
1

u3
2

u3
3

Ei standard
Fi extra

edges
me step

0 1 2 3

u2
1

u2
2

u2
3

u1
1

u1
2

u1
3

u2

u1

u3

u2

u1

u3

Fig. 3. A TEG for an agent that needs to go from u1 to u3.
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that agent ai might occupy during the time steps. Next we introduce the Boolean
encoding (denoted BASIC-SAT) which has the following Boolean variables:

1. vtj aið Þ for every t 2 0; 1; . . .; lf g and utj 2 Vi – Boolean variable of whether agent ai
is in vertex vj at time step t.

2. Et
j;k aið Þ for every t 2 0; 1; . . .; l� 1f g and utj; u

tþ 1
k


 �
2 Ei [Fið Þ – Boolean vari-

able that model transition of agent ai from vertex vj to vk through any edge (standard
or extra) between time steps t and tþ 1 respectively.

3. Ct aið Þ for every t 2 0; 1; . . .; l� 1f g such that there exist utj 2 Vi and utþ 1
k 2 Vi

with utj; u
tþ 1
k


 �
2 Fi – Boolean variables that model cost of movements along extra

edges (from Fi) between time steps t and tþ 1.

We now introduce constraints on these variables to restrict illegal values as defined
by our variant of MAPF. Other variants may use a slightly different encoding but the
principle is the same. Let Tl ¼ 0; 1; . . .; l� 1f g: Several groups of constraints are
introduced for each agent ai 2 A as follows:

C1: If an agent appears in a vertex at a given time step, then it must follow through
exactly one adjacent edge into the next time step. This is encoded by the fol-
lowing two constraints, which are posted for every t 2 Tl and utj 2 Vi.

vtj aið Þ )
_

utj ;u
tþ 1
kð Þ2 Ei [Fið Þ E

t
j;k aið Þ ð1Þ

^
utj ;u

tþ 1
kð Þ; utj ;u

tþ 1
lð Þ2 Ei [Fið Þ^k\l

:Et
j;k aið Þ _ :Et

j;l aið Þ ð2Þ

C2: Whenever an agent occupies an edge it must also enter it before and leave it at
the next time-step. This is ensured by the following constraint introduced for

every t 2 Tl and utj; u
tþ 1
k


 �
2 Ei [Fið Þ:

Et
j;k aið Þ ) vtj aið Þ ^ vtþ 1

k aið Þ ð3Þ

C3: The target vertex of any movement except wait action must be empty. This is
ensured by the following constraint introduced for every t 2 Tl and

utj; u
tþ 1
k


 �
2 Ei [Fið Þ such that j 6¼ k:

Et
j;k aið Þ )

^
al2A^al 6¼ai^utþ 1

k 2Vl
vtþ 1
k alð Þ ð4Þ

C4: No two agents can appear in the same vertex at the same time step (although the
previous constraint ensures that an agent does not collide with an agent currently
residing in a vertex it does not prevent simultaneous entering of the same vertex
by multiple agents). That is the following constraint is added for every t 2 Tl
and pair of agents ai; al 2 A such that i 6¼ l:
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^
utj2Vi \Vl

:vtj aið Þ _ :vtj alð Þ ð5Þ

C5: Whenever an extra edge is traversed the cost needs to be accumulated. In fact,
this is the only cost that we accumulate as discussed above. This is done by the

following constraint for every t 2 Tl and extra edge utj; u
tþ 1
k


 �
2 Fi.

Et
j;k aið Þ ) Ct aið Þ ð6Þ

C6: Cardinality Constraint. Finally, the bound on the total cost needs to be
introduced. Reaching the sum-of-costs of n corresponds to traversing exactly D
extra edges from Fi. The following cardinality constrains ensures this:

� D Ct aið Þji ¼ 1; 2; . . .; n ^ t ¼ 0; 1; . . .l� 1 ^ utj; u
tþ 1
k


 �
2 Fi

n o
6¼ ;

n o
ð7Þ

The resulting Boolean formula that is a conjunction of C1 … C7 will be denoted as
FBASIC R; l;Dð Þ and is the one that is consulted by Algorithm 1.

The following proposition summarizes the correctness of our encoding.

Proposition 2. MAPF R ¼ G ¼ V ;Eð Þ;A; a0; aþð Þ has a sum-of-costs solution of n if
and only if F BASIC R; l;Dð Þ is satisfiable. Moreover, a solution of MAPF R with the
sum-of-costs of n can be extracted from the satisfying valuation of F BASIC R; l;Dð Þ by
reading its vtj aið Þ variables.
Proof: The direct consequence of the above definitions is that a valid solution of a
given MAPF R corresponds to non-conflicting paths in the TEGs of the individual
agents. These non-conflicting paths further correspond to satisfying the variable
assignment of F BASIC R; l;Dð Þ; i.e., that there are D extra edges in TEGs of depth
l ¼ l0 þD: □

As discussed in [30], the limitation of BASIC-SAT encoding is its size which is
implied by the size of the time expanded graph. To mitigate this limitation Surynek
et al. took inspiration from another successful search-based solver called increasing
cost tree search (ICTS) [19]. Vertices whose sum of distances from a00 aið Þ and alþ aið Þ
in TEGi is greater than l can never be visited by ai in any optimal solution or else ai
would not have enough time steps to reach alþ aið Þ: Omitting those vertices from TEGs
that are too far in the aforementioned sense would not compromise soundness of the
solving process but would lead to a smaller formula. In [30], this version of TEGs
where unreachable vertices are omitted is called MDD and corresponding formula is
denoted as FMDD R; l;Dð Þ. When referring to MDD-SAT solver we assume the version
with MDDs.

Using MDDs can rule out many vertices that would be normally considered in
standard time expansions. Experiments confirmed that MDDs enabled using the SAT-
based approach even for large MAPF instances for which the size of encodings without
MDD was prohibitive.
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5 Independence Detection

Our major aim is to increase performance of the SAT-based MAPF solver by reducing
the number of agents needs to be considered at once. This has been successfully done
in search based methods via a technique called independence detection.

In this section, we will describe the original method of independence detection
proposed by Standley (2010). The main idea behind this technique is that difficulty of
MAPF solving optimally grows exponentially with the number of agents. It would be
ideal, if we could divide the problem into a series of smaller sub problems, solve them
independently at low computational effort, and then combine them.

The simple approach, called simple independence detection (SID), assigns each
agent to a group so that every group consists of exactly one agent. Then, for each of
these groups, an optimal solution is found independently. Every pair of these solutions
is evaluated and if the two groups’ solutions are in conflict (that is, when collision of
agents belonging to different group occurs), the groups are merged and replanned
together. If there are no conflicting solutions, the solutions can be merged to a single
solution of the original problem. This approach can be further improved by avoiding
merging of groups.

Generally, each agent has more than one possible optimal path. However, SID
considers only one of these paths. The improvement of SID known as independence
detection (ID) is as follows. Let’s have two conflicting groups G1 and G2. First, try to
replan G1 so that the new solution has the same cost and the steps that are in conflict
with G2 are forbidden.

vertices

time

u2u1 u3 u4 u5 u2
u1 u3 u4

u5

G1 G2 G3 G1 G2 G3

Fig. 4. A schematic illustration from [31] of path replanning within the independence detection
technique. A path for the group G1 conflicted with paths of other two groups (left part). Then
path for G1 has been successfully replanned (right part).
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If no such solution is possible, try to similarly replan G2. If this is not possible,
merge G1 and G2 into a new group. In case either of the replanning was successful, that
group needs to be evaluated with every other group again. This can lead to infinite
cycle. Therefore, if two groups were already in conflict before, merge them without
trying to replan.

Algorithm 2. MAPF solving algorithm based on independence detection (ID) technique. 
Planning for groups is always done to have least number of conflicts w.r.t. conflict avoidance 
table.  

assign each agent to a group; 
plan a path for each group by A*; 
fill conflict avoidance table; 
while conflicting groups exist 
G1, G2 = conflicting groups; 
if G1, G2 not conflicted before 
 replan G1 by A* with illegal moves based on G2; 
if failed to replan 
 replan G2 by A* with illegal moves based on   ; 
endif

endif 
if no alternate paths for G1, G2

G1

merge G1 and G2; 
plan a path for new group by A*; 
endif 

update conflict avoidance table; 
end 
tgvwtp combined paths of all groups; 

G1

Standley uses ID in combination with the A* algorithm. While planning, it is
preferred to find paths that create the least possible amount of conflicts with other
groups that have already planned paths. For this purpose, the conflict avoidance table is
created (see Algorithm 2 for pseudo-code).

The table stores moves of agents in other groups. In case A* has a choice between
several nodes with the same minimal f() cost, the one with least amount of conflicts is
expanded first. This technique yields an optimal solution that has a minimal number of
conflicts with other groups. This property is useful when replanning of a group’s
solution is needed.

Both SID and ID do not solve MAPF on their own, they only divide the problem
into smaller sub-problems that are solved by any possible MAPF algorithms. Thus, ID
and SID are general frameworks, which can be executed on top of any MAPF solver.

6 Integrating SID and ID into MDD-SAT

SID can be integrated into the SAT-based framework as a top-level algorithm where
MDD-SAT merely serves as a procedure for optimal MAPF solving restricted on an
individual group. Hence, no modification of the core MDD-SAT procedure is needed.
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ID however requires modification of the original ID since in the propositional
formula it is not possible to express preference that individual paths of groups of agents
should avoid occupied positions in the conflict avoidance table. In the yes/no SAT
environment we either manage to avoid occupied positions or not while in the negative
case there is no easy tool how to control the number of conflicts.

The SAT-based version of ID works in similar way to the original version of
Standley but instead of resolving conflicts between a pair of conflicting groups G1 and
G2 it resolves conflict of group G1 with all other groups. If this attempt is successful,
G1 is independent on others and the process can continue with resolving conflicts
between remaining groups (see Fig. 4 where G1 has been made independent).

If the attempt to resolve conflict between G1 and G2 by making G1 independent
fails, the same is tried for G2. If the attempt for G2 fails too groups are merged. The
pseudo-code is shown as Algorithm 3.

In contrast to original ID we strictly require avoidance with respect to the conflict
avoidance table instead of stating it as a preference only. This is technically done by
omitting the conflicting vertices in the MDD. The SAT approach does not allow to
express a preference like in the search based algorithm. This is the reason why ID in the
SAT-based solver differs from the original one.

Algorithm 3. Independence detection in the SAT-based framework. Conflict aviodance is 
strictly required. 

assign each agent to a group; 
plan a path for each group G1,…,Gk by MDD-SAT; 
fill conflict avoidance table; 
while conflicting groups exist 
G1, G2 = conflicting groups; 
if G1, G2 not conflicted before 
replan G1 by MDD-SAT with illegal moves based on 
{G1,…,Gk}-G1; 
if failed to replan G1

replan G2 by MDD-SAT with illegal moves based on 
{G1,…,Gk}-G2; 

endif
endif 
if no alternate paths for G1, G2

merge G1 and G2; 
plan a path for new group by MDD-SAT; 

endif 
update conflict avoidance table; 

end 
return combined paths of all groups; 
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7 Experiments

We performed experimental comparison of the proposed MDD-SAT+SID and MDD-
SAT+ID solvers with other state-of-the-art solvers – namely with the previous best
SAT-based solver MDD-SAT and also with search-based algorithms ICTS and ICBS.

The MDD-SAT+SID and MDD-SAT+ID have been implemented in C++ as an
extension of an existing implementation of the MDD-SAT solver. A couple of minor
improvements have been done in the original MDD-SAT encoding – some auxiliary
propositional variables have been eliminated which reduced the size of the encoding and
consequently saved runtime while generating formulae (this improvement affects both
MDD-SAT and new MDD-SAT+SID, MDD-SAT+ID used in presented experiments).

We used Glucose 3.0 [1] in variants of MDD-SAT which is a top performing
SAT solver according to the recent SAT Competitions [4]. The complete implemen-
tation of the MDD-SAT solvers is available on-line to allow reproducibility of the
presented results: http://ktiml.mff.cuni.cz/*surynek/research/icaart2017.

ICTS and ICBS have been implemented in C#. The original implementations of
these algorithms have been used.

All the tests were run on Xeon 2 Ghz, and on Phenom II 3.6 Ghz, both with 12 Gb
of memory.

The experimental setup followed the scheme used in the literature [22] which tests
MAPF algorithms on 4-connected grids. Let us note however that all the suggested
algorithms are designed and implemented for general undirected graphs (the fact that
grids are used in the experiments is not exploited to increase efficiency of solving in
any way).

7.1 Small Grids Evaluation

The first series of experiments takes place on small square grids of sizes 8 � 8,
16 � 16, and 32 � 32 with 10% of vertices occupied by obstacles. In this setup of the
environment, we increased population of agents from 1 and observed the runtime of all
the solvers until no solver was able to solve the instance within the given time limit of
300 s (this was 20 agents for 8 � 8 grid, and 40 and 60 for 16 � 16 and 32 � 32 girds
respectively).

Ten randomly generated instances per number of agents were used. The initial
positions were generated by choosing a subset of vertices randomly. The goal
arrangement has been generated as a long random walk from the initial state following
valid moves – this ensured solvability of all the tested instances.

To be able to communicate results of experiments more easily we intuitively dis-
tinguish three different categories of instances with respect to the density of agents as
follows. The behavior of solvers is then discussed with respect to these categories:

• Low density – few interactions among agents, paths for individual agents can be
planned independently.

• Medium density – some interaction among agents are inevitable but there exist
multiple groups of agents that are independent of each other.

• High density – majority of agents are interdependent and form one large group.
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The small grid experiment contains instances from all these three cases. The
hypothesis is that the SID and ID technique will be helpful in instances with medium
density of agents while ID is expected to reach benefit in higher densities of agents. We
also expect that in the case of low density of agents there will be some benefit of SID
and ID since many agents will just follow their shortest paths towards goals in such a
case. As in low and medium density cases the complexity of the formula is not
proportional to the difficulty of the instance.

Furthermore, we expect rather negative effect of using SID and ID in instances with
high density of agents. This is because of the fact that most agents will be gradually
merged into a large group while the process of merging represents an overhead in such
a case.
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Fig. 5. Results of experiments on small grid maps of sizes 8 � 8, 16 � 16, and 32 � 32.
Figures show how many instances were solved within the given runtime and sorted runtimes
(right bottom part). Clearly versions of MDD-SAT dominate in the test over search based
algorithms ICTS and ICBS except few quickly solvable cases. Moreover, MDD-SAT+ID and
MDD-SAT+SID outperforms MDD-SAT in cases with low to medium density of agents. MDD-
SAT+ID and MDD-SAT+SID exhibit similar performance while ID shows its advantage in
instances requiring more time.
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Experimental result for the small grids (see Fig. 5) confirmed the hypothesis.
MDD-SAT+SID/ID win in low to medium density of agents. For the higher density of
agents, both MDD-SAT+SID/ID tend to be eventually outperformed by the original
MDD-SAT. If SID and ID are compared then we can see that ID has more significant
benefit than SID in most cases.

7.2 Large Maps – Dragon Age

We also experimented on three structurally different large maps from Dragon Age:
Origins [26] – ost003d, den520d, and brc202d (see Fig. 6). Our choice of maps
is driven by the choice of authors in the previous literature [20, 30].

We used setup with 16 and 32 agents randomly paced agents which represents low
to medium density. Let us note that a case with high density of agents in the map of that
size is currently out of reach of any existing algorithm.

To obtain problems of various difficulties the distance of agents from initial posi-
tions to their goals has been varied in the range 8, 16, 24, …, 320.

For each distance 10 random instances were generated in which initial positions
were selected randomly and then random walk has been performed until all the agents
reach at least the given distance from its initial position.

The hypothesis for large maps is that MDD-SAT+SID/ID should dominate gen-
erally with some expected advantage of ID which in fact is the same hypothesis as in
the case of small grids because here we have only the low-medium density case.
However, as there are important structural differences between the three tested maps
which impact is hardly predictable. Intuitively, SID/ID should have been more bene-
ficial in ost003d and den520d maps since in these maps there is more room to find
alternative paths.

Results for the three Dragon Age maps are shown in Figs. 7, 8, and 9. Again the
number of instances solved in the given runtime is shown. The difficulty (runtime)
grows with the growing distance of agents from their goals in this setup.

It can be read from these results that MDD-SAT+ID tends to outperform MDD-
SAT in more difficult instances. In these instances, the interaction among agents in non-
trivial but on the other hand the interdependence among agents is tractable by ID.

ost003d den520d brc202d

Fig. 6. Illustration of large Dragon Age maps ost003d (size 194 � 194), den520d (size
257 � 256), and brc202d (size 481 � 530).
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Surprising results have been obtained for MDD-SAT+SID which performed gen-
erally worse than MDD-SAT. SID hence was unsuccessful in independence detection
enough to produce any performance benefit in MDD-SAT expect the case of very easy
instances.

The intuitive hypothesis was not confirmed completely since surprisingly MDD-
SAT is better than MDD-SAT+ID in easier instances of medium density category
usually and the performance of MDD-SAT+SID remained behind expectation. Our
initial intuitive hypothesis did estimate well the effort needed for merging groups that
eventually represents a big overhead in case of large maps. Hence, MDD-SAT+ID can
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Fig. 7. Results of experiments on Dragon Age map ost003d. MDD-SAT+ID outperforms
MDD-SAT in harder instances while MDD-SAT+SID performs worse than MDD-SAT. All
MDD-SAT versions are dominated by ICTS.

0

50

100

150

200

250

300

350

400

1 10 100

N
um

be
ro

fi
ns

ta
nc

es

Run me (seconds)

Solved instances
Den520d|16 agents

MDD-SAT+ID
MDD-SAT
ICBS
MDD-SAT+SID
ICTS

0

50

100

150

200

250

300

350

1 10 100

N
um

be
ro

fi
ns

ta
nc

es

Run me (seconds)

Solved instances
Den520d|32 agents

Fig. 8. Results of experiments on Dragon Age map den520d. ID brings minor benefit in
harder instances while SID has merely a negative effect.
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show its benefit after the difficulty of the formula representing the entire MAPF
instance prevails over the difficulty of group merging.

Another surprising result was obtained in brc202d map where MDD-SAT+ID
was a very clear winner in harder instances with 32 agents.

Moreover, we cannot say that SAT-based approach represented by MDD-SAT and
MDD-SAT+SID/ID is a universal winner as there are cases where ICTS and ICBS
dominate (ost003d with 32 agents is such an example).

7.3 Discussion

It can be generally observed that ID brings worthwhile improvement to MDD-SAT
solver which by itself performs very well. The simple version of independence
detection SID provides worse benefit than ID and in large instances its effect is even
negative.

Experimental results indicate that there is a certain range of the density of agents
though not precisely determined in our evaluation in which ID is beneficial while
outside this range it cases an overhead.

The implementation of ID within the MDD-SAT+ID solver did not use any special
reasoning about what groups of agents should be merged or not. The groups were
processed in the ordering given by the original ordering of agents. We expect that more
careful reasoning about merging can bring yet more improvements.

8 Conclusion

Integration of the existing technique of independence detection (ID) into the SAT-
based approach to MAPF has been presented. Performed experimental evaluation
shows that using ID in the SAT-based approach to MAPF has a significant performance
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Fig. 9. Results of experiments on Dragon Age map brc202d. ID brings significant
improvement in harder instances with 32 agents. SID again has rather a negative effect in
MDD-SAT.
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benefit. This can be especially observed in instances with medium density of agents
where interactions among agents are non-trivial but there is still chance to find suffi-
ciently many small independent groups of agents.

The new solver called MDD-SAT+ID is a combination of an existing SAT-based
MAPF solver MDD-SAT and ID. We have shown that MDD-SAT+ID is a new state-
of-the-art in the optimal SAT-based MAPF solving for the presented categories of the
MAPF problem. Moreover, the new MDD-SAT+ID performs well also with respect to
the best search based solvers like ICTS and ICBS though we cannot say that MDD-
SAT+ID is a universal winner.

The future research of the presented topic will focus on the following aspects:
(i) The classification of density of agents was intuitive only in the presented experi-
mental evaluation. Hence the immediate future work is to develop concepts for more
precise classification of the density and interaction among agents. (ii) ID is not ben-
eficial across all instances and sometimes represents an overhead. Hence, having a
more rigorous classification of the density of agents, we can develop a mechanism for
automated deciding whether to use ID or not according to the classified density of
agents. (iii) Currently we take groups of agents to be merged in the same order as they
appear in the input. A more careful consideration of which groups to merge may lead to
further performance improvements.
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Abstract. Multi-agent planning can solve various sequential decision
problems comprising multiple entities. In contrast to classical planning,
the agents are interested in maintaining privacy while planning with
each other. Therefore they have to reason about what information they
can share. Although privacy is one of the crucial aspects of multi-agent
planning, formal and algorithmic treatment of privacy is rather sparse in
literature. No domain-independent strong privacy preserving multi-agent
planner was proposed so far. Moreover, our recent results indicate that
an efficient variant of such planner may not exist at all. Such strong pri-
vacy preserving planner would not allow to leak any private information
during planning neither directly nor indirectly. Especially the indirect
leakage is hard to assess as it can be based on any possible deduction
principle from the non-private information along the planning process.

Here, we propose a refined version of a multi-agent planning principle,
based on our previous work published as the conference version of this
paper. The planning principle is designed so that it can get arbitrarily
close to the general strong privacy preserving planning for the price of
decreased planning efficiency. We have tighten the bounds on the privacy
leakage and proved the strong privacy can be achieved by a finite number
of additional plans, in contrast to the previous algorithm, where the num-
ber had to be infinite in general. We newly illustrate the principle on an
additional synthetic planning problem, which shows the general privacy
leakage upper bound. As in the previous variant of the algorithm, the
strong privacy assurances are under computational tractability assump-
tions commonly used in secure computation research.

Keywords: Automated planning · Multi-agent systems · Privacy
Security

1 Introduction

Multi-agent planning deals with a problem of finding a coordinated sequence of
actions for a set of entities (or agents), such that the actions are applicable from
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a predefined initial state and transform the environment to a state where pre-
defined goals are fulfilled. If the environment and the actions are deterministic
(that is their outcome is unambiguously defined by the state they are applied in),
the problem is a deterministic multi-agent planning problem [3]. Furthermore,
if the set of goals is common to all agents and the agents cooperate in order
to achieve the goals, the problem is a cooperative multi-agent planning prob-
lem. The reason the agents cannot simply feed their problem descriptions into
a centralized planner typically lies in that although the agents cooperate, they
want to share only the information necessary for their cooperation, but not the
information about their inner processes. Such privacy constraints are respected
by privacy preserving multi-agent planners.

A number of privacy preserving multi-agent planners have been proposed
in recent years, such as MAFS [10], FMAP [15], MADLA [19], PSM [16] and
GPPP [8]. Although all of the mentioned planners claim to be privacy-preserving,
formal proofs of such claims do not exist. The privacy of MAFS is discussed
in [10] and expanded upon in [2], proposing Secure-MAFS, a version of MAFS
with stronger privacy guarantees. These guarantees are proven for a family of
planning problems, but does not hold generally. The approach was recently gen-
eralized in the form of Macro-MAFS [7], however without strengthening the
claims about privacy.

Here, we propose a parameterized variant of strong privacy preserving plan-
ning using the definition of privacy in [10]. We show how the two extremities of
the parameter lead to strong privacy preserving, but inefficient planner; or weak
privacy preserving, but efficient planner.

This article is a reworked and extended version of the paper [17]. In this
version, we have reformulated most of the definitions and proofs to improve
readability and conciseness of the arguments. We provide tighter bounds on
privacy leakage and propose a novel example illustrating the principle of the
proposed planner. Moreover, the novel example provides a ground for novel claim
about privacy leakage in multi-agent planning in general.

2 Multi-agent Planning

The most common model for multi-agent planning is MA-Strips [3] and derived
models (such as MA-MPT [10] using multi-valued variables). We reformulate
the MA-Strips definition and we also generalize the definition to multi-valued
variables. Formally, for a set of agents A, a problem M = {Πi}|A|

i=1 is a set of
agent problems. An agent problem of agent αi ∈ A is defined as

Πi =
〈
Vi = V pub ∪ V priv

i ,Oi = Opub
i ∪ Opriv

i ∪ Oproj, sI , s�

〉
,

where Vi is a set of variables s.t. each V ∈ Vi has a finite domain dom(V ), if
all variables are binary (i.e. |dom(V )| = 2), the formalism corresponds to MA-
Strips. The set of variables is partitioned into the set V pub of public variables
(with all values public), common to all agents and the set V priv

i of variables
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private to αi (with all values private), such that V pub ∩ V priv
i = ∅. A complete

assignment over V is a state, partial assignment over V is a partial state. We
denote s[V ] as the value of V in a (partial) state s and vars(s) as the set of
variables defined in s. The state sI is the initial state of the agent αi containing
only V pub and V priv

i variable. s� is a partial state representing the goal condition,
that is if for all variables V ∈ vars(s�), s�[V ] = s[V ], s is a goal state. Similarly,
as in [9], we require all goals to be public, as private goals can be transformed
into a public equivalent [16], i.e. vars(s�) ⊆ V pub.

The set Oi of actions comprises of a set Opriv
i of private actions of αi, a set Opub

i

of public actions of αi. A public projection of an action removes all its private
parts. The set Oproj contain public projections of other agents’ actions. Opub

i , Opriv
i ,

and Oproj are pairwise disjoint. An action is defined as a tuple a = 〈pre(a), eff(a)〉,
where pre(a) and eff(a) are partial states representing the precondition and effect
respectively. An action a is applicable in a state s if s[V ] = pre(a)[V ] for all
V ∈ vars(pre(a)) and the application of a in s, denoted a ◦ s, results in a state
s′ s.t. s′[V ] = eff(a)[V ] if V ∈ vars(eff(a)) and s′[V ] = s[V ] otherwise. A public
action can be defined using a mixture of public and private preconditions and
effects. A private action can be defined only over the private variables. As we
often consider the planning problem from the perspective of agent αi, we omit
the index i.

We model all “other” agents as a single agent (the adversary), as all the
agents can collude and combine their information in order to infer more. The
public part of the problem Π which can be shared with the adversary is denoted
as a public projection. The public projection of a (partial) state s is s�, restricted
only to variables in V pub, that is vars(s�) = vars(s) ∩V pub. We say that s, s′ are
publicly equivalent states if s� = s′�. The public projection of action a ∈ Opub

is a� = 〈pre(a)�, eff(a)�〉 and of action a′ ∈ Opriv is an empty action noop. The
public projection of Π is Π� =

〈
V pub, {a�|a ∈ Opub}, s�

I , s
�
�

〉
.

We define the solution to Π as follows. A sequence π = (a1, ..., ak) of actions
from O , s.t. a1 is applicable in sI = s0 and for each 1 ≤ i ≤ k, ai is applicable in
si−1 and si = ai ◦ si−1, is a local sk-plan, where sk is the resulting state. If sk is
a goal state, π is a local plan, that is a local solution to Π. A local plan contains
actions only of one agent, public, private or projected. Note that the actions in
Oproj are assumed to be of the particular agent as well.

Such local plan π does not have to be the global solution to M , as the actions
of other agents (Oproj) are used only as public projections and are missing private
preconditions and effects of other agents. The public projection of π is defined
as π� = (a�

1 , ..., a
�
k ) with the noop actions omitted.

From the global perspective of M a public plan π� = (a�
1 , ..., a

�
k ) is a

sequence of public projections of actions of various agents from A such that
the actions are sequentially applicable with respect to V pub starting in s�

I and
the resulting state satisfies s�

� . A public plan is αi-extensible, if by replacing a�
k′

s.t. ak′ ∈ Opub
i by the respective ak′ and adding ak′′ ∈ Opriv to required places

we obtain a local plan (solution) to Πi. According to [16], a public plan π�

αi-extensible by all αi ∈ A is a global solution to M .
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The nature of MA-MPT planning allows for plans containing repeated action
sequences (in extreme, repeated infinitely many times). Such repetitions however
does not provide transformation to a state not yet visited. Therefore the length
of global meaningful plans is bounded by the number of all possible states

∏

V ∈V pub∪⋃|A|
i=1 V priv

i

|dom(V )|. (1)

We define the sets of all meaningful global and local plans as sols(M ) and
sols(Π) respectively. Lengths of plans in both sets are limited by the presented
bound on meaningful plans and therefore the sets are finite.

Since an agent can be required to repeatedly produce a particular value
assignment of a variable, which is consumed (needed in precondition and changed
in effect) by an action of another agent, we have to allow for meaningful repe-
titions in sols(Π). Length of a local plan with such repetitions is however still
limited by the maximal length of its related global plan solving M . Therefore
we use the same bound on length both for plans in sols(M ) and sols(Π) where
Π ∈ M . solsl(Π) will denote sets of local plans of length l; sols≤l(Π) and
sols>l(Π) denote sets of local plans of length no more than l and longer than l
respectively. Finally, seqs(Π) will denote all possible sequences of actions (incl.
non-plans) of the problem Π.

2.1 Privacy

First definition of privacy leakage quantification was proposed in [18]. It was
based on enumeration of all plans, which we used as the underlying principle
for measuring the privacy leakage in this work. However, we do not explicitly
require enumeration of the particular plans as in looser form, our bounds work
with all possible action sequences. Note that the work in [18] is also not easily
applicable to MA-Strips and MA-MPT.

The only rigorous definition of privacy for MA-Strips and MA-MPT so far
was proposed in [10] and extended in [2]. The authors present two notions, weak
and strong privacy preservation:

An algorithm is weak privacy-preserving if, during the whole run of the algo-
rithm, the agent does not openly communicate private parts of the states, private
actions and private parts of the public actions. In other words, the agent openly
communicates only the information in Π�. Even if not communicated, the adver-
sary may deduce the existence and values of private variables, preconditions and
effects from the (public) information communicated.

An algorithm is strong privacy-preserving if the adversary can deduce no
information about a private variable and its values and private precondi-
tions/effect of an action, beyond what can be deduced from the public projection
Π� and the public projection of the solution plan π�.
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2.2 Secure Computation

In general, any function can be computed securely [1,20,21], however it is not
known how to encode the whole planning process into one function [14]. In this
contribution, we focus on more narrow problem of private set intersection (PSI),
where each agent has a private set of numbers and they want to securely compute
the intersection of their private sets while not disclosing any numbers which are
not in the intersection. The ideal PSI supposes that no information is transferred
between the agents [11].

Ideal PSI can be solved with trusted third party which receives both private
sets, computes the intersection, and sends it back to agent. As long as the third
party is honest, the computation is correct and no information leaks.

In literature (e.g., [6,11]), we can find several approaches how the ideal PSI
can be solved without trusted third party. Presented solutions are based on
several computational hardness assumptions, e.g., intractable large number fac-
torization, DiffieHellman assumption [4], etc. All these assumptions break when
an agent has access to unlimited computation power, therefore all the results
hold under the assumption that P �= NP , in other words by computational
intractability of breaking PSI.

3 ε-Strong Privacy Preserving Multi-agent Planner

Multi-agent planner fulfilling the strong privacy requirement forms the lower
bound of information exchanged between the agents. Agents do not leak any
information about their internal problems and thus their cooperation cannot be
effective [14], nevertheless, a strong privacy preserving multi-agent planner is an
important theoretical result that could lead to better understanding of privacy
preservation during multi-agent planning and consequentially also to creation of
more privacy preserving planners.

In this contribution, we present a planner that is not strong privacy pre-
serving but can be arbitrarily close to it. We focus on planning using projected
plan-space1 search [13] and thus we will define the terms in that respect. In
the following definitions and proofs we suppose that there are two semi-honest
(honest but curious) agents α− and α+. We will consider the perspective of the
agent α− trying to detect the private information of α+ for the simplicity of the
presentation, but all holds for both agents and also for a larger group of agents.
Similarly to [2], we also assume that Opriv = ∅. This assumption can be stated
WLOG as each sequence of private actions followed by a public action can be
compiled to a single public action.

Definition 1 (Public Plan Acceptance). Public plan acceptance P (π�) is
a probability known to agent α− whether a plan π� is α+-extensible.

When the algorithm starts, α− has some a priori information P 0(π�) about
acceptance of plan π� by agent α+ (e.g., 0.5 probability of acceptance of each
1 Projected plan-space contains all the solutions of the projected public problem Π�.



142 A. Komenda et al.

plan in the case when α− knows nothing about α+). At the end of execution
of the algorithm, this information changes to P ∗(π�). Obviously, every agent
knows that the solution public plan π∗ the agents agreed on is extensible and
thus it is accepted by every agent, i.e. P ∗(π∗) = 1. The difference between
the α−’s a priori information and the final information represents information
which leaked from α+ during their communication. Whether an agent is certain
about acceptance of a plan can be expressed as |1 − 2P (π�)|, normalized to an
interval 〈0, 1〉, where 0 means not knowing anything about acceptance of the
plan (P (π�) = 0.5) and 1 means certainty (P (π�) = 1 or P (π�) = 0).

Definition 2 (Leaked Information). Leaked information from perspective of
one agent during execution of a multi-agent planner leading to a solution π∗ is
a sum of changes in certainty about acceptance of the plan from the beginning
P 0(π�) to the end P ∗(π�) of planning excluding the solution plan π∗

λ =
∑

π�∈{π�|π∈sols(Π)}\{π∗}

∣∣1 − 2P ∗(π�)
∣∣ − ∣∣1 − 2P 0(π�)

∣∣ . (2)

As we do not assume the agents intentionally increase uncertainty about accep-
tance of other agents by sending invalid plans (the honest but curious agents),
the certainty about acceptance of a plan can only grow, i.e.

∣∣1 − 2P ∗(π�)
∣∣ − ∣∣1 − 2P 0(π�)

∣∣ ≥ 0, thus λ ≥ 0.

Definition of algorithm’s leaked information allows us to formally define
strong privacy of a projected plan-space planning algorithm. sec:strong-priv-pres

Proposition 1. (Strong Privacy). A planning algorithm is strong privacy
preserving if it assures λ = 0.

Proof. Any information leakage allowing deduction of private information (pre-
conditions or effects) in agent’s planning problem during planning affect proba-
bility of acceptance or rejection of plan projections by other agents as the precon-
ditions and effects are the only principle preventing of acceptance or rejection of
a sequence of actions. Therefore λ = 0 holds if and only if no information by
Definition 2 leaked.

Definition 3 (ε-Strong Privacy Preserving Planner). For given ε > 0,
an planning algorithm is ε-strong privacy preserving if it leaks acceptance or
rejection of no more than ε local plans, i.e. λ ≤ ε.

The high-level idea of our proposed planner (Algorithm1) is based on a
systematic generate-and-test principle, similar to our recent principle proposed
in [16]. Local plans π are generated in parallel by all agents and their public
projections π� are distributively tested whether there are some projections π∗

common to all agents. Since only acceptable local plans π thus public projections
π� are generated and tested, if a public projection common to all agents is
found, it is guaranteed to be a global solution [16]. Provided that the distributed
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testing is done such that no information leaks, the only other point of possible
information leakage is from the fact that a global solution was not found for a
particular set of generated local plans. In other words, knowing α+ refused all
possible solutions in a well defined set of plans, tells α− the plans were refused
because of some private preconditions of α+. Technically, the only parts of the
algorithm, where the agents can learn something about each others’ plans is
therefore at lines 9 and 11, where all agents know that a solution was not found
for all plans generated by the iterations of the algorithm so far.

Let us assume the systematicity of the generate-and-test principle is in testing
of incrementally longer plans. The length l of the agents’ local plans grows with
each iteration of the main loop (lines 3, 4 and 13), therefore each distributed
intersection (line 9) is done for generated plans of length ≤ l. After each iteration,
which did not end at line 11, the agent α− knows that the agent α+ refuses a local
plan projection π� generated by α−. This increases the certainty about refusal
of π� and therefore increases λ. Note that such situation can be caused only by
unfulfilled private preconditions of an action of the agent α+ which prevent α+

to generate π�. This principle is known as privately dependent actions, for more
detail see [12].

The principle of iterations synchronized by length was used only for the
sake of clearer explanation. The argument however holds WLOG also for other
iterative schemes. If the length of the generated plans is not synchronized by
the iterations, all local plans of length l will be eventually generated by both
agents α+ and α−. When a solution of length l + 1 is found, α− can use the
same reasoning as in the previous paragraph to deduce α+ has some unfulfilled
private preconditions in π�.

Generally, the same line of reasoning can be even used for any systematic plan
generating algorithm, under the assumption all agents know the other agents’
systematic plan generation algorithms. There always exists a point in future
when α− knows that α+ had generated a plan, which would have be a solution
of the problem and the algorithm would have end. And the only reason, why
this had happened is that α+ has some unfulfilled private preconditions.

To fulfill the ε-privacy requirement by the Algorithm1, the systematically
generated plans, which can leak information, are supplemented by a sufficiently
large amount of randomly generated plans on line 7. As these plans are longer
than the systematic ones, with a probability proportional to the number of such
plans generated, they can shortcut finding of a solution sooner than using only
the systematic plan generation. The formula |sols>l(Πi)|(1− ε

|sols≤l(Πi)| ) for the
number of the shortcut plans k will be explained later as part of the ε-privacy
proof.

In summary, all agents sequentially generate solutions to their local problems
Πi at line 5. The systematic local plans are supplemented by longer randomly
generated local plans at line 7. Then the agents create public plans by making
public projections π� of their generated solutions. Created public plans π� are
then stored in a set Φi. As the plans π are local solutions, they are αi-extensible.
Agents continuously check whether there are some plans in the intersection of
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these sets from all other agents. It is important to compute the intersection
without disclosing any information about plans which do not belong to this
intersection. Plans in the intersection are guaranteed to be αi-extensible by all
agents and thus form global solutions. If at least one global solution is found in
Φ, the algorithm ends at line 11. The algorithm ends for all agents in the same
iteration, as the secure intersection is done distributively by all agents for all
agents. Therefore the termination condition at line 10 is evaluated by all agents
equally.

Algorithm 1. ε-Strong privacy preserving multi-agent planner.
1 Function SecureMAPlanner(Πi, ε) is
2 Φi ← ∅;
3 l ← 1;
4 loop
5 S ← generate all local solutions to Πi of length l;

k ← |sols>l(Πi)|(1 − ε

|sols≤l(Πi)| ); ε ← ε − k;

6 S ′ ← randomly select k solutions to Πi of any length > l;
7 Φi ← Φi ∪ {π�|π ∈ S ∪ S ′};

8 Φ ← secure

( ⋂
αj∈A

Φj

)
;

9 if Φ �= ∅ then
10 return Φ;
11 end
12 l ← l + 1;

13 end

14 end

The description of the planning algorithm is followed by proofs of its sound-
ness (a result of the algorithm is always a correct solution), completeness (if a
planning problem has a solution, it is returned by the algorithm) and assurance
on information leakage no more than required ε.

Theorem 1 (Soundness and Completeness). Algorithm SecureMAPlanner
is sound and complete, under the assumption that the systematic plan generation
procedure (line 5) is complete.

Proof. (Soundness) Every public plan returned by the algorithm is αi-extensible
by every agent, and thus it can be extended by all agents to a valid global solution
(Lemma 1 in [16]).

(Completeness) Since there is only finite number of different plans of length
at most l, all plans are eventually (in finite time) added to the plan set Φi

under the assumption that the underlying plan generation procedure of the local
solutions (line 5) is complete. The longest possible solution is finite by Eq. (1),
thus SecureMAPlanner() with systematic local planner ends in finite time when
M has a solution.
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Theorem 2 (ε-Strong Privacy). Algorithm SecureMAPlanner() is ε-strong
privacy preserving when ideal PSI is used for the secure plan projection inter-
section (line 9).

Proof. The only points in the algorithm, where the agents communicate is in the
distributed intersection of the public projections (line 9) and implicitly in the
synchronized termination (lines 10–12).

To ensure privacy of the first point, both agents encode public projections of
their plans into a set of numbers using the same encoding. Then, they just need to
compare two sets of numbers representing their sets of plausible public plans, in
other words they need to compute ideal PSI [6,11]. No private information leaks
within ideal PSI, therefore no private information leaks during the distributed
intersection.

There can be, however, private information leakage, when the algorithm con-
tinues several iterations, i.e. the algorithm does not terminate (the second point).
When the agent α− finds out that some set of plans is unacceptable by the agent
α+ (which is the only reason, why the algorithm has to continue with another
iteration), private information leaks simply by growth of certainty by Definition 2.

As α+ does not know how many plans α− has generated thus how many plans
were refused, if we want to upper-bound the possible leaked information, α+ has
to consider that all possible plans of length l were generated by α− and refused
by α+, i.e. λl+1 − λl ≤ |solsl(Πi)|. Such situation reflects the maximal possible
growth in the certainty about acceptance of possible plans. In sum over all plans
lengths we get λl ≤ ∑

1≤l′≤l

|solsl′(Πi)| = |sols≤l(Πi)|.
To limit the leakage by shortcutting the solution prematurely by the randomly

selected plans, it has to happen that all agents generate by chance a global solu-
tion (line 7) sooner than systematically in its iteration by the length l. As the
best we can get is an upper-bound (the number of real solution is not known in
beforehand) on the needed number of randomly generated plans k, we can assume
that there is only one solution plan. A chance to randomly choose one particular
plan by a selection of k random plans from all solutions |sols>l| = n longer
than the current iteration length l is

(
n
k

) − (
n−1

k

)
(
n
k

) =

(
n−1
k−1

)
(
n
k

) =
k

n
=

k

|sols>l(Πi)| . (3)

The change of not selecting the solution plan is simply 1 − k
|sols>l(Πi)| , which

with the upper-bound on the certainty about acceptance of possible plans
gives us a parameterized tighter upper-bound on the leaked information λl ≤
|sols≤l(Πi)|(1 − k

|sols>l(Πi)| ) ≤ sols≤l(Πi). Note that each agent has the same
chance to select the one common solution, therefore the chance is not decreased
with increasing number of agents.

By Definition 3, λ ≤ ε has to hold for ε-privacy preserving planner, that
means for the last iteration with a systematically found global plan λ|π∗| ≤ ε. As
the length of the systematic solution plan |π∗| is not know in beforehand, we have
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to heuristically estimate it. As l ≤ |π∗| holds for all iterations of the algorithm,
we can modify the formula and derive the upper-bound on the number of shortcut
plans to fulfill ε:

λl ≤ ε, (4)

|sols≤l(Πi)|(1 − k

|sols>l(Πi)| ) ≤ ε, (5)

|sols>l(Πi)|(1 − ε

|sols≤l(Πi)| ) ≤ k. (6)

As such k is only an estimate assuming each iteration is the last one, we have
to decrease the allowed leakage in each iteration by ε ← ε − k at line 6.

The parameter ε, and consequentially also k, acts as a trade-off parameter
between security and efficiency. If the agent “randomly” selects all its plans
sols>l(Πi), then no information about refused plans can leak as it is assured
that planning finds the (at least one existing) solution in the first iteration. Thus
it would imply the strong privacy, i.e. for k = |sols>l(Πi)| we get ε ≥ 0 ≥ λ

from Eq. 5 and Definition 3. Conversely, if we plan only systematically k = 0,
the leakage upper-bounded ε ≥ |sols≤l(Πi)| ≥ λ.

In the previous cases, sols>l can be replaced by seqs>l, as there cannot be
less sequences than solutions and we are dealing with upper bounds. However,
we kept the tighter sols>l in the proof and discussion. The possible issue with
|sols>l| is that it can be hard to evaluate them efficiently, which is not prob-
lem with seqs>l. The drawback of seqs>l is their exponentially larger amount,
therefore exponential “looseness” of the bounds and a need for possibly expo-
nentially larger k.

The leakage bounds are illustrated in Fig. 1 for an example planning problem.
The problem has 2, 4, 8, 16 and 32 solutions (in the set sols≤l(Πi)) for plan
lengths l 1, 2, 3, 4 and 5 respectively. This gives us 30, 28, 24, 16 and 0 solutions
in the set sols>l(Πi), again for lengths l = 1 <, 2, 3, 4 and 5. The lines depict
the upper-bound of the leakage λ for different numbers of shortcut plans k.
For example, in the first iteration, only the two possibly refused plans can leak
information, therefore even when k = 0, i.e. without any shortcut plans, λ1 =
2. Conversely, to assure the planning process ends in the first iteration and does
not leak any information, k has to equal to the rest of plans for > l, which is
30, where maximal leakage is ensured to be 0. Based on the changing numbers
of already generated and still to be generated plans the ratio changes with the
following iterations.

The points, where the upper-bounds equals to 0, represent numbers of short-
cut plans needed to provide strong privacy (Proposition 1). The Fig. 2 depicts
the numbers k of shortcut plans for the particular iterations of the example plan-
ning problem. Although the example shows only a small and synthetic planning
problem, the principles and trends of the privacy bounds are general.
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Fig. 1. Upper-bounds of required shortcut plans to assure leakage of the planning
algorithm for iterations of the presented example planning problem.

Fig. 2. Amounts of shortcut plans k assuring leakage of no private information, there-
fore privacy preserving run of the planning algorithm in the presented example planning
problem.

To increase efficiency of the intersections, the principle proposed in PSM
planner [16] can be used. Each agent stores generated plans in a form of planning
state machines, special version of finite state machines. An algorithm, which can
be used for secure intersection of planning state machines, was presented in [5].
In the case of different representation of public plans, more general approach of
generic secure computation can be applied [1,20,21].
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4 Logistics Example

Let us consider a simple logistics scenario to demonstrate how private informa-
tion can leak for k = 0 and how it decreases with larger k values.

In this scenario, there are two transport vehicles (plane and truck) operating
in three locations (prague, brno, and ostrava). A plane can travel from prague
to brno and back, while a truck provides connection between brno and ostrava.
The goal is to transport the crown from prague to ostrava.

This problem can be expressed using MA-Strips as follows. Actions

fly(loc1, loc2) and drive(loc1, loc2)

describe movement of plane and truck respectively. Actions load(veh, loc) and
unload(veh, loc) describe loading and unloading of crown by a given vehicle at
a given location.

We define two agents Plane and Truck. The agents are defined by sets of
executable actions as follows

Plane = {
fly(prague, brno), fly(brno, prague),
load(plane, prague), load(plane, brno),
unload(plane, prague), unload(plane, brno) },

Truck = {
drive(brno, ostrava), drive(ostrava, brno),
load(truck, brno), load(truck, ostrava),
unload(truck, brno), unload(truck, ostrava) }.

The aforementioned actions are defined using binary variables at(veh, loc) ∈
{true, false} to describe possible vehicle locations and binary variables
in(crown, loc) and in(crown, veh) to describe positions of crown. A variable is
assigned true value if the fact it is describing holds. E.g. in(crown, plane) = true
represents the fact that crown is in plane. We omit action names in examples
when no confusion can arise. For example, we have the following actions:

fly(loc1, loc2) = 〈pre(.) = {at(plane, loc1) = true},
eff(.) = {at(plane, loc2) ← true,

at(plane, loc1) ← false}〉,

load(veh, loc) = 〈pre(.) = {at(veh, loc) = true, in(crown, loc) = true},
eff(.) = {in(crown, veh) ← true,

in(crown, loc) ← false}〉,
unload(veh, loc) = 〈pre(.) = {at(veh, loc) = true, in(crown, veh) = true},

eff(.) = {in(crown, loc) ← true,
in(crown, veh) ← false}〉.
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The initial state and the goal are given as follows:

sI = {at(plane, prague) = true, at(truck, brno) = true,
in(crown, prague) = true}

s� = {in(crown, ostrava) = true}
All other variables not present in the initial state sI are false.
In our example, the only variable shared by the two agents is in(crown, brno)

and as required by vars(s�) ⊆ V pub (see Sect. 2), the goal in(crown, ostrava).
We have the following variable classification:

V pub = {in(crown, brno),
in(crown, ostrava)},

V priv
Plane = {at(plane, prague), at(plane, brno),

in(crown, prague), in(crown, plane)},
V priv
Truck = {at(truck, brno), at(truck, ostrava),

in(crown, truck)}.
The actions and their projections important for the following discussion are:

load(truck, brno) = 〈pre(.) = {in(crown, brno) = true,
in(truck, brno) = true}〉,

eff(.) = {in(crown, brno) ← false,
in(crown, truck) ← true},

load(truck, brno)� = 〈pre(.) = {in(crown, brno) = true},
eff(.) = {in(crown, brno) ← false}〉,

unload(truck, ostrava) = 〈pre(.) = {in(truck, ostrava) = true,
in(crown, truck) = true}〉,

eff(.) = {in(crown, ostrava) ← true,
in(crown, truck) ← false},

unload(truck, ostrava)� = 〈pre(.) = ∅,
eff(.) = {in(crown, ostrava) ← true }〉

All the actions arranging vehicle movements are private. Only the actions
providing package treatment at public locations (brno, ostrava) are public:

Opub
Truck = { load(truck, brno), unload(truck, brno),
load(truck, ostrava), unload(truck, ostrava) },

Opub
Plane = {load(plane, brno), unload(plane, brno)}.

The agent Plane generates possible plans using the systematic plan genera-
tion algorithm (e.g. Best-First Search) and thus it sequentially generates follow-
ing public plans:
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πPlane
1 = 〈 unload(truck, ostrava) 〉, l = 1

πPlane
2 = 〈 unload(plane, brno),

unload(truck, ostrava) 〉, l = 2,
πPlane

3 = 〈 unload(truck, brno),
unload(truck, ostrava) 〉, l = 2

πPlane
4 = 〈 unload(truck, ostrava),

unload(truck, ostrava) 〉, l = 2
. . .
πPlane

n = 〈 unload(plane, brno), load(truck, brno),
unload(truck, ostrava) 〉, l = 3.

Note that any locally valid sequence of action containing action

unload(truck, ostrava)

seems to be a valid solution to the Plane agent. In this example, πPlane
n is the

first plan extensible to a global solution by both Plane and Truck generated by
the systematic planning process.

Similarly, agent Truck sequentially generates following public plans:

πTruck
1 = 〈 unload(plane, brno), load(truck, brno),

unload(truck, ostrava) 〉, l = 3,
πTruck

2 = 〈 unload(plane, brno), unload(plane, brno),
load(truck, brno), unload(truck, ostrava) 〉, l = 4,

. . .

We can see that Truck generates an extensible plan as the first one and
Plane generated equivalent solution as the n-th plan. Thus, once both agents
agree on a solution, agent Plane can try to deduce something about Truck

private information. Since all plans π
plane
1 , . . . ,πplane

4 are strictly shorter than
the accepted solution π

plane
n and they were not generated by Truck, it implies

that these plans are not acceptable by Truck, i. e. for example P ∗(πPlane
1 ) = 0.

More specifically, Plane can deduce following about Truck’s private information:

– The action unload(truck, ostrava) has to contain some private precondition,
otherwise πPlane

1 would be generated also by Truck before πTruck
1 , because it

is shorter.
– Private preconditions of unload(truck, ostrava) certainly depend on private

fact (possibly indirectly) generated by load(truck, brno), otherwise πPlane
2

would be generated before πTruck
1 .

In this example, we have shown how systematic generation of plans can cause
private information leakage. Let us now consider a case when both agents add
one shortcut plan after each systematically generated one, i. e. k = 1. For the
simplicity, we will consider previous sequence of plans, where πPlane

n is selected
as the shortcut plan in the first iteration for l = 1 by both agents. In such
case, the amount of leaked information is smaller by Eq. (5). If there is only one
solution πPlane

n , the leakage will be 0 and the agents would not be able to deduce
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any private information about the other agents. If the shortcut plan πPlane
n is

added in next iteration for length l = 3, Plane can deduce that P ∗(πPlane
1 ) = 0,

but cannot deduce the same about other plans. Plane could deduce that Truck

accepts no plan of length 2, only once it is sure that all of them have been
systematically generated. But thanks to the adding of the shortcut plan, the
solution can be found sooner.

Obviously k = 1 decreases the leaked information only minimally. To decrease
the private information leakage significantly, k has to grow by Eq. (5) towards
|sols>l(ΠPlane)| as we showed in proof of Theorem 2.

5 Code Lock Example and General Privacy Leakage
Upper-Bound

The other example is designed such that it shows the successive leaking of infor-
mation by learning about refused sequences of the actions. There is a combina-
tion code lock and two agents. The agent α− is unlocking the lock with help of
the other agent α+, which knows the combination. The lock requires a correct
sequence of n pressed buttons reachable by α+ (each button can be pressed only
once), finished with pressing two unlock buttons, each reachable only by one
of the agents. Note that strictly speaking if only one combination is correct no
private information would leak as Definition 2 excludes the solution plan π∗. We
could modify the example such that there are more correct solution and α− is
trying to deduce all of them, however to simplify the latter discussion, we will
stick to one solution, which we assume to be secret.

This assumption is not unrealistic, as in reality the press actions would be
private, however by the requirement of privacy preserving MA-MPT planning,
all actions incl. press are public.

The binary variables of the problem are

V pub = {unlocked+, unlocked−},
V priv

α+ = {pressed0, pressed1, . . . , pressedn},
V priv

α− = ∅.
The two public unlocked variables describe whether the two agents successfully
unlocked their side of the lock. For simplicity, we assume only α+ need to enter
the correct sequence, which allows to unlock its side. The agent α− attempts to
deduce the constraints among the presses during the process. Provided that the
α− agent has similar combination as α+ the example would work symmetrically
for both agents, or even for more agents unlocking the lock in coordination.
The successfully entered steps of the combination are represented by the private
pressed variables.

In the initial state, all variables are set to false with the exception of pressed0

allowing to press the first correct button. The goal of the problem is to unlock
both sides of the lock:

sI = {pressed0 = true},
s� = {unlocked+ = true, unlocked− = true}.
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The actions of the problem are the two unlocking the lock and actions repre-
senting pressing the buttons. All actions are public (following the assumption on
no private actions), however actions of α+ have private preconditions and effects
constraining only the correct unlock sequence. The action sets consist of:

Opub
α+ = {unlock+, press1, press2, . . . , pressn},

Opub
α− = {unlock−}.

The action unlock− (and its projection) has no preconditions and the sole
effect unlocked− ← true, which is required by the goal:

unlock− = unlock�
− = 〈pre(.) = ∅, eff(.) = {unlocked+ ← true}〉.

Let the unlocking sequence of button indices be described by a mapping
u(i) �→ i′ which for each step i returns next button index i′ to be pressed. Then
each button pressing actions is defined as:

pressi = 〈pre(.) = {pressedu(i)−1 = true},
eff(.) = {pressedu(i) ← true}〉.

unlock+ = 〈pre(.) = {pressedn = true},
eff(.) = {unlocked+ ← true}〉.

For an example, a n = 3 step unlocking sequence 2, 3, 1 will induce following
actions for the agent α+:

press2 = 〈pre(.) = {pressed0 = true},
eff(.) = {pressed1 ← true}〉,

press3 = 〈pre(.) = {pressed1 = true},
eff(.) = {pressed2 ← true}〉,

press1 = 〈pre(.) = {pressed2 = true},
eff(.) = {pressed3 ← true}〉.

unlock+ = 〈pre(.) = {pressed3 = true},
eff(.) = {unlocked+ ← true}〉.

The projections of all press actions have no preconditions and effects (they
are effectively noops with different action names from perspective of α−), as the
pressed variables are private. The action unlock has only its goal effect:

press�
1 , . . . , press

�
n = 〈pre(.) = ∅, eff(.) = ∅〉 = noop,

unlock�
+ = 〈pre(.) = ∅, eff(.) = {unlocked+ ← true}〉.

From perspective of α−, any sequence of α+ ending with unlock+ is legiti-
mate. On the contrary, only the correct sequence of press actions and unlock+

is valid from perspective of α+.
In each iteration l, if a solution is not found, α− eliminates all possible combi-

nations of the code of length l. These eliminations represent the private variables
pressed in form of preconditions and effects of actions of α+. Because of the
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Fig. 3. Hypothetical upper-bounds on information leakage in the Code Lock example
problem for n = 2 without decreasing ε during the iterations by ε ← ε − k. For k = 8
the leakage λ = 0. For l ≥ 3, the leakage assumes possible longer plans of the problem
(e.g., by more then two agents) than those limited by l ≤ n.

problem formulation, the number of projected local plans of α+ from perspective
of α− are:

n1 + n2 + · · · + nl + nl+1 + · · · + nn−1 + nn,

where n is the number of press actions and l is the intermediate length of the
solution. We can bound sizes of sols≤l and sols>l using this sequence, l ≤ n
by the count of meaningful plans by Eq. 1 and an assumption on repetitions of
the press actions are allowed as α− cannot know otherwise:

|sols≤l| ≤
l∑

i=1

ni ≤ nl+1, (7)

|sols>l| ≤
n−l∑
i=1

nl+i ≤ nn+1. (8)

Without the shortcut plans k = 0, we get that nl+1 ≤ ε using Eqs. (5) and
(7). This shows the possible maximal leakage of information is exponentially
bound by the length of the plan which is bound by the number of actions in Π+.
It is not surprising though that if we want a strong privacy preserving variant
ε = 0, we need to generate exponential number of plans nn+1 in the number of
actions of the problem for the first iteration by Eqs. (6) and (8).

The exponential growth of information leakage in l in this example is illus-
trated in Fig. 3. The other exponential dependency is on the number of (press)
actions, i.e. on n.
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As the Code Lock problem is designed such that there are no public depen-
dencies among the actions (with exception of the required goal conditions), it
represents a planning problem with the maximal amount of private informa-
tion and only one solution as assumed in the proof of Theorem2. Therefore the
resulting exponential bounds on leakage in l and in n hold not only for this par-
ticular planning problem, but as a general upper bound on the privacy leakage
in MA-Strips planning with n actions and k shortcut plans in l-th iteration of
the SecureMAPlanner() algorithm (by Eqs. (5), (7) and (8)):

λl ≤ nl+1(1 − k

nn+1
). (9)

6 Conclusions

In this article, we have provided a refined variant of the multi-agent planning
principle preserving privacy from our previous version of the paper [17]. The
principle of the algorithm is an application of the private set intersection (PSI)
algorithm to privacy preserving multi-agent planning using intersection of sets of
plans. As the plans are generated as extensible to a global solution provided that
all agents agree on a selection of such local plans, the soundness of the planning
approach is ensured. As we showed in [17] and in the refined proof of Theorem2
here, the intersection process can be secure in one iteration by PSI, but some
private information can leak during iterative generation of the local plans, which
is the only practical way how to solve generally intractable planning problems.
In more iterations, plans which are extensible by some agents but not extensible
by all agents can leak private information about private dependencies of actions
within the plans. In other words, if an agent says the proposed solution can be
from its perspective used as a solution to the planning problem, but it cannot
be used as a solution by another agent, the first one learns that the other one
needs to use some private actions which obviate usage (extensibility) of the plan
to a global solution. In the previous version of the algorithm, we have proposed
to dilute the plans by an sufficient amount of randomized plans, however the
number in general needed to be infinite [17]. In this variant of the algorithm,
we have shown that the privacy leakage can be arbitrarily shortcut by randomly
selected local plans and fully prevented by using all solutions (exponential in the
number of actions) already in the first iteration. Although the number of such
shortcut plans achieving strong privacy is exponential in general, in contrast to
the dilution approach, the number is finite. The results are also in agreement
with our recent results in [14]. As in the previous version of the paper, we
have illustrated the principle on the logistics example, however with new results
using the improved version of the algorithm. Newly, we have demonstrated the
principle on a synthetic planning problem, which shows also the novel privacy
leakage upper bound (Eq. 9) which holds in general.
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Università degli Studi di Parma, 43124 Parma, Italy

eleonora.iotti@studenti.unipr.it, agostino.poggi@unipr.it

Abstract. This paper reports a quantitative assessment of JADEL,
an agent-oriented programming language designed to implement JADE
agents and multi-agent systems. The assessment is structured in two
parts. The first part is intended to evaluate the effectiveness of JADEL
for the concrete implementation of agent-based algorithms expressed
using a pseudocode. The second part examines the functionality of the
language regarding concurrency and message passing by comparing the
implementation in JADEL of a set of benchmark algorithms with the
corresponding implementations in Scala. The metrics introduced for the
two parts of the assessment are meant to evaluate the expressiveness and
ease of use of JADEL, and reported results are encouraging.

Keywords: Agent Oriented Programming · JADEL · JADE

1 Introduction

Agent-Oriented Programming (AOP) is the programming paradigm first intro-
duced by Shoham in [40]. AOP identifies as core abstractions the autonomous
and proactive entities known as (software) agents, and, over the years, several
languages and tools have been developed to coherently support AOP and to
provide advanced features for the development of agents and multi-agent sys-
tems. Agent programming languages is a class of programming languages, which
includes AOP languages, that has gained significant relevance in the literature.
The interest in agent programming languages dates back to the introduction
of agent technologies and, since then, it has grown rapidly. As a matter of
fact, agent programming languages turned out to be especially convenient to
model and develop complex multi-agent systems, in contrast with traditional
(lower-level) languages, that are often considered not suitable to effectively
implement Agent-Oriented Software Engineering (AOSE ) [13]. Nowadays, agent
programming languages are widely recognized as important tools in the devel-
opment of agent technologies and they represent an important topic of research
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(see, e.g., [1,18]). Each agent programming language is usually based on a spe-
cific agent model, which is often formally defined, and aims at providing dedi-
cated constructs to adopt the specific agent model at a high level of abstraction.
Simplicity and ease of use are characteristics which made the success of agent
programming languages among developers. In fact, thanks to such characteris-
tics, agent programming languages allow developers to reduce the complexity of
their work and to expedite the creation of agents and multi-agent systems.

Besides agent programming languages, other tools have been provided over
the years to support the effective construction of agents and multi-agent sys-
tems. Agent platforms are examples of such tools which offer language-agnostic
approaches to the development of agents and multi-agent systems. One of the
most popular agent platforms is the Java Agent DEvelopment framework (JADE,
jade.tilab.com) [2,3], which is a middleware that offers several APIs and graph-
ical tools to support the development of distributed multi-agent systems. JADE
can be considered a consolidated tool, and it is widely used both for industrial
and academic purposes [30]. In particular, it has been used for many relevant
research projects (see, e.g., [8,9,11,35], just to mention some recent projects of
the authors), and it has been in daily use for service provision and management
in Telecom Italia for more than six years, serving millions of customers in one of
the largest broadband networks in Europe [10]. Moreover, JADE is considered
a valid enabler for the use of agent technology in various application domains,
such as agent-based social networks modeling [12] and localization [6,32,33]. As a
notable feature, JADE supports the development of agents and multi-agent sys-
tems that are compliant with the specifications of IEEE Foundation for Intelli-
gent and Physical Agents (FIPA, www.fipa.org), with a particular focus on FIPA
interaction protocols [25].

Beside such considerations, JADE also owes its success to its pure Java app-
roach to agent technologies. As a matter of fact, when JADE was conceived and
developed, in the early 2000’s, its main design decisions were based on the tech-
nologies that were most popular and promising at the time. Developers wanted
to use Java, and the common opinion was that such a technology would have
been able to change many aspects of software development processes. In such
a context, a pure Java approach seemed to be a perfect choice for a software
framework that aimed at becoming a solid and reliable tool. Nowadays, such a
design choice is less appealing to developers of agents and multi-agent systems.
Our experience in using agent technologies and teaching it to graduate stu-
dents shows a slow regression of the appreciation on JADE for its intimate link
with Java. In fact, Java does not natively support agent-oriented technologies
and methodologies, and this is perceived as a limitation and a source of errors.
Moreover, JADE is constantly expanding and its continuous growth—in terms
of features, and available APIs—increases the complexity of the framework. As
a result, there is a high number of implementation details that a developer must
handle to build a non-trivial multi-agent system. In order to address such prob-
lems, we are working on automated tools to help the analysis and verification

http://jade.tilab.com/
www.fipa.org
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of JADE agents and multi-agent systems on the basis of a formal operational
semantics that we are developing [5,16].

In a plan of simplification and renovation of the experience of using JADE,
the introduction of a specific AOP language seems an appropriate option. The
JADE Language (JADEL) is an AOP language based on JADE which is meant
to simplify the work of JADE users, at least, in some aspects of the development
process. JADEL provides abstractions and constructs which focus on relevant
agent-oriented features of JADE, and it aims at simplifying the adoption of such
features at a high level of abstraction. A first description of JADEL can be found
in [7], and more recent developments are discussed in [17], where an overview of
current syntax and semantics is presented. Then, in [4,14], the JADEL support
for FIPA interaction protocol, which was not included in the first versions of
the language, is presented. Finally, [15] is a first attempt at assessing the fea-
tures of the language by discussing the use of JADEL for the implementation
of a non-trivial agent-based algorithm. The objective of this last exercise is to
illustrate the steps that a programmer needs to follow from pseudocode to imple-
mentation, and to analyze the effort spent in doing such a task when JADEL is
adopted. Due to the distributed nature of JADE, the algorithm chosen as case
study is a well-known procedure for solving distributed constraint satisfaction
problems, the Asynchronous BackTracking (ABT ) algorithm. In [15], the source
code written with JADEL of the ABT algorithm is compared with the original
pseudocode from [44,45], and some considerations on the effectiveness of the use
of JADEL for this task are presented. In this paper, the problem of translating a
known pseudocode into a working program, and of evaluating the effectiveness of
JADEL in such a task, is further investigated. The main steps of the translation
from the original pseudocode to JADEL source code are recalled, and relevant
metrics for the evaluation of programming languages are applied to this case.
Moreover, in order to investigate the features of JADEL in terms of support to
concurrency and message passing, accepted benchmark algorithms found in the
Savina benchmark suite [29] are implemented in JADEL and compared against
known implementations in Scala.

The paper is organized as follows. Section 2 briefly reports on some of the
most popular agent programming languages to overview related work. Section 3
shows the JADEL programs used to support the proposed quantitative evalua-
tion. In particular, it shows the implementation of the ABT pseudocode and of
selected programs of the Savina benchmark suite. Section 4 uses the presented
JADEL source codes to discuss a quantitative evaluation of JADEL. Finally, a
brief recapitulation of major presented results concludes the paper.

2 Related Work

The obvious collocation of JADEL is in the wide scope of agent programming
languages, but JADEL is also a Domain-Specific Language (DSL) and it should
be treated as such. The wide range of technologies and tools involved in the
development of a DSL is brightly discussed in [31,34], where DSLs are clearly
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marked as important tools to support model-driven development. Such works
also provide in-depth analyses of the motivations that may lead developers to
decide in favor of a new DSL, which is a difficult decision because of the inher-
ent costs of DSLs in terms of implementation and maintenance. Nevertheless,
the use of a DSL for a specific application domain leads to important benefits.
As a matter of fact, the syntax of a DSL is tailored on the specific domain
that it describes, with the aid of user-friendly notations that are simpler than
the respective general-purpose ones. This facilitates code understanding, and it
allows many repetitive and tedious activities to be automated. Moreover, DSLs
are meant to be easily integrated with a host language, which is typically a
general-purpose programming language, and this fact ensures the applicability
and reusability of domain-specific code in real-world scenarios, where the inter-
operability with existing code is essential. All such benefits justify the design of
JADEL as a DSL for AOP with the intent to increase the adoption of JADE in
model-driven development. Notably, the approach of designing an new agent pro-
gramming language as a DSL for agent-oriented programming has been adopted
by other languages mentioned below.

The features of agent programming languages may differ significantly, con-
cerning, e.g., the selected agent mental attitudes (if any), the integration with an
agent platform (if any), the underlying programming paradigm, and the underly-
ing implementation language. In order to compare the characteristics of different
agent programming languages and to provide a clear overview of the state of the
art, it is worth recalling accepted classifications of relevant agent programming
languages that have already been proposed. [1] classifies agent programming
languages on the basis of the use of mental attitudes. According to such a clas-
sification, agent programming languages can be divided into: AOP languages,
Belief Desire Intentions (BDI ) languages, hybrid languages, which combine the
two previous classes, and other languages, which fall outside previous classes. It
is worth noting that such a classification recognizes that BDI languages follow
the AOP paradigm, but it reserves special attention to them for their notable rel-
evance in the literature. [18] proposes a different classification, where languages
are divided into declarative, imperative, and hybrid. Declarative languages are
the most common because they focus on automatic reasoning, which is theme
closely related to agent technologies. Some relevant imperative languages have
also been proposed, and most of them were obtained by adding agent-oriented
constructs to existing procedural programming languages. In the rest of this
section, a list of the most popular agent programming languages and their fea-
tures is given, in chronological order.

Shoham introduced the AOP paradigm in [39] together with his appreci-
ated AGENT-0 language [38]. One of the direct descendant of AGENT-0 is
the language called PLAnning Communicating Agents (PLACA). It extends
the capabilities of AGENT-0 by providing improved syntax and new mental
categories. Just like AGENT-0, PLACA has experimental nature and it was
not meant for practical use. Another important, yet experimental, language is
Concurrent MetateM [24], which is an agent programming language based on
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temporal logics. Another important example of classic agent programming lan-
guages is AgentSpeak(L), whose syntax and semantics were formalized by Rao
in [36]. The proposed formalization of AgentSpeak(L) is based on the BDI agent
model. Other agent programming languages based on the BDI model are An
Abstract Agent Programming Language (3APL) [27], which includes features of
both imperative and logic programming languages, and the JACK Agent Lan-
guage (JAL), which is built on top of JACK platform [41], an environment to
develop multi-agent systems in which agents are based on the BDI paradigm.
Another software framework that implements a BDI-based reasoning engine is
Jadex [19]. It combines declarative and imperative approaches by using an XML
specification language to define beliefs, goals and plans, and by using Java as
procedural language to implement plans. Then, A Computational Language for
Autonomous Intelligent and Mobile Agents (CLAIM ) [23] is an agent language
that supports agent mobility. While, the Semantic web-Enabled Agent Language
(SEA L) [20–22] is a DSL to model and develop multi-agent systems in the
scope of the Semantic Web. Finally, SARL [37] is one of the latest entries in the
plethora of agent programming languages. It is a general-purpose imperative
language with an intuitive syntax, and it can be considered platform-agnostic,
even if it is commonly used with the dedicated agent platform called Janus.

3 Implementations of Selected Algorithms in JADEL

JADEL supports four main agent-oriented abstractions, namely, agents,
behaviours, communication ontologies, and roles in interaction protocols. Actu-
ally, agents in JADEL use ontologies and behaviours, and they take roles in
interaction protocols.

A JADEL agent can be defined by using the keyword agent followed by
its name. It has a life cycle that consists in a start-up phase followed by an
execution phase, and it is eventually terminated by a take-down phase. The
declaration of an agent is allowed to extend the declaration of another agent,
with the usual semantics of inheritance, and two event handlers are provided
to support initialization and take-down phases, namely, the on-create and the
on-destroy handlers. During agent initialization, a sequence of tasks, called
behaviours following accepted JADE nomenclature, can be added to an internal
list by means of the activate-behaviour expression. After the start-up phase,
actions specified in such behaviours are performed by the agent. New tasks can
be added dynamically during the life cycle of the agent, and tasks that are no
longer needed can be removed.

Behaviours for JADEL can be of two types, namely cyclic or oneshot.
Cyclic behaviours represent actions that remain in the behaviour list of an agent
after their execution. This means that the action of a cyclic behaviour can be
used one or more times during the life cycle of the agent. A one-shot behaviour,
instead, contains an action which terminates immediately and it is removed from
the list of the agent after just one execution. The action of a behaviour can be
an auto-triggered action, i.e., it starts immediately after its behaviour is chosen
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by the agent, or it can be triggered by an event, e.g., the reception of a message.
Message reception is handled by means of a specific construct of JADEL, the
on-when-do construct, which also provides a control over the type of message
the agent intends to receive.

Ontologies and interaction protocols are used in agent communication. In par-
ticular, ontologies provide formal means to support the semantics of the adopted
agent communication language. Ontologies represent one of the most tedious and
error prone tasks in the development of multi-agent systems with JADE, and
JADE users tend to agree that the large amount of implementation details and
repetitive idioms involved in ontology classes shift the focus on technical parts
rather than on the semantics of involved ontology elements. For this reason,
JADEL provides a special lightweight syntax for ontologies and it permits the
automation of many repetitive tasks. As a matter of fact, a JADEL ontology
is defined as a set of concepts, predicates, propositions and actions. Such terms
compose a sort of dictionary, which is usually organized in a hierarchical struc-
ture. Agents sharing such a dictionary can interact by using common terms as
content of their messages.

Besides ontologies, JADEL support structured communication by means of
a specific constructs to allow agents taking roles in FIPA interaction protocols.
Roles are particular behaviours, which are composed of a set of predefined event
handlers. Each of such handlers covers a different step of the interaction proto-
col, by filtering messages through their performatives, as expected from FIPA
specifications.

3.1 Implementation of the ABT Algorithm

The Asynchronous BackTracking (ABT ) [43] algorithm is a well known algo-
rithm to solve Distributed Constraint Satisfaction Problems (DCSPs) [43].
DCSPs are distributed variants of constraint satisfaction problems and, as such,
a DCSP consists in a finite set of variables and a finite set of constraints over
such variables. As in [43], we denote variables as x1, x2, . . . , xn. Each variable
xi takes values in a domain, called Di. Constraints subsets of D1 × · · · × Dn,
and a DCSP is solved if and only if a value is assigned to each variable, and
each assignment satisfies all constraints. In a DCSP constraints and variables
are distributed among agents. Such agents manage a number of variables and
they know the constraints over managed variables. Commonly, each agent is
associated with just one variable, and it finds an assignment of its variable, i.e.,
a pair (xi, d) where d ∈ Di, that satisfies involved constraints. The interactions
in the multi-agent system allows each agent to obtain the assignments of other
agents, and to check if constraints are really satisfied. Informally, a DCSP is
solved if each agent finds a local solution that is consistent with the local solu-
tions of other agents. In [44], a survey of the main algorithms for solving DCSPs
is given. In particular, pseudocode and examples are shown for the ABT, the
asynchronous weak-commitment search, the distributed breakout, and the dis-
tributed consistency algorithms.
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The ABT algorithm solves DCSPs under three assumptions: each agent owns
exactly one variable, all constraints are in the form of binary predicates, and
each agent knows only the constraints that involve its variable. Because it is
not necessarily true that all agents in a multi-agent system know each others,
they can communicate only if there is a connection between the sender and the
receiver of a message. For each agent, the agents who are directly connected
with it are called its neighbors. In ABT, each agent maintains an agent view,
which is the agent local view of its neighbors assignments. Communication is
addressed by using two types of messages, OK and NoGood, which work as
tools to exchange knowledge on assignments and constraints. More precisely, OK
messages are used to communicate the current value of the sender agent variable,
and NoGood messages provide the recipient with a new constraint. Agents are
associated with a priority order, which can be, e.g., the alphabetical order of
their names (or variables). OK messages flow from top to bottom of the priority
list of agents, and NoGood messages, instead, go up from lowest priority agents
to highest ones. Core of the algorithm is the check agent view procedure, which
controls if the current known assignments are consistent with the agent value. If
not, procedure backtrack is used to send NoGood constraints to neighbors. The
rest of the algorithm is given in terms of event handling constructs which react
at other agents messages.

The ABT algorithm was originally described using a pseudocode [44]. For
the sake of brevity, the pseudocode is not reproduced here. The proposed imple-
mentation in JADEL follows precisely the original pseudocode. The presentation
of the JADEL source code is structured into the presentation of the ontology, of
the agents, of support procedures and of event handlers, as follows.

Ontology. An important entity in JADEL is the ontology. From ABT pseu-
docode, messages are divided into different categories, but there is no specifica-
tion or definition of an ontology. JADEL takes advantages from a light syntax for
defining communication means which describes how agents could interoperate
in a given application. The ontology for ABT algorithm includes propositions,
concepts, and predicates, as shown in the JADEL code below.

ontology ABTOntology {
concept Assignment ( aid index , integer value )
predicate OK( Assignment ass ignment )
predicate NoGood(many Assignment ass ignmentL i s t )
proposition NoSolution
proposition Neighbor
predicate So lu t i on (many Assignment ass ignmentL i s t )

}

The assignment is a central concept in ABT algorithm. Its implementation
consists in the definition of an ontology term which is composed of an agent
identifier, i.e., xi, and the value of its variable, i.e. di, called index and value,
respectively. The two predicates used in the main part of the algorithm, namely,
the OK and the NoGood predicates, are defined on the basis of the definition of the
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Assigment. In fact, an OK message is the current assignment of the agent, while
the NoGood message is a sequence of forbidden assignments. Also a predicate
Solution is defined, which is used to communicate to other agents the solution
of the problem, when found. NoSolution and Neighbor are simply propositions,
that agents can exchange to indicate the algorithm termination with no solutions,
and the neighbor request, respectively.

Agents. ABT pseudocode describes event handlers and main procedures, but
it does not illustrate how agents should be written. In JADEL, an agent must be
defined. Such an agent is called ABTAgent. It consists of some properties, among
which there are the agent view and the set of neighbors. The initialization of an
ABTAgent is done by filling the set of neighbors with the identifiers of connected
agents, and by setting the priority of the each agent. Moreover, ABTAgent pro-
vides two important methods, namely, checkConstraints and assignVariable.
The first checks if all constraints are satisfied by current assignments in agent
view, while the second selects a value which is consistent with agent view and
assigns it to the variable owned by the agent. Both methods return true if the
operation was successful and false if it is was not.

Procedures. The core procedure of the ABT algorithm is the check agent view
procedure, which controls if the current value my value ∈ Di of the agent xi

is consistent with its agent view. A value d ∈ Di is called consistent with the
agent view if for each value in agent view, all constraints that involve such value
and d are satisfied. If this is not the case, the agent has to search for another
value. At the end, if none of the values in Di satisfies the constraints, another
procedure is called, namely, the backtrack procedure. Otherwise, an OK message
is sent to the agent neighbors, which contains the new assignment. In the JADEL
implementation of the ABT algorithm, the check agent view procedure becomes
a one-shot behaviour. In fact, its action has to be performed only once, when
the behaviour activates, as follows.

oneshot behaviour CheckAgentView for ABTAgent {

The keyword for denotes which agents are allowed to activate such a behaviour.
In this case, such agents are instances of the ABTAgent class. Inside the behaviour,
methods and public fields of the agent can be called by using the field theAgent,
which is implicitly initialized with an instance of the agent specified. If no agent
is specified with the for keyword, theAgent refers to a generic agent. The
CheckAgentView behaviour does not need to wait for messages, or events, so
the keyword do is used, as follows.
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do {
i f ( ! theAgent . checkConst ra int s ( ) ) {

i f ( ! theAgent . a s s i gnVar i ab l e ( ) ) {
activate behaviour Backtrack ( theAgent )

} else {
activate behaviour SendOK( theAgent )

}
}

}

The procedure backtrack is meant to locally correct inconsistencies. First, a
new NoGood constraint has to be generated. Generating a NoGood is done by
checking all assignments that are present into the agent agent view. If one of
these is removed, and then the agent succeeds in choosing a new value for its
variable, it means that such an assignment is wrong. Hence, that assignment is
added to the NoGood constraint. After this phase, the new generated NoGood
can be empty or not. If no assignment appears within that new constraint, then
there is no solution for the DCSP. Otherwise, a NoGood message has to be sent
to the lowest priority agent, and then its assignment has to be removed from
agent view. Then, a final check of the agent view is done. JADEL implementation
of such a procedure is another one-shot behaviour, whose code follows precisely
the original pseudocode of the algorithm.

oneshot behaviour Backtrack
for ABTAgent {
do {

var V = new HashMap<AID, Integer >(theAgent . agentview )
var s o r t e dVa r i ab l e sL i s t = V. keySet . s o r t
V. remove ( theAgent .AID)

for ( v : s o r t e dVa r i ab l e sL i s t ) {
var removed = V. remove (v )
i f ( theAgent . a s s i gnVar i ab l e (V) ) V. put (v , removed )

}

i f (V. isEmpty ) {
activate behaviour SendNoSolution ( theAgent )

} else {
activate behaviour SendNoGood( theAgent , V)

theAgent . agentview . remove (V. keySet .max)

activate behaviour CheckAgentView ( theAgent )
}

}
}
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Event Handlers. Others procedures specified in the original ABT pseudocode
concern the reception of messages. When the agent receives an OK message, it
has to update its agent view with that new information, then it must check if
the new assignment is consistent with others in agent view. The reception of
a message requires a cyclic behaviour, which waits cyclically for an event and
checks if such an event is a message.

cycl ic behaviour ReceiveOK for ABTAgent {

To ensure that such a message is the correct one, namely, an OK message, some
conditions have to be specified. JADEL provides the construct on-when-do to
handle this situation. The clause on identifies the type of event and eventu-
ally gives to it a name. If the event is a message, the clause when contains an
expression that filters incoming messages, as follows.

on message msg
when {

ontology i s ABTOntology and
performative i s INFORM and
content i s OK

}

Conditions in when clause can be connected by logical connectives and, or,
and they can be preceded by a not. They refer to the fields of the message,
namely, ontology, performative, and content. Fields that are not relevant
can be omitted, and multiple choices can be specified. For example a behaviour
can accept REQUEST or QUERY IF messages with performative is REQUEST or
performative is QUERY IF. The clause do is mandatory and contains the code
of the action.

do {
extract receivedOK as OK

val a = receivedOK . ass ignment

theAgent . agentview . r ep l a c e ( a . index , a . va lue )

activate behaviour CheckAgentView ( theAgent )
}

The content of the message is obtained by means of the JADEL expression
extract- as, which manages all the needed implementation details and gives a
name and a type to the content. Once the content of type OK of the message is
obtained, its assignment is used to revise the agent view. Then, the behaviour
CheckAgentView is activated.

Finally, the pseudocode of the procedure that manages the reception of a
NoGood message is a cyclic behaviour for ABTAgent.

cycl ic behaviour ReceiveNoGood for ABTAgent {
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Checking if the event is a message, and then, if the message is actually a NoGood
message, is done similarly to the OK reception, by using the clauses on and when,
as shown in the following code.

on message msg
when {

ontology i s ABTOntology and
performative i s INFORM and
content i s NoGood

}

Inside the do body, the message content is extracted as a NoGood and it is
recorded as a new constraint. We assume that the agent holds a set of constraints
within the field constraint which is accessed by the agent instance theAgent.

do {
extract receivedNoGood as NoGood

val newConstraints = receivedNoGood . as s ignmentL i s t

theAgent . c on s t r a i n t s . putAl l ( newConstraints )

Then, if some constraints involve an agent which is not in the agent neighbor-
hood, a request is sent to such an agent, in order to create a new link.

for ( x : newConstraints . keySet ) {
i f ( ! theAgent . ne ighbors . conta in s ( x ) ) {

activate behaviour SendRequest ( theAgent , x )

theAgent . ne ighbors . add (x )
}

}

Finally, the agent view must be checked, and if the previous value of the agent
variable xi remains unchanged, an OK message is sent.

var oldValue = theAgent . agentview . get ( theAgent .AID)

activate behaviour CheckAgentView ( theAgent )

i f ( oldValue == theAgent . agentview . get ( theAgent .AID) ) {
activate behaviour SendOK( theAgent )

}

3.2 Implementation of Savina Benchmarks

Other evaluations on JADEL are made by comparing it using the Savina
benchmarks [29]. Savina is a benchmark suite to test actor libraries per-
formances, and the source code of the thirty Savina benchmarks can be
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found at github.com/shamsimam/savina. For each benchmark, Savina pro-
vides an implementation by using the actor features of Akka [42], Functional-
Java (www.functionaljava.org/), GPars (www.gpars.org/), Habanero-Java
library [28], Jetlang (github.com/jetlang), Jumi (jumi.fi/actors.html),
Lift (liftweb.net/api/26/api/#net.liftweb.actor.LiftActor), Scala [26], and
Scalaz (github.com/scalaz). The thirty benchmarks that Savina provides are
divided into classic micro-benchmarks, concurrency benchmarks and parallelism
benchmarks.

Micro-benchmarks are simple benchmarks which test specific features of an
actor library. For example, the classic PingPong benchmark measures the mes-
sage passing overhead, while the Counting benchmark tests message delivery
overhead. Concurrent benchmarks focus on classic concurrency problems, such
as the dining philosophers, and they represent more realistic tests than micro-
benchmarks. Finally, parallelism benchmarks exploit pipeline parallelism, phased
computations, divide-and-conquer style parallelism, master-worker parallelism,
and graph and tree navigation. In [29], the scope and the characteristics of each
benchmark are discussed, and some experimental results are shown. It is worth
noting that Savina is a suite that helps testing actor-oriented solutions, and it
does not consider agent-oriented features. Nevertheless, Savina benchmarks are
also suitable to analyze some features of agent programming languages, such
as concurrency and message passing. For this reason, in this paper we take a
few benchmarks from those proposed by Savina, and re-implemented them in
JADEL. Savina does not yet contains inter-languages comparisons. As a matter
of fact, sources are written in Java and Scala, and all benchmarks shows almost
the same code: the differences among them are due to the various actor imple-
mentations. Additional language comparisons could be useful to evaluate the
elegance, the readability and the simplicity of a given solution, beside its perfor-
mances. Only a few Savina micro benchmarks are considered here, namely, the
PingPong, ThreadRing, Counting, Big, Chameneos benchmarks.

It is worth noting that Savina benchmarks are thought for actor-based sys-
tems, and thus are heavily based on message passing. JADEL ontologies help
in managing such task effectively. In the JADEL source code below, the simple
ontology used for implementing the PingPong example is shown. The commented
parts are the identifiers of the message objects which Savina implementation
defines and uses for messages.

ontology PingPongOntology {
proposition Star t // PingPongConfig . StartMessage
proposition Ping // PingPongConfig . SendPingMessage
proposition Pong // PingPongConfig . SendPongMessage
proposition Stop // StopMessage

}

The PingPong classic example consists in the definition of two agents which uses
such an ontology, exchanging N Ping and Pong messages, alternatively. In the
following listing, the source code of the ping agent, i.e., the initiator agent, is
shown.

https://github.com/shamsimam/savina
www.functionaljava.org/
www.gpars.org/
https://github.com/jetlang
https://jumi.fi/actors.html
http://liftweb.net/api/26/api/#net.liftweb.actor.LiftActor
https://github.com/scalaz
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agent PingAgent uses ontology PingPongOntology {
var AID pongAgent

on create {
pongAgent = newAID( arguments . get (0 ) as St r ing )

activate behaviour WaitForStartOrPong ( th i s ,
PingPongConfig .N)

}
}

Then, the pong agent, i.e., the responder agent has the following source code in
JADEL.

agent PongAgent uses ontology PingPongOntology {
var AID pingAgent

on create {
pingAgent = newAID( arguments . get (0 ) as St r ing )

activate behaviour WaitForPingOrStop ( th i s , 0)

activate behaviour SendInformMsg ( th i s , #[pingAgent ] ,
new Star t )

}
}

Similarly, ThreadRing agents are defined. In this benchmark, N agents exchange
R Ping messages, and they are limited to communicate only with the next
agent in the ring. As for the PingPong benchmark, an ontology which follows
precisely the Savina structure of message object is defined. In this example,
message content are predicates rather than propositions, because they need to
carry information between involved agents.

ontology ThreadRingOntology {
predicate Ping ( integer l e f t ) // ThreadRingConfig . PingMessage

predicate Data ( aid next ) // ThreadRingConfig . DataMessage

predicate Exit ( integer l e f t ) // ExitMessage

}
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The JADEL source code for agent definition is listed below.

agent ThreadRingAgent extends JadelBaseAgent
uses ontology ThreadRingOnto {

var i n t id
var AID na

on create {
na = newAID( arguments . get (0 ) as St r ing )
id = arguments . get (1 ) as I n t eg e r

activate behaviour WaitForMsg ( t h i s )

i f ( id == ThreadRingConfig .N − 1) {
activate behaviour SendInformMsg ( th i s , #[na ] ,

new Ping ( ThreadRingConfig .R) )
}

}
}

As an example of cyclic behaviour, the following code shows the reception of
an increment message in the Counting example. In this example, a Producer
agent sends N increment messages to a Counter one, which counts the number of
arrived messages. When the counter agent received all messages, it must inform
the other agent of the resulting value of its count. As we can see, the behaviour
WaitForMsg is a cyclic behaviour, as in ABT event handlers, because it must
wait for a message and repeat its action each time a message arrives. For this
scope, the construct on-when-do is used, as follows.

cycl ic behaviour WaitForMsg for Counter {
on message msg
when {

content i s Increment
} do {

theAgent . count = theAgent . count + 1

i f ( theAgent . count >= CountingConfig .N) {
activate behaviour SendInformMsg ( theAgent ,

#[theAgent . producerAgent ] ,
new Result ingValue ( theAgent . count ) )

activate behaviour Delete ( theAgent )
}

}
}

Other micro benchmarks are implemented in the same fashion, with

1. A definition for each different kind of agent involved, which activates needed
behaviours in the start up phase of its life cycle by means of the on-create
handler;
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2. The definition of a number of cyclic behaviour whose purpose is to intercept
messages and process the correct ones; and

3. The definition of an ontology which terms are equivalent to the Savina ones.

Hence, the methodology used in [15] for implementing the ABT algorithm is the
common way to creating agents and multi-agent systems with JADEL, whether
the example is a very simple one (e.g., the PingPong), or a more complex algo-
rithm as ABT.

4 Experimental Results

Methods to evaluate DSLs can be found in, e.g., [20], which focuses on multi-
agent systems. Other surveys, such as [31,34], highlight the main advantages of
the use of DSLs.

The comparison between the ABT pseudocode and its JADEL implementa-
tion is done by defining some metrics, which help us to get an idea of JADEL
advantages and disadvantages. Then, we compare JADEL code with an equiv-
alent JADE code, measuring the amount of code written, and the percentage
of agent-oriented features of such a code. Nevertheless, comparing a pseudocode
with an actual implementation is a difficult task, due to the informal nature
of the pseudocode, and the implicit technical details it hides. Moreover, pseu-
docodes from different authors may look different, depending on their syntax
choices and their purposes. As far as we know, there are not standard methods
for evaluating the closeness of a source code to a pseudocode, and its actual
effectiveness in expressing the described algorithm. Hence, we limit our evalua-
tion to the use case of JADEL shown in this paper: the ABT example presented
in previous section.

The first consideration that is made in evaluating the JADEL implemen-
tation of ABT is that ABT pseudocode is presented by means of procedures
and event handlers, with the aid of the keywords when and if. As a second
consideration, the notation used inside the ABT pseudocode is the same of the
DCSP formalization. As a matter of fact, there are agentview and neighbors
sets, and assignments are denoted as (xi, di), where xi is the variable associated
with the i-th agent, and di ∈ Di. A message is identified according to its type
and its content, i.e., (OK, (xi, di)) for an OK message, or (nogood, (xi, V )) for a
NoGood. Such characteristics of ABT pseudocode allow us to talk about similar-
ity between it and the JADEL source code. In fact, in JADEL, both procedures
and event handlers are represented as behaviours of the agent. In particular,
procedures are one-shot behaviours that define an auto-triggering actions, while
event handlers are cyclic behaviours, each of them waits for the given event
and then performs its action. Hence, we can associate each behaviour with a
procedure or an event handler, and analyze each of them separately. Moreover,
calls to procedures in ABT pseudocode translate into the activation of the cor-
responding behaviour in JADEL. Also, the sending of a message is done by acti-
vating a specific JADEL behaviour. Hence, we associate each send instruction in
ABT pseudocode to that activation. The DCSP notation is used also in JADEL,
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by means of the two maps, theAgent.agentview and theAgent.neighbors, and by
defining some ontology terms. As a matter of fact, terms OK and NoGood are
predicates in a JADEL ontology, and they contain an assignment, and a list of
assignments, respectively. Each assignment consists in a index and a value, i.e.,
xi and di, respectively. The domain Di of a variable is defined once in the start-
up phase of the agent and it is never modified during the execution of its actions.
We associate ABT pseudocode notations with the respective JADEL notation
described above. Finally, the reception of a message is done by using the con-
struct on-when-do, which is the corresponding of ABT pseudocode construct
when received(. . . ) do.

We will say, in the following, that a line of ABT pseudocode corresponds
to a line (or, a set of lines) of JADEL implementation, if it falls in one of the
previous cases. Then, for each line of ABT pseudocode, we measure the number
of the corresponding Lines Of Code (LOC ) of JADEL implementation. The
absolute value of the difference between ABT lines and corresponding JADEL
LOC is used as a first, rough, distance. For example, in the reception of an
OK message, the first line of the pseudocode corresponds to the on-when-do
constructs to capture the correct event, and filter other messages that are not
complied with the expected structure, as follows.

on message msg
when {

ontology i s ABTOnto and
performative i s INFORM and
content i s OK

}

Moreover, the extract-as expression is used to obtain the message content.

extract receivedOK as OK

Hence, we can conclude that in this case there are six LOCs instead of one line
of the pseudocode. Thus, the distance is of five LOCs. Such a distance gives us
an idea of the amount of code which is necessary to translate pseudocode into
JADEL, in case of ABT example. A summary is shown in [15] where a count of
nested blocks also presented. ABT pseudocode and JADEL implementation do
not differ significantly in terms of nested blocks, and JADEL code often requires
one more level (the do block), but its structure is usually very similar to ABT
pseudocode.

The count of nested blocks makes more sense when JADEL code is compared
to the equivalent JADE one. Such an equivalent implementation is obtained
directly from the available JADEL compiler [7], which translates JADEL code
into Java and uses JADE APIs. In fact, JADEL entities translate into classes
which can extend JADE Agent, CyclicBehaviour, OneShotBehaviour, and
Ontology base classes, while JADEL event handlers translate into the correct
methods of JADE APIs, in order to obtain the desired result. JADE code is auto-
matically generated from the JADEL one, and this means that the final code
may introduce some redundancy or overhead. For this reason, we also write a
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JADE code that implements ABT algorithm directly. Nevertheless, this alter-
native implementation is as complex as JADE generated code, because of some
implementation details that JADE requires.

A comparison between JADEL and JADE implementation is made in
terms of amount of code, i.e., by counting the number of non-comment and
non-blank LOCs of each entity, namely, the ABTAgent, the ABTOntology,
and all the behaviours. Results are shown in [15]. In order to empha-
size the advantage in using JADEL instead of JADE, the percentage
of lines which contains agent-oriented features over the total number of
LOCs is also shown in [15]. We define as agent-oriented features each
reference to the agent world. For example, keywords agent, behaviour,
ontology are agent-oriented features, but are also special expressions such as
activate-behaviour. In JADE, agent-oriented features are simply the calls to
the API. [15] shows that the JADEL implementation is far lighter than the JADE
one, and that it is more dense in terms of agent-oriented features. Such mea-
sures can be viewed as an indication of simplicity of JADEL code with respect
to JADE.

The comparison between the chosen Savina benchmarks and their JADEL
implementation is done by using the metrics of LOCs, with some restrictions.
As in the ABT case, JADEL code is also compared with an equivalent JADE
code, in terms of amount of code written. The main problem here is the different
structure of a JADEL implementation, developed by using the JADEL approach,
and the structure of a benchmark in Savina. Savina and JADEL projects are
analyzed in terms of file written, utilities, and base classes, and only relevant
parts of the benchmarks are evaluated (for example, configuration files are not
counted). For a deeper evaluation, JADEL ontologies and Savina message objects
are treated separately.

Savina benchmarks are structured as follows. There is a Java-written file of
configurations, where parameters are initialized and managed (e.g. the number of
pings N for the PingPong example), and objects for message passing are imple-
mented. There is also a Scala source code that contains the implementations
of actors, a class which implements the benchmark, i.e., a class that manages
the iteration and the cleanup phases of each test, and an entry point for the
benchmark. Similarly, JADEL benchmarks are structured as follows. The con-
figuration file is the same as Savina. There is a Java file that implements the
benchmark and the entry point. The most important, there is a JADEL file
which contains the agents that are used in such a benchmark, their behaviours
and an ontology for agent communications. It is worth noting that ontology
predicates, concepts and propositions completely substitute that objects in the
configuration file which are used in Savina for message passing. So, the JADEL
implementation uses only a part of such a file, for getting parameter values, and
does not take advantage of message objects.

Then, all benchmarks share a common base of methods and utilities. In
Savina, for each considered actor framework, an actor base class is implemented.
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Table 1. Number of LOCs, for Scala, JADEL and JADE implementation of selected
examples from Savina benchmark suite.

JADEL Scala JADE (generated source)

Base 55 68 197

PingPong 62 73 295

ThreadRing 46 53 239

Counting 72 40 308

Big 90 76 407

Chameneos 121 112 574

Philosopher 108 64 503

In JADEL, a base agent with two behaviours is implemented. Finally, Scala,
JADEL and JADE LOCs are calculated using the following rules:

1. Blank lines or comments are not counted;
2. Prints for debugging are not counted;
3. Regarding Savina benchmarks, actors implementations are counted and also

the definition and implementation of Message objects;
4. Regarding JADEL, the agent, behaviour and ontology implementations are

counted; and
5. Regarding JADE, all generated files are counted.

Each measurement of the Savina suite is done by considering the Scala
actor implementation of the benchmark. In Table 1, LOCs of some examples
are shown, namely, the PingPong, ThreadRing, Counting, Big, Chameneos and
Philosopher benchmarks. Table 2 emphasize the fact that JADEL syntax for
ontologies is very light and the number of LOCs for ontologies remains little for
each example, as opposed to Savina message objects or JADE ontologies.

Table 2. Number of LOCs, for Scala, JADEL and JADE implementation of ontologies
and messages.

JADEL ontology Scala message objects JADE ontology

Base 4 0 37

PingPong 6 29 57

ThreadRing 5 30 94

Counting 5 3 62

Big 5 21 47

Chameneos 7 32 141

Philosopher 7 6 97
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5 Conclusions

In this paper, a quantitative evaluation of the agent-oriented programming lan-
guage JADEL was presented. First, AOP paradigm and agent programming
languages were briefly recalled, and JADEL was shortly presented. Then, a
direct translation of the ABT pseudocode was presented together with a lighter
presentation of the implementation of selected Savina benchmarks in JADEL.
Such implementations were finally used quantitatively assess the performance
of JADEL using specific metrics intended to evaluate the conciseness of the
language and possible performance overheads introduced.

Not all adopted metrics can be regarded as complete in every situation,
because they cannot fully describe qualitative factors, such as readability, re-
usability or maintainability. In particular, some of them heavily depend on the
type of pseudocode given. However, such measurements help us at evaluating the
simplicity of written code and they gives us an idea of the expressiveness and
effectiveness of the language. As a matter of fact, the distance of JADEL from
pseudocode and from Scala source code is very small. This fact may help JADE
developers in translating an idea of distributed algorithms into a working JADE
multi-agent system. Moreover, the distance from pseudocode and the number of
nested blocks is very high in the case of JADE. This is mainly due to the very
high number of implementation details that hide behind JADEL code, and the
structure itself of Java language and JADE APIs.
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Abstract. Measuring concept similarity in ontologies is central to the
functioning of many techniques such as ontology matching, ontology
learning, and many related applications in the bio-medical domain. In
this paper, we explore the relationship between clinical thought and anal-
ogy. More specifically, the paper formalizes the process of analogical rea-
soning in the phrase of diagnosis. That is, the phrase in which physicians
have to reach an accurate explanation for the symptoms and signs found
in a patient. Our approach is driven by the developing similarity measure
in Description Logics called simπ. Finally, the paper relates the approach
to others and discuss future directions.
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Analogical reasoning · Clinical reasoning · Expert system

1 Introduction and Motivation

Most Description Logics (DLs) are decidable fragments of first-order logic (FOL)
[1] with clearly defined computational properties. DLs are the logical underpin-
nings of the DL flavor of OWL and OWL 2. The advantage of this close con-
nection is that the extensive DLs literature and implementation experiences can
be directly exploited by OWL tools. Description Logic ELH is also a fragment
of the DLs that corresponds to the OWL EL profile, which is part of the W3C
standard for an ontology language for the Semantic Web [2,3]. Our choice for
the DL ELH is motivated by the fact that well-known medical ontologies, e.g.
Snomed ct [4,5] and the Gene Ontology [6], are engineered using this logic.

Concept similarity refers to human judgments of a degree to which a pair
of concepts in question is similar. Measures of such concept similarity are com-
putational techniques attempting to imitate the human judgments of concept
similarity. Studies have shown that these contribute to many applications. For
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instance, they are often used in ontology matching [7], ontology learning [8], and
many related applications in the bio-medical domain [9].

Analogical reasoning makes use a kind of resemblance (e.g. semantic similar-
ity) of one thing to another for assigning properties from one context to another.
This kind of reasoning is used quite often by human beings in real-life situations,
especially in clinical practice. The study in [10] shows that three basic ways of
analogical reasoning are often used in clinical practice. Firstly, everyday medical
thinking employs analogical reasoning in the process of clinical diagnosis. Sec-
ondly, it plays an important role in clinical teaching (both with theoretical and
practical analogies). Lastly, analogical reasoning can be used in the teaching of
analogical clinical reasoning. In this paper, we focus on the first way of their
usage. That is, the phrase in which physicians have to reach an accurate expla-
nation for the symptoms and signs found in a patient. It is worth noting that
the study about medical thinking is received a lot of attention since the late
’50s with two basic viewpoints, namely psychological study of medical expert
reasoning and modeling of clinical reasoning (cf. [10,11] for further reading).
This paper is going to focus on the second case where the reasoning framework
is well-constructed from the psychological study of medical thinking.

To have an intuitive understanding of analogical reasoning in the phrase
of diagnosis, let us take a look on the following case where a realistic medical
thinking is exemplified in discovering diseases from a patient (cf. Example 1). In
general, physicians may work with the clinical corpus, which can be represented
by well-known bio-medical ontologies such as Snomed ct [4,5] and the Gene
Ontology [6]. We note that Snomed ct terminologies are used throughout the
paper to represent the clinical corpus as for the exemplification.

Fig. 1. The standard hypothetic-deductive model applied to diagnosis.

Example 1. Physician A is about to use the standard hypothetic-deductive
model (cf. Fig. 1) in order to arrive at an explanation of the patient’s signs
and symptoms. Assume that, at the stage of examination, physician A finds the
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aspiration oral feed as the relevant sign. Considering physician A’s theoretical
knowledge, there could be several hypotheses to this sign. These are represented
in the following terminologies, where Sign denotes the patient’s current signs.

Sign � AspirationSyndromes
� ∃causativeAgent.DairyFoods

AspirationOfMucus � AspirationSyndromes
� ∃causativeAgent.Mucus

AspirationOfMilk � AspirationSyndromes � InhalationOfLiquid
� ∃causativeAgent.Milk
� ∃associatedWith.Milk

It is not difficult to see that both AOMu1 and AOMi are related to Sign at cer-
tain degrees. This suggests physician A to confirm or disconfirm her hypotheses
by effective techniques for arriving an accurate explanation.

In this paper, we model the analogical thought used by medical experts in the
phrase of diagnosis. Several attempts have been made to study analogical reason-
ing in clinical reasoning. For instance, the so-called approach clinical correlation
in [12] can also be considered as a kind of analogical reasoning. However, they
are still lack of well-defined logical models; hence, it is not clear how analogical
reasoning in clinical practice can be implemented. This is an extended study of
our proceeding paper [13] to the topic of analogical reasoning in clinical practice
(cf. Sects. 3 and 5). Our formal approach is driven by the technique of semantic
similarity in Description Logics (cf. Sect. 4), which is originally introduced in
our proceeding papers [13,14]. Preliminaries, related work, and the conclusion
are discussed in Sects. 2, 6, and 7, respectively.

2 Preliminaries

In this section, we review the basics of Description Logic (DL) ELH (cf.
Subsect. 2.1) and types of reasoning used in clinical diagnosis (cf. Subsect. 2.2).

2.1 Description Logic ELH
We assume countably infinite sets CN of concept names, RN of role names, and IN
of individual names that are fixed and disjoint. The set of concept descriptions,
or simply concepts, for a specific DL L is denoted by Con(L). The set Con(ELH)
of all ELH concepts can be inductively defined by the following grammar:

Con(ELH) ::= A | � | C � D | ∃r.C

where � denotes the top concept, A ∈ CN, r ∈ RN, and C,D ∈ Con(ELH).
Conventionally, concept names are denoted by A and B, concept descriptions

1 For the sake of succinctness, obvious abbreviations may be used without being stated.
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are denoted by C and D, and role names are denoted by r and s, all possibly
with subscripts.

A terminology or TBox T is a finite set of (possibly primitive) concept def-
initions and role hierarchy axioms, whose syntax is an expression of the form
(A � D) A ≡ D, and r � s, respectively. A TBox is called unfoldable if it
contains at most one concept definition for each concept name in CN and does
not contain cyclic dependencies. Concept names occurring on the left-hand side
of a concept definition are called defined concept names (denoted by CNdef), all
other concept names are primitive concept names (denoted by CNpri). A primi-
tive definition A � D can easily be transformed into a semantically equivalent
full definitions A ≡ X � D where X is a fresh concept name. When a TBox T is
unfoldable, concept names can be expanded by exhaustively replacing all defined
concept names by their definitions until only primitive concept names remain.
Such concept names are called fully expanded concept names. Like primitive def-
initions, a role hierarchy axiom r � s can be transformed in to a semantically
equivalent role definition r ≡ t � s where t is a fresh role name. Role names
occurring on the left-hand side of a role definition are called defined role names,
denoted by RNdef . All others are primitive role names, collectively denoted by
RNpri. We also denote a set of all r’s super roles by Rr = {s ∈ RN|r = s or
ri � ri+1 ∈ T where 1 ≤ i ≤ n, r1 = r, rn = s}.

An assertion or ABox A is a finite set of concept assertions and role assertions
whose syntax is an expression of the form C(a) and r(a, b) where a, b ∈ IN,
respectively. An ontology O consists of a TBox T and an ABox A, i.e. O =
〈T ,A〉. However, some existing ontologies may omit an ABox A in practice.

An interpretation I is a pair I = 〈ΔI , ·I〉 where ΔI is a non-empty set
representing the domain of the interpretation and ·I is an interpretation function
which assigns to every concept name A a set AI ⊆ ΔI , and to every role name
r a binary relation rI ⊆ ΔI × ΔI . The interpretation function ·I is inductively
extended to ELH concepts in the usual manner:

�I = ΔI ; (C � D)I = CI ∩ DI ;
(∃r.C)I = {a ∈ ΔI | ∃b ∈ ΔI : (a, b) ∈ rI ∧ b ∈ CI},

An interpretation I is said to be a model of a TBox T (in symbols, I |= T )
if it satisfies all axioms in T . I satisfies axioms A � C, A ≡ C, and r � s,
respectively, if AI ⊆ CI , AI = CI , and rI ⊆ sI . Also, an interpretation I is
said to be a model of an ABox A (in symbols, I |= A) if it satisfies all axioms
in A. I satisfies axioms C(a) and r(a, b) if aI ∈ CI and (a, b) ∈ rI , respectively.
Furthermore, an interpretation I is said to be a model of an ontology O if it
satisfies all axioms in T and A. An interpretation IA is called the canonical
interpretation if:

1. ΔIA of IA consists of all individual names in A;
2. ∀A ∈ CN, we define AIA = {x | A(x) ∈ A}; and
3. ∀r ∈ RN, we define rIA = {(x, y) | r(x, y) ∈ A}.

That is, the canonical interpretation IA is the interpretation which takes the set
of ABox as the interpretation domain.
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The main inference problem for ELH is the subsumption problem. That is,
given C,D ∈ Con(ELH) and an ontology O, C is subsumed by D w.r.t. O (in
symbols, C �O D) if CI ⊆ DI for every model I of O. Furthermore, C and D
are equivalent w.r.t. O (in symbols, C ≡O D) if C �O D and D �O C. A much
more interesting inference problem, which is based on concept subsumption, is
the concept hierarchy. That is, let CN(O) be the concept names occurring in
O, the concept hierarchy of O is the most compact representation of the partial
ordering (CN(O),�O) induced by the subsumption relation w.r.t O. When an
ontology O is empty or is clear from the context, we omit to denote O, i.e. C � D
or C ≡ D. Furthermore, a more generalization of the concept equivalence is a
concept similarity measure under preference profile (cf. Definition 7), which is
originally introduced in [14].

2.2 Types of Reasoning in Clinical Diagnosis

The studies [10,15] show that there are four basic kinds of clinical reasoning. In
this work, we focus on the forth one; however, we also do review its relationship
to others which will be summarized briefly as follows.

1. Deterministic or deductive reasoning: This is the simplest form of reasoning
in terms rules of the form sign → disease. However, real practices may be not
based only on deductive rules but also in terms of probabilities with a very
high degree. This variation is called quasi-deterministic reasoning.

2. Inductive reasoning: This form focuses on quantitative relationship between
signs and diseases without explicitly stating the links. For example, the cor-
relation between the risk of having lung cancer and the amount of smoked
cigarettes is relevant; however, a probabilistic correlation cannot explicitly
establish the link smoking → lung cancer or vice versa.

3. Causal reasoning: This kind of reasoning underlies all kinds of clinical reason-
ing but may not present in an explicit way. This form assumes that everything
has a cause; hence, it focuses on seeking for the cause of each sign in a patient.
It may also represents metaphysical bonds between signs and diseases instead
of explicitly stating a rule of correlation.

4. Analogical reasoning: This kind of reasoning can be understood as a kind
of resemblance of one thing to another; thus, assigning properties from one
context to another. As we will see later, not only comparing the current case
with a theoretical model of a certain disease, it also allows to compare the
current case with previous patients along with the corpus.

Physicians often mix several types of reasoning for their work. Indeed, physi-
cian’s diagnoses are primarily based on the use of analogical reasoning and causal
reasoning (cf. Sect. 3), and inductive reasoning and deterministic reasoning are
secondary ones. Analogy also reveals itself as a powerful tool in the search of a
possible explanation of unknown diseases. In such situations, physicians need to
compare the patients with any cases that relate to it and start to work on that
direction. This advantage inspires us to study on modeling of medical analogical
thinking from the psychological study of medical expert reasoning [10].
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3 Modeling Analogical Thought in Clinical Reasoning

The standard hypothetic-deductive model (cf. Fig. 1) suggests that every
research should begin with the examination. That is, from gathering the data to
arriving at a diagnosis. However, this is always not the case in the daily practice.
Unskilled physicians and expert ones manage their data and hypotheses in a rad-
ically different ways. Unskilled physicians at first focus specific signs; and then,
try to make a potential hypothetical diagnosis. On the other hand, expert physi-
cians at first begin with the overall situation and its possible causes; an then, try
to seek for additional signs for confirming the diagnosis. These two directions are
recognized as forward analogical reasoning and backward analogical reasoning,
respectively. Figure 2 depicts the approaches, where the dashed arrow represents
the forward approach and the solid arrow represents the backward approach.

Fig. 2. Forward analogical reasoning (the dashed arrow) vs. backward analogical rea-
soning (the solid arrow).

Both ways of analogical reasoning are helpful for different circumstances. This
section logically models these two approaches of clinical reasoning. To accomplish
this, we formally define the fundamental framework for analogical reasoning and
show later that the framework can be used for both the forward reasoning (cf.
Subsect. 3.1) and the backward reasoning (cf. Subsect. 3.2).

We assume a formal language S, a set F of sentences in S, and a sentence
G in S. We also assume the strict consequence relation, i.e. F � G, such that
F are referred to as a set of facts whereas G is referred to as a goal. Unfortu-
nately, when G cannot be strictly concluded from F , rational agents may try
to seek for additional evidences to support the conclusion and such conclusion
may be defeasible. This process can be represented by the defeasible consequence
relation, i.e. F ∪ E |∼ G where E represents a set of additional evidences.

Definition 1 (Basic Definition). Let F be a set of facts in S, E be a set of
evidences in S, and G be a goal in S. Then, G is called an analogical conclusion
from F and E if the following conditions are satisfied:

– F �� G;
– F ∪ E |∼ G; and
– F ∩ E �= ∅.
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The intuitive idea of Definition 1 is similar to other formal approaches (e.g.
[16–19]) in which the attention is restricted to the situation that G is not deduc-
tively concluded from F .

An important question which may arise from the basic definition is how E
should be constructed? The key idea of analogy (cf. [20]) is semantic similarity
or semantic relatedness and this can be served as an answer of the question.

A simple way to apply the basic definition in practice is using the following
suggested inference rules2, viz. a rule of defeasible modus ponens (MP) and a
rule of defeasible analogical rule (AR) (adapted from the paper [21]).

F1 F1 ⇒ G

G
MP

F1 → G F2 ⇒ F1

F2 ⇒ G
AR

We note that F1, F2 ∈ F , F1 �≡ F2, and G ∈ G. Furthermore, → denotes a
strict implication, ⇒ denotes a defeasible implication, and ⇒ denotes semantic
similarity or semantic relatedness between two sentences. We illustrate how the
approach can be used to model analogical reasoning in Example 2.

Example 2. Assume that physician A’s theoretical knowledge contains the link
sign1 → disease1 and the current patient she is diagnosing has a visible sign
denoted as sign′. According to the basic definition, this situation may be modeled
as F := {sign1 → disease1; sign′}3. It is obvious that F �� disease1. Hence, she
has to seek for additional evidences E such that F ∪E |∼ disease1. Suppose that
physician A knows sign′ is semantically similar to sign1, i.e. E := {sign′ ⇒ sign1}.
Therefore, disease1 is an analogical conclusion based on her analogical thought.

If the consequence relations � and |∼ are implemented in a sound and com-
plete way, then they can be used in Definition 1 for the computation.

3.1 Forward Analogical Reasoning

As aforementioned, forward analogical reasoning relates to the process of making
provisional hypothetical diagnoses from specific signs (cf. the dashed line of
Fig. 2). This is often used by unskilled physicians or medical students. It is not
difficult to see that this process is indeed a problem of finding G from a set F of
facts and a set E of additional evidences.

Definition 2. Let F and E be given. Then, a forward reasoner establishes G as
a hypothetical diagnosis if G is an analogical conclusion from F and E.

It is worth observing that there can be finitely many choices for G as the
cardinality of E may be infinite. This corresponds to the psychological study
in medical thinking [10,22] that unskilled professionals tend to make a lot of
hypothesis generation and testing. To trivialize the problem, we should restrict

2 The precise interpretation of each symbol is given later.
3 We separate each sentence with a semicolon.
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our attention to only on a set of sound evidences. In other words, the key idea
of forward analogical reasoning underlies on using sound evidences.

What could be sound evidences? The answer of this question may depend on
preferences of a rational agent’s choices. For example, ones may interest solely on
the maximal degree of semantic similarity between two sentences (e.g. [19,21]).
Or, ones may allow the rational agent to manually set up a threshold with an
agent-defined lower bound of similarity degree. These ideas can be used to filter
out unsound hypothetical diagnoses.

3.2 Backward Analogical Reasoning

In contrast with forward analogical reasoning, backward analogical reasoning
relates to the process of finding specific signs from plausible diagnoses (cf. the
solid line of Fig. 2). This is often used by expert physicians. It is also not difficult
to see that this process is indeed a problem of finding E from a set F of facts and
a plausible diagnosis G. Inferred E will be then used to confirm or dis-confirm
their predicted diagnosis G.

Definition 3. Let F and G be given. Then, a backward reasoner establishes E
as a hypothetical sign if G is an analogical conclusion from F and E.

It is also worth observing that there may be infinitely many choices for E .
We may trivialize the problem by restricting our attention only on minimal and
sound evidences. More precisely, a set E is minimal iff there is no E ′ ⊂ E such
that the backward reasoner establishes E ′ as a hypothetical sign. Furthermore,
handling the soundness of evidences can be done in the same fashion as forward
analogical reasoning (cf. Subsect. 3.1).

Example 3. Assume that physician A’s theoretical knowledge contains the link
sign1 → disease1. Based on her experience, she foresees that the current patient
has disease1. This situation may be modeled as F := {sign1 → disease1} and G :=
disease1. It is obvious that F �� disease1. There, she has to seek for other invisible
signs as evidences to support the prediction. Suppose that E1 := {signa ⇒ sign1},
E2 := {signa ⇒ sign1; a}, E3 := {signa ⇒ sign1; a, aa}, . . . , and E ′

1 := {signb ⇒
sign1}, E ′

2 := {signb ⇒ sign1; b}, E ′
3 := {signb ⇒ sign1; b, bb}4, . . . . It is not

difficult to see that only E1 and E ′
1 are minimal. Hence, they are chosen as good

candidates for hypothetical signs.

4 Semantic Similarity for Analogical Reasoning

It is important to notice that evidences used in analogical reasoning may involve
measures of semantic similarity or semantic relatedness (cf. Examples 2 and 3). In
this section, we present a conceptual notion of concept similarity measure under
the agent’s preferences, e.g. simπ (originally introduced in [13,14]) which can

4 We note that a, aa, b, bb denote different arbitrary sentences in S.
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play an important role in supportive evidences for the analogical reasoning. As
we will see, a rational agent may associate sentences with distinguished concept
description. This way helps completely modeling analogical reasoning.

The subject of concept similarity in DLs has been widely studied. For
instance, [23] develops two measures of concept similarity for DL FL0 and [24]
develops a similarity measure for EL concepts (cf. Subsect. 6.2 for further dis-
cussion). In the following, we formally define the notion of concept similarity
measure used in this paper and other work.

Definition 4. Given C,D ∈ Con(L) be two concept descriptions for a specific
DL L. Then, a concept similarity measure w.r.t. a TBox T is a function ∼T :
Con(L) × Con(L) → [0, 1] such that C ∼T D = 1 iff C ≡T D (total similarity)
and C ∼T D = 0 indicates total dissimilarity between C and D.

When a TBox T is clear from the context, we simply write C ∼ D. In
addition, when two concepts are not equivalent, the degree of similarity varies
depending not only on the objective factors (i.e. the concept descriptions) but
also on the subjective factors (i.e. the agent’s preferences). This observation is
pointed out in [14,25] leading to the development of the so-called preference
profile and concept similarity measure under the agent’s preferences in DLs.

4.1 Preference Profile

We first introduced preference profile (denoted by π) in [25] as a collection of
preferential elements in which the development of concept similarity measure
should consider. Its first intuition is to model different forms of preferences (of
an agent) based on concept names and role names. Measures adopted this notion
are flexible to be tuned by an agent and can determine the similarity conformable
to that agent’s perception. In the original definition of preference profile [14,25],
both ic and ir are mapped to R≥0, which is a minor error, and are fixed in [13].

Definition 5 (Preference Profile [13]). Let CNpri(T ), RNpri(T ), and RN(T )
be a set of primitive concept names occurring in T , a set of primitive role names
occurring in T , and a set of role names occurring in T , respectively. A preference
profile, in symbol π, is a quintuple 〈ic, ir, sc, sr, d〉 where

– ic : CN → [0, 2] where CN ⊆ CNpri(T ) is called primitive concept importance;
– ir : RN → [0, 2] where RN ⊆ RN(T ) is called role importance;
– sc : CN × CN → [0, 1] where CN ⊆ CNpri(T ) is called primitive concepts

similarity;
– sr : RN×RN → [0, 1] where RN ⊆ RNpri(T ) is called primitive roles similarity;

and
– d : RN → [0, 1] where RN ⊆ RN(T ) is called role discount factor.

We discuss the interpretation of each above function in order. Firstly, for
any A ∈ CNpri(T ), ic(A) = 1 captures an expression of normal importance on
A, ic(A) > 1 (ic(A) < 1) indicates that A has higher (and lower, respectively)
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importance, and ic(A) = 0 indicates that A has no importance to the agent.
Secondly, we define the interpretation of ir in the similar fashion as ic for any
r ∈ RN(T ). Thirdly, for any a, b ∈ CNpri(T ), sc(A,B) = 1 captures an expression
of total similarity between A and B and sc(A,B) = 0 captures an expression
of total dissimilarity between A and B. Fourthly, the interpretation of sr is
defined in the similar fashion as sc for any r, s ∈ RNpri(T ). Lastly, for any
r ∈ RN(T ), d(r) = 1 captures an expression of total importance on a role (over
a corresponding nested concept) and d(r) = 0 captures an expression of total
importance on a nested concept (over a corresponding role).

Definition 6 (Default Preference Profile [13]). The default preference pro-
file, in symbol π0, is the quintuple 〈ic0, ir0, sc0, sr0, d0〉 where

ic0(A) = 1 for all A ∈ CNpri(T ),
ir0(r) = 1 for all r ∈ RN(T ),

sc0(A,B) = 0 for all (A,B) ∈ CNpri(T ) × CNpri(T ),

sr0(r, s) = 0 for all (r, s) ∈ RNpri(T ) × RNpri(T ),
d0(r) = 0.4 for all r ∈ RN(T ),

Let us also note that the value of d0 determines how important the exis-
tential information should be considered by a measure in the default man-
ner (see the interpretation of d) and is assigned the value 0.4 for its exem-
plification. This information is indeed dependent on an application domain
and might be redefined. For instance, if d0 is defined as 0.3, 0.4, 0.5, then
∃part.Heart π∼T ∃part.Colon yields 0.3, 0.4, 0.5, respectively.

A continuous study on the strategies for tuning each preferential aspects is
formally investigated in the paper [13]. These strategies help assigning values to
each preferential aspect. In essence, a propagation for primitive importance Ic

assigns a corresponding weight to a group of related primitive concepts instead
of individual assignment via ic. Similarly, a propagation for role importance Ir

assigns a corresponding weight to a group of related roles instead of individual
assignment via ir. If an ABox A is presented, then we can induce the canonical
interpretation IA from A to calculate primitive concepts similarity and primitive
roles similarity for all possible primitive concept pairs and all possible primitive
role pairs, respectively. It is worth noting that all these strategies may be helpful
for the task of analogical reasoning with past experiences (cf. Subsect. 5.2 for a
small discussion). Interested readers may refer to the paper [13] for detail.

4.2 Concept Similarity Measure Under the Agent’s Preferences

As inspired by [25], the degree of similarity may vary by depending on subjec-
tive factors (e.g. the agent’s preferences). Hence, the basic definition of concept
similarity (cf. Definition 4) is modified to allow personalizing the measure. We
formally define this new notion in the following.
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Definition 7 ([14]). Given a preference profile π, two concepts C,D ∈ Con(L),
and a TBox T , a concept similarity measure under preference profile w.r.t. a
TBox T is a function π∼T : Con(L) × Con(L) → [0, 1]. A function π∼T is called
preference invariance w.r.t equivalence if C ≡ D ⇔ (C π∼T D = 1 for any π).

When a TBox T is clear from the context, we simply write C
π∼ D. It is

not difficult to see that π∼T can be used in a role of supportive evidences for
analogical reasoning (cf. Definition 1 and the inference rule AR). As the goal we
set ourselves at the onset of this paper is to explore the relationship between
clinical thought and analogical reasoning, let us include the original definition
of simπ [13,14] – an instance of π∼T for measuring similarity of ELH concepts.

Using simπ requires that concept definitions in a TBox T must be fully
expanded, i.e. for each defined concept name A ∈ CNdef(T ), such that A ≡ D,
we simply replace A with D wherever it occurs in C and continue to recursively
expand D. If A is of the form A � D, then we replace A with X � D such that
X is a fresh concept wherever A occurs in C and recursively expand D. We note
that X represents the primitiveness of A, i.e. the unspecified characteristics that
differentiate it from D.

In order to consider all aspects of preference profile, we have presented a
total importance function as î : CNpri ∪ RN → [0, 2] based on primitive concept
importance and role importance.

î(x) =

⎧
⎪⎨

⎪⎩

ic(x) if x ∈ CNpri and ic is defined on x

ir(x) if x ∈ RN and ir is defined on x

1 otherwise
(1)

A total similarity function is also presented as ŝ : (CNpri × CNpri) ∪ (RNpri ×
RNpri) → [0, 1] using primitive concepts similarity and primitive roles similarity.

ŝ(x, y) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

1 if x = y

sc(x, y) if (x, y) ∈ CNpri × CNpri

and sc is defined on (x, y)
sr(x, y) if (x, y) ∈ RNpri × RNpri

and sr is defined on (x, y)
0 otherwise

(2)

Similarly, a total role discount factor function is presented in the following in
term of a function d̂ : RN → [0, 1] based on role discount factor.

d̂(x) =

{
d(x) if d is defined on x

0.4 otherwise
(3)

Let us note that the default value of Eqs. 1, 2 and 3 is set according to the default
preference profile π0 (Definition 6).
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Let C ∈ Con(ELH) be a fully expanded concept to the form:

P1 � · · · � Pm � ∃r1.C1 � · · · � ∃rn.Cn

where Pi ∈ CNpri, rj ∈ RN, Cj ∈ Con(ELH) in the same format, 1 ≤ i ≤ m,
and 1 ≤ j ≤ n. The set P1, . . . , Pm and the set ∃r1.C1, . . . ,∃rn.Cn are denoted
by PC and EC , respectively. An ELH concept description can be structurally
transformed into the corresponding ELH description tree. The root v0 of the
ELH description tree TC has {P1, . . . , Pm} as its label and has n outgoing edges,
each labeled with rj to a vertex vj for 1 ≤ j ≤ n. Then, a subtree with the root
vj is defined recursively relative to the concept Cj . Let π = 〈ic, ir, sc, sr, d〉 be a
preference profile. The homomorphism degree under preference profile π can be
formally defined as follows:

Definition 8 ([14]). Let TELH be a set of all ELH description trees and TC ,
TD ∈ TELH corresponds to two ELH concept descriptions C and D, respectively.
The homomorphism degree under preference profile π is a function hdπ : TELH×
TELH → [0, 1] defined inductively as follows:

hdπ(TD, TC) = μπ · p-hdπ(PD,PC) + (1 − μπ) · e-set-hdπ(ED, EC), (4)

where μπ =

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

1 if
∑

A∈PD

î(A)

+
∑

∃r.X∈ED

î(r) = 0
∑

A∈PD

î(A)

∑

A∈PD

î(A)+
∑

∃r.X∈ED

î(r)
otherwise;

(5)

p-hdπ(PD,PC) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

1 if
∑

A∈PD

î(A) = 0

0 if
∑

A∈PD

î(A) �= 0

and
∑

B∈PC

î(B) = 0
∑

A∈PD

î(A)·max{ŝ(A,B):B∈PC}
∑

A∈PD

î(A)
otherwise;

(6)

e-set-hdπ(ED, EC) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

1 if
∑

∃r.X∈ED

î(r) = 0

if
∑

∃r.X∈ED

î(r) �= 0

0 and
∑

∃s.Y ∈EC

î(s) = 0

∑

∃r.X∈ED

î(r)·max{e-hdπ(∃r.X,εj):εj∈EC}
∑

∃r.X∈ED

î(r)
otherwise;

(7)
where εj is an existential restriction; and

e-hdπ(∃r.X,∃s.Y ) = γπ(d̂(r) + (1 − d̂(r)) · hdπ(TX , TY )) (8)
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where γπ =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

1 if
∑

r′∈Rr

î(r′) = 0
∑

r′∈Rr

î(r′)·max{ŝ(r′,s′):s′∈Rs}
∑

r′∈Rr

î(r′)
otherwise,

(9)

Intuitively, Eq. 4 is defined as the weighted sum of the degree under π of
primitive concepts and the degree under π of matching edges. Equation 5 indi-
cates the weight of primitive concept names w.r.t. the importance function.
Equation 6 calculates the proportion of best similarity between primitive con-
cept names. Similarly, Eq. 7 calculates the proportion of best similarity between
existential information from Eqs. 8 and 9. Equation 8 calculates the degree of
similarity between matching edges. Finally, Eq. 9 calculates the proportion of
best similarity between role names.

Let C and D be fully expanded ELH concept names, TC and TD be the cor-
responding description trees, and π = 〈ic, ir, sc, sr, d〉 be a preference profile. The
following definition formally describes the ELH similarity degree under prefer-
ence profile π.

Definition 9 ([14]). The ELH similarity degree under preference profile π
between C and D (denoted by simπ(C,D)) is defined as follows:

simπ(C,D) =
hdπ(TC , TD) + hdπ(TD, TC)

2
(10)

Intuitively, the degree of similarity under preference profile of two concepts is
the average of the degree of having homomorphisms under preference profile in
both directions. We note that simπ(C,D) = 1 indicates that C and D are total
similarity under a particular π and simπ(C,D) = 0 indicates total dissimilarity
between C and D under a particular π. Interested readers may refer to [14] for
further discussion. In the following, we exemplify the calculation of simπ.

Example 4 (Continuation of Example 1). Assume that the theoretical corpus is
defined as follows:

AspirationOfMucus � AspirationSyndromes
� ∃causativeAgent.Mucus

AspirationOfMilk � AspirationSyndromes � InhalationOfLiquid
� ∃causativeAgent.Milk
� ∃associatedWith.Milk

Mucus � BodySecretion
BodySecretion � BodySubstance
BodySubstance � Substance

Milk � DairyFoods
DairyFoods � FoodAllergen � Foods

FoodAllergen � AllergenClass
AllergenClass � Substance

causativeAgent � associatedWith
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Let us remind that the patient’s sign is represented by the following definition.

Sign � AspirationSyndromes
� ∃causativeAgent.DairyFoods

To use simπ, concepts must be fully expanded. In the following, we present
an semantically equivalent version of the theoretical corpus.

AspirationOfMucus ≡ A � AspirationSyndromes
� ∃causativeAgent.(C � D � E � Substance)

AspirationOfMilk ≡ B � AspirationSyndromes � InhalationOfLiquid
� ∃causativeAgent.(F � G � H � I � Substance � Foods)
� ∃associatedWith.(F � G � H � I � Substance � Foods)

Mucus ≡ C � D � E � Substance
BodySecretion ≡ D � E � Substance
BodySubstance ≡ E � Substance

Milk ≡ F � G � H � I � Substance � Foods
DairyFoods ≡ G � H � I � Substance � Foods

FoodAllergen ≡ H � I � Substance
AllergenClass ≡ I � Substance

and Sign ≡ J � AspirationSyndromes � ∃causativeAgent.(G � H � I � Substance �
Foods), in which concepts A to J are fresh. We also note that RcausativeAgent

denoting the super roles of causativeAgent is equal to {t� associatedWith} where
role t is also fresh.

Now, we are ready to calculate the similarity degrees. Let us take π = π0 in
this example.5 We at first show the calculation of hdπ0(TSign, TAOMi) (see footnote
1).

hdπ0(TSign, TAOMi) =

= (23 ) · p-hdπ0(PSign,PAOMi) + (13 ) · e-set-hdπ0(ESign, EAOMi)

= (23 ) · ( i(J)·max{s(J,B),s(J,AS),s(J,IOL)}+i(AS)·max{s(AS,B),s(AS,AS),s(AS,IOL)})
i(J)+i(AS) )

+ (13 ) · e-set-hdπ0(ESign, EAOMi)

= (23 )(1·max{0,0,0}+1·max{0,1,0}
1+1 ) + (13 ) · e-set-hdπ0(ESign, EAOMi)

= (23 )(12 ) + (13 )
[
i(cA)·max{e-hdπ0 (∃cA.(G�H�I�S�Fo),∃cA.(F�G�H�I�S�Fo)),0.5}

i(cA)

]

= (23 )(12 ) + (13 )
[
1·max{1,0.5}

1

]
≈ 0.667

Using the similar calculation, it yields hdπ0(TAOMi, TSign) = 0.56, hdπ0(TAOMu,
TSign) = 0.55, and hdπ0(TSign, TAOMu) ≈ 0.512. Hence, simπ0(Sign,AOMi) ≈ 0.614
and simπ0(Sign,AOMu) ≈ 0.512.

5 We precisely explain specific intentions of taking different values for π in Sect. 5.
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5 Doing Clinical Analogical Reasoning with simπ

We can have a short summary from the previous sections. Analogical reasoning
involves three components (cf. Definition 1), viz. a set F of facts, a set E of evi-
dences, and a goal G. Facts represent a real-life situation, such as unarguable
observations and theoretical clinical knowledge. Evidences are additional infor-
mation, such as similar degrees calculated from measures (e.g. simπ) of concept
similarity and presumption [21], used to support a goal which cannot be deduc-
tively inferred. In this section, we concretely show a simplistic way to employ
the basic definition (cf. Definition 1) in clinical analogical reasoning.

To put things more concretely, let us assume the sentences in L are of the
form: ϕ, ϕ → ψ, ϕ ⇒ ψ, and ϕ ⇒ ψ where ϕ,ψ be constants and →,⇒,⇒ be
strict implication, defeasible implication, and semantic similarity (as introduced
in Sect. 3), respectively. Hence, the inference rules MP and AR can be used to
make a derivation for analogical conclusions. Medical professionals may construct
each sentence in F manually or employ automatic techniques to construct from
an ontology. The following rule presents an automatic technique which translates
ELH unfoldable TBox T to F :

If C ≡ D ∈ T , then C → D ∈ F and D → C ∈ F (11)

where � denotes the associated concept description � in T . Indeed, the proposed
rule can be used for translating ELH fully expanded concepts into sentences in
F . For instance, Sign is also translated into F (cf. Example 5).

Example 5 (Continuation of Example 4). It is not difficult to obtain the following
sentences from the patient’s sign and the theoretical knowledge. We note that
C ↔ D is an abbreviation of C → D and D → C. The abbreviation is used only
in the meta-representation.

Sign ↔ J � AspirationSyndromes
� ∃causativeAgent.(G � H � I � Substance � Foods)

AspirationOfMucus ↔ A � AspirationSyndromes
� ∃causativeAgent.(C � D � E � Substance)

AspirationOfMilk ↔ B � AspirationSyndromes � InhalationOfLiquid
� ∃causativeAgent.(F � G � H � I � Substance � Foods)
� ∃associatedWith.(F � G � H � I � Substance � Foods)

Mucus ↔ C � D � E � Substance
BodySecretion ↔ D � E � Substance
BodySubstance ↔ E � Substance

Milk ↔ F � G � H � I � Substance � Foods
DairyFoods ↔ G � H � I � Substance � Foods

FoodAllergen ↔ H � I � Substance
AllergenClass ↔ I � Substance

Measures of concept similarity, e.g. π∼T , is used for establishing sentences in
F . The following rule presents an automatic technique for this purpose:

If C
π∼T D > 0, then C ⇒ D ∈ E (12)
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where � denotes the associated concept description � in T . For example, we have
J � AS � ∃cA.(G � H � I � S � Fo) ⇒ A � AS � ∃cA.(C � D � E � S) and
J � AS � ∃cA.(G � H � I � S � Fo) ⇒ B � AS � IOL � ∃cA.(F � G � H � I � S
� Fo) � ∃cW.(F � G � H � I � S � Fo) as evidences in E .

Within this formal approach, we have a systematic way to do clinical analogy.
For example, it is not difficult to see that AOMi and AOMu are analogical conclu-
sions based on physician A’s analogical thought. They are plausible analogical
conclusions in this example because both evidences support the derivation of
AOMi and AOMu. However, which one should be more sound conclusion? As
discussed in Subsects. 3.1 and 3.2, a rational agent may prefer to reason from
maximal analogy or a satisfied threshold. Suppose that physician A uses the
approach of maximal analogy, then AOMi is the only sound conclusion. This
result can influence physician A’s current decision to treat the patient in the
same way as AOMi without doubt.

5.1 Analogy as Particularization

Analogy may be understood as a process of particularization, i.e. physicians
compare the current case with the ideal case or the theoretical knowledge based
on objective factors (e.g. the similarity of concepts’ structure). We formally
define this circumstance in the following definition.

Definition 10. Let F be a set of facts in S, E be a set of evidences in S, and
G be a goal in S. Then, G is a particularization from F and E if the following
conditions are satisfied:

1. E is constructed from the ideal case or the theoretical knowledge; and
2. G is an analogical conclusion from F and E.

The following theorem ensures that a process of particularization can be sim-
ulated from the use of simπ0 . This trivializes an implementation of the process.

Theorem 1. Let T be an unfoldable TBox and CN(T ) be a set of concept names
occurring in T . Let F be constructed from T (e.g. Eq. 11) and E be constructed
from the use of simπ0 on C,D ∈ CN(T ) (e.g. Eq. 12). Assume the soundness and
completeness of � and |∼ . Then, G is particularized from F and E if G is an
analogical conclusion from F and E.

Proof. This is immediately hold if simπ0 only measures from objective factors.
Using Theorem 3.1 of [14], we know that simπ0(C,D) = sim(C,D) for all C,D ∈
CN(T ). This is trivially hold. ��

The process of particularization may help unskilled physicians in the begin-
ning; however, they may be not a good tool in the long run. It is very remarkable
that diseases cannot be defined but are described in an idealized model of the
patient (cf. [26], p. 26). Since every patient is unique, i.e. they have their own
traits and have different historical patient records, then physicians have to take
into account the patient’s sign in accordance with his/her circumstance. For
example, a young person and an old person are not the same case. We continue
the discussion in Subsect. 5.2.
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5.2 Analogy from Past Experiences

Since physicians are confronted with individual patients who exhibit different
traits and peculiarities, it is important that physicians are capable of discerning
relevant clinical signs from irrelevant features and assigning appropriate weights
to the evidences. Basically, this can be seen as the physicians are relaxing the
ideal case in appropriate ways. We formally define relaxing in general as follows.

Definition 11. Let T be an unfoldable TBox, CN(T ) be a set of concept names
occurring in T , Π be a countably infinite set of preference profile, and π1 ∈ Π.
Then, we call relaxing with π1 if C

π0∼T D < C
π1∼T D for some C,D ∈ CN(T ).

Definition 11 also implicitly says that physicians relax the ideal case to dis-
cover new similarity information. This corresponds to the fact that physicians
discern relevant clinical signs differently from patients. We formally define anal-
ogy from past experiences in the following definition.

Definition 12. Let F be a set of facts in S, E be a set of evidences in S, and
G be a goal in S. Assume Π be a countably infinite set of preference profile
including profile settings used in the past diagnoses. Then, G is an analogy from
past experiences from F and E if the following conditions are satisfied:

1. E is constructed from relaxing the ideal case or the theoretical knowledge with
some π ∈ Π; and

2. G is an analogical conclusion from F and E.

Let Π be a countably infinite set of preference profile including profile settings
used in the past diagnoses. The following theorem ensures that analogy from past
experiences can be simulated from the use of simπ for any π ∈ Π. This trivializes
an implementation of the process.

Theorem 2. Let T be an unfoldable TBox, CN(T ) be a set of concept names
occurring in T , and Π be a countably infinite set of preference profile. Let F be
constructed from T (e.g. Eq. 11) and E be constructed from the use of simπ on
C,D ∈ CN(T ) relaxing with some π ∈ Π (e.g. Eq. 12). Assume the soundness
and completeness of � and |∼ . Then, G is an analogy from past experiences
from F and E if G is an analogical conclusion from F and E.

Proof. Fix any π ∈ Π such that the ideal case is relaxed with π. It suffices to
show that simπ(C,D) > 0 for some C,D ∈ CN(T ). Using Definition 11, this is
trivially hold. ��

Algorithm 1 describes a naive procedure of the forward analogical reasoning
from past experiences based on Theorem 2. In practice, Π is always finite. It is
worth observing that the time complexity is mainly contributed by an inference
engine used to obtain analogical conclusions. A formal study of this is an issue
of our future research (cf. Sect. 7).
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Algorithm 1. Forward analogical reasoning from past experiences.

1: function get-diagnoses(T )
2: Gs := ∅
3: for π ∈ Π do
4: F := {C → D | C ≡ D ∈ T } ∪ {D → C | C ≡ D ∈ T }
5: E := {C ⇒ D | simπ(C, D) > 0}
6: if G is an analogical conclusion from F and E then
7: Gs := Gs ∪ G
8: end if
9: end for

10: return Gs
11: end function

It is worth noting that Algorithm1 does not yet consider the aspect of sound
evidences (cf. Subsect. 3.1). This can be improved by slightly modified the algo-
rithm. In addition, the approach can be improved by considering only on relevant
preference profile. Like other formal analogy-based approaches in other domains,
e.g. the so-called case-based reasoning in legal reasoning (cf. the related work
in [21] for useful discussion), decisions made for previous patients may influence
a decision for the current patient. For instance, medical professionals may con-
sider to apply used preference profile π for the current patient if the patient
shares the same characteristics with prior cases, e.g. the same gender, the same
age, and so on. Figure 3 illustrates an idea that historical patient records can be
clustered regarding an applied preference profile. According to the figure, each
dot represents each historical patient record. This illustration suggests that it
is necessary to study on algorithmic procedures for clustering historical patient
records and we leave this as our future study.

Fig. 3. Clustering of historical patient records with applied preference profile.

Ones may observe that doing analogy may require an effective way to fine
tune the profile. It is worth noting that [13] explores strategies for effectively
tuning the profile. For instance, medical professionals may employ the notion
Ic for collectively assigning weight to corresponding concepts (w.r.t the concept



Analogical Reasoning in Clinical Practice with Description Logic ELH 197

hierarchy). An example of this situation may be as follows. A physician is diag-
nosing a patient who visibly exhibits some risk factors to heart disease. In this
situation, the physician may define Ic(HeartDisease) = 2 instead of individually
assigning ic(Pericarditis) = 2 and ic(Endocarditis) = 2 (assuming that the concept
hierarchy is shown as in Fig. 4). Employing this kind of techniques is a short-
cut for tuning preference profile. Interested readers may refer to [13] for other
strategies, viz. Ir, Sc, and Sr, and further discussion.

Fig. 4. An example of a concept hierarchy.

6 Related Work

As aforementioned, we study the logical model of analogical reasoning used in clin-
ical practice. The model is powered by the measure of concept similarity called
simπ. According to this sense, this section reviews the approach to others with
respect to two categories, viz. the use of analogy in reasoning (cf. Subsect. 6.1)
and measures of concept similarity (cf. Subsect. 6.2).

6.1 The Use of Analogy in Reasoning

The use of analogy in reasoning is widely studied in many fields, such as argu-
mentation study, logic, law, and clinical reasoning. While there is a diversity of
approaches, there is some consensus, i.e. it is a form of non-deductive reasoning
in which a conclusion is inferred based on similarity of two situations.

In the field of argumentation study, there are attempts on the development
of reasoning schemes for analogical reasoning. Schemes are stereotypical non-
deductive patterns of reasoning, consisting of a set of premises and a conclusion
that is presumed to follow from the premises. It appears to us that there are
basically two schemes for analogical reasoning. The first scheme developed by
Walton et al. [27] enables to proceed from a source case to a target case based
on the similarity between the source case to the target case as a supportive
evidence. Use of Walton’s scheme is evaluated by a set of critical questions.
On the one hand, use of the scheme may visualize an understanding on how
conclusion can be drawn from analogy. On the other hand, it is not difficult
to observe that Walton’s scheme can be represented by our formal approach.
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Our intention is to gain the better understanding on analogical reasoning and
how it can be implemented by any formal languages.

The second scheme derives a conclusion by comparing factors of two cases
(e.g. [28,29]). For example, Mars revolves around the sun, collects light from the
sun, revolves around its axis. This shares the same features with Earth. Hence,
it is plausible to conclude that Mars may have living organisms like Earth. As
inspired from this second scheme, work in the field of legal reasoning invents
a well-known technique called case-based reasoning. Case-based reasoning uses
dimensions and factors to realize if two cases are similar or different. Then, the
most similar precedent case is then taken as the decision into the current case.
HYPO [28] and CATO [29] are famous systems which use case-based reasoning.

There are substantial efforts of turning the results in philosophical study (e.g.
[27,30]) into formal logics. For instance, [21,31] formulates Walton’s scheme into
a system of structured argumentation and answer set programming, respectively.
A form of hypothetical reasoning is proposed in [19]. In this approach, similarity
is expressed as an equality hypothesis and a goal-directed theorem prover is used
to search relevant hypotheses. In [18,32], an analogical reasoning is considered as
deductive reasoning by inserting a special rule to derive analogical conclusions.
Another approach is [17] in which analogical reasoning is considered as partial
identity of Horn clause logic interpretations.

In contrast with those logical models, we study a very general framework as
a logical specification for analogical reasoning. While our modeling is inspired
by clinical practice used in real-life situations, it can be applied for analogical
reasoning used in other domains. Unlike most logical approaches, the specifica-
tion does not restrict the attention only on maximizing the shared properties
when it comes to multiple analogical conclusions. This corresponds to real-life
diagnoses, where medical professionals may arrive at more than one hypotheses
and they may have many reasons for arriving the conclusions. It is inevitable to
notice that the ability of the formal approach depends on an applied measure of
concept similarity. Fortunately, we show that applying with an instance of π∼T
(such as simπ) can model many forms of analogical thought in clinical reasoning.

6.2 Measures of Concept Similarity

The subject of concept similarity is also widely studied in many fields, e.g. com-
puter science, psychology, and linguistic literature. The techniques are roughly
classified into four categories, viz. an ontology-based approach, an edit-distance-
based approach, an information-theoretic approach, and a vector space approach.

Ontology-based approaches measure the degree of similarity based on ontol-
ogy’s characteristics. There is substantial work on methodology ranging from
ontology hierarchy [33] to DLs-based theory [14,23,24,34–41]. A measure pro-
posed by [33] relies on finding the most specific concept that subsumes both of the
concepts being measured. On the other hand, approaches concerning DLs may
be classified as two perspectives, viz. a structure-based approach [14,23,24,34–
37,40,41] and an interpretation-based approach [38,39].
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A structure-based approach is defined using the syntax of concepts being
measured. A simple method is proposed in [40] for the DL L0 (i.e. no use of roles)
and is known as Jaccard Index. Its extension to the DL ELH is proposed in [34].
This work also suggests desirable properties for concept similarity measures.
Two measures for the DL FL0 are proposed in [23]. Both the skeptical and
credulous measures are developed from the known structural characterization of
subsumption through inclusion of regular languages. A similar approach based
on the homomorphism structural characterization is originally proposed for the
DL EL in [24]. Later, it is extended to the development of simπ [13,14] for ELH.
Other developments of the structure-based measure are found in [35–37,41].

An interpretation-based measure uses only interpretations and cardinality to
calculate the degree of similarity (e.g. [38,39]). It is also worth mentioning that
there exist structure-based measures which use the canonical interpretation IA
in cases that primitive concepts are involved in the calculation (cf. [36,37]). In
this sense, our proceeding work (simπ) [13] which is a continuous study of [14]
can also be classified in this category if used together with Sc and Sr since
both strategies employ the canonical interpretation IA for measuring similarity
of primitive concept names and similarity of primitive role names, respectively.

The similarity between strings is often described as the edit distance [42].
It computes the changes to transform one string into one another. A changes is
usually defined as insertion of a symbol, removal of a symbol, or replacement of
a symbol with one another.

An information-theoretic entropy measure is immensely studied in the filed
of natural language processing. This approach [43,44] describes that a concept
can be defined by the member of a classed specified. The information of a class
is defined as the probability of finding a use of the class. One drawback is the
necessity of having a dataset to acquire the probability information.

A vector space approach is often used in information retrieval [45,46] and
machine learning [47]. This approach represents a concept as a vector of features
in a k-dimensional space and compute the similarity by vector-based measures
(e.g. cosine similarity and Euclidean distance). Despite their usefulness in inde-
pendent applicability to specific logic, the approach usually ignore to consider
the real definitions in an ontology.

It is also worth observing that most of the above measures calculate the
degree of concept similarity based on objective factors (e.g. the structure of a
concept, the interpretation of a concept, and the probability). The study in [48]
shows that real-life applications need more than one of measures in practice.
This leads to an identification of agent preferences’ aspects and is continuous on
the development of simπ [13,14].

7 Conclusion

We make contributions to the logical study of analogical reasoning. Indeed, we
define a very general framework concerning a logical specification of analogical
reasoning. Precisely speaking, three components constitute analogical thinking,
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viz. a set of facts, a set of additional evidences, and a goal. Analogical reasoning
made by medical professionals is the main investigation cases of our study. As a
result, we also show that many important forms of analogical thinking in clinical
practice can be modeled based on our formal theory.

Analogy is dynamic in a sense that medical professionals need to compare the
actual case with previous patients along with the theoretical corpus. This creates
more subtle and complex comparisons. Our study shows that these situations
can be trivialized with the use of π∼T (e.g. simπ). That is, simπ and a set of
prior preference profiles play important roles for the part of evidence set. In
other words, there are four components of analogical reasoning, viz. a set of
facts, simπ, a set of preference profile, and a goal, for functioning both a process
of particularization and analogy with past experiences. Furthermore, given an
unfoldable TBox, our study also provides an automatic technique to construct
the formal knowledge for reasoning. Let us also note that the relationship sign →
disease used in the paper is only for the exemplification. Our formal language
does not restrict to any specific kinds.

The psychological study of medical thinking [10,26] finds that expertness of
physicians influence the ability of thinking analogically. This is indeed related
to variant forms of human expert reasoning. For example, unskilled physicians
reason forward from data to diagnosis and expert physicians often reason back-
ward from diagnosis to data. Furthermore. there is a relationship between the
complexity of a disease and the usefulness of analogy. When a disease is unknown
or circumstances are radically different from usual, physicians need to compare
the patient with prior cases which have any resemblance to it and begin to work
from that hypothetical diagnosis. Two primary aims of the formal theory are:
(1) to reduce the gap of analogical use between unskilled physicians and expert
physicians and (2) to help modeling a clinical expert system. The expert system
should imitate the mental scheme of analogical reasoning and be able to suggest
an answer which might be hardly unveiled by a human. Physicians may consider
an applicability after the suggestion.

Our proceeding work [21,31] study two different implementations of analogy
reasoning. It is worth mentioning that both are specific forms of the general
theory of analogical reasoning. On the one hand, [21] compute analogical con-
clusions using structured argumentation. On the other hand, [31] implements a
system based on answer set programming to compute a conclusion. Hence, it is
important to discover potential applications of different implementation meth-
ods. A formal study between the general theory of analogical reasoning and their
different ways of the implementation is an issue of our future research.

There are a few directions for future work. Firstly, it appears to be natural
next step to study on algorithmic procedures for each form of analogical reason-
ing formalized in this paper. For example, how should we do backward/forward
analogical reasoning at the implementation level and what are their computa-
tional complexities? Secondly, we aim at carrying out applications for clinical
diagnosis. Finally, it would be interesting to consider other methodologies of con-
cept similarity measures and study how they contribute to analogical reasoning.
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Concerning the approach of analogical reasoning with past experiences, it
would be interesting to formally investigate a representation of the theoretical
corpus for many possible worlds. That is, instead of having one global corpus,
we may have many possible theoretical knowledge representing many possible
definitions of the disease occurred in the past. This leads to a theoretical study
of modal description logics [49] for clinical reasoning. This is left as a future task.

Acknowledgments. This research is part of the JAIST-NECTEC-SIIT dual doctoral
degree program.
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Abstract. This paper deals with computer-assisted semantic annota-
tion of text. It particularly focuses on the annotation of complex rela-
tions and linking of entities with highly ambiguous names. These tasks
cannot be reliably accomplished by fully automatic methods today. Our
research explores user interface features that can help the manual anno-
tation process. We extend our original experiments published in [5] by
a detailed analysis of advantages brought by the semantic filtering fea-
ture of our 4A annotation system. We also expand our user study on the
annotation of highly ambiguous entities showing speed-ups brought by
a presentation mode for entity candidates employing advanced disam-
biguation contexts.

Keywords: Computer-assisted tagging · Text annotation
Ambiguous entity names

1 Introduction

Semantic enrichment of text forms an initial step of various text analytics tech-
niques that have been recently applied in brand reputation management, news
recommendation, market research, and many other business domains. Commer-
cial APIs such as IBM AlchemyLanguage1, Cogito API2, or Ontotext S43 autom-
atize the task of semantic enrichment and enable annotating key entities and
basic relations between them with an acceptable degree of precision. However,
the quality of results achieved using fully automatic approaches varies signif-
icantly across annotation tasks and input data. It can be particularly low for
complex and highly ambiguous cases [12,19]. The methods behind the most
advanced tools usually employ machine-learning techniques which need training
data. Consequently, they can be successfully applied for simple annotation tasks
where the data is available but they fail for complex ones when there is not
enough data to learn from. Manual annotation is necessary in such cases. The

1 http://www.alchemyapi.com.
2 http://cogitoapi.com.
3 http://s4.ontotext.com.
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research presented in this paper can be seen as a quest for an optimal way to
support users in the manual annotation process.

Two approaches to manual annotation can be distinguished. The first one is
represented by BRAT [18] – a general linguistic annotation editor that has been
used to prepare various text annotation datasets. A key characteristics of this
tool is a flat structure of basic annotations and a simple way of their presentation.
For example, only semantic types of particular words or multi-word expressions
are shown in the case of relation annotation in BRAT and it is not easy to solve
ambiguities and to link entities to an external knowledge source. The tool is
suitable for highly specialised tasks such as co-reference resolution or extraction
of relations between biomedical entities which have unique names. On the other
hand, knowledge base linking of ambiguous people names or complex hierarchical
event annotation are not supported.

The second approach to computer-assisted manual annotation employs spe-
cialised semantic editors, plugins for existing tagging tools and web browser
annotation extensions [3,6–8]. These systems are less suitable for general lin-
guistic annotation tasks but they excel in semantic knowledge structuring (e.g.,
through a support of the RDF Schema) and name disambiguation. The 4A
tool [16,17] primarily used in reported experiments also belongs to this cate-
gory.

The high number of existing annotation systems contrasts with the fact that
there are very few studies comparing particular features of the tools and dis-
cussing their suitability for specific tasks (some of them are briefly reviewed in
Sect. 2 – Related work). To the best of our knowledge, no existing study compares
design patterns employed in such tools that are relevant for complex annotation
and disambiguation of highly ambiguous entities. This was the main purpose of
the set of experiments conducted by our team and reported originally in [5].

The study compared three semantic annotation tools – GATE [4],
RDFaCE [9], and 4A on the task of hierarchical annotation of complex relations.
The annotation process consisted of selecting parts of a text corresponding to
an event of a specific type, filling its attributes (slots) by entities and values
mentioned in the text, and disambiguating the entities by linking them to a
reference resource (mostly DBPedia/Wikipedia).

This paper extends the original results in two ways. Newly conducted exper-
iments involve more annotators and bring new insights into interaction patterns
observed in complex annotation tasks employing the 4A system. Experiments
exploring benefits of 4A’s semantic filtering functionality involve two consecutive
tasks dealing with artwork authorship mentions and artistic influences expressed
in texts.

Another set of experiments searched for an optimal amount of information
necessary for reliable entity disambiguation. It showed that the commonly used
practice of annotation tools asking users to disambiguate entities based just on a
suggested type and a displayed URL leads to a poor quality of results. Extended
experiments bring new results for the case of highly ambiguous entity names
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and demonstrate advantages of condensed entity views presenting task-tailored
disambiguation attributes.

The rest of the paper is organized as follows: After Related work, Sect. 3
discusses high variability of text annotation tools and various factors that can
influence comparison results. Research questions and experiments run to answer
them are presented in Sect. 4. The last section summarizes reported results.

2 Related Work

As mentioned above, studies comparing user experiences with tools for semi-
automatic text annotation are rare. The Knowledge Web project benchmarked
6 textual annotation tools considering various criteria including usability (instal-
lation, documentation, aesthetics. . . ), accessibility (user interface features), and
interoperability (platforms and formats) [11]. Most of the parameters are out of
scope of our study but at least some of them are covered in a publically available
feature matrix that we prepared to compare usage characteristics of annotation
tools from the perspective of complex annotation tasks.4

Maynard [10] compares annotation tools from the perspective of a manual
annotator, an annotation consumer, a corpus developer, and a system developer.
Although the study is already 7 years old, most evaluation criteria are still valid.
The study partially influenced our work.

Yee [21] motivates the implementation of CritLink – a tool enabling users
to attach annotations to any location on any public web page – by a table
summarizing shortcomings of existing web tools. As opposed to our approach,
the comparison focuses on basic annotation tasks only and stresses technical
aspects rather than the user experience.

Similarly to other studies, Reeve and Han [14] compare semantic annota-
tion platforms focusing on the performance of background annotation suggestion
components. As modern user interaction tools can freely change the back-ends
and generate suggestions by a range of existing annotation systems, the work is
relevant only from a historical perspective.

3 Factors Influencing Relevance of Tool Comparisons

When planning an experimental evaluation of semantic annotation frameworks,
one has to take into account features significantly differing across the tools as
well as varying aspects of the annotation process that can influence results of
the studies.

Computer-assisted semantic annotation refers to a wide range of tasks. It can
involve just a simple identification of entity mentions of few specific types in a
text, but also full linking of potentially ambiguous entity names to a background
knowledge base, annotation of complex hierarchical relations and their individual
attributes. The domain of the text being annotated (e.g., biomedical v. general)

4 http://knot.fit.vutbr.cz/annotations/comparison.html.
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and its genre, register, or source (for example, news articles v. tweets) may
also vary across annotation experiments. Consequently, the tasks can require
particular approaches to text pre-processing and can imply different results of
the automatic pre-annotation.

Datasets to be annotated do not necessarily correspond to a representative
subset of relevant texts. They can focus on a chosen phenomenon and mix data
accordingly. This variance can be demonstrated by differing nature of datasets
prepared for previous annotation challenges. For example, the Short Text Track
of the 2014 Entity Recognition and Disambiguation (ERD) Challenge5 stressed
limited contexts that naturally appear in web search queries from past TREC
competitions. On the other hand, the SemEval-2015 Task 106 dealt with anno-
tations relevant for sentiment analysis in microblog (Twitter) messages. The
Entity Discovery and Linking (EDL) track at NIST TAC-KBP20157 then aimed
at extracting named entity mentions, linking them to an existing Knowledge Base
(KB) and clustering mentions for entities that do not have corresponding KB
entries. Obviously, the degree of ambiguity of entities mentioned in annotated
texts as well as proportions of occurrences corresponding to particular meanings
can have a crucial impact on the speed and accuracy of the annotation process.

Experiments reported in this paper involve annotation of general web page
texts (from the CommonCrawl corpus8 – see below). Initial ones take random
sentences based on trigger words (see Sect. 4.2 for details). Remaining experi-
ments focus on entity linking tasks that are particularly difficult for automatic
tools due to the ambiguity of names. We believe that making people annotate
occurrences for which automatic tools often fail makes the scenario of man-
ual annotation tasks more realistic. Sentences to be annotated are particularly
selected to guarantee that there is at least one example of an occurrence corre-
sponding to each potential meaning covered by the knowledge base. To evaluate
a realistic setting, a part of the dataset is also formed by mentions not covered
by the reference resources used.

Various aspects of annotation interfaces also influence experimental results.
Some annotation tools aim at general applicability for semantic processes. Others
are particularly tailored for paid-crowd annotation scenarios [2] so that they can
be unsuitable for collaborative environments. Also, tools can be tied up with
a particular annotation back-end or they can be only loosely coupled with a
preferred annotator tool that can be easily changed or extended for specific tasks.
Other features of annotation tools, especially those related to user interfaces and
interaction patterns, are briefly discussed in the following section.

Skills, a current state of mind and motivation of users participating in exper-
iments can also influence results. Measured quality and times always need to be
interpreted with respect to these aspects. It can be expected that users with an
experience in using a particular tool will better understand its user interface and

5 http://web-ngram.research.microsoft.com/erd2014/.
6 http://alt.qcri.org/semeval2015/task10/.
7 http://nlp.cs.rpi.edu/kbp/2015/index.html.
8 http://blog.commoncrawl.org.

http://web-ngram.research.microsoft.com/erd2014/
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will be able to achieve better results using the tool. Also, expertise in a domain
in question can speed up the annotation process, especially the disambiguation
of specialized entity mentions.

Experimental settings that can award quality over quantity or vice versa can
lead to dramatically different times and amounts of annotation errors. Indeed,
users in our experiments realized a trade-off between the time spent on each
particular case and resulting quality (e.g., users’ certainty that they consid-
ered enough context to correctly disambiguate an entity mention). While our
users asked for preferences in this situation, this finding can be also expected in
paid-for crowdsourcing settings that need to apply sophisticated quality control
mechanisms to prevent annotators’ temptation to cheat [20].

4 Annotation Experiments

4.1 Research Questions

Reported experiments aim at answering the following research questions:

1. How design choices of particular annotation tools impact the quality of results
and the annotation time.

2. What quality the concept of semantic filtering brings to the annotation pro-
cess.

3. To what extent the amount of information shown to disambiguators influences
results.

Initial annotation experiments address the first question. They compare dif-
ferent user interfaces and interaction patterns as exemplified by three specific
annotation systems. Various features that can influence annotation performance
need to be considered. Some tools make no visible distinction between pre-
annotations generated by a back-end automatic system and manual annota-
tions entered by users. Other tools explicitly distinguish system suggestions from
accepted or newly entered annotations. This can have an impact on the annota-
tion consistency.

Underlying annotation patterns for events and other complex relations and
their attributes vary across tools too. Advanced tools enable defining sophisti-
cated templates and type constraints that control filling of event slots. Of course,
systems differ in their actual application of the general approach and the way
they implement it generally influences annotation performance aspects.

Various values entered by users often need to correspond to an entry in a
controlled vocabulary or a list of potential items. An example of such a case is a
URL linking an entity mention to a reference knowledge source. Tools support
entering such values through autocomplete functions that can present not only
the value to be entered, but also additional information that helps users to
choose the right value. For example, the 4A client shows not only a URL link,
but also full names and disambiguation contexts. The RDFaCE, on the other
hand, autocompletes just URLs in this context.
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The second set of experiments explores the role of semantic filtering. It is not
easy to enter complex annotations, for example, interlinked hierarchical rela-
tions. Advanced mechanisms suggesting slot filling can make the process faster
and more consistent. The 4A tool supports hierarchical annotation which high-
lights potential nested annotations if an upper-level type is known. Section 4.4
demonstrates that such an approach leads to significant speed-ups.

The last question mentioned above is covered by the final set of reported
experiments. It is clear that the amount of information shown to the user and its
form can influence speed and accuracy of annotation. If the displayed information
is not sufficient for a decision, the user will have to search additional information.
On the other hand, if a tool lets users read more than necessary, annotation speed
decreases.

Most of the explored systems show just a URL and let the user explore it if
she is not sure that the linked information corresponds to an expected one. This
can speed up the annotation process but it can also make it error-prone. The
4A system enables filtering displayed information and fine-tuning the way it is
shown. Detailed entity attributes can be folded and shown only if the user asks
for them.

Without a system support, users are often unaware of ambiguity of some
names. It causes no harm for frequent appearances of dominant senses. However,
if a user is not an expert in a field where two or more potential links to an
underlying resource can appear, she can easily confirm an incorrectly suggested
link for an ambiguous name. The risk can be mitigated if the tools let users know
about alternatives. The question is how an optimal setting for this function looks
like – whether this should be a default behaviour or the system should notify the
user only if an automatically computed confidence is smaller than a threshold
or the difference between a suggested option and the second one is closer than a
threshold. These aspects are discussed in the experiment too.

4.2 Data Preparation

Texts to be annotated in the experiments reported in the following subsections
were chosen from general web data contained in the CommonCrawl corpus from
December 2014.9 First experiments dealt with general annotation of events. Text
selection did not address any specific objective (in contrast to next experiments)
so that contexts containing mentions of recognized named entities and a trigger
word (verb) corresponding to artistic influences and travels and visits of people
to various places were pre-selected. The data was then manually annotated by
two authors of this paper, annotation disagreements were solved by choosing
correct ones in clear cases and excluding few cases considered unclear.

The second set of experiments combine annotation of events with disambigua-
tion of entity mentions. Consequently, paragraphs with sentences mentioning
ambiguous names linked to the Wikipedia that contain a trigger verb indicating

9 http://blog.commoncrawl.org/2014/12/.

http://blog.commoncrawl.org/2014/12/
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a particular type of artistic influence relations were retrieved from the Com-
monCrawl data and validated by the authors. Similarly to the data for the first
experiments, the dataset consists of cases in which the pre-annotation process
had led to a clear consensus between the annotators. Only 20 texts mentioning
several artwork influence relations were used in the study.

Final experiments, looking into an optimal amount of displayed information,
needed data containing ambiguous names with a proportional representation of
two or more alternatives. Inspired by WikiLinks10, we searched the Common-
Crawl data for cases linking a name to two or more distinct Wikipedia URLs.
To filter out potential interdependencies among various options and to enable
focusing on key attributes in the first part of experiments, a majority of the pre-
pared dataset consists of pairs of texts mentioning a name shared by two distinct
entities. For example, the following sentences are included in the resulting data:

1. Charles Thomson was a Patriot leader in Philadelphia during the Ameri-
can Revolution and the secretary of the Continental Congress (1774–1789)
throughout its existence.

2. Charles Thomson’s best known work is a satire of Sir Nicholas Serota, Direc-
tor of the Tate gallery, and Tracey Emin, with whom he was friends in the
1980 s.

Extended experiments focused on highly ambiguous names that could refer to
tens of entities.

4.3 Comparing Tools

The aim of initial experiments was to compare advanced annotation editors in
terms of their interaction patterns and user-interface features that can influ-
ence user experience and annotation performance. We were interested whether
annotation results obtained by using particular tools will differ in the quality
measured by their completeness and accuracy of types of entities filling slots
of complex relations and their links to underlying resources (mostly DBPe-
dia/Wikipedia). In addition, times to finish each experiment were measured for
each user and then averaged per attribute annotated.

Employed tools represent different approaches to complex annotation tasks
(see Fig. 1 for examples of event annotation views). The 4A system11 pays a
special attention to hierarchical annotations and potentially overlapping tex-
tual fragments. Users benefit from advanced annotation suggestions and an easy
mechanism for entering correct attribute values by simply accepting or rejecting
provided suggestions.

The RDFaCE editor12 is similar to 4A in the way it annotates textual frag-
ments and the fact it can be also deployed as a plugin for JavaScript WYSIWYG
editor TinyMCE. It can pre-annotate texts too. On the other hand, there is no

10 https://code.google.com/p/wiki-links/.
11 http://knot.fit.vutbr.cz/annotations/.
12 http://rdface.aksw.org/.

https://code.google.com/p/wiki-links/
http://knot.fit.vutbr.cz/annotations/
http://rdface.aksw.org/
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Fig. 1. Event annotation screens in (a) GATE, (b) RDFaCE, and (c) 4A.

visual distinction between a suggestion and a user annotation in RDFaCE. There
is also no easy way to annotate two overlapping parts of a text with two sep-
arate events. Thus, testers were allowed to simplify their job and select whole
sentences or even paragraphs as fragments corresponding to events.

Various existing GATE extensions and plugins were considered for the anno-
tation experiment. Unfortunately, GATE Teamware13 – a web-based collabo-
rative text annotation framework which would be an obvious choice – does not
currently provide good support for relation and co-reference annotation [1]. Simi-
larly, simple question-based user interfaces generated by the GATE Crowdsourc-
ing plugin14 [2] would not be efficient for the complex hierarchical annotation
tasks tested. Thus, our annotators used the standard GATE Developer15 desktop
interface, able to cope with the task at hand. Pre-annotations by back-end anno-
tators were set the same way as in the other two tools. Users were instructed
to perform an easier task of selecting event attributes and linking them to a
reference resource first and then just selecting a text including all identified
arguments and tagging it as an event.

As discussed in Sect. 3, it is very difficult to objectively compare semantic
annotation tools from the user perspective. To minimize the danger of unfair
comparison, six users that participated in the experiments had been selected
to have no previous experience with neither the tools explored, nor the tasks
that they used the tools for. They were 4 men and 2 women, PhD candidates
or MSc. in computer science, aged 26–34. Every user spent about 20 min prior
to the measured session familiarizing her-/himself with the tool to test while
working on a specific part of the data, not included in the real testing set, yet
containing all cases that would appear later during real testing (e.g., multiple
values for attributes, two distinct events expressed in one sentence, suggestions
that do not correspond to a correct sense, etc.) To make the comparison as fair
as possible, the order in which users tested the tools was different for each user
too.

13 https://gate.ac.uk/teamware.
14 https://gate.ac.uk/wiki/crowdsourcing.html.
15 https://gate.ac.uk/family/developer.html.

https://gate.ac.uk/teamware
https://gate.ac.uk/wiki/crowdsourcing.html
https://gate.ac.uk/family/developer.html
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Each user had about 40 min for annotation in each tool in the experiment.
Three characteristics were collected. As summarized in Table 1, they included
the amount of incorrect values entered, the number of misses – entities that
were mentioned in the text but not associated with the event being annotated –
and the average annotation time per event. Incorrect attributes involve all kinds
of errors – incorrect selection of a textual fragment, blank or incorrect types,
co-references or URLs linking entity mentions to a wrong entry in reference
resources.

Table 1. Results of experiments comparing annotation tools.

Tool Incorrect values Missing values Time per event

GATE 9.4% 8.3% 135 s

RDFaCE 8.7% 8.8% 193 s

4A 6.2% 5.6% 116 s

The overall high error rate (column “incorrect values”) can be explained
by rather strict comparison with the gold standard. For example, users were
supposed to compute and enter the interval of years for an event mentioning
a woman in her 50s who travelled around . . . Some of them entered values
corresponding to 1950 s.

Results reflect the fact that the way GATE presents annotations of event
attributes often leads to inconsistent results. RDFaCE was only slightly better
in this respect.

A part of the problem of event slots left empty although the annotated text
contains information necessary for their filling (column “missing values”) relates
to pronominal references that were supposed to be linked to the referred entity.
However, the difference between results of GATE and RDFaCE on one side
and 4A on the other one shows that it is useful to visually distinguish system
suggestions from user validated data and that 4A’s way of confirming suggestions
leads to more consistent data.

Finally, the average time needed to annotate an event was higher when our
testers used RDFaCE than with the other two tools. This can be explained by
a rather austere user interface of the tool with a limited way to easily correct
previous mistakes.

4.4 Effects of Semantic Filtering

Previous results showed that even though an automatic annotation process can-
not identify complex relations, it is beneficial to pre-annotate entities and basic
relations and let users focus on high-level annotation tasks joining the prepared
components and validating their linking to a knowledge base at the same time [5].
However, it has not been fully clear to what extent an indication of preferred
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types of attributes contributes to consistency of relation annotation and whether
it improves annotator’s comfort.

A set of 20 excerpts from documents on visual artworks (paintings, sculp-
tures) and artistic influences were prepared for these experiments. Each of the
texts mentioned several artworks, their authors and circumstances of their cre-
ation (dates, places, portrayed persons, etc.). There were also references to other
artworks that inspired or influenced artists. The following paragraph shows a
part of such a text:

Le déjeuner sur l’herbe is a large oil on canvas painting by Édouard Manet
created in 1862 and 1863. Manet’s composition reveals his study of the old
masters, as the disposition of the main figures is derived from Marcantonio
Raimondi’s engraving of the Judgement of Paris (c. 1515).

A group of 14 users identified mentions of artwork attributes in the texts
first (mainly authors and creation dates). Then, they annotated influence rela-
tions between the artworks. Figure 2 demonstrates results of the process. Two
configurations of the system were prepared. One highlighted potential semantic
template values corresponding to the type of attribute being filled; the other one
switched the semantic filtering function off. To exclude influences of the order
of annotation, texts were presented to users in random order. Yet, the selec-
tion procedure guaranteed that each text will be annotated by 7 users with the
semantic filtering function switched off and 7 with the function switched on.

Fig. 2. Artwork attributes and influence relations.
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Table 2 compares annotation results obtained with the two settings. The 4A’s
semantic filtering switched on led to a higher quality of results. Relative decreases
of the two types of errors exceed 25%. The annotation was also faster by 15%.
Questionnaires that the annotators had filled immediately after the experiment
also revealed that 11 out of 14 users had seen the semantic filtering as a feature
significantly improving their experience, the other 3 agreed that it had helped
them “moderately”.

Table 2. Contribution of semantic filtering.

Semantic filtering Incorrect values Missing values Time per relation

Switched off 6.9% 5.7% 41.4 s

Switched on 5.1% 4.2% 35.1 s

4.5 Optimizing Displayed Information

The last set of reported experiments explored the impact of varying amount of
information presented to the user in an initial annotation view and the way users
get additional information. It also asked whether users benefit from knowledge of
potential alternative annotations and confidence levels of provided suggestions.

The experiments focused on complex entity disambiguation tasks. As men-
tioned above, the data extracted from the CommonCrawl corpus was searched for
links that correspond to ambiguous names of people and places in the Wikipedia.
A collection of 186 excerpts used in the tests was manually verified by one of the
authors. The way it had been prepared guaranteed that a random guess would
lead to a 50% error (or more, in the case of entities with more than 2 alterna-
tives).

We primarily compared three settings of disambiguation views, differing by
entity attributes shown, and looked at their impact on speed and accuracy of
the disambiguation. Users were instructed to annotate just an entity in question
(highlighted in each excerpt) and choose always one of provided suggestions.
Users did not skip any disambiguation task so that we could compare just the
speed and accuracy of results.

The first setting showed users an extensive list of attributes and values for
suggestions with highest confidence values. Displayed attributes involved entity
type, full name, description (corresponding to the first paragraph from Wikipedia
or Freebase), visual representation (the first image from Wikipedia, if available),
and URL. If necessary, users could follow the URL link, consult the relevant
Wikipedia page and come to a decision based on the full information contained
there.

The second setting corresponded to the limited view some tools offer for the
disambiguation task. It displayed only entity types and URLs and users were
supposed to either decide based on the URL alone, or open the Wikipedia page
if they felt it is necessary for the disambiguation. Note that Wikipedia URLs
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can help disambiguation with words in parentheses used for articles discussing
entities with the same name as a primary (more famous) entity covered by the
Wikipedia.

The third setting took advantage of a special disambiguation attribute that
is dynamically computed from descriptions of available alternatives. It combines
disambiguation words from the Wikipedia URL and a selected part of the entity
description. It is generated by a function which can be easily adapted to data
sources differing from Wikipedia or Freebase. The disambiguation attribute was
shown together with a suggested entity type and a URL so that users could
again click to get more information.

While the sequence of testing cases (40 for each setting) was fixed, each of
6 testers had a different order of the 3 settings (similarly to the ordering of tools
in the first set of experiments). Each user had 30 min for each setting. Table 3
compares times and error rates and shows how many times users clicked on the
URL link to read further information.

Table 3. Results of experiments comparing three settings of the disambiguation view.

Setting Average time Error rate URL clicked

Detailed information 33.92 s 6.2% 1.3%

Only type and URL 37.26 s 27.9% 41.7%

Disambiguation attr. 32.98 s 2.1% 1.5%

Though there were differences among individual testers, the overall figure (the
best and the worst performing setting in terms of the average time and the error
rate) remained the same for all testers. The number of cases in which individual
users consulted Wikipedia pages was always the highest for the second setting
but users differed in the level they believed that seeing just a URL is enough to
decide (which then resulted in an increased number of errors).

The relatively high number of errors is also due to the complexity of the
disambiguation task. This was one of the feedback answers provided by users
after all 3 sessions in a questionnaire form. Although users tried to make as
few mistakes as possible, 20+ minute sessions were felt demanding and users
(not knowing how many errors they had made yet) pointed out that they could
be faster if the focus would be on the speed rather than on the quality. Being
confronted with the number of errors in their results, they realized the trade-
off between the time and the quality and proposed context-sensitive features
that would help them in particular disambiguation cases (images in the case of
ambiguity between a ship name and a person, dates of deaths in the case of two
persons living in different centuries, etc.).

The fact that users did not originally realize the complexity of the disam-
biguation task also probably explains the surprisingly high error in the case of
presenting full information immediately (the first setting). Too much information
that does not highlight key differences between alternatives seems to lead to a
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less focused work. Our future research will explore whether this can be changed
when users are more experienced. On the other hand, the average time per deci-
sion and the connected low number of cases users had to consult Wikipedia pages
correspond to the fact that users often skimmed full texts and images and felt
they have enough information for their decisions.

The setting showing just the type and the URL proved to be the most diverse
among users. Some of them opened more than 2/3 of all links and read the
information on the Wikipedia page, others decided much faster but also made
more errors. Although the latter could be prohibited by a penalization of errors,
the second setting is clearly the worst for the task at hand. The tools that offer
only this information in the disambiguation context could improve significantly
by considering more informative views.

A clear winner of this part is the setting with the disambiguation attribute
and the option to click on the provided URL to find details. Users made less mis-
takes than in other settings and the average time was the lowest. They needed to
consult Wikipedia rarely. Five out of six users also indicated in the questionnaire
that this setting was the most comfortable one in their eyes.

As opposed to the simplified situation prepared for the above-mentioned
tested settings, the data for the next reported experiment corresponds to more
realistic conditions when a name can belong to an entity that is not covered
by a background knowledge base so that neither of the provided suggestions is
correct. The focus on highly ambiguous names that have many alternative mean-
ings in Wikipedia also prevents the simple selection strategy applicable in the
previous settings. Users could not benefit from excluding the wrong alternative
and thoughtlessly confirming the other one.

An experiment reported in [5] compared two settings of the disambiguation
interface – one directly listing known entities sharing a name appearing in the
text and the other one showing only the most probable candidate entity and
letting users expand more alternatives by a click. The former showed to bring
higher accuracy. That is why extended experiments covered by this paper present
all alternatives to users and study how annotators perform in this case.

The number of entities sharing a given name was high (between 10 and 30) in
selected texts. This corresponds to the situation when an automatic disambigua-
tion engine has only limited information to decide so that confidence values for
alternatives are small. The position of the correct choice varied in the data – 16
out of 20 texts included it in the list (on different positions) while in 4 remain-
ing cases (20%), none of the alternatives corresponded to the entity actually
mentioned in the text.

Two presentation forms of the list of alternatives were compared. The brief
one listed only disambiguation contexts and enabled expanding a full list of entity
attributes from the knowledge base (including description, visual representation,
etc.) by a click. Figure 3 shows such a case. The expanded form listed all entity
attributes directly – users had to browse through longer listings but they could
easily match keywords from the text to the full entity descriptions instead.
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Fig. 3. An example of a full expansion of entity attributes for an alternative annotation.

Each of the 20 disambiguation tasks was solved by 7 annotators using the
brief view of alternatives and other 7 dealing with the expanded one. Tasks for
each user were grouped by the presentation form. One half of the users started
with the expanded form; the other half with the brief one.

To cope with varying numbers of alternatives as well as changing positions
of the correct ones, measured total times were always divided by the rank of the
correct choice. This corresponds to the most frequently observed scenario (in
86% of the cases) in which users decided immediately when they had read an
entity description matching the annotated text. Total numbers of alternatives
were considered for the 4 cases of entities not covered by the knowledge base.

Results of the experiment are summarized in Table 4. The brief view enabled
users to faster scan alternatives and to select the one of their choice. This was
also confirmed by post-experiment questionnaires. All but one users preferred
the brief view. The relatively high error rate corresponds to the complexity of the
disambiguation task. As also suggested by questionnaire answers, the accuracy
would probably increase if users do not stop at the alternative that seems to fit
enough and consider all others in the list. However, this could slow down the
disambiguation task more than two times according to the collected data. The
potential decrease of performance seems to be too high to be acceptable.
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Table 4. Disambiguation with brief and expanded views on alternative entity candi-
dates.

Setting Time per alternative Error rate Clicked to expand/collapse

Brief 11.2 s 12.1% 1.1%

Expanded 15.1 s 11.4% 5.3%

The last column of Table 4 characterizes interaction patterns observed when
users worked with the list of alternatives. Only 1.1% candidate entity records in
the brief mode were clicked to show the full description and other attributes. The
brief disambiguation attribute has been mostly seen as comprehensive. On the
other hand, users dealing with the expanded view clicked the collapse button in
5.3% of cases. The analysis of questionnaire answers then showed that this was
mainly used to mark irrelevant choices. Our future research will look at these
interaction patterns more closely.

5 Conclusions and Future Directions

Results of all three sets of experiments presented in this paper confirm a general
finding – appropriate tool support for computer-assisted semantic annotation
of text can bring significant advantages to the whole process – make it more
consistent, faster and less demanding for users. If one considers a potential eco-
nomic value of the manual preparation of annotation data (for example, to train
advanced machine learning models for a particular complex task), it becomes
critical to apply a tool with an optimal set of features for the particular anno-
tation problem.

The empirical study focused on interaction components of semantic anno-
tation systems suitable for complex relation annotation with highly ambiguous
entities. Flexibility of the 4A system allowed us to switch on/off particular user
interface components. It enabled evaluating relative contributions of specific fea-
tures and showing those that bring clear benefits.

The 4A’s semantic filter highlighting entities of expected types showed to be
highly appreciated by users. It also led to a higher precision and slightly faster
selection of attribute values. The experiments combining knowledge-based rela-
tion extraction (annotation of artwork authorship and creation dates followed by
determining of artistic influences among the artworks mentioned in the text) also
proved that clear distinction between system-generated annotation suggestions
and user-confirmed annotations helps keep the result clear and prepare better
training data for machine learning approaches.

Experiments comparing various settings of 4A’s entity disambiguation inter-
face proved that it is beneficial to pay a special attention to the amount of
information presented to users in the case of entity name ambiguity and the way
alternatives are presented. A brief context-dependent disambiguation text sup-
plemented by the link to a Wikipedia page or another resource providing more
details helped users to make fast and accurate decisions on the entity links.
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Our future work will extend the reported results towards other kinds of
complex annotation tasks including data preparation for aspect-oriented sen-
timent analysis and annotation of textual contexts suggesting emotional states
of authors. We will also support newly available entity recognition tools and
frameworks, such as WAT [13] or Gerbil [15], that will be employed as back-end
pre-annotation components.
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