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Preface

The 18th World International Conference on Information Security and Application
(WISA 2017) was held at Jeju Island, Korea, during August 24–26, 2017. The con-
ference was supported by three research institutes: KISA (Korea Internet and Security
Agency), ETRI (Electronics and Telecommunications Research Institute), and NSR
(National Security Research Institute). Especially this year at WISA 2017, the
US ONRG (Office of Naval Research Global) and ITC-PAC sponsored and also
organized a Tri-Service cyber security panel to share each service's cyber security
research interests and directions, provide engagement opportunities, and increase
potential collaborations with international cyber communities.

The program chairs, Brent Byunghoon Kang, KAIST, and Taesoo Kim, Georgia
Tech, prepared a valuable program along with the Program Committee members listed
here, many of whom have served in top security conferences such as IEEE S&P,
ACM CCS, Usenix Security, and NDSS. We received 59 submissions, covering all
areas of information security, and finally selected 12 outstanding full papers and an
additional 15 short papers out of 53 papers that were carefully reviewed by the Program
Committee. The excellent arrangements for the conference venue were led by the
WISA 2017 general chair, Prof. Donghoon Lee, and organizing chair, JungTaek Seo.

We were specially honored to have the two keynote talks by Professor Virgil Gligor,
Carnegie Mellon University (Former Cylab Director) on “Establishing and Maintaining
Root of Trust on Commodity Computer Systems,” and Dr. J. Sukarno Mertoguno,
Office of Naval Research on “Autonomic Computing and Hybrid Formal-Statistical
Reasoning (for Cyber Interaction and Attack).” Both talks were geared toward the roles
of security in the fourth Industrial Revolution focusing on core platform systems and
automated reasoning and the security protection required for millions of cyber
interactions.

Many people contributed to the success of WISA 2017. We would like to express
our deepest appreciation to each of the WISA Program Committee and Organizing
Committee members as well as the paper contributors. Thanks to their invaluable
support and sincere dedication, WISA 2017 was a success. We believe the following
selected papers from WISA 2017 will contribute to new directions in cyber security,
handling the core security issues of the fourth Industrial Revolution.

August 2017 Brent ByungHoon Kang
Taesoo Kim
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Lightweight Fault Attack Resistance in
Software Using Intra-instruction

Redundancy, Revisited

Hwajeong Seo1, Taehwan Park2, Janghyun Ji2, and Howon Kim2(B)

1 IT Department, Hansung University, 116 Samseong Yoro-16gil,
Seongbuk-gu, Seoul 136-792, Republic of Korea

hwajeong84@gmail.com
2 School of Computer Science and Engineering, Pusan National University, San-30,

Jangjeon-Dong, Geumjeong-Gu, Busan 609-735, Republic of Korea
{pth5804,jjh0819,howonkim}@pusan.ac.kr

Abstract. Fast implementations of block cipher is fundamental build-
ing block to achieve the high-speed and secure communication between
IT platforms. Even though the communication is securely encrypted, the
system can be exploited by malicious users if the attackers inject fault
signal to the system and extract the user’s secret information. For this
reason, we need to ensure the high performance encryption together with
secure countermeasures against side channel attacks. In this paper, we
present a novel countermeasure against fault attack on Single Instruction
Multiple Data (SIMD) architecture (e.g., ARM–NEON, INTEL–SSE,
INTEL–AVX2). The methods achieved the fault attack resistance with
intra-instruction redundancy feature in SIMD instruction set. Finally,
we applied the new fault attack countermeasures on the block cipher
LEA and achieved the intra-instruction redundancy and high perfor-
mance over modern ARM-NEON architectures.

Keywords: Fault attack countermeasure
Intra-instruction redundancy · Block cipher · SIMD · LEA
ARM–NEON

1 Introduction

In WISA’13, Lightweight Encryption Algorithm (LEA) was announced by the
Attached Institute of ETRI [6]. The LEA algorithm selected the Addition-
Rotation-exclusive-or (ARX) architecture and shows high speed in software and

This work was supported by the Energy Efficiency & Resources Core Technology
Program of the Korea Institute of Energy Technology Evaluation and Planning
(KETEP), granted financial resource from the Ministry of Trade, Industry & Energy,
Republic of Korea. (No. 20152000000170). Hwajeong Seo was supported by the ICT
R&D program of MSIP/IITP. [B0717-16-0097, Development of V2X Service Inte-
grated Security Technology for Autonomous Driving Vehicle].

c© Springer International Publishing AG, part of Springer Nature 2018
B. B. Kang and T. Kim (Eds.): WISA 2017, LNCS 10763, pp. 3–15, 2018.
https://doi.org/10.1007/978-3-319-93563-8_1
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4 H. Seo et al.

hardware implementations and security against timing attacks (due to the nature
of constant timing). In ICISC’13, LEA implementations on high-end ARM-
NEON and General-Purpose computing on Graphics Processing Units (GPGPU)
platforms are introduced [19]. The works present efficient techniques for Sin-
gle Instruction Multiple Data (SIMD) and Single Instruction Multiple Thread
(SIMT) based parallel computations. In [14], LEA block cipher is also evaluated
in web languages such as JavaScript. The results show that the LEA implemen-
tation can achieve the high performance over web-browsers as well. In FDSE’14,
Van Nguyen et al. implemented the secure Near Field Communication (NFC)
protocols by using the LEA block cipher [21]. In WISA’15, LEA implementation
is also evaluated on low-end 8-bit AVR processor [15]. The author presented
both speed and size optimized techniques on 8-bit low-end processors and com-
pared the performance with representative ARX block ciphers including SPECK
and SIMON. The work shows that LEA is the most optimal block cipher for
low-end embedded applications. In WISA’16, Seo et al. improved the parallel
implementation on ARM-NEON processors [20]. The work shows that the fine
combination of ARM and NEON instruction sets can further achieve the perfor-
mance enhancements in parallelism. As listed above, many LEA related works
proved that LEA is the most promising block cipher for both high-end comput-
ers and low-end microprocessors. However, majority of works mainly considered
the high-speed implementations on the platforms, which is vulnerable to side
channel attacks. In this paper, we propose new secure implementation of LEA
on SIMD architecture against fault injection attacks. Several new techniques are
employed and the implementations are successfully protected from fault injec-
tion attacks. Furthermore, the proposed techniques are not limited to LEA block
cipher implementations. The proposed generic methods can be easily applied to
the other ARX block ciphers such as SIMON and SPECK with simple modifi-
cations.

The remainder of this paper is organized as follows. In Sect. 2, we recap the
fault model, fault attack countermeasures, LEA block cipher, ARM–NEON plat-
form and previous implementations of LEA on ARM–NEON platform. In Sect. 3,
we present the secure fault attack countermeasure and secure implementations
of LEA on ARM-NEON platform. In Sect. 4, we evaluate the performance of
proposed methods in terms of clock cycle and security. Finally, we concludes the
paper in Sect. 5.

2 Related Works

2.1 Fault Attack Model

In this paper, we used the identical fault models used in previous works to
evaluate our secure implementations [12]. The fault model can perform the fault
injection on a cryptosystem and manipulate the instruction opcodes (i.e. instruc-
tion faults) or data (i.e. computation faults). First, the computation faults cause
errors in the data that is processed by a program. The adversary can inject the
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faults and the target data can be manipulated. The detailed descriptions of four
computational fault models are as follows.

– Random Word: The adversary can target a specific word in a program and
change its value into a random value unknown to the adversary.

– Random Byte: The adversary can target a specific word in a program and
change a single byte of it into a random value unknown to the adversary.

– Random Bit: The adversary can target a specific word in a program and
change a single bit of it into a random value unknown to the adversary.

– Chosen Bit Pair: The adversary can target a chosen bit pair of a spe-
cific word in a program, and change it into a random value unknown to the
adversary.

Second, the instruction faults can change the program flow (the opcode of
an instruction) by fault injection. The common instruction fault model is the
instruction skip fault model. This model replaces the opcode of original instruc-
tion with a no-operation (nop) instruction. With this fault attack, the adversary
can skip the execution of specific instructions in the program and change the
program flow.

2.2 Previous Fault Attack Countermeasures

We can prevent the fault attack by using detection based countermeasures in soft-
ware. The techniques are based on time redundancy of encryption (namely dupli-
cate encryption). This technique figures out the fault attempts by comparing the
consistency of the redundant executions or computations. To achieve the higher
robustness than the duplication approach, some previous works perform the
instruction triplication [1]. However, the instruction duplication and triplication
cause 3.4 and 10.6 times performance overheads, respectively. Furthermore, the
sophisticated fault injection setup can easily break the instruction duplication or
triplication through consistent fault injection attacks. Another line of detection
based fault attack countermeasures is information redundancy, which evaluates
the additional check variables or parity bits. This approach detects the fault
attack when the parity bits output wrong results. The techniques are generic
and we can apply to general algorithms with simple modifications. However,
the approach also causes 3.5–4.7 times performance overheads and cannot cap-
ture the instruction set level faults. In SAC’16, the intra-instruction redundancy
based fault attack countermeasure is suggested [12]. The method implemented
the redundant bit-slicing and provides the ability to detect both instruction
faults and computation faults. However, the bit-slicing implementation is only
efficient over certain computers with a number of general purpose registers and
the modern computer architectures mainly support powerful SIMD instruction
set. Under this modern computer environments, the bit-slicing method cannot be
the best choice. Furthermore, previous works failed to describe how to generate
the random sequences for random shuffling and perform random shuffling on the
word. In this paper, we propose the efficient intra-instruction redundancy over
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SIMD instruction set. This new method simultaneously generates the random
sequences when the random number is needed. Finally, we applied to the LEA
encryption to achieve high security against fault attacks.

Table 1. Instruction set summary for ARM–NEON

Mnemonics Operands Description Cycles

VADD Qd,Qn,Qm Vector Addition 1

VORR Qd,Qn,Qm Vector OR 1

VEOR Qd,Qn,Qm Vector Exclusive-or 1

VSWP Qd,Qn Vector Re-ordering 1

VSHL Qd,Qm,#imm Vector Left Shift 1

VSRI Qd,Qm,#imm Vector Right Shift with Insert 2

2.3 Target Block Cipher: LEA

In 2013, new block cipher LEA was announced by the Attached Institute of ETRI
[6]. This new algorithm has simple Addition-Rotation-eXclusive-or (ARX) and
non-S-box architecture for high performance on both software and hardware
environments. The LEA has 128-bit block size and the word size is 32-bit wise.
Three different security levels including 128-bit, 192-bit and 256-bit are avail-
able. The number of rounds is 24, 28 and 32 for 128-, 192- and 256-bit keys,
respectively. The algorithm consists of key schedule, encryption and decryption
steps.

2.4 Target SIMD Platform: ARM–NEON

NEON engine is a 128-bit SIMD architecture for the ARM Cortex-A series. The
difference between traditional ARM processors and new ARM-NEON proces-
sors is NEON based SIMD architecture. The NEON engine offers 128-bit wise
registers and instruction sets. Each register is considered as a vector of elements
of the same data type and this data type can be signed/unsigned 8-bit, 16-bit,
32-bit, or 64-bit. The detailed instructions for ARX operations are described in
Table 1. A number of general arithmetic operations (e.g., Addition, logical or,
logical exclusive-or) are defined. The SIMD feature provides precise operation in
various vector sizes, performing multiple data in single instruction. With SIMD
features, the NEON engine can accelerate data processing by at least 3X that
provided by ARMv5.

The SIMD implementation can boost previous implementations by using
SIMD instruction sets. In CHES’12, NEON-based cryptography implementa-
tions including Salsa20, Poly1305, Curve25519, and Ed25519 were presented [3].
To improve the performance, the authors provided novel bit-rotation, integra-
tion of multiplication and reduction operations in NEON instructions. In CT–
RSA’13, ARM–NEON implementation of Grøstl shows that 40 % performance
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enhancements than the previous fastest ARM implementation [5]. In HPEC
2013, finite field multiplication is optimized by using a multiplicand reduction
method. Particularly, they used ARM-NEON platform and improved the NIST
curves [4]. In CHES 2014, the Curve41417 implementation adopts 2-level Karat-
suba multiplication in the redundant representation [2]. In ICISC 2014, Seo et
al. introduced a novel 2-way Cascade Operand Scanning (COS) multiplication
for RSA implementation, which avoids the pipeline stall problems [16,17]. In
ICISC 2015, Seo et al. introduced an efficient modular multiplication and squar-
ing operations for NIST P-521 curve, which combines Karatsuba algorithm and
modular reduction efficiently [18]. Recently, Ring-LWE implementation is also
accelerated by taking advantages of NEON instructions [9].

2.5 Previous Implementations of LEA on ARM–NEON

In [6], LEA implementation takes advantages of 32-bit word wise instruction
sets and multiple load/store operations on ARM processor. The implementa-
tion achieved higher performance than AES implementations [10]. In [19], the
first LEA implementation on NEON engine is suggested, which accelerates the
performance of LEA encryption in SIMD instructions. For performance enhance-
ments, the interdependency between each instruction set is removed and multi-
ple operations are performed in parallel way. In [20], several new techniques to
improve the LEA block cipher in parallel way further were studied. The author
suggested the efficient combination of ARM and NEON instruction sets, which
fully utilizes both instruction sets. Another line of study is side channel attack.
In [8], Kim and Yoon performed the first experimental result of power analysis
attacks on LEA implementation on FPGA boards. They perform the correlation
power analysis (CPA) based on a linear relationship between measured power
consumption and an intermediate value. The attack showed that the straightfor-
ward implementation of LEA is very vulnerable to CPA. In [7], Jap and Breier
proposed a Differential Fault Analysis attack on LEA. By injecting random bit
faults in the last round and penultimate round, they were able to recover the
secret key by using 258 faulty encryptions in average. The works showed that
LEA implementation should consider the countermeasures against side channel
attacks. However, previous works mainly concerned on high-speed implementa-
tion rather than secure implementation. By considering the importance of secure
LEA implementation, we need to further study on secure implementations of
LEA. In this paper, we propose the several new techniques to ensure the high
security of LEA block cipher in SIMD architecture. The proposed countermea-
sures are not limited to the LEA block cipher but they can be applied to the
other block ciphers including SPECK and SIMON with simple modifications.

3 Proposed Method

In this paper, we propose new secure design of LEA implementation against fault
injection attack. The target platform (ARM–NEON) supports 128-bit vectorized



8 H. Seo et al.

instruction sets. We implement the LEA operations in 32× 4 vector type, which
performs one 32-bit wise operation for four 32-bit data sets. To ensure security
against fault injection attack, we construct the intra-instruction redundancy
in SIMD architecture. In the 32 × 4 vector type, we put four different word
types including random number generator (RNG), redundant random number
generator (RRNG), plaintext (W ), and redundant plaintext (RW ). First, the
random number is generated through LEA encryption with counter mode of
operation [13], performing the main LEA encryption. In every encryption, the
random number is used to randomly shuffle the intermediate results in the NEON
register. Second, the duplicated random number (RRNG) is placed in second
word slot. After the encryption, the original random number and duplicated
random number are compared to check whether the target platform is attacked
by adversaries or not. Third, the original plaintext (W ) is stored in one word
slot. Lastly, the duplicated plaintext (RW ) is placed in last word slot. After
the encryption, the original plaintext and duplicated plaintext are compared to
check whether the target platform is attacked by adversaries or not. With above
data packet setting, we established the secure LEA implementation as follows.

Parameter Loading → Message Duplication →
Message Shuffling #1 → Round Function #1 → · · · →
Message Shuffling #24→Round Function #24→Last Message Shuffling

First, we loaded all parameters including random number generator seed and
plaintext from the memory to the NEON register. Among them, the loaded
plaintext is duplicated and stored into redundant plaintext. In the 32-bit ARM
register, we load 32-bit random number. Afterward, the message is randomly
shuffled with the random number. The process also shuffles the round key, which
ensures the correct round keys for encryption. When both message and round
key are properly shuffled, the round function is performed. For optimized ARX
operations for LEA encryption, we follow the implementation techniques covered
in [20]. The combination of message shuffle and round function steps perform 24
times to complete the 128-bit LEA encryption. Lastly, the shuffled results are
reordered in last message shuffle step.

The detailed message shuffle step is described in Fig. 1. First, we generate
the shuffled message by using swap instruction. Afterward, both original and
shuffled messages are masked with random number bit (rb). Depending on the
random bit (rb), we generate two different mask words (0−rb, 232−1⊕(0−rb)).
When the random bit is set to 1, it generates mask words (232−1, 0). Otherwise,
it generates opposite mask words (0, 232 − 1). After the mask operation, only
one message format maintains the value. Afterward, we perform OR operation to
choose and output one message format.

The detailed message shuffling codes are described in Algorithm 1. In Step 1,
the random number (r4) is rotated to right by 1. This always keeps the random
number bit fresh during 24 rounds. In Step 2–3, we extract the least significant
bit and subtract the zero with the bit to generate the value (0 or 232 − 1). In
Step 4, the output of previous step is exclusive-ored with 232 − 1. In Step 5, the
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RNG RRNG W RW

RNG RRNGW RW

(1) swap

(2) mask

(2) mask
(3) or (4) output

Fig. 1. Intra-instruction redundancy with random number generation and mask tech-
nique, where RNG: random number generator, RRNG: redundant random number
generator, W : plaintext in word, RW redundant plaintext in word

Algorithm 1. Message shuffling in ARM–NEON, where r4: random number,
r5: current state, r8: zero, r9: 232 − 1, q0–q3: plaintext

1: ror r4, r4, #1

2: lsl r6, r4, #31

3: sub r6, r8, r6, lsr #31

4: eor r7, r9, r6

5: eor r5, r5, r6

6: vmov q4, q0

7: vmov q5, q1

8: vmov q6, q2

9: vmov q7, q3

10: vswp d0, d1

11: vswp d2, d3

12: vswp d4, d5

13: vswp d6, d7

14: vdup.32 q12, r6

15: vdup.32 q13, r7

16: vand q0, q0, q12

17: vand q1, q1, q12

18: vand q2, q2, q12

19: vand q3, q3, q12

20: vand q4, q4, q13

21: vand q5, q5, q13

22: vand q6, q6, q13

23: vand q7, q7, q13

24: vorr q0, q0, q4

25: vorr q1, q1, q5

26: vorr q2, q2, q6

27: vorr q3, q3, q7

current random bit is exclusive-ored with current state register (r5). The current
state register is used to track the current state of shuffling in the message and
perform the last message shuffling. In Step 6–9, the plaintext is duplicated from
the NEON registers (q0–q3) to other registers (q4–q7). In Step 10–13, the lower
and higher values in the register are exchanged. In Step 14–15, the mask bits
(r6, r7) are duplicated to the NEON registers (q12, q13). The NEON registers
can retain two states [(0, 2128 − 1) or (2128 − 1, 0)]. In Step 16–23, the plaintext
and shuffled plaintext are masked with mask registers. Lastly both plaintext
registers are combined together in Step 24–27 to generate the output.

After 24 times of message shuffling and round function, the results are shuf-
fled again to be aligned. In Step 1, the opposite state of current state (r5)
is stored into register (r7). In Step 3–6, the plaintext is duplicated from the
NEON registers (q0–q3) to the other registers (q4–q7). In Step 7–10, the lower
and higher values in the register are exchanged. In Step 11–12, the mask bits
(r6, r7) are duplicated to the NEON registers (q12, q13). In Step 13–20, the
plaintext and swapped plaintext are masked with mask registers. Lastly both
plaintext variables are added together in Step 21–24.
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Algorithm 2. Last message shuffling in ARM–NEON, where r5: current state,
r9: 232 − 1, q0–q3: plaintext

1: eor r7, r9, r5

2: mov r6, r5

3: vmov q4, q0

4: vmov q5, q1

5: vmov q6, q2

6: vmov q7, q3

7: vswp d0, d1

8: vswp d2, d3

9: vswp d4, d5

10: vswp d6, d7

11: vdup.32 q12, r6

12: vdup.32 q13, r7

13: vand q0, q0, q12

14: vand q1, q1, q12

15: vand q2, q2, q12

16: vand q3, q3, q12

17: vand q4, q4, q13

18: vand q5, q5, q13

19: vand q6, q6, q13

20: vand q7, q7, q13

21: vorr q0, q0, q4

22: vorr q1, q1, q5

23: vorr q2, q2, q6

24: vorr q3, q3, q7

W#1 RW#1 W#2 RW#2

W#3 RW#3 W#4 RW#4

Fig. 2. Intra-instruction redundancy without random number generation, where W :
plaintext in word, RW redundant plaintext in word

For one encryption, we need 24 random bits for 24 times of message shuffling.
In our implementation, we generate 128-bit random number with 128-bit LEA
implementation. One time of random number generation can cover 4 times of
LEA encryption. To accelerate the performance, we perform 2-way encryption
techniques. First, we generate the random number with message packet described
in Fig. 1. This mode only performs one encryption per computation. Afterward,
we perform the encryption only mode as described in Fig. 2. This mode performs
four encryptions per computation. The message packet consists of plaintext and
redundant plaintext.

The detailed descriptions of 2-way encryption are described in Algorithm3.
In Step 1, we calculate the number of messages. When the number of message is
equal or larger than 4 128-bit messages, we perform one encryption with random
number generator and four encryption without random number generator in Step
3–6. If the message size is not long enough, we only perform the encryption with
random number generator as described in Step 7–9. Finally, in Step 10, we output
the ciphertext.
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4 Evaluation

For performance evaluation, we selected the ARM Cortex-A9 board, which is
32-bit processor with L1 cache and L2 cache. The board is widely used in mini
computers such as PandaBoard/Odroid development platforms. Particularly, our
target platform supports quad-core operated at 1.4 GHz and NEON engine. The
program codes are written in assembly language and compiled with NDK android
library. The performance is measured in system time function.

Algorithm 3. 2-way encryption, where ENC1 : 1 encryption with random
number generation, ENC2 : 4 encryptions only
Require: Plaintext P , Length of plaintext L (in bytes)
Ensure: Ciphertext C
1: N ← �L/16�, T ← 0
2: while N do
3: if N ≥ 5 then
4: C[T ] ← ENC1(P [T ])
5: C[T + 1 : T + 4] ← ENC2(P [T + 1 : T + 4])
6: N ← N − 5, T ← T + 5
7: else
8: C[T ] ← ENC1(P [T ])
9: N ← N − 1, T ← T + 1

10: return C

The comparison results are drawn in Table 2. In [6], the LEA implementation
on ARM instruction sets achieved the 20.06 cycle/byte. This implementation
does not take advantages of NEON instruction sets. In [20], the performance
is improved by taking advantages of barrel shifter instruction. The technique
optimizes the rotation overheads and enhances the performance by 13.8% for
ARM platform. In terms of NEON instruction, the parallel LEA implementa-
tion achieved the 10.06 cycle/byte in [19]. The works used several optimization
techniques such as efficient ARX instructions in NEON and pipelined imple-
mentations. In [20], the author further improved the performance of LEA imple-
mentation. First, they suggested the compact round key access techniques. The
method reduces the required registers for round keys and increases the number
of plaintext for encryption in each round. Second, ordinary format is efficiently
converted into SIMD format with transpose and swap instructions. With these
techniques, NEON implementation is improved by 15.5%. Third, the ARM and
NEON instruction sets are finely integrated together, which hides the latency
for ARM instruction into NEON instruction. The results achieved the 20.4%
performance enhancements than [19].

However, previous implementations only achieved the highest performance.
For practical usages, the implementation should be secure against side channel
attacks. In this paper, we presented new fault injection attack countermeasures



12 H. Seo et al.

Table 2. Comparison of LEA implementations on ARM–NEON architectures in terms
of execution timing (c/b: cycle/byte) and security against fault attack

Method Speed(c/b) Instruction Fault Attack
Hong et al. [7] 20.1 ARM Insecure
Seo et al. [20] 17.3 ARM Insecure
Seo et al. [19] 10.1 NEON Insecure
Seo et al. [20] 8.5 NEON Insecure
Seo et al. [20] 8.0 ARM–NEON Insecure
Proposed Method ver 1 99.0 NEON Secure
Proposed Method ver 2 50.4 NEON Secure

in NEON instruction set. The countermeasure adds some overheads to the imple-
mentation and we achieved 99.0 cycles/bytes for secure LEA implementations on
ARM–NEON platform. For better performance, we used 2-way encryption tech-
nique, which improved the performance by 49.1 % and requires 50.4 clock/byte.

In terms of security model, we tested several different fault attack scenario
studied in previous works as follows [12].

– Random Word: The adversary has no control on the number of faulty bits.
The adversary can only create random faults in the target word (32-bit).

– Random Byte: The adversary can tune the fault injection to randomly
affect a single byte of the 32-bit data.

– Random Bit: The fault injection can be tuned to affect single bit of the
target word.

– Chosen Bit Pair: The adversary can inject faults into two chosen, adjacent
bits of the target word.

In the unprotected LEA implementation, any computation or instruction
fault injection attacks are easily exploited by the adversaries because this unpro-
tected model doesn’t have any countermeasures to prevent the fault injection
attacks. In the previous secure implementation by [12], they suggested the fault
attack countermeasure with bit-slice technique. However, the bitslicing imple-
mentation has many limitations in practice. First, the ARX based block cipher
(LEA, SIMON, and SPECK) cannot be implemented with bitslicing technique
due to non-linear addition operation generating carry bits. Second, the bitslic-
ing is efficient when the word size is small enough. In [12], they used very old
32-bit SPARC processor called LEON3. However, for modern 64-bit processors,
bitslicing is not efficient because the 64 encryptions are required to perform bit-
slicing method and it requires a number of general purpose registers (at least
128 registers for 128-bit block size). Considering that 64-bit INTEL processors
only support 16 64-bit general purpose registers, the bitslicing technique reduces
the performance significantly. Instead of bitslicing, we can accelerate the perfor-
mance significantly with powerful SIMD instruction set. Third, they suggested
the random shuffling technique but they failed to describe how to make it work.
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In the word, bit-wise shuffling imposes huge overheads without the dedicated
bit-wise shuffling instruction but the target platform does not support it. On
the other hand, we fully describe the efficient random shuffling technique using
SIMD instruction set. The proposed technique is generic and can be used for
any modern processors.

In terms of security, the bitslicing is vulnerable to fault injection attacks
on chosen bit pair. If the attacker affects chosen bit pair such as plaintext and
its redundant plaintext, the users cannot figure out the fault injection attacks.
However, our technique is based on word wise computations so two chosen bits
cannot manipulate the two different words and same bit at once.

Moreover, we support the computations from one encryption. This feature
provides high scalability to utilize the encryption mode. For efficient random
number generation and encryption, we also support 2-way encryption mode. For
this reason, our approach is more secure and efficient than previous works on
the modern computers. The detailed comparison results are given in Table 31.

Table 3. Security comparison of proposed method, where RNG: random number gen-
erator, RW: random word, RB: random byte, Rb: random bit, CbP: chosen bit pair,
IS: instruction skip

Method Instruction RNG RW RB Rb CbP IS
Seo et al. [20] SIMD
Patrick et al. [12] Normal
Proposed Method SIMD

5 Conclusion

In this paper, we presented new secure fault attack countermeasures for LEA
block cipher algorithm on representative SIMD architecture, namely ARM-
NEON platform. We achieved the intra-instruction redundancy by using 128-
bit wise NEON registers. This new technique successfully prevent several fault
attack models that is feasible in previous works. Furthermore, we perform the
2-way encryption for high-speed encryption and random number generation.
Finally, we achieved the 50.4 cycle/byte for secure LEA encryption.

The proposed methods improved the security of LEA block cipher on ARM-
NEON platforms. For this reason, there are many future works remained. First,
we can directly apply the fault attack countermeasures to the other ARX block
ciphers such as SPECK and SIMON. Recent works by [11,20] do not consider
the any secure measures proposed in this paper so we can enhance the security
by applying the proposed method. Second, we only explore the ARM-NEON

1 For reproduction of results, the source codes will be public domain in follow-
ing address. (https://github.com/solowal/WISA2017 SCA). The source code is
encrypted with the password (wisa2017).

https://github.com/solowal/WISA2017_SCA
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platform in this paper. However, INTEL processors also provide SIMD instruc-
tions such as AVX and SSE. The functionality of SIMD instructions are very
similar to NEON instructions so we can directly apply the proposed techniques
to other SIMD instruction sets without difficulty.
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Abstract. Previous digital image forensics focused on the low-level fea-
tures that include traces of the image modifying history. In this paper,
we present a framework to detect the manipulation of images through
a contextual violation. First, we proposed a context learning convolu-
tional neural networks (CL-CNN) that detects the contextual violation
in the image. In combination with a well-known object detector such as
R-CNN, the proposed method can evaluate the contextual scores accord-
ing to the combination of objects in the image. Through experiments,
we showed that our method effectively detects the contextual violation
in the target image.

1 Introduction

In the age of high performance digital camera and the Internet, digital images
have become one of the most popular information sources. Unlike text, images
remain an effective and natural communication medium for humans, for their
visual aspect makes it easy to understand the content. Traditionally, there has
been confidence in the integrity of visual data, such that a picture in a newspaper
is commonly accepted as a certification of the news. Unfortunately, digital images
are easily manipulated, especially since the advent of high-quality image-editing
tools such as Adobe Photoshop and Paintshop Pro. Therefore, digital-image
forensics, a practice aimed at identifying forgeries in digital images, has become
an important field of research.

To cope with image forgeries, a number of forensic schemes were proposed
recently. Most of the previous digital image forensics focused on the low level
features that include traces of the image modifying history. They are based on
detecting local inconsistencies such as resampling artifacts [14], color filter array
interpolation artifacts [2], JPEG compression [3], and so on. The pixel photo
response non-uniformity (PRNU) is also widely used for detecting digital image
forgeries [1,6,7]. There are also some methods for detecting identical regions
caused by copy-move forgery [8,16].

Most of the local inconsistency based methods are vulnerable to the general
image processing such as JPEG and GIF compression, white balancing, and noise
addition. On the other hand, high-level features such as lighting condition [10],
c© Springer International Publishing AG, part of Springer Nature 2018
B. B. Kang and T. Kim (Eds.): WISA 2017, LNCS 10763, pp. 16–24, 2018.
https://doi.org/10.1007/978-3-319-93563-8_2
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Fig. 1. Examples of image forgery detection based on contextual violation. (left) The
boat was manipulated on the road, and (right) the lamb was found in the office. The
manipulated parts (areas in the red box) can be detected because these objects caused
contextual violations. (Color figure online)

shading and shadows [11] provide fairly robust clues for the forgery detection
system against the general image processing. In this paper, we present a foren-
sic scheme to detect the manipulation of images through contextual violation
based on high-level objects in target image (See Fig. 1). Relationship informa-
tion between objects in an image is used as a robust feature that is not affected
by general image processing.

Our research proposes a model that can learn the context by learning the
image label combination by spatial coordinate. First, we proposed a context
learning convolutional neural networks (CL-CNN) that detects the contextual
violation in the image. CL-CNN was trained using an annotated large image
database (COCO 2014), and learned spatial context that was not provided by
existing graph-based context models. In combination with a well-known object
detector such as R-CNN, the proposed method can evaluate the contextual scores
according to the combination of objects in the image. As a result, our method
effectively detects the contextual violation in the target image.

2 Context-Learning CNN

In this research, we proposed Context-Learning convolutional neural networks
(CL-CNN) to learn co-occurrence and spatial relationship between object cat-
egories. The proposed CL-CNN provides an explicit contextual model through
deep learning with large image databases. CL-CNN is learned to return a high-
value for the natural (or learned) combination of the object categories, while
it returns low value for strange combinations or spatial contexts of the image
labels.

2.1 Input Data Structure

The process of generating input data is as follows. We used an annotated image
database for object location and category information. Because size of the image
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Fig. 2. Input data structure and encoding process

is too large to be used, the size is reduced to N ×N , where N < height and width
of the input image, to record the position information of the object. The channel
size of the input data structure is the total number of categories to distinguish
each category. The label defined part is padded with 1 value and the remaining
blank area is filled with 0 values.

In this research, we reduced the size of the image to 8 × 8 and chose the
category with 80. The final input data size is 8 × 8 × 80 and the generation
process is shown in Fig. 2.

2.2 CL-CNN Structure

The structure of CL-CNN is as follows (See Fig. 3). It receives input data of
8 × 8 × 80, passes through two convolutional layers, and passes through three
fully connected layer. Then the fully connected layer finally outputs 2×1 vector.
The first value of the output is a score that evaluates how natural the label is in
combination with the category and spatial context, and the second value is the
score that evaluates how the category combination and spatial context of the
label are awkward. The loss function used Euclidian loss L which is defined by

L =
1
2

∑

i

(yi − ai)2, (1)

where y is the output of the CL-CNN, and a is the label of the data sample.

2.3 Dataset Generation

In order to learn the proposed network, it is necessary to acquire a large amount
of datasets. We need to have both a collection of natural labels and a collection
of unnatural labels. Moreover, we also need data that shows both the location
and type of the object. A dataset that meets these criteria is Microsoft COCO:
Common Objects in Context [13]. Microsoft COCO 2014 provides 82,783 train-
ing image sets and label information, and 40,504 validation images and label
information. This can aid in learning detailed object models capable of precise
2D localization and contextual information.

Before we use the dataset, we excluded single-category images since they are
useless for learning contextual information. Thus, we used 65,268 multi-category
images for learning of the CL-CNN. The categories are divided into 80 categories.
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Fig. 3. Overall structure of the context-learning convolutional neural networks

A positive set was constructed using label information of t multi-category images,
as the way described in Sect. 2.1.

We cannot use negative sets based on the existing databases because they
need to learn combinations of unnatural labels that do not actually exist. For this
reason, we generated the negative set in two ways. Negative set 1 was created by
changing the size and position of the object while maintaining the category com-
bination. Negative set 2 was created by selecting the combination of the less cor-
related categories. Figure 4 shows the histogram of the co-occurrences between
object categories. Using the probability P (c1, c2) from the co-occurrence his-
togram, combinations of classes c1, c2, which has which has a low co-occurrence
probability P (c1, c2), was selected to generate a negative dataset. Next, the neg-
ative set 2 was modified by changing the size and position of the object while
maintaining the category combination.

2.4 Network Training

With a simple learning approach, object combination and location shuffled
dataset are trained at the same time. Next, we tested ‘combination and location
shuffling’ and ‘location shuffling’ and obtained the accuracy of 0.97 and 0.53,
respectively. When learning ‘combination and location shuffling’ at the same
time, ‘combination change’ was strongly learned. As a result, learning of the
spatial context was ignored by the over-fitted CL-CNN. Therefore, we need to
improve the learning method so that the ‘location shuffling’ was learned enough.

Therefore, we trained CL-CNN by learning ‘location shuffling’ of object first,
and then fine-tuning the ‘combination and location shuffling’ part sequentially.
We set the learning rate to 0.001 for ‘location shuffling’ and set the learning
rate to 0.00001 for ‘combination and location shuffling’ learning. We also tested
‘combination and location shuffling’ and ‘location shuffling’ and obtained an
accuracy of 0.93 and 0.81, respectively. The test accuracy for ‘location shuffling’
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Fig. 4. Histogram of the co-occurrences between object categories. Negative set was
generated by selecting the combinations of the less correlated categories (e.g. combi-
nations shown in circled regions)

has been greatly improved from 0.53 to 0.81 when compared with the way of
learning at the same time.

3 Detection of Contextual Violation of Target Image

We propose a method to detect the contextual violation of the target image using
CL-CNN. The proposed method operates by combining with the output of the
existing object detector such as [4,5,15]. Among the above methods, we solved
the object detection task based on Faster R-CNN [15]. Using object detection
results and probability values, we proposed a system that detects objects that
are most inappropriate in the image context. The proposed method is described
as follows.

Step 1. Extract objects from the suspicious image: Let I be a suspi-
cious image. Using the image object detector, we extract the area of the object
in the image and calculate the category score in each area as follows:

Pri(c) = F (I), (2)

where the function F (·) is the region-based object detector such as Faster R-
CNN [15] for a single input image I. P ∈ [0, 1]R×C is the probability of the each
object class c from the detected region ri. Figure 5 shows sample of the object
detection result and its details (Fig. 6).

Step 2. Generate input sets for CL-CNN: After extracting objects from
the image, candidates for the contextual violation check were selected by:

P = {(ri, c) : Pri(c) > τi} (3)

where τi is selection threshold for the raw output. If Pri < τi, the corresponding
object region ri is not used. For example, when τi = 0.7, three candidates: lamb,
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Fig. 5. Step 1. Extract object region and calculate category score using the object
detector such as Faster R-CNN [15].

Fig. 6. Generate input sets for CL-CNN

keyboard, and mouse, are selected in the sample image in Fig. 5. Then, input
sets Si for CL-CNN is generated by:

Si = P\{(ri, c)} (4)

where P\{x} denotes the set P excluding the element x.
Step 3. Evaluate context score of the inputs: Each input sets Si is

passed to CL-CNN to generate a result value vector.

î = argmax
i

[C(Si)], (5)

where return value of the function C(·) denotes the positive output value of the
CL-CNN. Before calculating C(·), the input Si is converted according to the
input data structure described in Sect. 2.1. Since Si is the set P excluding the
element ri, the object class c from the region rî is the most unlikely object in
the context of the target image I. Therefore, î indicates the index value of the
region that may cause the contextual violation.

In addition, we should consider the case where there is no contextual violation
in the suspicious image. In order to reduce false positive error, we should check
whether C(Sî) value is larger than user defined threshold τo.

{
Forgery detected: if C(Sî) > τo,
No detection: otherwise. (6)

We use value 0.8 for τo. In addition, there may be cases where multiple objects
are forged. In this case, we can solve the above problem by checking at the top
n results of the Eq. (5).
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4 Experimental Results

For the experiment, we used sample images collected from the Microsoft COCO:
Common Objects in Context [13] as described in Sect. 2.3. The implementation
of CL-CNN is based on Caffe library [9].

Experimental results for natural image (positive set) and forged image (neg-
ative set) are shown in Figs. 3 and 4. The natural images are from COCO 2014
test database. Since no manipulation was detected, we showed output value with
the CL-CNN input contained all the object sets P extracted by the detector.
For natural image, the average output value was 0.98 or higher. For instance, a
combination of vases, indoor tables and chairs is the frequently observed com-
bination in the COCO dataset, so all of them are judged as natural objects
as shown in Fig. 7(a). Note that, the appearance rate of people in the training
dataset was high, so that an image with some people is tended to evaluate pos-
itively by CL-CNN. Therefore, we can see that the output values are somewhat
large as shown in Fig. 7(b) and (c).

On the other hand, we made some forged images with arbitrary combination
of object classes (See Fig. 4). In Fig. 8(a), a manipulated boat with surrounding
cars and trees causes contextual violation. We confirm that the ‘naturalness of
the image’ is better when the boat is removed.

However, our framework has some limitations. For example, a cow is manip-
ulated beside a kite in Fig. 8(c). However, in our method, the information that

(a) C(P) = 0.970 (b) C(P) = 0.998

(c) C(P) = 0.992 (d) C(P) = 0.973

Fig. 7. CL-CNN results with natural image input. The average output value was 0.98
or higher.
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(a) C(P) = 0.224 (b) C(P) = 0.365

(c) C(P) = 0.035 (d) C(P) = 0.088

Fig. 8. CL-CNN and forgery detection results with manipulated images. The object in
the red box was detected as a manipulated object. (Color figure online)

a cow is in the sky is lost during the object detection step. Therefore, both cow
and kite are judged to be inappropriate for the image. In Fig. 8(d), horse and
baseball bat were manipulated, but only the baseball bat was selected as the
awkward object. In this case, other forgery detector such as [2,3,14] combined
with our method to improve the detection accuracy.

5 Conclusion

In this study, we proposed a model (CL-CNN) that can provide a contextual prior
by directly learning the combination of image labels. The trained model provides
contextual prior based on convolutional neural networks. In combination with a
well-known object detector such as R-CNN [5], the proposed method can evaluate
contextual scores according to the combination of objects in the image.

However, the region-based object detector used in this study ignores the
background parts, so the context between the object and background cannot
be directly evaluated. Therefore, we plan to enhance the accuracy of the study
by combining the deep learning based on scene classification such as [12,17]. In
addition, we will improve the model to give more robust and accurate results,
with a bit more attention to the generation of negative sets.
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Abstract. Collusion attack is one of the techniques used for unautho-
rized removal of embedded marks. In this paper, we propose a robust 3D
mesh fingerprinting scheme for an anti-collusion code. In contrast to the
existing robust mesh watermarking which provides unsuitable primitives
for anti-collusion code, the proposed method has well-operated capac-
ity to carry the anti-collusion fingerprint code. In order to minimize
the detection error, we also modeled the response of the detector and
herein present optimized thresholds for our method. Based on the exper-
iments, the proposed method outperformed conventional robust mesh
watermarking against collusion attack in all cases.

1 Introduction

Recently, the demand for 3D mesh watermarking has increased due to the emer-
gence of low-cost 3D printers. On the other hand, copyright issues will inevitably
occur with the expansion of 3D model sharing platforms such as Thingiverse,
Pinshape, and Sketchfab. To cope with the current situation, digital watermark
can be used to determine authorship when a copyright dispute occurs [8], and
can be used as a fingerprint to track a distribution path when a prototype in
the hands of only a few people is leaked. Digital watermarking is the process
of hiding digital information in a noise-tolerant signal such as multimedia data.
Furthermore, digital watermarking could be utilized as an active component of
an automatic system to regulate unauthorized users in a content sharing environ-
ment. For this purpose, the 3D model watermark should be covertly embedded
into the 3D model content before distribution. In addition, the embedded water-
mark has to resist possible attempts to infringe the copyright.

Collusion attack is one of the main techniques used for unauthorized removal
of embedded marks [3]. Attackers can exploit different versions of the finger-
printed content to estimate the original content. Moreover, a simple averaging
process of some different protected contents can be used to disable detection of
the embedded pattern. To cope with collusion attacks, two categories of coun-
termeasure techniques were previously researched. The first technique works by
pre-warping at the signal-processing level, so that each copy of the multimedia
content is varied in a slightly different way [4,17]. However, in the case that the
method fails to protect against collusion attack, it cannot provide information
c© Springer International Publishing AG, part of Springer Nature 2018
B. B. Kang and T. Kim (Eds.): WISA 2017, LNCS 10763, pp. 25–35, 2018.
https://doi.org/10.1007/978-3-319-93563-8_3
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useful for tracking the attackers. The second countermeasures are based on the
averaging-resilient fingerprint, which theoretically guarantees robustness against
a number of attackers [3,9,14,16,20]. In contrast to pre-warping based methods,
the anti-collusion based techniques work passively by providing explicit clues for
tracking the attackers.

In this paper, we report our design of a mesh watermarking algorithm based
on a mesh Laplacian matrix [2]. We used two anti-collusion fingerprint code
system: one is based on the group-divisible partially balanced incomplete block
design (GD-PBIBD) [9], and another one is based on Tardos’s fingerprint code
[15]. By modeling the detector response of the proposed method, we theoretically
determined a threshold to minimize the detection error. As a result of our tests,
we experimentally demonstrate that the proposed method does not lose recipient
information during collusion attack.

The rest of this paper is organized as follows. Section 2 explains the details of
the proposed method. To demonstrate the performance of the proposed scheme,
we tested our method with mesh benchmark sets, and report the results in
Sect. 3. In Sect. 4, the conclusions are presented.

2 Proposed Method

The main assumption for designing the anti-collusion fingerprint codes is that
the averaging attack of the anti-collusion code has the same effect as a bitwise
AND operation of every bit position. Therefore, the embedded bit information
has to be zero for the averaging attack when each bit from each colluded work
is different. However, conventional robust mesh watermarking methods such as
[1,5,8,12,19] did not consider this aspect. Moreover, anti-collusion fingerprint
code requires relatively a number of payloads in many cases, so that the existing
mesh watermarkings are not suitable to carry anti-collusion fingerprint codes.
In contrast to the existing robust mesh watermarking, our proposed method has
sufficient capacity to carry the anti-collusion fingerprint code.

Unlike the image and video watermarking described in [10,16], each vertex of
a 3D mesh model is non-uniformly sampled, so that the spatial structure of the
mesh is not suitable for utilizing fingerprint codes. Alternatively, we can divide
the mesh into disjoint bands in the frequency domain and embed a watermark in
them. To perform the frequency analysis, we use a technique called mesh spectral
analysis [11] that can be considered a principal component analysis of the shape.
We now describe each step of watermark embedding and detection in detail.

2.1 Watermark Embedding Algorithm

The spectrum of a 3D mesh is computed from connectivity and coordinates of
vertices of the mesh. Eigenvalue decomposition of a mesh Laplacian matrix is
required to produce spectral coefficients. For the Laplacian matrix, we employed
a mesh Laplacian matrix proposed by Bollobás [2], referred to as the Kirchhoff
matrix. The Kirchhoff matrix K is defined as follows:

K = D − A, (1)
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where D is a diagonal matrix of which an element is defined by a degree of
each vertex, and A is an adjacent matrix of the mesh of which elements ai,j

are equal to ‘1’ if vertices i and j are adjacent, and otherwise ‘0’. A mesh M

with m vertices produces a Kirchhoff matrix K of size m×m, and its eigenvalue
decomposition may be described as follows:

K = UΛUT , (2)

where Λ is a diagonal matrix composed of the m eigenvalues λi in ascending
order, and U is a unitary matrix composed of the m-dimensional normalized
eigenvectors.

The Laplacian eigenvector basis is used to perform an orthogonal decompo-
sition of a function. The spectra of the mesh are obtained by projection of the
vector according to the Laplacian basis, as indicated in the following equation.

c = UT x, (3)

where c = (c1, c2, ..., cm)T is a spectral coefficient of input mesh, and x is a
vector of the vertices of the mesh.

We generate a watermark pattern using a ‘group-divisible partially balanced
incomplete block design’ (GD-PBIBD) [7]. Using a generator proposed by InKoo
et al. [9], the generated code set is defined as an N × R binary matrix N in
which a column represents a unique fingerprint code for each user, and where
N is the length of each fingerprint code. The generated fingerprint code set N
for R = s2(p−1) recipients can protect cover work from n attackers (=s − 1).
Detailed information can be found in [7].

For the u-th recipient, we obtain u-th column vector yu from the generated
fingerprint code set N . Each binary value ‘0, 1’ from yu is encoded into two
symbol vectors s0, s1 with same length L, then we obtain a watermark sequence
w with length N ·L. We use zero value vectors for symbol vector s0. For symbol
vector s1, we use a pseudo-random sequences with positive values generated by
a watermark key.

We embed the generated pattern w by changing the amplitude of the spectral
coefficient vector c. First, we determine a frequency band for watermark embed-
ding by selecting a start index i0 of the coefficient vector. The watermarking
process is computed using the following equation:

c′
(i+i0)

= c(i+i0) + α · wi · |c(i+i0)|, (4)

where 1 ≤ i ≤ (N · L), and α is the strength of the watermark (α > 0). Here, ci

and wi denote the i-th index of c and w, respectively. The watermarked mesh
is obtained by combining the Laplacian basis U with coefficient c′ as in the
following equation.

x′ = Uc′, (5)

where x′ is a vector of the reconstructed vertices for the watermarked mesh
model.
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2.2 Watermark Extraction

Detection of the Embedded Watermark. We designed the proposed
collusion-resilient watermarking based on informed-detection watermarking that
requires a reference mesh. For the watermark extraction, we first obtained a spec-
tral coefficient vector c∗ = (c∗

1, c
∗
2, ..., c

∗
n)T and c from the suspicious mesh M

∗,
and reference mesh M using the method described in the embedding section.
Then, we calculated the residuals vector r∗ by subtracting c∗ from c.

We obtain two-dimensional vector s∗ = (s∗
1, s

∗
2, ..., s

∗
N ) from r∗, where

s∗
j = (r∗

i0+Nj +1, ..., r
∗
i0 +N(j +1)). (6)

Then, we determined whether the suspicious model was watermarked or not
as follows: {

Watermarked : if
∑

j corr(s∗
j , s1)/N > τw

n ,

No watermark : otherwise.
(7)

where 1 ≤ j ≤ N , and s1 is the symbol vector used in the embedding step, and
n is the number of attackers that can be covered by the code set N. Here, τw

is a threshold to minimize a false-positive rate (<10−5) that was determined
by experiment without any collusion attack. Because the embedded signal could
be attenuated by 1

n (in the worst case), τw must be adjusted by the maximum
number of attackers to avoid false-negative error. The function term corr(r, s)
denotes the normalized correlation calculated as in the following equation:

corr(r, s) =
(r − r) · (s − s)
‖r − r‖ · ‖s − s‖ , (8)

where the bar above a symbol denotes the mean value. When the sum of correla-
tion values is smaller than τw

n , we reject the suspicious model as a watermarked
model whether the extracted code is attacked or not.

Colluder Accusation. To detect bit information ‘1’, detector response ψ was
derived using the embedding signal (Eq. 4),

ψj =
α(c∗

j · s1)
|s∗

j |
, (9)

where 1 ≤ i ≤ nc, and c∗
j is the corresponded vector of s∗

j . Based on ψ, we
reconstruct the fingerprint y∗ based on the embedding equation as follows:

y∗
j =

{
1 : if ψj > τb,
0 : otherwise. (10)

where y∗
j denote the j-th index of y, and τb is a threshold to minimize the error

rate (discussed in Sect. 2.3).
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When we suspect that the extracted fingerprint has been attacked, we exam-
ine the extracted fingerprint y∗ using the code set N. The averaging attack on
the binary sequences can be considered the logical AND of the fingerprint codes
[16]. Using the GD-PBIBD code, we can find the pirates by comparing the bit
position of a result sequence whose value is ‘1’ with all columns in the code set
N. Therefore, we designed an examination process:

v∗ = NT y∗, (11)

where v∗ is a vector of which the index indicates each recipient. By normalizing
and applying a floor function to each value of v∗, we obtain vector v′ as follows:

v′ =
{

1 : if v∗
|y∗| = 1,

0 : otherwise.
(12)

Using the vector v′, we decided whether the extracted code w∗ was attacked
or not. If |v′| = 1 then w∗ was not attacked by pirates. In contrast, if |v′| > 1
then |y∗| indicates the number of attackers, and values from v′ demonstrate
explicit clues for tracking the attackers.

2.3 Detector Response Modeling and Error Minimization

To reflect the statistical characteristics of the actual noise and interference, the
threshold τb has to be controlled to minimize the bit error ratio. In this section,
we model a distribution of the responses from the extracted bit, and determine
τb by analyzing the proposed model.

The averaging attack of the anti-collusion code has the same effect as a
bitwise AND operation of every bit position. Therefore, bit information ‘1’ can
survive during the averaging when ‘0’ was not exist in the same bit position
of the attacker’s code. The probability of ‘1’ from the code set N is n−1

n [7],
where n denotes the number of attackers covered by N. After the collusion
with n attackers, the expected value of bit information ‘1’ can be modeled as a
binomial distribution as E(n) =

∑n
k=0

(
n
k

)
1
n

k(1 − 1
n )n−k, where k is the number

of the ‘1’ bit in the same position of the attacker’s code.
To reflect the statistical characteristic of the actual noise and interference,

the detector response ψ was modeled as a mixture of the Gaussian distribution.
Similar to E(n), the embedded signal is attenuated by the number of attackers
(n). Therefore, the distribution of the attenuated signal of bit ‘1’ can be modeled
as

Ψ(x|n, σ) =
n∑

k=0

((
n

k

)
1
n

k

(1 − 1
n

)n−k · f(x|k
n

, σ2)
)

, (13)

where f(x|μ, σ2) denotes the probability density function of the Gaussian distri-
bution, and σ = ||α||2/σ2

d is determined by the watermark-to-noise-ratio (WNR)
where σ2

d is the strength of the additive noise. Figure 1 shows simulated plots of
Ψ(x|n, σ), where n = 8 and σ = 0.1. To verify the proposed model in Eq. 13, we
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Fig. 1. (a) Plot of the proposed model Ψ ′(x|n, σ) where n = 8, and σ = 0.1, (b)
Histogram of the detector responses obtained from the 1000 sample models (n = 8,
σ = 0.1), and (c) obtained τb using Eq. 14 with various σ, n values. (Color figure online)

Fig. 2. Comparison between the original and the watermarked model: (a) original
Bunny model, (b) watermarked model, (c) strongly watermarked model

measured the detector response from 1000 sample models with the same param-
eters (n = 8, σ = 0.1). As a result of the tests, Fig. 1(b) shows a histogram of
the measured responses that has structure very similar to that of the proposed
model (Fig. 1(a)).

Using the model Ψ , we determine the threshold τb by minimizing the code
extraction error as follows:

τb = minimize
t

(e1 + e2) , (14)

where e1 and e2 are false positive error and false negative error, respectively.
Each error probability was derived from Ψ by e1 =

∫ t

0

(
1
n

)n · f(x|1, σ2)dx, and

e2 =
∫ ∞

t

∑n−1
k=0

((
n
k

)
1
n

k(1 − 1
n )n−k · f(x| k

n , σ2)
)

dx.
Figure 1(c) shows τb values for various σ and n by solving Eq. 14. For instance,

τb (=0.9378) for the test environment n = 8, σ = 0.1 is presented as a red line
in Fig. 1(b).
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Fig. 3. Sample distortion maps of the watermarked meshes with MRMS = 0.02%: (a)
Bunny, (b) Cow, (c) Ramesses, and (d) Venus.

Fig. 4. Comparison test results with collusion attack

3 Experimental Results

To assess the proposed scheme, we tested its robustness against collusion attacks.
Experiments were carried out on six triangular mesh models from 3D mesh
watermarking benchmark project [18]: Bunny, Rabbit, Venus, Horse, Cow, and
Ramesses. We used the fingerprint code set constructed by [9] with parameters
(72, 81, 9, 8, 0, 1), which could protect the model against n = 8 attackers. The
watermarking algorithm was implemented in MATLAB 2012b using the mesh
toolbox [13]. The geometric distortion was measured using maximum root mean
square error (MRMS) [6].

Figure 2(b) shows the watermark with MRMS = 0.02% (α = 0.05), and no
visual difference can be perceived between Fig. 2(a) and (b). In addition, we
embedded the watermark with high strength factor (α = 0.5) to show the visual
shape of the watermark (MRMS = 2%). The embedded watermark appears as
noise strongly represented on certain areas of the model’s surface. In addition,
Fig. 3 illustrates the distortion maps which represents the HSV maps of the
geometric objective distortions between the original and the watermarked meshes
based on the hausdorff distance [6].

The experiments were divided into two test environments: (1) collusion attack
test with a variety of compared methods, and (2) robustness test with collusion
and noise addition attacks. To compare our method against the performance
of a conventional scheme, we used a variety of robust watermarking methods
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as follows: Ohbuchi et al. [12], and Cho et al. [5]. Similar to our method, the
method of Ohbuchi et al. [12] is based on the mesh spectral decomposition.
The method of Cho et al. [5] embedded a watermark pattern by modifying the
statistical features of the vertex norm. Anti-collusion codes were adopted not
only our method but also the compared methods [5,12].

In the experiments, we generated 81 watermarked models by embedding a
fingerprint code for each recipient of the models. Then collusion attacks were
performed 100 times using a set of randomly selected watermarked models for
each iteration. For the collusion attack for our tests, we averaged a set of selected
models and obtained one attacked model. We also conducted experiments by
varying the number of selected models k (1 ≤ k ≤ 8). Robustness for collusion
attack was evaluated by the number of times that tracing all attackers was
successful.

Figure 4 shows the experimental results of collusion attack of the proposed
method, Ohbuchi et al. [12], and Cho et al. [5]. In this figure, Cho-mean and
Cho-var indicate the first and the second method of Cho et al., respectively. The
proposed method perfectly found attackers for every attack when the number
of attackers was 1–7, and it also performed well when the number of attackers
was ‘8’. In contrast, Cho-mean and Ohbuchi et al. did not trace attackers for
all attacks when the number of attackers was two or more. Cho-var also did not
work when the number of attackers was three or more. The results showed that
proposed scheme was much more robust against collusion attack compared to
the conventional schemes.

Figure 5 shows robustness to the combination of noise addition and collusion
attack. We added Gaussian noise N (0, σ) to the averaged model, where σ =
0.1, 0.01, 0.001, or 0.0001, and traced the attackers using the proposed detector.
The performance of the proposed method for the noise strength σ < 0.001 was
as good as the result for σ = 0, and the results in cases with σ = 0.001 was also
acceptable. On the other hand, in the experiments with strong noise (σ ≥ 0.01),
the accuracy of our method decreased. Therefore, the result shows that the
proposed method was robust to the combination of a small amount of added
noise and collusion attack.

In addition, we also conducted tests for the proposed watermarking based on
the Tardos code. First, we used a parameter set (ε = 0.1, c = 3, length = 2072)
to generate the fingerprint code matrix. We added Gaussian noise N (0, σ) to
the averaged model, where σ = 0.01, 0.001, or 0.0001, and traced the attackers
using the proposed detector. The accuracy of the proposed method for the small
noise σ < 0.001 was 95% accuracy with n = 2. However, in the tests with strong
noise (σ ≥ 0.01), the accuracy of our method was not acceptable (under 30%
accuracy with n = 3). Compared to the GD-PBIBD based scheme, Tardos’s
code based scheme requires more bit capacity to carry the fingerprint code. This
aspect results reduction in the ratio between imperceptibility and robustness for
the fingerprinting scheme. Although Tardos’s fingerprint code outperforms the
other anti-collusion codes in many applications, it does not work well in some
cases of the mesh fingerprinting such as the high number of accused users.
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Fig. 5. Accuracy of the proposed method with collusion attack and noise addition

4 Discussion and Conclusion

The main contribution of our work is a collusion resilient watermark based on
the anti-collusion fingerprint code. In contrast to the existing robust mesh water-
marking, our proposed method has sufficient capacity to carry the anti-collusion
fingerprint code. In order to minimize the detection error, we also modeled the
response of the detector and presented optimized thresholds for our method.
Based on experiments with a public benchmark, the proposed method outper-
formed the conventional robust mesh watermarking in all cases.

Nowadays, the demand for 3D mesh watermarking has increased due to the
emergence of low-cost 3D printers. On the other hand, copyright issues will
inevitably occur with the expansion of 3D model sharing platforms such as
Thingiverse, Pinshape, and Sketchfab. In spite of various watermarking methods,
mesh watermarking techniques resilient to collusion attack were rarely consid-
ered. Therefore, we believe that the proposed method can give advantages to
our industry as well as the academic society.
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6 Appendix

In this appendix, we focus on mathematical derivation, in order to provide the
threshold value τb illustrated in Fig. 1(c). From Eq. 14, τb is value that makes
the derivative of e1 + e2 by t to be zero.

de1
dt

=
(

1
n

)n

· f(t|1, σ2) (15)

de2
dt

= −
n−1∑
k=0

((
n

k

)
1
n

k

(1 − 1
n

)n−k · f(t|k
n

, σ2)
)

(16)
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Substitute
(
n
k

)
1
n

k(1 − 1
n )n−k to αk for k = 1 to n.

de1 + de2
dt

= αn · f(t|1, σ2) −
(

n−1∑
k=0

αk · f(t|k
n

, σ2)

)
(17)

=
1√
2πσ

·
(

αn · e− (t−1)2

2σ2 −
(

n−1∑
k=0

αk · e− (t− k
n

)2

2σ2

))
(18)

=
1√
2πσ

e− t2

2σ2 ·
(

αne
2t−1
2σ2 −

(
n−1∑
k=0

αke

2k
n

t− k2

n2
2σ2

))
(19)

Substitute e
t

nσ2 to x and αke− k2

2n2σ2 to βk for k = 1 to n.

=
1√
2πσ

e− t2

2σ2 ·
(

βnxn −
n−1∑
k=0

βkxk

)
(20)

Therefore, the value τb that minimizes e1 + e2 can be derived from solving fol-
lowing polynomial of degree n.

βnxn −
n−1∑
k=0

βkxk = 0 (21)

Finally, we can get τb by using solution of (Eq. 21)

τb = n · σ2 · ln (x) (22)
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Abstract. The shortest vector problem (SVP) and the shortest inde-
pendent vectors problem (SIVP) are two famous problems in lattices,
which are usually used to evaluate the hardness of some computational
problems related to lattices. It is well known that the search-SVP is
equivalent to its optimization version. However, it seems very difficult to
prove the equivalence between search-SIVP and optimization-SIVP. In
this paper, we revisit the Successive Minima Problem (SMP), which is
proved the equivalence relation with SIVP. Naturally we will consider its
optimization version as to find all successive minima of a given lattice,
and finally we will prove that it is equivalent to its search version.

Keywords: Lattice · Successive minima · SMP · SVP · SIVP

1 Introduction

Since Ajtai’s seminal work [1] in 1996, lattice-based cryptosystems become
more and more popular due to their potential ability to resist the quantum
computer attack and successful applications in constructing important crypto-
graphic primitives: such as the hash functions [1,19,20,23], the digital signature
schemes [4,9,13], the encryption schemes [3,11,14,25], and the fully homomor-
phic encryption schemes [7,10].

Another attractive feature of lattice-based cryptosystems is their average-
case security can be based on the worst-case hardness of some lattice problems,
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which are typically some approximation variants of the shortest vector problem
(SVP) and the shortest independent vectors problem (SIVP).

SVP refers to the problem of finding a shortest non-zero vector in a given
lattice, and its hardness has been studied widely [2,6,8,12]. Interestingly, there
are three variants of SVP: search-SVP, optimization-SVP, and decisional-SVP,
which aim to find a shortest nonzero vector, find the length of the shortest
vector, and decide whether the shortest vector is shorter than some given number
respectively. It is well known that the three variants of SVP are equivalent to
each other (see [22]). In fact, it is obvious that if we could solve search-SVP then
we can solve the other two problems. Moreover, it is easy to show the equivalence
between decisional-SVP and optimization-SVP. However, reducing search-SVP
to optimization-SVP is not an easy task.

The first efficient reduction from search-SVP to optimization-SVP was pre-
sented by Kannan [18] in 1987. However, the reduction is not rank-preserving,
since it needs the optimization-SVP oracle to deal with some lower rank lattices,
besides the lattices with the same rank as the original lattice. Moreover, the
reduction invokes the optimization-SVP oracle for polynomial times. In 2013,
Hu and Pan [16] revisited the reduction and presented a rank-preserving reduc-
tion which can solve search-SVP with only one call to the optimization-SVP
oracle.

When considering the relations between search-SIVP and optimization-SIVP,
it becomes a bit more complicated. Search-SIVP refers to the question of finding
n linearly independent vectors in a given n-rank lattice L such that the maximal
length of the vectors is as small as possible. In fact, denote by λi(L)(1 ≤ i ≤ n)
the successive minima, that is, the minimum length of a set of i linearly inde-
pendent vectors in L, where the length of a set is defined as the length of the
longest vector in it. Then the target of search-SIVP is to find n linearly indepen-
dent vectors with length at most λn(L), whereas optimization-SIVP should be
defined as the problem to find λn. It is obvious that optimization-SIVP can be
reduced to its search version. However, it seems hard to give a reduction from
the search version to the optimization version since λn is only an upper bound
of the length of these independent vectors.

In this paper, we consider a lattice problem called the successive minima
problem (SMP), which is introduced in [5]. In fact, the original SMP in [5] which
aims to find n linearly independent vectors achieving the successive minima
respectively is a search version of this problem. We will naturally consider its
optimization version as to find all the values of successive minima. Therefore, the
relation between these two variants will be considered. Obviously, a reduction
from optimization-SMP to its search version is trivial, but the inverse reduction
seems difficult.

By perturbing the original lattice basis carefully as in [16], we can transform
it to another basis of a new lattice, and we consider the relation between this
pair of lattice bases. Then we find that the components of all successive minimal
vectors do not change. Moreover, the successive minima of the new lattice are
all different, which lead to an algorithm to recover all components for successive
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minimal vectors of the original lattice. Similar to [16], the reduction from search-
SMP to optimization-SMP is also rank-preserving. But by using some results of
matrix analysis, we find that our reduction holds for every lattice, no matter
whether it is full-rank or not.

Roadmap. The remainder of the paper is organized as follows. In Sect. 2, we
give some preliminaries needed. In Sect. 3, we describe the reduction from search
successively minimal vectors to its optimization version. Finally, we give a short
conclusion in Sect. 4.

2 Preliminaries

We denote by Z,R,C,Z+, and R
+ the integer ring, the real field, the complex

field, the set of positive integers, and the set of positive real numbers respectively.
For any vector v = (v1, v2, · · · , vm)T ∈ R

m and m ∈ Z
+, we denote by

‖v‖ =
√∑m

i=1 v2
i its length.

2.1 Lattice and the Successively Minima Problem

Given a matrix B = (bij) ∈ R
m×n with rank n, the lattice L(B) spanned by the

columns of B is

L(B) = {Bx =
n∑

i=1

xibi|xi ∈ Z},

where bi is the ith column of B. We call m, n the dimension and the rank of L(B)
respectively. The determinant of L(B), say det(L(B)), is defined as

√
det(BT B).

It is easy to see when B is full-rank (n = m), its determinant becomes |det(B)|.
Definition 1 (Successive Minima). For a n-rank lattice L(B) with B ∈
R

m×n, and i ∈ {1, 2, · · · , n}, we define the ith successive minimum as

λi(L(B)) = inf
{

r ∈ R
+|dim(span(B(0, r)

⋂
L(B))) ≥ i

}
,

where B(0, r) is the closed ball centered at 0 with radius r ∈ R
+, i.e., B(0, r) =

{x ∈ R
m|‖x‖ ≤ r}.

Simply speaking, λi(L(B)) means the infimum of the maximal length of i linearly
independent vectors in L(B).

It is well-known that the successive minima can be achieved, that is, there
exist n linearly independent lattice vectors v1, v2, · · · , vn ∈ L(B) such that
‖vi‖ = λi(L(B)). Therefore, we can define

Definition 2 (Successively Minimal Vectors). Given a lattice basis B ∈
R

m×n with rank n, any n linearly independent lattice vectors v1, v2, · · · , vn ∈
L(B) satisfying ‖vi‖ = λi(L(B)) are called the successively minimal vectors of
L(B).
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In [5,21], the Successive Minima Problem is defined as below:

Definition 3 (SMPγ). Given a lattice L(B) and a constant γ ≥ 1, output n
linearly independent vectors v1, v2, . . . , vn in L(B) such that ‖vi‖ ≤ γλi(L(B)).

When γ = 1, it becomes Search-SMP:

Definition 4 (Search-SMP). Given a lattice L(B), find a set of the succes-
sively minimal vectors in L(B).

It is proved that SMP is equivalent to SIVP and the closest vector problem
(CVP) in [21]. We can define its optimization version similar to SVP as following:

Definition 5 (Optimization-SMP). Given a lattice L(B), find the successive
minima of L(B).

2.2 Linear Algebra

For a matrix A ∈ C
m×n, we denote by A∗ its conjugate transpose and AT its

transpose. The singular values of A is defined to be the nonnegative square root
of the eigenvalues of A∗A.

Using the singular values or the eigenvalues of matrices, we can obtain the
following Lemma stated in [15]:

Lemma 1 (Rayleigh quotient). Let A ∈ C
m×n and 0 ≤ μ1 ≤ μ2 ≤ · · · ≤ μn

be all eigenvalues of A∗A, then for any x = (xi) ∈ C
n\{0}, we have

μ1 ≤ x∗A∗Ax

x∗x
≤ μn.

We present a lower bound for the smallest singular value of a matrix in the
following lemma, whose proof can be found in [24].

Lemma 2. Given a matrix A = (aij) ∈ R
n×n with det(A) �= 0, we let 0 ≤ σ1 ≤

σ2 ≤ · · · ≤ σn be all singular values of A, then the smallest singular value σ1

satisfies the inequality:

σ1 ≥ (
n − 1
‖A‖2F

)
n−1
2 |det(A)|,

where ‖A‖F = (
∑n

i,j=1 |aij |2) 1
2 is the Frobenius norm of A.

Finally, we give a lemma to illustrate the perturbation bound for the deter-
minant of a matrix [17]:

Lemma 3. Let B,C ∈ C
n×n, then

|det(B + C) − det(B)| ≤ n‖C‖F max{‖B‖F , ‖B + C‖F }n−1.
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3 The Search-SMP Is Equivalent to Optimization-SMP

It is obvious that if we could solve search-SMP, then we can solve optimization-
SMP easily. To show the equivalence between the two problems, what we really
need is a reduction from search-SMP to its optimization version.

In this section, we give such a reduction, which consists of three main steps.
Suppose we want to find the successively minimal vectors in a given lattice L(B),
we first construct a new lattice basis Bε by perturbing the original basis B. By
the optimization-SMP oracle, we can then get the successive minima of L(Bε). In
fact, using the successive minima, we can efficiently recover the coefficients of the
successively minimal vectors under the basis Bε. With the recovered coefficients,
we can get the successively minimal vectors in L(B) finally.

First we present a lemma to show that the coefficients of the successively
minimal vectors under the basis can be well bounded.

Lemma 4. Given a lattice basis B = (bij) ∈ Z
m×n with rank n, let M =

max{|bij |}. For any x = (xi) ∈ Z
n such that ‖Bx‖ ≤ λn(L(B)), we have

x2
i ≤ 2

n+1
2 n

n−1
2 (mM2)n.

Proof. Note that when n = 1, the result is trivial, so we assume n ≥ 2.
It is easy to check that λi(L(B))2 ≤ max{‖bi‖2} ≤ mM2, so for any x =

(xi) ∈ Z
n such that ‖Bx‖ ≤ λn(L(B)), we have

‖Bx‖2 ≤ mM2.

Considering the Gram matrix A = BT B, that is,

A =

⎛

⎜
⎝

b211 + b221 + · · · + b2m1 · · · b11b1n + b21b2n + · · · + bm1bmn

...
. . .

...
b1nb11 + b2nb21 + · · · + bmnbm1 · · · b21n + b22n + · · · + b2mn

⎞

⎟
⎠ ,

by Lemma 1, we know that

0 < μ1(A) = μ1(BT B) ≤ xT BT Bx

xT x
=

‖Bx‖2
‖x‖2 .

Together with ‖Bx‖2 ≤ mM2, we have

‖x‖2 ≤ mM2

μ1(A)
.

So for each i(1 ≤ i ≤ n), we have

|xi| ≤
√

mM
√

μ1(A)
. (1)
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Note that the singular values of A = BT B are in fact their eigenvalues. By
the lower bound of the smallest singular value in Lemma2, we know

μ1(A) ≥ (
n − 1
‖A‖2F

)
n−1
2 |det(A)|. (2)

Since the entries of B are integers, then

|det(A)| ≥ 1 >
1
2
.

Notice that the absolute values of entries of B are bounded by M , then the
absolute values of entries of A are bounded by mM2, which implies that

‖A‖2F ≤ n2(mM2)2 = (nmM2)2.

Since n ≥ 2, we have n − 1 ≥ n
2 . Hence, we have:

μ1 ≥ 1
2
(

1
2nm2M4

)
n−1
2

By (1),
x2

i ≤ 2mM2(2nm2M4)
n−1
2 = 2

n+1
2 n

n−1
2 (mM2)n.

Remark 1. We can also use BT Bx to evaluate the upper bound of each compo-
nent of x by the Cramer’s Rule and Hadamard inequality, and the upper bound
will be nn/2mn+1/2M2n. This bound is not so tight as in Lemma4.

In the following, we describe our reduction in detail.

Theorem 1. Given an oracle O that can solve the optimization SMP for any
lattice L(B′) with basis B′ ∈ Z

m×n, there is a deterministic polynomial time
algorithm that can solve the search SMP for L(B) with the input basis B ∈ Z

m×n.

Proof. We will complete the proof in the following 4 steps:

(1) First we construct a matrix Bε ∈ Z
m×n:

Bε = εn+1B +

⎛

⎜⎜⎜
⎝

ε1 ε2 . . . εn

0 0 . . . 0
...

...
. . .

...
0 0 . . . 0

⎞

⎟⎟⎟
⎠

where εi’s are determined as below.
Let M1 = 2

n+1
4 n

n−1
4 m

n
2 (M + 1)n and M2 =

√
m(M + 1) where M =

max{|bij |}, then we choose

p = 2max{M2
2 , 2M1M2, 2M2

1 } + 1.

Note that log p = poly(n,m, log M), where poly(n,m, log M) stands for a
polynomial of n, m and log M .
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Then we choose n + 1 positive integers a1 < a2 < · · · < an < an+1 such
that all ai + aj(1 ≤ i ≤ j ≤ n + 1)’s are distinct and an+1 is bounded by
poly(n). As in Lemma 1 of [16], we can first choose

ai = i2 + (2(n + 1)2)i + 4(n + 1)4,

for i = 1, 2, · · · , n. Then we let

an+1 = 3an.

By Lemma 1 in [16], all ai + aj(1 ≤ i ≤ j ≤ n)’s are distinct. Together with
the fact that an+1 > 2an, it is easy to see that ai + aj(1 ≤ i ≤ j ≤ n + 1)’s
are distinct and an+1 is bounded by poly(n). Finally we let

εi = pai .

Notice that for every entry bεij in Bε, log |bεij | = poly(n,m, log M). Hence
Bε can be constructed efficiently.

(2) Next we claim that the columns of Bε are linearly independent, so Bε forms
a lattice basis of L(Bε). In fact we can prove the claim by showing that
det(BT

ε Bε) �= 0. In the following, we prove that

|det((
1

εn+1
Bε)T (

1
εn+1

Bε))| = |det(
1

ε2n+1

BT
ε Bε)| >

1
2
.

Notice that the absolute values of entries of 1
εn+1

Bε can be bounded by
M +1, then the absolute values of entries of ( 1

εn+1
Bε)T ( 1

εn+1
Bε) are bounded

by m(M + 1)2. Note that

(
1

εn+1
Bε)T (

1
εn+1

Bε) = BT B +
1

εn+1
BT

⎛

⎜⎜⎜
⎝

ε1 ε2 · · · εn

0 0 · · · 0
...

...
. . .

...
0 0 · · · 0

⎞

⎟⎟⎟
⎠

+

1
εn+1

⎛

⎜⎜⎜
⎝

ε1 0 · · · 0
ε2 0 · · · 0
...

...
. . .

...
εn 0 · · · 0

⎞

⎟⎟⎟
⎠

B +
1

ε2n+1

⎛

⎜⎜⎜
⎝

ε21 ε1ε2 · · · ε1εn

ε2ε1 ε22 · · · ε2εn

...
...

. . .
...

εnε1 εnε2 · · · ε2n

⎞

⎟⎟⎟
⎠

Let A = BT B and C = ( 1
εn+1

Bε)T ( 1
εn+1

Bε)−A, then each entry of C can be

bounded by 2M εn
εn+1

+ ε2n
ε2n+1

≤ (2M + 1) εn
εn+1

≤ 2(M + 1) εn
εn+1

, which implies

‖C‖F ≤ 2n(M + 1)
εn

εn+1
.
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By Lemma 3, we have

|det(A + C) − det(A)| ≤ n‖C‖F max{‖A‖F , ‖A + C‖F }n−1

≤ 2n2(M + 1)
εn

εn+1
(nm(M + 1)2)n−1

= 2nn+1mn−1(M + 1)2n−1 εn

εn+1
.

By the choice of an ≥ n and p > M2
2 , we have

pan+1−an ≥ p2n

> (m(M + 1)2)2n

≥ 4m2n(M + 1)2n

> 4mn−1nn+1(M + 1)2n−1.

That is

εn

εn+1
<

1
4nn+1mn−1(M + 1)2n−1

.

Then we immediately have |det(A + C) − det(A)| < 1
2 , which is in fact

|det((
1

εn+1
B)T (

1
εn+1

B) − det(BT B))| <
1
2
.

Note that det(BT B) is a nonzero integer, then we finally have

|det((
1

εn+1
B)T (

1
εn+1

B))| >
1
2
.

For a vector satisfying ‖Bεx‖ ≤ λn(L(Bε)), all the components |xi| of x can
also be bounded by M1.

(3) Moreover, we claim that if n linearly independent vectors Bεx1, Bεx2, · · · ,
Bεxn ∈ L(Bε) form a set of the successively minimal vectors in L(Bε)
where x1, x2, · · · , xn ∈ Z

n, that is, ‖Bεxi‖ = λi(L(Bε)), 1 ≤ i ≤ n, then
Bx1, Bx2, · · · , Bxn ∈ L(B) also form a set of the successively minimal vec-
tors in L(B).

First note that since Bεx1, Bεx2, · · · , Bεxn ∈ L(Bε) are linearly indepen-
dent and Bε is a basis, then x1, x2, · · · , xn are linearly independent, which
implies that Bx1, Bx2, · · · , Bxn ∈ L(B) are linearly independent.
Second we will prove that ‖Bxi‖ = λi(L(B)), for 1 ≤ i ≤ n. For contradic-
tion, let l be the smallest index such that for 1 ≤ i < l, ‖Bxi‖ = λi(L(B)),
whereas ‖Bxl‖ > λl(L(B)). We have

‖Bxl‖2 ≥ λl(L(B))2 + 1. (3)



The SSMP Is Equivalent to Its Optimization Version 47

By the definition of successively minimal vectors, there must exist vectors
yi = (yi1, yi2, · · · , yin)T ∈ Z

n, 1 ≤ i ≤ l such that ‖Byi‖ = λi(L(B)) and
By1, By2, · · · , Byl are linearly independent.

Considering Bεyi, note that

‖Bεyi‖2 = ε2n+1‖Byi‖2 +
n∑

j=1

y2
ijε

2
j +

n∑

j=1

2c(yi)yijεjεn+1 +
∑

1≤j<k≤n

2yijyikεjεk,

(4)
where c(yi) =

∑n
j=1 b1jyij for any yi ∈ Z

n. Since ‖Byi‖ = λi(L(B)), we
know that

‖Byi‖ ≤ M2.

By Lemma 4, we have for 1 ≤ j ≤ n

|yij | ≤ M1.

Note that |c(yi)| ≤ ‖Byi‖, we have also

|c(yi)| ≤ M2.

By the choice of p, we know that all coefficients ‖Byi‖2, y2
ij , 2c(yi)yij , 2yijyik

of εjεk in Eq. (4) are in the interval (−�p
2	, �p

2	). Since εjεk’s are different
powers of p, when we take ‖Bεyi‖2 as a number with base p, it is easy to
check that

‖Bεyi‖2 < ε2n+1‖Byi‖2 +
1
2
ε2n+1

≤ ε2n+1(λl(L(B))2 +
1
2
).

However, by Eq. (3), we know that

‖Bεxl‖2 > ε2n+1‖Bxl‖2 − 1
2
ε2n+1

≥ ε2n+1(λl(L(B))2 + 1 − 1
2
)

= ε2n+1(λl(L(B))2 +
1
2
).

Note that Bεy1, Bεy2, · · · , Bεyl are linearly independent, and λl(L(Bε)) =
‖Bεxl‖ > ‖Bεyi‖, 1 ≤ i ≤ l, which leads to a contradiction to the definition
of the successive minima. Hence, for 1 ≤ i ≤ n, we have

‖Bxi‖ = λi(L(B)).
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(4) Finally, we recover all successively minimal vectors as following. Querying
the oracle O with Bε, we obtain λi(L(Bε)), 1 ≤ i ≤ n. We next show we
can efficiently find xi ∈ Z

n, such that ‖Bεxi‖ = λi(L(Bε)) by the value of
λi(L(Bε)) for 1 ≤ i ≤ n.

Let xi = (xi1, xi2, . . . , xin)T ∈ Z
n satisfy

λi(L(Bε))2 = ‖Bεxi‖2.
First note that log(λn(L(Bε))) is bounded by poly(m,n, log M),
and by Lemma 4, we know that log |xij | can also be bounded by
poly(m,n, log M).
Second we expand ‖Bεxi‖2 as follows:

‖Bεxi‖2 = ε2n+1‖Bxi‖2+
n∑

j=1

x2
ijε2j +

n∑

j=1

2c(xi)xijεjεn+1+
∑

1≤j<k≤n

2xijxikεjεk. (5)

Similarly, since ‖Bεxi‖ = λi(L(Bε)), we know that ‖Bxi‖ = λi(L(B)). As
discussed in Step (3), all the coefficients ‖Bxi‖2, x2

ij , 2c(xi)xij , 2xijxik of
εiεj in Eq. (5) are in the interval (−�p

2	, �p
2	). It is easy to recover all the

coefficients in poly(m,n, log M) time by Lemma 2 in [16]. More precisely,
we can recover all x2

ij and xijxil, j �= l for each xi. In fact for xi, let ki =

min{j|xij �= 0}, and we can fix xiki
positive, that is xiki

=
√

x2
iki

. For the

remaining xij , we can recover their absolute values according to x2
ij , and their

signs according to the signs of xiki
xij . This can be done in poly(m,n, log M)

time.
After recovering x1, x2, · · · , xn ∈ Z

n such that ‖Bεxi‖ = λi(L(Bε)), 1 ≤
i ≤ n, we compute Bx1, Bx2, · · · , Bxn ∈ L(B). Then they form a set of
the successively minimal vectors in L(B).

All the reduction above is in poly(m,n, log M) time. The proof is completed.
Hence, we finally have:

Corollary 1. Search-SMP is equivalent to optimization-SMP.

Remark 2. In our proof of the main theorem, we use the expansion of base p
to recover all the successive minimal vectors. An obvious observation is that all
the values ‖Bεxi‖ must be different since the same value must have the same
expansion for base p in the interval (−�p

2	, �p
2	). That is, when we add these

errors to a given lattice basis B to transform it to be Bε, all the successive
minima λi(L(Bε)) will be different.

4 Conclusions

In this paper, we revisit the problem SMP in lattices, and propose a rank-
preserving reduction in polynomial time from search-SMP to optimization-SMP
with only one call to the optimization-SMP oracle, which leads to the equivalence
between search-SMP and its optimization version.
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Abstract. In this paper, we propose an improved algorithm to solve the
univariate modular equations with mutually co-prime moduli problem.
This problem was first proposed in H̊astad’s original RSA broadcast
attack. At PKC 2008, May and Ritzenhofen improved H̊astad’s result
by using a slightly different transformation from polynomial systems
to a single polynomial. In this work, we propose a new construction
method to combine all the k equations into a single equation f(x) ≡ 0
mod

∏k
i=1 Ni. Our improved algorithm possesses two advantages com-

pared with the two previous ones. Compared with H̊astad’s approach,
our algorithm only needs fewer number of equations which suffice for a
recovery of all common roots. Compared with May and Ritzenhofen’s,
our method obtains the single equation f(x) with a smaller degree. The
benefit is that this new algorithm will find the small solution x0 more
efficiently when we invoke Coppersmith’s algorithm.

Keywords: RSA · Coppersmith’s algorithm
Solving univariate modular equations

1 Introduction

The RSA cryptosystem [16] is the most widely used public key cryptosystem
in practice, which was proposed by Rivest, Shamir and Adleman in 1978. Since
its invention, it has attracted the interest of many cryptanalysts. In this paper,
let us denote by N = pq to be the RSA modulus with prime factors p and q.
Usually, in the original RSA, gcd(p − 1, q − 1) = 2. Let ZN denote the ring of
integers modulo N . The public and private exponents are chosen to be inverses
of each other modulo ϕ(N) = (p − 1)(q − 1). Let e be the public exponent, and
let d = e−1 mod ϕ(N) be the private key.

Given an RSA modulus N , a public exponent e and a ciphertext c ≡ me

mod N , find the corresponding plaintext m. This problem of computing e−th
c© Springer International Publishing AG, part of Springer Nature 2018
B. B. Kang and T. Kim (Eds.): WISA 2017, LNCS 10763, pp. 51–60, 2018.
https://doi.org/10.1007/978-3-319-93563-8_5
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roots modulo N is a well-known RSA problem. Obviously, if me < N , the equa-
tion does not only hold in ZN but over the integers, and then one can calculate
m easily. This implies that encrypting small messages with small public expo-
nents is insecure. The problem of computing e−th roots modulo N is directly
related to the hardness of decrypting ciphertexts. How difficult of this problem
is still open, partial results about the relationship (equivalence or inequivalence)
in restricted models between the computing e−th roots modulo N problem and
factorization problem were proposed in paper [4,5,11].

For the inhomogeneous case, i.e. given the equation (m̄ + x)e ≡ c mod N ,
with m̄ denoting the known and x is the unknown part of the message, the
question is how to find the unknown part of the plaintext x. Coppersmith [7]
showed that given a composite integer N and a univariate polynomial f(x) ∈
ZN [x] of degree δ, one can determine all zeros smaller than N1/δ efficiently.
Hence, (m̄ + x)e ≡ c mod N can be solved if |x| < N1/e. It means that this
inhomogeneous case can be solved efficiently under the same condition xe < N ,
which is powerful if the unknowns are small enough on the partial key exposure
attack on the RSA cryptosystem.

In the specific RSA broadcast scenario, the attacker can easily collect addi-
tional polynomials. Intuitionally, one can obtain further information with these
additional polynomials. Specific to the problem of computing e−th roots mod-
ulo N , there are two variants of systems of polynomial modular equations, the
same modulus or all moduli are different. In the former case, Coppersmith et
al. [8] considered the situations that given two equations f1(x) ≡ 0 mod N and
f2(x) ≡ 0 mod N in order to recover the common roots. Let a be the common
solution of the two equations. Then, f1(x) and f2(x) share a factor (x−a). Com-
puting the greatest common divisor gcd(f1(x), f2(x)) mod N reveals this factor
if it is the only common factor. The running time of this method is O(δ log2 δ)
where δ is the degree of the given polynomials. When the attacker obtains two
RSA encryptions, under coprime public exponents (e1, e2) and a common mod-
ulus N is a special case of this setting. Namely, the attacker has to find the
common root m of f1(x) = xe1 − me1 mod N and f2(x) = xe2 − me2 mod N .
Simmons [18] presented a neat attack for this special setting with running time
polynomial in the bitlength of (e1, e2). Precisely, one computes integers u1, u2

such that u1e1 + u2e2 = 1 with the help of the Extended Euclidean Algorithm.
This gives us m = (me1)u1(me2)u2 mod N .

Let us consider an analogue of Simmons attack in the setting of different RSA
moduli. A user wishes to send the same message m to several participants having
different moduli and using plain RSA encryption without padding techniques.
In this paper, we focus on this attack under this motivating cryptographic appli-
cation. Without loss of generality, we assume that all moduli are composite as
modular equations over finite fields can be solved efficiently. We further assume
that the Ni, i = 1, · · · , k, are relatively prime. Otherwise, we can compute prime
factors of the Ni by computing the greatest common divisor.

For the arbitrary number of polynomial equations, May and Ritzenhofen
[14] defined the problem of solving systems of modular univariate polynomial
equations (SMUPE-problem), we recall this problem as follows.
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Definition 1 (SMUPE-problem). Let k ∈ N, and let N1, · · · , Nk ∈ N be mutu-
ally co-prime composite numbers of unknown factorization. Suppose N1 < N2 <
· · · < Nk. Let f1(x), f2(x), · · · , fk(x) be the polynomials with degree δ1, δ2, · · · , δk

in ZN1 [x],ZN2 [x], · · · ,ZNk
[x], respectively. Let

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

f1(x) ≡ 0 mod N1

f2(x) ≡ 0 mod N2

...
fk(x) ≡ 0 mod Nk

(1)

be a system of univariate polynomial equations. Let X ≤ N1,X ∈ R. Find all
the common roots x0 of (1) with size |x0| < X.

Our goal is to compute an upper bound X for which the SMUPE-problem is
solvable in time polynomial in

∏k
i=1 δi and in the bitlength of

∏k
i=1 Ni. This

upper bound will give us a condition on the number of equations k in terms of
δi and Ni. This will enable us to compute the minimal k such that the SMUPE-
problem can be computed up to the bound X = N1, i.e. system (1) can be
solved efficiently. The basic idea of solving the SMUPE-problem is how to find a
transformation that reduced the SMUPE-problem to solving a single univariate
polynomial equation with the same solutions.

H̊astad [9,10] gave the following algorithm for solving the SMUPE-problem.
Let δ ∈ N be the maximum degree of all polynomials occuring in the system, i. e.
δ = maxk

i=1{δi}. One first multiplies the given polynomials with xδ−δi to adjust
their degrees. Then one combines the resulting polynomials using the Chinese
Reminder Theorem to a univariate polynomial f(x) with the same roots modulo
∏k

i=1 Ni. One only need to collect k ≥ δ as a lower bound on the number
of polynomials for efficiently finding all roots x0 with |x0| < N1 by directly
applying Coppersmiths lattice techniques [6,7] to f(x) (see e.g. [3]).

At PKC 08, May and Ritzenhofen [14] proposed a different construction to
combine all the k polynomial equations into a single modular equation. Instead of
multiplying the polynomials by powers of x like in H̊astad’s approach, they took
powers of fi(x) to solve the SMUPE-problem for all x0 with |x0| < N1. More pre-
cisely, let δ = lcmk

i=1{δi}, one first calculate the power of the given polynomials
with fi(x)δ/δi to adjust their degrees. After that, one can combine the resulting
polynomials using the Chinese Reminder Theorem to a univariate polynomial
f(x) with the same roots modulo

∏k
i=1 N

δ/δi

i . Note that the degree of f(x) is
δ. One can obtain the solutions |x0| ≤ N1 under the condition

∑k
i=1

1
δi

≥ 1 by
invoking the Coppersmiths lattice techniques [6,7] to f(x). When all polynomi-
als share the same degree δ, this corresponds to H̊astad’s condition k ≥ δ. For
polynomials of different degrees, the new condition is superior. In another word,
a fewer polynomials of low degree suffice.

In this paper, we propose a new transformation method to combine all the
k equations into a single modular equation f(x) with a tighter condition. More
specifically, in order to obtain the single modular equation, we not only take
the powers of polynomials, but also multiply the power of x to adjust their
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degrees. Let the degree of f(x) is δ, one can obtain the solutions |x0| ≤ N1 under
the condition

∑k
i=1� δ

δi
� ≥ δ by invoking the Coppersmiths lattice techniques

[6,7] to f(x). Note that the modulus is
∏k

i=1 N
� δ

δi
�

i . Hence, the new modular
equation has much smaller degree and much less modulus compared with the
single modular equation obtained by May and Ritzenhofen’s method. The benefit
is that our method will spend much less time to find the small solution x0

when we invoke Coppersmith’s algorithm. This speedup will become much more
obvious when the degrees of equations are bigger. In Sect. 4, we propose a toy
example to illustrate this improvement. Furthermore, we stress that our method
also maintains the advantage of May and Ritzenhofen’s method. Compared with
H̊astad’s approach, our method only needs fewer number of equations which
suffice for a recovery of all common roots.

The remainder of this paper is organized as follows. In Sect. 2, we review Cop-
persmiths result from [7] and the Chinese Remainder Theorem for polynomials.
In Sect. 3, we show the new sufficient condition on the number of polynomials
that is needed to recover all common roots efficiently. In Sect. 4, as an applica-
tion, we show the improved RSA broadcast attack. Conclusions are finally drawn
in Sect. 5.

2 Preliminary

In this paper, the main tool we will use is the polynomial algorithm to solve the
small roots of a given modular univariate equations. In [7], Coppersmith showed
how to provably determine zeros of modular univariate equations with sufficiently
small size. More precisely, May’s recent survey [13] gives the time complexity
upper bound O(δ5 log9 N)1 for Coppersmith’s lattice-based algorithm by using
the Nguyen-Stehlé L2 algorithm [15] as the lattice reduction algorithm. At PKC
2014, Bi et.al. proposed a significant speedups over Coppersmiths algorithm by
using the “rounding” and “chaining” technique [1].

Theorem 1 (Coppersmith [1]). Let f(x) be a monic polynomial of degree δ ∈ N

in one variable modulo an integer N of unknown factorization. Let X be a bound
on the desired solution x0. If X ≤ N1/δ, then we can find all integers x0 such
that f(x0) ≡ 0 mod N and |x0| ≤ X in time O(log7 N).

The time complexity O(log7 N) is obtained by utilizing the Nguyen-Stehlé L2

algorithm [15] as the reduction algorithm. For the LLL lattice basis reduction
step, please refer to [12,13].

The basic idea of solving the SMUPE-problem is how to find a transforma-
tion that reduced the SMUPE-problem to solving a single univariate polynomial
equation with the same solutions. A possible way to combine these equations is
by Chinese Remaindering which is described e.g. in [10,14,17]. For the sake of
completeness, we restate here.
1 It is worth mentioning that the time complexity is not correct in the Theorem 1

of Sect. 2 in [14], neither is the time complexity estimation of solving the SMUPE-
problem in [14].
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Theorem 2 (Chinese Remainder Theorem). Let k ∈ Z. Let δ ∈ N, δ > 1. For
i = 1, · · · , k, let Ni ∈ N be pairwise relatively prime numbers, and let fi(x) ∈ Z[x]
be polynomials of degree δ. Then there exists a unique polynomial f(x) modulo
M =

∏k
i=1 Ni such that f(x) ≡ fi(x) mod Ni. The polynomial f(x) can be

determined in time O(δ log2 M).

Proof. For i = 1, · · · , k, let M =
∏k

i=1 Ni, Mi = M
Ni

and M
′
i be the inverse of

Mi modulo Ni. The existence of such an inverse is guaranteed by gcd(Mi, Ni)
= 1. Then define

f(x) =
k∑

i=1

MiM
′
i fi(x).

is the desired solution. If we look at f(x) modulo Nj for j ∈ {1, · · · , k}, all
summands with index i �= j cancel out (as Nj divides Mi) and MjM

′
jfj(x) ≡

fj(x) mod Nj .
Now suppose that g(x) is another solution fulfilling the required conditions.

Then, f(x) − g(x) ≡ 0 mod Ni for all i = 1, · · · , k, and therefore also f(x) ≡
g(x) mod M .

Multiplication modulo M and calculating the inverses by the Extended
Euclidean Algorithm can be performed in time O(log2 M). Determining all coef-
ficients of f then gives us O(δ log2 M) for the complete algorithm.

3 Main Result

For notational convenience, let us briefly recall the SMUPE-problem, let k ∈ N,
and let N1, · · · , Nk ∈ N be mutually co-prime composite numbers of unknown
factorization. Suppose N1 < N2 < · · · < Nk. Let f1(x), f2(x), · · · , fk(x) be
the polynomials with degree δ1, δ2, · · · , δk in ZN1 [x], ZN2 [x], · · · ,ZNk

[x], respec-
tively. Let ⎧

⎪⎪⎪⎨

⎪⎪⎪⎩

f1(x) ≡ 0 mod N1

f2(x) ≡ 0 mod N2

...
fk(x) ≡ 0 mod Nk

(1)

be a system of univariate polynomial equations. Let X ≤ N1,X ∈ R. Find all
common roots x0 of (1) with size |x0| < X.

If we directly apply Coppersmiths method (Theorem 1) for the first equation
in System (1), the small roots x0 with |x0| < N1/δ1 can be found in polynomial
time. By considering further equations this bound can be improved until all
solutions can be found eventually.

Clearly, by H̊astad’s algorithm in combination with Theorem 1, the condition
k ≥ δ with δ = maxk

i=1{δi} is sufficient to solve a system of equations efficiently.
However, this condition is clearly not optimal. Please see the trivial example
shows in [14].

At PKC 08, May and Ritzenhofen [14] proposed a different construc-
tion to combine all k polynomial equations into a single equation f(x) ≡ 0
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mod
∏k

i=1 Ni. Instead of multiplying the polynomials by powers of x like in
H̊astad’s approach, they took powers of solving the SMUPE-problem for all x0

with |x0| < N1. Let (fi, δi, Ni), i = 1, 2, · · · , k be an instance of the SMUPE-
problem with monic fi(x). Define M =

∏k
i=1 N

δ/δi

i with δ = lcm(δi, i =
1, 2, · · · , k). If one choose the smallest integer k such that

∑k
i=1

1
δi

≥ 1, then
the SMUPE-problem can be solved only needs k equations in polynomial time.

Let f(x) be a polynomial of degree δ and f(x) ≡ 0 mod N for N ∈ N.
Choose an integer m ∈ N, and then g(x) = fm(x) ≡ 0 mod Nm. The solutions
x with |x| < N of the two equations remain unchanged. Moreover, with Copper-
smiths algorithm (Theorem 1), one can determine those solutions for which the
condition |x| < N1/δ ⇐⇒ |x| < (Nm)1/mδ holds. Thus, Coppersmiths bound is
invariant under taking powers of the polynomial f(x). As opposed to May and
Ritzenhofen’s approach, H̊astad’s algorithm does not take powers of the polyno-
mials but only multiplications of polynomials with powers of x. This increases
the degree of the polynomial but leaves the modulus unchanged. Let f(x) be a
polynomial of degree δ with f(x) ≡ 0 mod N for N ∈ N. Then with γ > δ the
equation g(x) = xγ−δf(x) ≡ 0 mod N contains all the solutions x of f(x) with
|x| < N . However, applying Coppersmiths method to determine roots of g(x),
one only get roots x with |x| < N1/γ < N1/δ. So obviously, Coppersmiths bound
is not invariant under multiplication with powers of x. This explains why May
and Ritzenhofen’s work obtains a superior bound on the size of the roots.

In this paper, we propose a novel construction method to combine all the k
equations into a single equation f(x) ≡ 0 mod

∏k
i=1 Ni based on the crucial

observation above. Now we state our main theorem and give a proof below. We
will apply the similar technique that is used in Chap. 3 in [14].

Theorem 3. Let (fi, δi, Ni), i = 1, 2, · · · , k be an instance of the SMUPE-
problem with monic fi(x). Define δlcm = lcmk

i=1(δi), and choose the integer

δ = min{δ ∈ {1, 2, · · · , δlcm}, s.t.

k∑

i=1

�δ/δi� ≥ δ}.

Let M =
∏k

i=1 N
�δ/δi�
i , then the SMUPE-problem can be solved in time

O(log7 M).

Proof. Let x0 be a solution of the system of polynomial Eq. (1). Then x0 is a
solution of f

�δ/δi�
i (x) ≡ 0 mod N�δ/δi� for all i = 1, · · · , k.

Define
gi(x) = xδ mod δi · f

�δ/δi�
i (x).

Then each of these equations gi(x) has a common degree δ and monic. Com-
bining them by the Chinese Remaindered Theorem (Theorem 2), one can obtain
a polynomial f(x) of degree δ such that x0 is a solution of f(x) ≡ 0 mod M

with M =
∏k

i=1 N
�δ/δi�
i .

Note that, f(x) is still monic. For the coefficient aδ of the monomial xδ in
f(x) it holds that aδ ≡ 1 mod N

�δ/δi�
i for all i = 1, · · · , k and therefore aδ ≡ 1

mod M .
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The above step can be performed in time O(δ log2 M) by the Chinese Remain-
der Theorem (Theorem 2).

By invoking Coppersmith’s algorithm, one can find all the solutions x0 of the
above equation which fulfill

|x0| ≤ M1/δ = (
k∏

i=1

N
�δ/δi�
i )1/δ.

Under the condition
∑k

i=1�δ/δi� ≥ δ, we have

N1 ≤ N
(
∑k

i=1� δ
δi

�)/δ

1 = (
k∏

i=1

N
�δ/δi�
1 )1/δ ≤ (

k∏

i=1

N
�δ/δi�
i )1/δ.

From Theorem 1, all the solutions x0, |x0| ≤ N1 can be found in time
O(log7 M).

Therefore, the SMUPE-problem can be solved in time O(log7(
∏k

i=1 N
�δ/δi�
i )),

with δ satisfies

δ = min{δ ∈ {1, 2, · · · , δlcm}, s.t.
k∑

i=1

�δ/δi� ≥ δ}.

A Toy Example
To illustrate the improvement of our new method, we propose a toy example in
the following.

Let N1, · · · , N4 ∈ N be mutually co-prime composite numbers of unknown
factorization and N1 < N2 < N3 < N4, take the following equations.

x3 ≡ c1 mod N1

x3 ≡ c2 mod N2

x5 ≡ c3 mod N3

x7 ≡ c4 mod N4

The question is how can we determine all solutions smaller than N1?
In H̊astad’s method, one should gather k = max{3, 3, 5, 7} = 7 equations,

and then utilize Chinese Remainder Theorem and Coppersmith’s method to find
the solutions x0 satisfying |x0| ≤ N1. Obviously, the only four equations given
above is not enough.

Let consider May and Ritzenhofen’s method. Firstly, one calculates δ =
lcm{3, 3, 5, 7} = 105, and then one can obtain

(x3 − c1)35 ≡ 0 mod N35
1

(x3 − c2)35 ≡ 0 mod N35
2

(x5 − c3)21 ≡ 0 mod N21
3

(x7 − c4)15 ≡ 0 mod N15
4
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Utilizing the Chinese Remainder Theorem, one can get an equation

x105 ≡ m1C1 + m2C2 + m3C3 + m4C4 mod N.

where N = N35
1 N35

2 N21
3 N15

4 , and the mi are the coefficients from the Chi-
nese Remainder Theorem, i.e. mi ≡ 1 mod Ni, mi ≡ 0 mod Nj , j �= i.
The Ci are the remainder algebraic terms except x105 in each equation. The
above equation can be solved for x with |x| ≤ (N35

1 N35
2 N21

3 N15
4 )1/105 by

invoking Coppersmith’s algorithm. This condition is fulfilled for any x with
|x| ≤ N1 = (N105

1 )1/105 ≤ (N35
1 N35

2 N21
3 N15

4 )1/105. Therefore, from Theorem
1, one can determine all solutions of the above system of equations with the
time complexity O(log7(N35

1 N35
2 N21

3 N15
4 )).

In our method, we firstly find the smallest integer δ′ = 15 satisfies the con-
ditions of Theorem 3. Then we obtain

(x3 − c1)5 ≡ 0 mod N5
1

(x3 − c2)5 ≡ 0 mod N5
2

(x5 − c3)3 ≡ 0 mod N3
3

x15 ≡ x · (2c4x
7 − c24) mod N2

4

Utilizing the Chinese Remainder Theorem, one can get an equation

x15 ≡ m1C1 + m2C2 + m3C3 + m4x(2c4x
7 − c24) mod N ′.

where N ′ = N5
1N5

2N3
3N2

4 , and the mi are the coefficients from the Chinese
Remainder Theorem, i. e. mi ≡ 1 mod Ni, mi ≡ 0 mod Nj , j �= i. where the
C1, C2, C3 are the remainder algebraic term except x15 in each equations. From
Theorem 1, the above equation can be solved for x with |x| ≤ (N5

1N5
2N3

3N2
4 )1/15

by invoking Coppersmith’s algorithm. This condition is fulfilled for any x with
|x| ≤ N1 = (N15

1 )1/15 ≤ (N5
1N5

2N3
3N2

4 )1/15. Therefore, one can determine all
solutions of the above system of equations with time complexity O(log7 N ′) =
O(log7(N5

1N5
2N3

3N2
4 )). The speedup is at least 77 ≈ 220 compared with May and

Ritzenhofen’s method.
In order to obtain the single modular equation, we not only take the powers of

polynomials, but also multiply the power of x to adjust their degrees. In practice,
to determine the power of x in the final polynomial f(x), one should traverse all
the integer from mink

i=1{δi} to lcmk
i=1{δi} to find the smallest integer satisfies

∑k
i=1�δ/δi� ≥ δ. Compared with H̊astad’s approach, like May and Ritzenhofen’s,

our method also needs fewer number of equations which suffice for a recovery of
all common roots, which means one can intercept and capture fewer ciphertexts
in the practical attacks. Compared with May and Ritzenhofen’s, our method
obtains the single equation f(x) with a much tighter condition. Hence, the new
modular equation has much smaller degree and much less modulus compared
with the single modular equation obtained by May and Ritzenhofen’s method.
The benefit is that our method will find the small solution more easily when
we invoke Coppersmith’s method to find the small solution x0. Note that this
speedup will become much more obvious when the degrees of equations are
bigger.
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4 Application: RSA with Polynomially Related Messages

Take the public exponents are e1, · · · , ek and coprime public moduli are N1 <
N2 < · · · < Nk. In order to avoid sending various encryptions of the same
message, a user might add some randomness ri and then encrypt the linearly
related messages (m + ri), i = 1, 2, · · · , k, instead of m. However, if the attacker
gets to know the randomness, this setting is not secure either.

Theorem 4. Let k ∈ N, (ei, Ni), i = 1, 2, · · · , k be RSA public keys with
N1 < N2 < · · · < Nk and co-prime Ni. Furthermore, let m ∈ ZN1 and let
gi(x) ∈ Z[x] be polynomials of degree i ∈ N with aiγi

the coefficient of xγi for
i = 1, · · · , k. Let c1, · · · , ck be the RSA-encryptions of gi(m) under the pub-
lic key (ei, Ni). Define δi = eiγi and M =

∏k
i=1 N

�δ/δi�
i with δ = min{δ ∈

{1, 2, · · · , δlcm}, s.t.
∑k

i=1�δ/δi� ≥ δ}. Then an adversary can recover the mes-
sage m in time O(log7 M) provided that

k∑

i=1

�δ/δi� ≥ δ.

Proof. Without loss of generality we assume that all aiγi
are invertible modulo

Ni. Otherwise, we can calculate gcd(aiγi
, Ni) to obtain the factorization of Ni

for at least one i ∈ {1, 2, · · · , k}. Then we can calculate m by solving the roots of
the univariate polynomial modulo the prime factors. This can be done efficiently
(see [2]).

We are looking for a solution m of fi(x) = gi(x)ei − ci ≡ 0 mod Ni, i =
1, 2, · · · , k. However, the polynomials fi(x) are not necessarily monic. Let
Fi(x) = a−ei

i,γi
(gi(x)ei − ci) mod Ni, i = 1, 2, · · · , k. Hence, Fi(x) is a monic

polynomial of degree δi = eiγi. Therefore, the theorem directly follows as an
application of Theorem 3.

5 Conclusion

In this paper, we revisit the problem of polynomial time solving univariate mod-
ular equations with mutually co-prime moduli. Specifically, we propose a new
construction to combine all the k equations into a single equation with a tighter
condition. Our method possesses two advantages compared with the two pre-
vious methods. Compared with H̊astad’s approach, our improved method only
needs fewer number of equations which suffice for a recovery of all common roots.
Compared with May and Ritzenhofen’s, our method obtain the single modular
equation f(x) with a much smaller degree and a much less modulus. The benefit
is that our new method will find the small solution x0 much more easily when
we invoke Coppersmith’s algorithm.
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Abstract. Off-the-record (OTR) is a security protocol that can be used
in privacy preserving instant messaging (IM) systems. However, the con-
ventional OTR is not applicable in some practical scenarios (e.g., when
communication network became disconnected) because OTR requires
both parties to be online at the same time. To address this limitation, we
extend the conventional OTR into a new protocol named offline OTR
(O2TR). O2TR makes the conversation parties be able to handle an
offline message even when a session connection is lost. To show the fea-
sibility of the proposed protocol, we implemented a prototype to sup-
port O2TR based on the Gajim XMMP instant messaging platform.
Our experiments showed that O2TR can reliably be used when a net-
work party is broken down. Moreover, O2TR provides an efficient session
refreshment which is about 34% faster than the original OTR.

Keywords: Key exchange · OTR · Instant messaging

1 Introduction

Off-the-record (OTR) is a security protocol to make a private session over an
instant messaging (IM) system [1]. OTR provides end-to-end confidentiality and
integrity of the transmitted messages by using encryption, authentication, per-
fect forward secrecy (PFS), and deniability services. In OTR systems, ephemeral
keys are newly established for every session by updating key parameters contin-
uously. These features make the OTR protocol a suitable solution for privacy
preserving in the online services. By the deniability feature, no one, including
the sender, can prove who authored a particular message in the transcript [2,3].
On the other hand, PFS makes it impossible to compromise the past session keys
even when long-term keys are compromised. Basically, OTR mimics the features
of an actual face-to-face conversation into the virtual environment for deniabil-
ity service [2]. Server-based security solutions establish private sessions for IM
clients through a central server while OTR establishes secure sessions without
relying on a central server; after establishing secure sessions, OTR provides a
secure environment for pairwise encryption and authentication.
c© Springer International Publishing AG, part of Springer Nature 2018
B. B. Kang and T. Kim (Eds.): WISA 2017, LNCS 10763, pp. 61–71, 2018.
https://doi.org/10.1007/978-3-319-93563-8_6
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In general, asynchronous communication, where the sending and receiving of
a message do not need to happen simultaneously, is a usual phenomenon in the
most IM systems. In the central server-based security protocols, by providing
the confidentiality between client and server, there is no issue to handle offline
messages. For other security mechanisms, such as OTR, which are not server-
based, there is a different condition. To start a private session, OTR requires
both conversation parties to be online in order to exchange their Diffie-Hellman
(DH) parameters for the key exchange. Furthermore, the encryption and authen-
tication keys in each OTR data packet are securely chained to the previous keys.
Based on the spirit of OTR, this protocol is only applicable to synchronous com-
munications and does not support the offline messages. Although this condition
does not challenge OTR privacy provision, its practicality can be limited by this
constraint.

To address the offline message limitation, we extend the original OTR into a
new protocol named offline OTR (O2TR). Basically, the original OTR is based
on a mechanism of advertising keys and receiving confirmations for those keys
in subsequent messages [4]. After establishing a private session, OTR parties
exchange their next ephemeral keys in each data packet. In fact, the keys in
OTR are chained together. The proposed O2TR utilizes this feature to han-
dle offline messages. Our experiments showed the feasibility of O2TR to handle
offline messages. Although processing time to handle O2TR messages is similar
to OTR’s, O2TR provides faster private session refreshment. The main contri-
butions of this paper are summarized as follows:

– In O2TR, we introduce a solution to detect and store the latest keys of the
private session to handle offline messages. We develop a mechanism to renew
and replace the stored keys based on the incoming and outgoing messages.
By detecting an offline message, the stored keys of the previous session are
used to handle the message.

– To evaluate the performance of our model in a real network environment,
we implemented O2TR on Gajim IM system launched on an XMPP/Jabber
platform.

The rest of this paper is organized as follows. In Sect. 2, an overview of
OTR and the offline message issue are presented. Section 3 provides a model
explanation of O2TR. The implementation of O2TR and the evaluation results
are respectively explained in Sects. 4 and 5. In Sect. 6, we analyze the security
of O2TR and our conclusions are summarized in Sect. 7.

2 Overview of OTR

The protocol of OTR was initially introduced by Borisov et al. [1] in 2004. OTR is
built on a high-level cryptographic abstraction, such that AES (128-bit), SHA-
256 and SHA-1 hash functions are used in the last version of OTR (Ver. 3).
SHA-256 is used in the handshake process, and to calculate the encryption and
authentication keys based on a DH share. On the other hand, SHA-1 is used as
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an HMAC function to authenticate each encrypted message [5]. Therefore, all
encrypted messages are authenticated by the HMAC function. Using encrypted
DH key exchange and keys derived from a shared secret to encrypt each message
and to authenticate each ciphertext lead to building public key authenticated
encryption on top of lower-level primitives [6].

To establish a private session, the conversation parties share their DH keys
by OTR handshake protocol. A version of SIGMA is used as the authenticated
key exchange (AKE) to exchange the generated keys. To prevent the man-in-the-
middle (MitM) attack, no clear DH encryption key is revealed in the first AKE
message. After exchanging the DH keys in the first two messages, the conversa-
tion parties authenticate each other by their public keys in an encrypted channel.
These keys are long-lived DSA public keys and are used only for authentication
[5,7]. After the authentication process, the private session is established and the
OTR parties are ready to exchange data packets.

Figure 1 shows the format of an OTR data packet. In this packet, the header
field shows the version of OTR protocol, message type, the sender and the
receiver of the message, and the required flags. As mentioned before, OTR
exploits the ephemeral keys for encryption to provide PFS service. Since the
keys are changed per message, keyids are used to select the latest DH keys and
to make sure that a unique set of keys is being used [7]. In fact, a keyid is an
integer number that is increased by generating a new DH key.

Fig. 1. OTR data packet format

Since the encryption key is pairwise between two OTR parties, in each data
packet a new DH public key is suggested by the sender for the next data message.
The suggested key in the next dh field will be used for the next message after
receiving its confirmation. DH share is computed based on both parties’ DH keys
to generate the encryption and authentication keys. AES algorithm in CTR mode
is used to encrypt/decrypt the messages. The Encrypted data field consists of the
encrypted message. In the rest fields, the MAC value and the used MAC keys are
revealed. By revealing the MAC keys one round later to the public, OTR provides
message deniability [8]. Therefore, once the MAC keys are revealed, anyone can
modify the message and the receiver cannot prove the sender’s authorship.
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2.1 OTR and Offline Messages

The offline message problem occurs when a conversation party in an OTR pri-
vate session goes offline or leaves the IM chat room. Due to the structure of
OTR to exploit the pairwise encryption, it is only applicable in the synchronous
communications where both the communicating parties are online [9]. During
an OTR conversation, if the receiver party gets offline any undelivered message
remains in the IM server side as an offline message. The offline message will be
delivered whenever the receiver shows up. Since the offline message is encrypted
based on the last lost private session, it is unreadable for the receiver.

As shown in Fig. 1, in OTR data packet, the next ephemeral DH share (in
the next dh field) is protected with a MAC computed with the current key. Until
being acknowledged by the recipient this new DH share cannot be used by the
sender [9]. Therefore, to pursue the key generation chain in OTR, both conver-
sation parties require to be online. This requirement makes OTR impracticable
in the asynchronous communication.

In OTR, the authentication and the message states indicate the current state
of each OTR conversation. The authentication state shows the authentication
progress, while the message state indicates the ciphering state of the outgoing
messages [5]. To prevent any flaw and inconsistency for sending messages, the
message state controls what happens during the OTR conversation. For instance,
if during a private session a party logs out his OTR client the correspondent
will be notified. This notification prevents to unwillingly send any message in
plaintext mode [5].

Since the liveness of an OTR private session depends on the running IM
chat room, the message state mismatching occurs when a client leaves the chat
room while its OTR session is not finished. In this case, the current OTR pri-
vate session is not terminated on the other side. Therefore, any message sent
by the correspondent is based on the previous unfinished private session. The
unreadability error will happen when the client receives an offline message from
the previous unfinished private session.

As an example of this mismatching, Fig. 2 shows the related OTR error mes-
sage in a Pidgin-OTR messaging client. During an OTR conversation one party,
mdf3@localhost, gets offline and leaves the chat room. After showing up and
connecting back to the Pidgin IM server, an offline message that was sent by
mdf2@localhost and has remained on the server is delivered to mdf3@localhost.
Since there is no private session and this OTR message was encrypted with the
last session, it is not readable.

To prevent any OTR parameter mismatching in the asynchronous communi-
cation, we introduce O2TR to handle offline messages. As stated earlier in the
Sect. 2, by sending or receiving an OTR message, all keys are regenerated, based
on the new DH shared key. Therefore, each party knows the required keys of the
next message. By retaining these keys in O2TR, we are able to retrieve any offline
OTR message’s required keys. In this case, an O2TR party can authenticate and
decrypt the offline message that was created in the last session.
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Fig. 2. The error message for receiving an offline message in the Pidgin-OTR IM client

3 Offline OTR- O2TR

In order to achieve PFS, OTR exploits the ephemeral keys to renew the encryp-
tion and authentication keys for every data packet. To this end, each OTR party
generates a new DH key and shares it in the next dh field of the data packet.
Therefore, each party knows the next DH key of the correspondent. Based on
this fact, saving the next DH key for every packet is the basic concept of O2TR.

Fig. 3. Storing the latest keys in EKM

Basically, the O2TR model consists of two extra parts in comparison to the
original OTR; emergency key management (EKM) and offline message detection
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(OMD). As shown in Fig. 3, all ephemeral keys for encryption and authentication
generated by the key derivation function (KDF) are saved in EKM too. These
keys are generated based on the DH keys of both parties. Since new keys are
generated for each message, the registered keys in EKM are replaced with the
new keys. Therefore, in each conversation EKM consists of the latest keys in
both O2TR parties. Unlike the ephemeral keys, EKM retains the registered keys
even if the client leaves the chat room.

To handle offline messages, in O2TR model, OMD checks the state of the
incoming message. In the case of offline message, an encrypted message is deliv-
ered to a client with no private session. Therefore, the state of an offline message
does not match with the self state of the receiver that is in the plaintext mode.
As shown in Fig. 4, by detecting this mismatching by OMD, the message is con-
sidered as an offline message, and is handled by EKM stored keys instead of
rejecting.

Fig. 4. Handling the offline message in O2TR

Since the offline message is created by the last unfinished O2TR session, no
MAC keys are released and they are valid yet. Therefore, it is impossible to
compromise this offline message’s validity before releasing its MAC key in the
next O2TR data message [5].

4 Implementation

To analyze the performance of O2TR, Gajim1 messaging application was selected
as an IM system. Furthermore, eJabberd XMPP2 server, implemented in Ubuntu
14.04, was used to provide an XMPP/Jabber platform to launch the Gajim IM.
1 https://gajim.org/index.php?lang=en.
2 https://www.process-one.net/en/ejabberd/.

https://gajim.org/index.php?lang=en
https://www.process-one.net/en/ejabberd/
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Due to the abilities of eJabberd to provide secure client-to-server (C2S) connec-
tions (i.e., SSL/TLS connection) and a storage for undelivered messages, this
server was selected for our implementation. Figure 5 shows a typical IM connec-
tion through an eJabberd server.

Fig. 5. IM connection through an eJabberd XMMP sever

To enable OTR for the Gajim XMPP/Jabber client, we used OTR plugin
provided by K. Braden available on GitHub3. Furthermore, the Pure-Python-
OTR, a Python OTR implementation package provided by K. Braden, available
on GitHub4 was installed to enable this OTR plugin. To implement O2TR in
the Gajim XMPP/Jabber client, we optimized the Pure-Python-OTR package
and OTR plugin to add EKM and OMD modules.

5 Experiments

To evaluate and scrutinize the performance of O2TR model, the concepts of
offline message recovery and processing time for message handling were consid-
ered. These items were scrutinized on the IM communication between Gajim
XMMP/Jabber clients in two models: OTR and O2TR.

5.1 Offline Message Recovery

To evaluate the ability of O2TR to recover the offline message, we considered a
condition that led to disconnect a normal Gajim-OTR conversation. That event
was carried out for more than 200 separate Gajim IM conversations. As the
results, all offline messages (100%) were recovered and decrypted completely
with Gajim-O2TR while it was not possible for the normal Gajim-OTR model.
Figure 6 shows the offline message delivery capability in Gajim-O2TR IM con-
versation.

3 https://github.com/python-otr/gajim-otr.
4 https://github.com/python-otr/pure-python-otr.

https://github.com/python-otr/gajim-otr
https://github.com/python-otr/pure-python-otr


68 M. D. Firoozjaei et al.

Fig. 6. Retrieving offline message in Gajim-O2TR

5.2 Processing Time

To provide a practical comparison, we evaluated the processing time of message
exchange, handshake, and session refreshment in both protocols (O2TR and
OTR). As shown in Fig. 7, there are no meaningful differences between processing
time to handle the incoming and outgoing messages in OTR and O2TR protocols.
Unlike sending outgoing messages, handling incoming messages takes more time
due to performing some additional tasks, such as scrutinizing the current policies
(accepting encrypted or non-encrypted messages), message type (data packet or
AKE), OTR’s parameters (version and validity), key IDs, and authenticate the
received message.

(a) Incoming message (b) Outgoing message

Fig. 7. Processing time to handle the incoming message (a) and outgoing message (b)
in OTR and O2TR

Table 1 compares the average processing time to handle all messages in OTR
and O2TR protocols. The average processing time to handle incoming and out-
going messages is almost same in both protocols. Based on these results, O2TR
does not impose significant processing time to IM clients. To handle offline mes-
sages, which is only possible in O2TR, averagely 29.95 ms is needed for packet
processing. In comparison to incoming message handling in OTR, this amount
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is almost two times longer. It should be noted that this time is only spent for
the first offline message in which the required keys are extracted from the local
memory.

Table 1. Average processing time to handle incoming, outgoing, and offline message
in OTR and O2TR

Message type OTR O2TR

Incoming message 15.15 ms 16.07 ms

Outgoing message 1.11 ms 1.14 ms

Offline message-first — 29.95 ms

Fig. 8. Processing time for handshaking in OTR and session refreshment in O2TR

On the other hand, O2TR provides a condition to refresh the private session
when an offline message is received. Therefore, the private session is refreshed
with no interrupt instead of starting a new OTR handshake which is longer.
Figure 8 shows the processing time for OTR handshaking and to refresh the
private session in O2TR. Averagely, an OTR handshake takes 58.29 ms while
the refreshment of a private session takes 43.49 ms in O2TR. Based on these
results, in O2TR a private session is refreshed 34% faster than creating a new
private session in OTR. Consequently, in a private session disconnection, O2TR
not only retrieves offline messages but also refreshes the interrupted private
session faster.

6 Security Analysis

As one of the basic security properties of OTR, PFS feature assures to protect
session keys in which case leads to compromising server’s private key. Based on
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the chain of key generation in OTR, each data packet consists of a new DH
key suggested by the sender, which will be used for the next message. It’s worth
noting that, until the receiver has acknowledged this advertised next key, it can’t
be used. If an OTR party needs to send multiple messages before receiving any
replies, he/she will need to keep using the current key and advertising the same
next key [4]. This condition leads to a possible flaw when a curious IM server as
an active attacker filters the packets and forces the client to send all messages
with the same one key.

Since all packets are encrypted, the success of the attacker to detect the
ciphering keys depends on the possibility of breaking AES-CTR protocol. To
prevent any key leakage possibility, we define a threshold (e.g., k = 5) to use an
encryption key to do multiple encryption rounds. Therefore, no O2TR party can
use the same encryption key more than k times for multiple messages. Otherwise,
the sending is paused until receiving a reply or refreshing to a new private session.

On the other hand, since no ephemeral keys are reused, the property of PFS
is not compromised. Based on this fact, the attacker, the curious server in our
adversary model, has no chance to detect the private session key even by logging
the revealed keys. Consequently, any kind of the replay attack is not practical to
compromise O2TR protocol as well as OTR. Finally, after retrieving the offline
message the private session will be refreshed by the receiver. In this state, the
same security level as OTR’s is provided for the conversation parties.

7 Conclusions

We proposed O2TR, an offline OTR protocol, that makes the conversation par-
ties be able to handle offline messages. O2TR utilizes EKM and OMD parts to
save the latest keys, detect and retrieve the offline message even after leaving
the chat room. To prevent any key leakage flaw, we set a threshold to use an
encryption key to do multiple encryption rounds. Our experiments showed the
complete capability to handle offline messages under different conditions. It’s
worth noting that, O2TR does not impose significant processing time to IM
clients. Furthermore, O2TR provides an efficient session refreshment which is
about 34% faster than creating a new private session in OTR.
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Abstract. Many modern mobile processors support new SIMD exten-
sions (e.g. NEON engine) and previous applications (e.g. image process-
ing, cryptography) written in SISD are accelerated by re-writing the
previous implementations in SIMD instruction sets. Particularly, integer
multiplication and squaring operations are the most expensive in Public
Key Cryptography (PKC). Many works have been conducted to reduce
the execution timing in NEON instruction set. However, ARM–NEON
processor also supports powerful ARM instruction set as well. By exploit-
ing the ARM instruction together with NEON engine, we can achieve
further improved performance. After this observation, we introduce new
parallel approach for integer multiplication and squaring operations on
ARM–NEON processors. Unlike previous implementations, we mix-use
both ARM and NEON instructions to hide computation latency for ARM
into NEON. Since ARM and NEON modules are separated units, the
assignments are successfully issued independently. The integer multipli-
cation and squaring are finely divided into several sub-tasks and the
sub-tasks are properly assigned to ARM and NEON in order to balance
the workloads. Finally, the proposed implementations outperform the
best-known results on the identical ARM–NEON processors by 22.4%
and 18.3% for 2048-bit integer multiplication and squaring, respectively.
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1 Introduction

Modern high-end embedded processors have started to employ advanced Single
Instruction Multiple Data (SIMD) architecture, which can efficiently perform
multiple data in parallel way. When it comes to modern ARM processors, they
provide new SIMD extensions (e.g. NEON engine), which support 128-bit reg-
isters and vectorized instructions. This nice property introduces new direction
to enhance the performance of cryptography applications by rewriting the tradi-
tional ARM instruction sets into NEON instruction sets. The first NEON based
cryptography implementation belongs to Bernstein and Schwabe in CHES’12
[1]. They introduced implementations of ARX based stream cipher (Salsa) and
elliptic curve cryptography (Curve25519) by taking advantages of specific NEON
instruction sets and general purpose registers. Afterward, a number of papers
have introduced new vectorized implementation techniques to enhance the speed
factor by multiple times from traditional implementations [2,4–6,8–10]. For
high-speed Public Key Cryptography (PKC), previous works mainly focused
on optimizations of integer multiplication and squaring operations since both
operations are the largest overheads in both RSA and ECC implementations.
Particularly, over SIMD instruction sets, two different approaches are usually
considered to perform integer multiplication and squaring operations. First app-
roach is the reduced-radix representation based computation. Unlike traditional
Arithmetic Logic Unit (ALU), SIMD architecture does not provide status flag
registers, which represent current status after certain instruction. For this rea-
son, SIMD instruction cannot reserve overflow/underflow conditions due to the
absence of status flag registers. In order to avoid these shortcomings, the reduced-
radix representation leaves part of register bits to retain carry and borrow bits.
Since these carry and borrow bits are only handled once at the last round of
computation, the middle round can perform computations without considera-
tions on carry/borrow bits. Furthermore, this does not require modular reduc-
tion after addition and subtraction operations. The optimal approach acceler-
ates many ECC implementations on ARM–NEON processor [1,6,10]. However,
the reduced-radix representation requires to compute more number of partial
products than the non-reduced-radix representation, because the reduced-radix
representation only utilizes small bits (e.g. radix 216–228) in 32-bit register.
These representations require more number of words to store the same length
of variables than non-reduced-radix representation. For this reason, the long
integer multiplication/squaring operations (e.g. RSA, SIDH) usually adopt non-
reduced-radix representation [2–5,8,9]. In ICISC’14, ARM–NEON specialized
multiplication technique, 2-way Cascade Operand Scanning (COS), was pre-
sented [8]. This method performs the partial products in a non-conventional
order to reduce the number of data-dependencies in the carry propagations. The
COS method operates on 32-bit words in a row-wise fashion (similar to the
operand-scanning method) and does not require a “non-canonical” representa-
tion of operands with a reduced radix. For modular multiplication, two COS
computations can be “coarsely” integrated into an efficient vectorized variant of
Montgomery multiplication, namely Coarsely Integrated Cascade Operand Scan-
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ning (CICOS) method. Recently, Seo et al. suggested Double Operand Scanning
(DOS) for squaring operation, which doubles the operand instead of the interme-
diate result to get the doubled intermediate results [9]. Afterward, they applied
the Karatsuba techniques to both integer multiplication and squaring opera-
tions to enhance the performance for long integer cases. For modular multipli-
cation/squaring, separated Montgomery algorithm is selected since Karatsuba
technique is hard to be integrated together with multiplication/squaring and
reduction. Finally, proposed modular multiplication/squaring operations based
RSA implementations outperform the best-known results on the ARM–NEON
platforms.

In this paper, we further improve the previous integer multiplication and
squaring techniques (COS and DOS) by mix-using ARM and NEON instruc-
tion sets to hide latencies for ARM instructions into NEON instructions. The
proposed mixed approach efficiently optimizes the execution timing since ARM
and NEON instruction sets are performed in parallel way. The proposed meth-
ods outperform the best-known results on the identical ARM-NEON processors
by 22.4% and 18.3% for 2048-bit integer multiplication and squaring, respec-
tively [9].

Summary of Research Contributions

The contributions of our work are summarized as follows.

1. ARM/NEON co-design of Cascade Operand Scanning based multiplication.
Novel co-design of COS multiplication technique requires 10,657 clock cycles
for 2,048-bit integer multiplication on Cortex-A9 processor. The optimized
implementation is faster than state-of-art results by 22.4% [9]. The detailed
descriptions can be found in Sect. 2.1 and performance comparison is drawn
in Table 2.

2. ARM/NEON co-design of Double Operand Scanning based squaring. Simi-
larly, we proposed novel co-design of DOS squaring technique on ARM–NEON
processor. The high performance enhancements are also observed in the inte-
ger squaring by finely combining ARM and NEON instruction sets. The
detailed descriptions and performance evaluations can be found in Sect. 2.2
and Table 2, respectively.

The remainder of this paper is organized as follows. In Sect. 2, we introduce
new ARM/NEON co-design of integer multiplication and squaring operations
for ARM–NEON processors. In Sect. 3, we summarize our experimental results
and compare with the state-of-art works. In Sect. 4, we conclude the paper.

2 Proposed Methods

In this section, we introduce the efficient implementation techniques for integer
multiplication and squaring operations on ARM–NEON processors. In order
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to improve the performance of both implementations, we present optimized
ARM/NEON co-design to perform the sub-routines of multiplication/squaring
in parallel way. Unlike traditional integer multiplication/squaring implementa-
tions on NEON platforms, we mix-use both ARM and NEON instructions to
hide latencies of ARM instruction into NEON instruction. This finely scheduled
instruction sets allow 22.4% and 18.3% enhancements for 2048-bit integer mul-
tiplication and squaring operations than the state of art work, respectively. The
source codes for proposed methods will be available in public domain for any
public and private purposes.

2.1 Multiplication

Previous implementations of integer multiplication only utilize NEON instruc-
tion sets to achieve high performance on the ARM–NEON processor since NEON
engine has powerful vectorized features including SIMD instruction sets (e.g. 2
32-bit integer multiplication and 2 64-bit integer addition) to perform multi-
ple operations and long general purpose registers (2048 = 16×128-bit) to retain
operands and intermediate results. Furthermore, the data transfer between ARM
and NEON registers causes huge overheads from pipeline stalls. For this reason,
ARM or NEON instruction is solely utilized in previous works. However, Seo
et al. proves that both ARM and NEON instruction sets can be mix-used to
reduce the execution timing for LEA block cipher encryption in WISA’16 [11].
Even though ARM module provides relatively less powerful instruction sets than
that of NEON, ARM has enough functionality to compute small tasks in rea-
sonable timing. The author shows that independent tasks can be performed in
both ARM and NEON, simultaneously.

Inspired by previous parallel approach, we introduce new multiplication tech-
niques to use full functionalities of ARM–NEON processors. In the previous
works, the author performs completely independent tasks (encryptions) in data-
parallelism. This is easy to adopt parallelism since the tasks do not interfere
each other and do not cause pipeline stalls. On the other hand, our multiplica-
tion implementation uses task-parallelism, since unlike block cipher encryption,
long integer multiplication requires computations on long length operands. How-
ever, straight-forward task-parallelism is not available in integer multiplication,
since the intermediate results should be accumulated from the least significant
word to the most significant word to optimize the carry propagation.

In order to achieve the task-parallelism for integer multiplication, we divide
the whole operations into four sub-sections. Afterward, we assigned one sub-
section to ARM module and three sub-sections to NEON engine. Both ARM
and NEON routines are performed in parallel way and the workloads for ARM
instruction are hidden into NEON computations1. Particularly, for integer mul-
tiplication in ARM module, total 9 registers (4 registers for two 64-bit operands,
1 When m-bit multiplication is required, one m-bit multiplication is evenly divided

into 4 m/2-bit multiplication operations. Among them 3 m/2-bit multiplication is
performed in COS method on NEON engine. On ARM processor, m/2-bit multipli-
cation is performed in hybrid-scanning method (width: 64-bit).
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4 registers for 128-bit intermediate results and 1 register for carry value) are
used to retain the variables. For inner loop of hybrid scanning method, 4 par-
tial products (32-bit wise) are performed as follows. Given 2-word operands
{A(A[1], A[0]), B(B[1], B[0])}, the four partial products (A[0] · B[0], A[0] · B[1],
A[1] · B[0] and A[1] · B[1]) are performed from the least significant word to the
most significant word. In order to optimize the hybrid scanning in ARM instruc-
tion sets, we used umlal (multiplication and accumulation) instruction to update
the intermediate results2 The umlal instruction optimizes one addition instruc-
tion in each accumulation round since the lower 32-bit register (r0) is updated
directly. The higher 32-bit is retained in temporal register (r3). Afterward the
temporal register is added to the intermediate results (r1-r2). The detailed
accumulation part is as follows.

umlal r0, r3, r4, r5 → adds r1, r1, r3 → adcs r2, r2,#0

The optimized inner loop (64-bit multiplication) only requires 4 umull/umlal,
12 adds/adcs and 1 mov operations. This inner loop is used 4 times to perform
256-bit multiplication.

The detailed mixed computation order is described in Fig. 1. In order to
improve the readability, we used following notations in Fig. 1. Let A and B
be operands with a length of m-bit. Each operand is written as follows: A =
(A[n − 1], . . . , A[2], A[1], A[0]), B = (B[n − 1], . . . , B[2], B[1], B[0]), whereby
n = �m/w�, and w is the word size. The result of multiplication C = A · B is
twice length of operand, and represented by C = (C[2n−1], . . . , C[2], C[1], C[0]).
For better understanding, we describe the method using both multiplication
structure and rhombus form. The multiplication structure describes order of
partial products from top to bottom and each point in rhombus form represents
a partial product. The rightmost corner of the rhombus represents the lowest
indices (i, j = 0), whereas the leftmost represents corner the highest indices
(i, j = n−1). A black arrow over the point indicates the processing of the partial
products. The lowermost side represents result indices C[k], which ranges from
the rightmost corner (k = 0) to the leftmost corner (k = 2n − 1). In ARM
instruction set (SISD architecture), we perform one partial product in a row. On
the other hand, in NEON instruction set (SIMD architecture), we perform two
partial products in a row. The differences of partial products are described in
multiplication structure.

In order to perform ARM/NEON co-design of multiplication the multiplica-
tion is evenly divided into four sub-sections ( 1© 2© 3© 4©). The three parts ( 1© 2© 3©)
are performed in NEON instruction using COS method and the other part ( 4©)
is performed in ARM instruction using Hybrid Scanning method. Since both
ARM and NEON computation units are separated modules, ARM and NEON
instructions are performed in parallel way without interference. The comparisons
of execution timing between NEON and ARM/NEON approaches are drawn in
Fig. 3(a). In previous approach, 4 sub-multiplication operations are sequentially
performed in NEON engine. The NEON–only implementation achieved high
2 umlal a, b, c, d : {b, a} ← {b, a} + c × d.
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Fig. 1. ARM/NEON co-design for multiplication on ARM–NEON 1© 2© 3©:NEON,
4©:ARM

Algorithm 1. ARM/NEON Co-design of integer multiplication

Require: n-word operands {A(AH |AL)
and B(BH |BL)}

Ensure: 2n-word result (C)
1: C1 ← AL · BL {NEON}
2: C2 ← AL · BH {NEON}

3: C3 ← AH · BL {NEON}
4: C ← C1 + (C2 + C3) · 2

n
2 {NEON}

5: C4 ← AH · BH {ARM}
6: C ← C + C4 · 2n {ARM}

performance through data parallelism in SIMD instruction sets. However, the
approach does not use ARM module, which has enough functionality to per-
form the multiplication. In order to fully utilize both ARM and NEON modules,
we use the mixed ARM/NEON instruction sets. The proposed technique per-
forms 3 sub-multiplication operations on NEON engine (Algorithm1 Step 1, 2,
3, 4) and 1 sub-multiplication operation on ARM module (Algorithm1 Step 5),
simultaneously. Afterward, both intermediate results from ARM and NEON are
added together to output the final result. The accumulation step is performed
in ARM instruction (Algorithm 1 Step 6). This co-design approach optimizes
the execution time for one sub-multiplication (ARM) since the latency for ARM
instruction is hidden into NEON instruction. The comparison in source code
level is described in Table 1. In sequential approach, NEON or ARM instruction
set is solely executed in the time line. On the other hand, parallel approach
executes ARM and NEON instruction sets alternatively. This program style
ensures the computations of both ARM and NEON in the same time line. With
this approach, a number of clock cycles for ARM are optimized away.

We also investigated the Karatsuba technique for proposed co-design app-
roach. However, we found that the Karatsuba technique is inefficient for co-design
approach since the Karatsuba technique replaces 1 m/2-bit multiplication into
several m/2-bit addition and subtraction operations. The addition and subtrac-
tion operations generate carry/borrow propagation, which cause a number of
pipeline stalls on NEON engine. Alternatively, we can perform the operations
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Table 1. Sequential and parallel implementations for integer multiplication in source
codes

Sequential Parallel

<NEON> <ARM/NEON>

vmull.u32 q13, d0, d4[0] vmull.u32 q13, d0, d4[0]

vmull.u32 q12, d2, d4[0] ldr r3, [r1, #4*8]

vmull.u32 q11, d1, d4[0] vmull.u32 q12, d2, d4[0]

vmull.u32 q10, d3, d4[0] ldr r4, [r1, #4*9]

veor q5, q5, q5 vmull.u32 q11, d1, d4[0]

veor q6, q6, q6 ldr r5, [r2, #4*8]

veor q7, q7, q7 vmull.u32 q10, d3, d4[0]

veor q8, q8, q8 ldr r6, [r2, #4*9]

vtrn.32 q13, q5 veor q5, q5, q5

vtrn.32 q12, q6 umull r7, r8, r3, r5

vtrn.32 q11, q7 veor q6, q6, q6

vtrn.32 q10, q8 umull r9, r10, r4, r6

vadd.i64 q12, q12, q5 veor q7, q7, q7

vadd.i64 q11, q11, q6 mov r14, #0

vadd.i64 q10, q10, q7 veor q8, q8, q8

vqadd.u64 d16, d16, d27 umlal r8, r14, r3, r6

vext.8 d28, d28, d26, #4 vtrn.32 q13, q5

... adds r9, r9, r14

<ARM> vtrn.32 q12, q6

ldr r3, [r1, #4*8] adcs r10, r10, #0

ldr r4, [r1, #4*9] vtrn.32 q11, q7

ldr r5, [r2, #4*8] mov r14, #0

ldr r6, [r2, #4*9] vtrn.32 q10, q8

umull r7, r8, r3, r5 umlal r8, r14, r4, r5

umull r9, r10, r4, r6 vadd.i64 q12, q12, q5

mov r14, #0 adds r9, r9, r14

umlal r8, r14, r3, r6 vadd.i64 q11, q11, q6

adds r9, r9, r14 adcs r10, r10, #0

adcs r10, r10, #0 vadd.i64 q10, q10, q7

mov r14, #0 str r7, [r0, #4*16]

umlal r8, r14, r4, r5 vqadd.u64 d16, d16, d27

adds r9, r9, r14 str r8, [r0, #4*17]

adcs r10, r10, #0 vext.8 d28, d28, d26, #4

str r7, [r0, #4*16]

str r8, [r0, #4*17]
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on ARM module but this imposes more tasks on ARM module than proposed
method and the approach leads to the unbalanced overheads between ARM and
NEON. The detailed complexities are as follows. In m-bit Karatsuba multipli-
cation, ARM module performs 1 m/2-bit multiplication, 3 m/2-bit addition, 3
m-bit addition and 2 m/2-bit subtraction operations. On the other hand, NEON
performs 2 m/2-bit multiplication, 2 m/2-bit exclusive-or and 1 m-bit exclusive-
or operations. This unbalanced overheads show that Karatsuba technique for
co-design of ARM/NEON is inefficient to perform in parallel way. Instead, we
perform Karatsuba technique as outer routine for the proposed co-design imple-
mentations. We adopted the Karatsuba technique on ARM–NEON from previ-
ous paper [9]. For 1024-bit and 2048-bit integer multiplication operations, we
use 1-level/2-level Karatsuba methods, respectively.

2.2 Squaring

Similarly, previous integer squaring implementations on ARM–NEON proces-
sor mainly use NEON instructions to improve the performance of squaring
operation. As we witnessed the performance enhancements through co-design
of ARM/NEON in previous sub-section, the integer squaring operation is also
accelerated.

First we divide the m-bit integer squaring into 2 m/2-bit multiplication and
m/2-bit squaring. Among them 2 m/2-bit multiplication operations are per-
formed in DOS method on NEON engine. On ARM module, m/2-bit squaring is
performed in sliding block doubling (SBD) method [7]. For 256-bit operand case,
total 12 general purpose registers are used. Specifically, 8 registers for 256-bit
operands, 3 registers for 96-bit intermediate results and 1 register for temporal
storage are used. The execution timing for ARM instruction is optimized away
in co-design, since both ARM and NEON instructions are performed in parallel
way.

The detailed descriptions are available in Fig. 2. The squaring is divided into
three sub-parts. The parts ( 1© 2©) are performed in DOS method on NEON
engine and the other part ( 3©) is performed in SBD method on ARM mod-
ule. Since both ARM and NEON are separated modules, both instructions are
performed, simultaneously. The comparisons between NEON and ARM/NEON
implementations are drawn in Fig. 3(b). In traditional DOS method (NEON
only), 3 sub-multiplication operations are sequentially performed and execution
timing is about 3 sub-multiplication operations. On the other hand, the pro-
posed co-design approach performs 2 sub-multiplication operations on NEON
engine (Algorithm 2 Step 1, 2, 3) and 1 sub-squaring operation on ARM mod-
ule (Algorithm 2 Step 4), simultaneously. Afterward, both intermediate results
are added together to output the combined final result (Algorithm2 Step 5).
This approach ensures the optimization of one sub-squaring operation on ARM
module. The operation complexities are 1 m/2-bit squaring and 1 m-bit addi-
tion for ARM and 2 m/2-bit multiplication for NEON, respectively. Finally,
we also perform the outer Karatsuba technique to enhance the performance of
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Fig. 2. ARM/NEON co-design for squaring on ARM–NEON, 1© 2©: NEON, 3©: ARM

Algorithm 2. ARM/NEON Co-design of integer squaring

Require: n-word operand A(AH |AL)
Ensure: 2n-word result (C)
1: C1 ← AL · AL {NEON}
2: C2 ← 2 · AL · AH {NEON}

3: C ← C1 + C2 · 2
n
2 {NEON}

4: C3 ← AH · AH {ARM}
5: C ← C + C3 · 2n {ARM}

long integer cases. For 1024-bit and 2048-bit integer squaring operations, we use
1-level/2-level Karatsuba methods.

3 Results

3.1 Target Platform

In this paper, we selected high-end IoT architecture, namely ARMv7. Particu-
larly, we execute the implementations on the ARM Cortex–A9 processor which
supports full functionalities of ARMv7 architecture and NEON engine. The
ARMv7 and NEON supports 32-bit and 64/128-bit wise registers, respectively.
The ARMv7 instruction set performs 32-bit SISD operations. On the other hand,
the NEON engine provides vectorized instructions in 16 8-bit, 8 16-bit, 4 32-bit
and 2 64-bit, performing multiple data in single instruction. The ARMv7 pro-
cessor is widely used in high-end IoT processors including mini computers and

Fig. 3. Comparison between standalone and co-design in execution time, (a) multipli-
cation, (b) squaring
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Table 2. Results of integer multiplication and squaring operations in clock cycles on
ARM Cortex-A9 platform

Bit Proposed [9] [8] GMP

Multiplication

512 851 1048 1050 2176

1024 3191 3791 4298 6256

2048 10657 13736 17080 19618

Squaring

512 595 850 - 1343

1024 2244 3315 - 4063

2048 7495 9180 - 14399

mobile devices. The proposed implementations are working on all ARMv7 archi-
tectures including Cortex-A7, A8, A15 without modifications of source codes.

3.2 Evaluation

In order to provide fair comparison results, we compare the performance with
previous works in identical target processors (Cortex-A9) [2,8,9]. For our evalu-
ation, we only employ the single core on the processor3. The optimization level
is set to maximum (−O3), which fully optimizes the inefficient program routines
in complier level. In Table 2, the execution timing for integer multiplication and
squaring are drawn. We measured the performance ranging from short integer
(512-bit) to long integer (2048-bit) and compared the results with state-of-art
implementations [8,9].

For short integer case (512-bit), the proposed multiplication method achieves
an execution time of 851 clock cycles and squaring requires 595 clock cycles. On
the other hand, Seo et al. achieved 1,048 and 850 clock cycles for integer multipli-
cation and squaring, respectively. Thus, the proposed methods outperform Seo
et al. by approximately 18.8% and 30.0% for integer multiplication and squaring
operations, respectively. For medium integer case (1024-bit), 1-level Karatsuba
technique is used to enhance the performance. The proposed multiplication and
squaring implementations achieved 3,191 and 2,244 clock cycles, respectively. Seo
et al. achieved 3,791 and 3,315 clock cycles for multiplication and squaring. The
performance enhancements are 15.8% and 32.3% for multiplication and squar-
ing operations. For long 2048-bit operand, we used 2-level Karatsuba technique
on both operations. The proposed multiplication requires 10,657 clock cycles,
while Seo et al.’s implementation requires 13,736 clock cycles. In terms of 2048-
bit squaring, our method requires 7,495 clock cycles, while Seo et al.’s imple-
mentation requires 9,180 clock cycles. The result shows that proposed methods

3 If we define multi-core processing through OpenMP library and execute multiple
threads, the performance is enhanced by the number of threads.
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outperform Seo et al. by approximately 22.4% and 18.3% for multiplication and
squaring, respectively. We observe that Karatsuba multiplication is more efficient
than that of Karatsuba squaring in long integer since the complexity reduction
in squaring operation is smaller than that of multiplication parts. Furthermore,
the proposed implementations satisfy the operand scalability. We can conduct
various length of integer multiplication or squaring in a single code by altering
the level of Karatsuba. This is practical implementations for random numbers.

Comparison to GMP. The most well known multiple precision arithmetic
library is GNU Multiple Precision Arithmetic Library (GMP). The GMP also
uses asymptotically fast Karatsuba algorithm for long integer and many assem-
bly level optimizations. In order to compare the performance with public library
(GMP), we executed the benchmark program on the target platform. The
detailed execution timing is drawn in Table 2. The performance gap between
proposed method and GMP is 60.9% and 45.7% for 512-bit multiplication and
squaring, respectively. This gap is roughly maintained in long operands (2048-
bit), since both implementations use Karatsuba techniques. Finally, we conclude
that our implementations significantly outperform the public library.

Comparison in Operation Complexity. In this section, we compare the com-
plexities of integer multiplication and squaring operations. The detailed descrip-
tions are available in Table 3. In previous COS method, main multiplication parts
are performed in NEON engine [9]. Afterward, the intermediate results are accu-
mulated by using ARM instruction in the last step, which costs m

2 -bit addition.
For this reason, NEON and ARM instructions are executed in sequential way.
On the other hand, the proposed approach assigns m

2 -bit multiplication and 2
m
2 -bit addition operations to ARM module. The m

2 -bit multiplication is per-
formed while NEON engine performs 3 m

2 -bit multiplication operations, which
ensures high-optimized parallel computations. After parallel computations, the
separated intermediate results are combined together through 2 m

2 -bit addition
in ARM instruction. This shows that the proposed method replaces m

2 -bit mul-
tiplication into m

2 -bit addition.

Table 3. Complexities of integer multiplication and squaring on ARM–NEON, where
A, M and S represent m

2
-bit addition, multiplication and squaring, respectively.

Method ARM NEON Total Optimization

Multiplication

COS [9] A 4M A + 4M –

Proposed 2A + M 3M 2A + 3M M

Squaring

DOS [9] A 3M A + 3M –

Proposed 2A + S 2M 2A + 2M S
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In terms of squaring operation, m
2 -bit addition and 3 m

2 -bit multiplication
operations are required in DOS method [9]. On the other hand, the proposed
method performs 2 m

2 -bit addition and m
2 -bit squaring operations in ARM mod-

ule and 2 m
2 -bit multiplication in NEON engine, respectively. Among them,

latency for m
2 -bit squaring operation of ARM instruction is hidden into that

of NEON. Finally, m
2 -bit squaring operation is replaced into m

2 -bit addition in
proposed method.

4 Conclusion

In this paper, we presented optimization techniques to improve the performance
of multi-precision multiplication and squaring on ARM–NEON architecture.
Unlike previous approaches, we divide the computations into sub-sections and
properly perform the operations in both ARM and NEON instruction sets. Since
the computations are performed in parallel way, the latency of ARM instruction
is hidden into that of NEON instruction. On an ARM Cortex-A9 processor, our
proposed implementations perform 2048-bit multiplication and squaring opera-
tions only 10,657 and 7,495 clock cycles, which are 22.4% and 18.3% faster than
state-of-art implementations [9]. Based on these optimizations, the most obvious
future work is to apply the proposed methods to public key cryptography such
as (pre-quantum) RSA and (post-quantum) SIDH [3,9] since these cryptography
applications require long integer multiplication and squaring, which are perfor-
mance bottleneck. We believe that the proposed method will push the speed
boundaries even further from the state-of-art implementations.
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Abstract. Location-related data is one of the most sensitive data for
user privacy. Theft of location-related information on mobile device poses
serious threats to users. Even though the extant confirmation of per-
missions feature on modern smart devices can prevent direct leakage of
information from location-related sensors, recent research has shown that
leakage of location-related information is possible through indirect, side-
channel attacks. In this paper, we show that the travel path of a vehicle
can be inferred without acknowledging the user using a zero-permission
smart watch application. The sensor we used in our experiment is the
accelerometer sensor on Apple Watch. We find that a targeted user can
be traced with 83% accuracy. We suggest that our approach may be used
to successfully attack other smart phone devices because it was successful
on Apple Watch, which is considered as the most constrained device in
the market. This result shows that the zero-permission application on a
smart watch, if manipulated adequately, can transform into a high-threat
malware.

1 Introduction

Evolution of features on mobile phones has significantly changed how we share
information and access online services. The advent of new mobile phone appli-
cations has brought huge benefits, but also extensive privacy risks. Leakage
of location information is among the major privacy risks rendered by use of
mobile phone applications, as it can enable high-threat attacks such as tracking
users, identity discovery, and identification of home and work locations. Fur-
thermore, it can allow an attacker to discover target persons behavior, habits,
preferences and personal connections, which can be deployed in targeted social
engineering.

The subject of location privacy has thus been widely studied since early years
of mobile devices. Cellular communication systems, as early as GSM, have been
adapted to protect user identity. Temporary identifiers (e.g., TMSI), for instance,
have been used to thwart attempts to track users. In recent years, ubiquity of
mobile and sensing devices, open mobile platforms (running untrusted code) and
ubiquitous connectivity have expanded the attack surface of location privacy sig-
nificantly. Users appear to have followed up, increasingly aware of and concerned
about the implications of location information disclosure, as reported in recent
c© Springer International Publishing AG, part of Springer Nature 2018
B. B. Kang and T. Kim (Eds.): WISA 2017, LNCS 10763, pp. 87–100, 2018.
https://doi.org/10.1007/978-3-319-93563-8_8
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surveys [5], and acknowledged in the US Congress Location Privacy Protection
Act of 2014 [12].

Rich sensors on wearable devices offer useful data that enable applications
for mobile health, activity tracking, games, etc. Unfortunately, data collected by
such sensors can often be sources of privacy breach, when they leak information
about the private aspects of users lives. In our attempt to define the appropriate
level of data disclosure, we arrive at the question of: what can be inferred from a
given sensor data? Every so often, we find that substantial inferences can be made
from apparently harmless data, setting us up for information exposure. While
much research has been done in this area, and measures suggested from them
implemented to enhance security, information leakage via sensor data continues
to occur. With leakage of sensor data of wearable device, the words typed into
the phone [14], passwords typed into other smart devices, and certain speech-
related information [6] can be exposed [7]. In this paper, we raise the question
of if an accelerometer data from smart watches can be mined to infer the roads
that the user has driven. In other words, can motion data from the users wrist
moves while steering the wheel and accelerating the vehicle be used to find out
the roads that the user traveled? If so, the problems are serious - a smart watch
app can be disguised as a travel path tracer to leak data on users commuting
route or frequent locations.

So far, the simplest way to breach data on a users location is to access the
mobile device location services, which relies on GPS, Wi-Fi, or cellular signals.
To mitigate breaches of location privacy, mobile phone operating systems, such
as Android, provide mechanisms through which users can manage applications
permissions to access sensitive resources and information.

While a careful user may refuse such request for access his or her location
information, the greater challenge of protecting users location privacy against
side channel attacks, which do not involve permission requests, remains. A vari-
ety of sensors, including as gyroscope, accelerometer, and magnetometer, are
embedded in mobile phones. These sensors expand the attack surface, rendering
the mobile phone an attractive target for those seeking to exploit privacy infor-
mation [4,9,15], especially when users attempt to minimize their exposure by
disabling, removing or limiting usage of tracking applications.

There has previously been research that addressed this topic. Narain et al.
infer the user routes and locations in [10], using gyroscope, accelerometer and
magnetometer sensors in smart phone. Narain et al. used their algorithm order to
infer user travel paths and locations of mobile phone users in 11 cities, including
Boston and Waltham. They inferred 10 routes in each experiment, and reported
that 30% to 60% of the total distance travelled, was accurately inferred. The
level of accuracy achieved in this study, however, is unlikely to offer sufficient
data for those devising further attack on the target.

We investigate the threat and potential of tracing users mobility without
explicitly requesting permissions to access the device sensors or location ser-
vices. Currently, any Android and iOS application can access the accelerometer
without requiring the user permission. Even security conscious user tends to
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Fig. 1. Steering data in stationary condition.

underestimate the risks associated with installing an application that does not
request access to sensitive information such as that on location. We focus on the
case of a user riding a vehicle on public roads without peculiar conditions.

The contributions of this paper are as follows:

– An efficient approach for handling the accelerometer data to identify the dis-
tance and curves traveled, and the velocity at which the user/driver traveled
using mathematical and machine learning method.

– A proposal of the simple methodology of map matching framework, drawing
the draft version of route and adjusting by referencing the form over the map.

– Evaluation of the feasibility and effectiveness of travel path inference attacks
by implementing our approach, which used the accelerometer as side-channel.
As Apple is known to provide highest protection of user privacy, our research
has proven that the side-channel attack using rich sensors should be consid-
ered as a threat equivalent to that of mobile malware intimidation.

In Sect. 2, we introduces the motivation of this research and Sect. 3 will dis-
cuss about the threat model and assumptions of our attack. In Sect. 4, we refined
the coarse sensor data to the meaningful data to draw the victim’s route trav-
eled. Section 5 matches the preprocessed route to the real map data using image
processing and Sect. 6 evaluates the attack accuracy and energy consumption
upon sampling rate of the sensor data. Finally, Sect. 7 concludes the paper.

2 Driving Motions: Inspiration

To understand the problem of this research, we take a first look into the data from
smart watches. While we are driving, we use the pedals and the steering wheel to
accelerate, decelerate and change the direction of the car. These movements are
completely controlled by the drivers’ foot or hands. If the driver have a smart
devices which has sensors (i.e., accelerometer, gyroscope), its data will be logged
as the car moves. Particularly, in case of the driver wear a smart watch on his
wrist, the smart watch will be moved over time and the sensors will follow the
movement of the steering.

Noting this, two of the authors wore a smart watch and recorded the
accelerometer data of the steering and acceleration. In this paper, all of the
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Fig. 2. Hand movement while curve to the right.

experiments are done with the Apple Watch 38 mm (watchOS ver. 3.2.1) and
the application we made is installed to the watch to collect the accelerometer
data, using the CMAccelerometerData class [1]. In this experiment, sampling
rate of accelerometer was at 100 Hz (the highest sampling rate of Apple Watch),
and subjects placed their hands as Side-grip position, one of the standardized
grip position of the drivers. Details will be described in Sect. 5.

2.1 Steering Data

We first attempted to collect the accelerometer data of the turning-wheel while
the car is in stationary condition. The starting hand position on the wheel is
in the direction of 9 to 10 o’clock. The stable part (0 to 100 ms) of the Fig. 1
represents the idle status of the wheel. As the wheel starts to turn, each axis
data varies on the tilt angle of the watch (Fig. 2). We extracted the features
of 300 labeled steering data by calculating the mean, root-mean-square, median
absolute deviation values of each axis and trained the dataset with several learn-
ing algorithms. The labeled feature vectors were used to train the classifiers in
the learning phase, whereas additional 100 unlabeled features are mapped to the
closest matching class by the trained classifiers in the attack phase. In this exper-
iment, we used SVM (Support Vector Machines), Bagged Trees and K-Nearest
Neighbor classifier. As a result, each algorithm results at least 77% and up to
100% which is enough to infer the direction from the unlabeled data.

2.2 Acceleration Data

Conversely, acceleration of the car cannot be captured without difficulty. With
the naked eye, no any data can be seen related to the acceleration of the vehi-
cle. The data from the watch have enormous noise (i.e., the vibrations from
the ground, a fine steering control of the driver, noise from the sensor itself,
etc.), besides, we could not simply analogize the velocity or traveled distance
of the vehicle from the accelerometer data. Afterward, we designed a system
for reducing the noise and inferring the expected result using filter and applied
mathematics in Sect. 5.
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Fig. 3. System overview of the WheelLogger.

3 System Overview

We designed a overall system WheelLogger, represented as Fig. 3. We designed
and implemented an Apple Watch application to collect accelerometer data from
the watch. The application does not require any permissions to collect and send
the accelerometer data. Once the application is installed, it continuously logs and
sends the accelerometer data to the attacker’s colluding server. The server first
marks the starting and ending point of the driving data with Driving Related
Data Extractor module. After the drive data is extracted, Hand Position Detec-
tor recognizes the grip characteristic of the driver, which can affect the result of
each processing module significantly. Afterward, Distance Calculator and Turn-
ing Detector find the results of distance traveled and turning branches of the
victim. With these preprocessed results, we can draw the draft route for the vic-
tim and matches the route with the real map data based on the victim’s personal
location data. To this end, the system results the inferred route of the victim.

3.1 Threat Model

The proposed attack assumes that an attacker has infected a specific target user
to compromise with a carefully-designed malicious application. This application
running in the background on smart watch can collect accelerometer output
which are available on almost all major smart watches, and uploads the reading
to remote servers through any available wireless networks. This kind of malware
is not hard to create as both the accelerometer sensors can be accessed without
requiring the permission of users. Although installing the malwares on the smart
phone is inconsiderable, installing the application to the smart watch can be
another problem. However, most of all applications for the smart watch are
installed in silence when paired smart phone application is installed.
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(a) Down-grip steering (b) Side-grip steering (c) Double-grip steering

Fig. 4. Steering wheel grip positions

(a) Down-grip steering (b) Side-grip steering (c) Double-grip steering

Fig. 5. Plot data according to the position of the driver’s wrist

3.2 Assumptions

Before moving forward, we intend to list a number of assumptions. The assump-
tions could be relaxed with further works.

– The driver should wearing a smart watch on the main hand, which steers
the wheel. The main hand should be remained on the wheel while in driving.
The other hand can be used to assist main hand, however, can NOT be
substituted or replaced with the main hand.

– An adversary should select a victim who is an acquaintance. The adversary
knows the victim’s frequent locations, such as home or the company. This
information will be used for matching with the expected route to the actual
map.

4 Refining Sensor Data

In order to extract the route data from raw data, we designed four phases to
refine sensor data.

4.1 Driving Related Data Extractor

From huge amount of the raw sensor data from the victim’s smartphone, an
attacker should extract driving-related data first. We found the features that
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Algorithm 1. FindDrivingData (Starting point)
Input: A sequence of accelerometer data, AccData; A mean values of the each hand

position data set, HPos
Output: A starting point of driving related accelerometer data sequence, sp;
1: Initialization: sp, trigger, from ← 0, w ← 20, to ← w;
2: while sp = 0 do
3: while to < length(AccData) do
4: to ← from + w;
5: if sp = 0 then
6: pMean = mean(AccData[from:to]);
7: nMean = mean(AccData[from+w:to+w]);
8: absPN ← |pMean-nMean|;
9: if absPN < thr and pMean ∩ HPos �= φ then

10: if trig=0 then
11: tempsp ← from − w;
12: end if
13: trig ← trig + 1;
14: if trig ≥ 3 then
15: sp ← tempsp;
16: end if
17: end if
18: end if
19: from ← to;
20: end while
21: thr ← thr − 0.02;
22: end while
23: return sp

can be inferred from the data generated while the victim is in the car. After the
victim gets on the car to drive, he grabs the wheel with his main hand and starts
the engine with the other hand. At that time, sensor data from the watch on
driver’s hand is in the stable phase, similar to the head part of Fig. 1. Moreover,
the type of the driver’s grip style is formalized, typical types are described in
Fig. 4 and the accelerometer data from each position is described in Fig. 5. Of
course, these aspects of sensor data can be seen not only in the car, but also
any other status (i.e., hands on the table, typing a keyboard, etc.). In contrast,
when the driver steers the wheel, the feature of the sensor data from the watch
is unique enough to recognize whether the victim is in drive or not (i.e., turning
phase). Consequently, if turning phase is immediately followed by the stable
phase, we can certain that the victim is in drive.

We designed Algorithm 1 to find the starting point of the driving related
data. The algorithm first repeats to calculate the absolute value between two
mean values within the time window 0.2 s, and check whether the data varies
over the threshold or not to find the stable state. Additionally, the algorithm
compares the mean value of the stable data with pre-defined Hand Position data
in Fig. 5. If the data determined as in range of one of the Hand Position data,
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the algorithm finally recognizes the data as the driving related data and marks
the stable part as a starting point. In the same way, the algorithm can find the
ending point of the driving data when AccData is reverse-inputted.

4.2 Hand Position Detector

The hand position on the wheel is the most critical factor for finding the route
from accelerometer data. Statistically, the hand positions for most of the drivers
can be divided into three groups; Down grip, Side grip and Double-handed grip,
as described in Fig. 4. However, a driver has his/her own driving habits (i.e., other
than the position of the hands on the wheel such as switching the signal light,
opening the car window, and etc.). These habits could add the noise to the sensor
data and can prevent from acquiring the correct hand portion. Fortunately, as
shown in Fig. 5, each hand position has a distinct range of vibrations and hence
can be well recognized even with data with noise.

We note that the sensor data of acceleration, deceleration and gyration have
significant difference in correlation to the position of the driver’s main hand.
This implies that different accelerate and curve detection algorithms should be
used according to the result of the hand position detector. In the rest of the
paper, for simplicity, we assume that the hand position is Side grip. Algorithms
for other hand positions can be designed in similar manner.

4.3 Distance Calculator

In this section, we calculate velocity and traveled distance of a vehicle using
accelerometer data from Apple Watch. In the beginning, we collected x, y, z-axis
of accelerometer data recorded with the unit G/s. It means that the object is
experiencing ground force and its acceleration relatives to free-fall, physically.
First, we convert data in G/s into data in meter per second squared (m/s2),
with 1G/s ≈ 9.8m/s2.

In order to calculate the velocity and the distance traveled, we have to find
the exact equation of time-acceleration graph. For this purpose, we use Lagrange
interpolation [2]. The effect of adopting other methods such as regression could
be further analyzed. Lagrange polynomial is computed as follows:

Let P (x) be polynomial of degree n. With n+1 points (xi, f(xi)) where f(xi)
is acceleration data at time xi for 0 < i ≤ n + 1. Then P (x) is computed as:

P (x) =
n∑

i=1

(f(xi)
∏

i≤m≤n
i�=m

x − xm

xi − xm
). (1)

That is, P (x) of Formula (1) is the polynomial representing n + 1 points.
However, raw accelerometer data from the sensor has tremendous noise and

effects the accuracy of the distance traveled from accelerometer data. Hence,
a specific process is required to filter the noise from the raw data. The easiest
method is moving-average filter that estimates from the average of data a number
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of before data and after. To improve the result of the method, we used Savitzky-
Golay filter [11] to diminish the noise. This filter is a much better procedure
than simply averaging points because it performs a least squares fit of a small
set of sequential data points to a polynomial and takes the computed central
point of the fitted polynomial curve as the new smoothed data point. Savitzky-
golay filter is a digital filter that can be applied to a set of digital data points for
the purpose of smoothing the data, that is, to increase the signal-to-noise ratio
without greatly distorting the signal. As a result, we could get clear data and
polynomial equation.

Background Theory. The best way to calculate velocity and position of vehicle
is by physical approaching to mathematical integration [3,13]. The acceleration
is the rate of change of the velocity of the vehicle. At the same time, the velocity
is the rate of change of the distance traveled of the vehicle. In other words, the
velocity is the derivative of the position and the acceleration is the derivative of
the velocity. Hence:

a =
dv

dt
, v =

ds

dt
∴ a =

d(ds)
dt2

. (2)

The integration is the opposite of the derivative. If we know the acceleration
of the object, we can obtain the position data during a specific time range from
u to w by computing the double integration as:

v =
∫ w

u

a(t)dt, s =
∫ w

u

v(t)dt. (3)

∴ s =
∫ w

u

(
∫ w

u

a(t)dt)dt. (4)

Our Experiment. The aim of this experiment is to compute the velocity and
the distance of the vehicle traveled. Since we have obtained three axis (x, y, z) of
accelerometer data, we compute three polynomial equation of time-acceleration
graph (ax − t,ay − t and az − t graph). By applying the integration method (3)
and (4), we obtained a polynomial equation of the time-velocity graph (vx − t
and vy − t and vz − t graph). In order to get distance, the integration have to
be performed again. Applying the same method and procedure to this obtained
velocity data, we can get a fairly exact polynomial equation of the time-distance
traveled graph (sx − t, sy − t and sz − t graph).

ax(t)
∫

→ vx(t)
∫

→ sx(t). (5)

ay(t)
∫

→ vy(t)
∫

→ sy(t). (6)

az(t)
∫

→ vz(t)
∫

→ sz(t). (7)
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Fig. 6. Correcting algorithm of the curve data

Experiment Conclusion. Using the method (5), (6) and (7), we can compute
the approximation of the traveled distance d of the vehicle. According to the
polynomial above, the distance traveled of the vehicle at time t = k is as follow:

d =
√
sx(k)2 + sy(k)2 + sz(k)2. (8)

Through about 300 times Experiment, we get a margin of error of around
ten percent, using formula (8). For example, we have results 163 and 210 m
from calculating experiment about the real distance traveled 180 and 230 m
respectively.

4.4 Turning Detector

While in driving, the driver not only goes forward, but also turns left, right or
changes the lane. These movements happen when the driver steers the wheel.
Certainly, the data of the accelerometer varies on the movements of the steering
motions of the driver. The only two manners of steering the wheel are right or left,
and they have their own distinct features which can be recognized clearly through
the accelerometer data with appropriate classification algorithms in Sect. 2.

Nevertheless, real world situation is not ideal. Drivers steer the wheel not only
to turn, but also to change the lane. While the vehicle is in the high speed state,
the wheel needs to be changed only 10◦ to 15◦ to shift the lane. In contrast, the
driver should steer more to shift the lane while the vehicle is running slow. For
this reason, lane shifting data can be recognized as a turn data. Furthermore, we
can not calculate the exact turning angle of the vehicle without the gyroscope
sensor thus we can not avoid errors from changing the lane.

To overcome this problem, we collected same data from the same route for
several days. Each data of one travel can be represented as a line. Turning
spots and lane changing spots are marked above the line. The length of the line
means the distance of the whole travel. Note that each line includes the lane
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Fig. 7. Map matching process on the map. We can easily match the actual road to the
map with adjusting the angles and road forms. (Color figure online)

shifting data. While the turning spot appears on the same length of the line, the
lane shifting spot appears irregularly. Ignoring the irregular spots as the lane
shifting, we can get fixed data which only consist the distance and the turning
data without the lane changing data (Fig. 6).

5 Matching on Map

As a result of the preprocessing phase, expected route of the victim can be
represented as a sequence of distances and curves. However, the data from the
accelerometer only is not enough to infer the route exactly since we can not
know the direction data of the vehicle. To overcome this problem, we need the
victim’s frequent locations such as home or office to set the start and end spot
of the travel. Since these information is public, anyone close to the victim can
collect them easily. We used OpenStreetMap [8], which is available map related
data publicly.

5.1 Drawing Draft Route

From the results of the preprocessing phase, we can draw a draft version of
expected route. The drawing consists of lines and corners, each component
implies the distance traveled and turning direction. Thereafter, the drawing is
rotated to the right direction by referencing the victim’s personal location data
(e.g., home, company, school), as described as the red line of the left map of
Fig. 7.

5.2 Adjusting the Angles

Of course, the road does not only have the right-angled turns. However, the
algorithm we proposed can not infer the exact angle of the turns of the vehicle.
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Fig. 8. Match rate against days accumulated.

In this point, we can overlap the drawing of the draft route to the road-only
generated map and adjust the angle of the joints by referencing the form of the
map. Although this method can be considered to be a force-matching, anyone
can match this easily over the map with exact two spots of start point and end
point, fixed length of lines and turning directions. As a result of this adjusting,
we can infer the overall traveled route of the victim.

6 Evaluation

In this section, we evaluated the attack scenario with real driving experiments.
WheelLogger has been implemented on the Apple Watch, which runs the lat-
est watchOS platform. When activated, the WheelLogger client on the watch
continuously logs accelerometer readings at 100 Hz, along with timestamps. The
sensor data is stored locally during data collection and transferred to the backend
(MATLAB) server for analysis.

WheelLogger is evaluated with 7 subjects, recruited by advertising about
these experiments in the university campus. The subjects were offered an incen-
tive of $15 per hour, and each subject drove our laboratory’s experiment vehicle,
SOUL from KIA. All subjects were familiar with driving, at least have 5-years
actual driving experience. Each subject was asked to drive and collect the data
twice a day, both from home to company and from company to home, using
the same road for seven days. Each travel road was varied from 3 km to 7 km,
including 5 to 15 turns and signal lamps. In total, we collected 98 accelerometer
data across all users.

Figure 8 plots the match rate of each subject, against the accumulated days
of the data. Through the correcting algorithm of Fig. 6, the results show that
the match rate grows further with more route data is collected. The match rate
is estimated of the length of the correct route per whole travel distance. In
this figure, several data shown in low match rate at 3 to 4 days are determined
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that has many alleyways. Therefore the calculated value can infer the actual
distance only up to 91%, alleyways within several meters can not be determined
precisely. Thus, this type of routes needs more data to infer the actual driven
routes correctly. Consequently, when the result is collected more than 7 days, the
match rate of overall attack improves at least 76% up to 84%.

7 Conclusion

This paper demonstrates that sensor data collected by smart watch can be used
to infer the travel path of its user. By processing the accelerometer signals, we
managed to infer the turns taken and the distance traveled, and identify the
travel path of the Apple Watch user.

Our approach can be considered particularly threatening because it managed
to identify the travel path of the smart watch user using data from Apple Watch’s
accelerometer sensor only. Note that other smart watches can access more diverse
kinds of sensor data, allowing the attacker to make more substantial inferences
about the user. The troubling fact is that these applications can be uploaded on
AppStore and downloaded widely; the risk posed by such applications is very
real.

In order to get a much better result, the further research will be needed.
If we are able to obtain the data from additional sensor in smart phone such
as gyroscope or magnetometer, we can get additional information which can be
used for driver tracing.
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Abstract. Defence techniques against spamming attack have been introduced
and developed in many different areas, such as e-mail, web, and even social
network service, over the past decades. Whereas, we have still been suffering
from the attack though the service vendors as well as academia have been
making best effort on winning such arms race. Such being the case, Facebook
have also been inevitable to confront spamming campaign in order not to be
overwhelmed by massive junk messages. Certain spamming patterns have
recently been remarkably common on Facebook which collaborates with other
social network messenger. We study such the advanced spamming campaign so
as to demystify how it has been worked and settled down on Facebook
ecosystem. We build a crawler and analyser which collect 0.6 million of
comments; afterwards, extracts the targeted spams. Our data shows that the
spams are systematic, well-structured, obfuscated and even localized.

Keywords: Spamming attacks � Social network service
Localized spam analysis

1 Introduction

Facebook has dominated social networking services based on western culture-familiar
countries. As the most popular social networking platform, the service has had 1.03
billion daily active users within 1.59 billion total users (at the end of 2015) as well as 2
trillion posts has accumulatively uploaded until now [4]. These facts indicate that
Facebook is still leading the SNSmarket and conquered a significant portion of the users’
daily lives. Through Facebook, not only communicate users with each other, but they
also create, share, and scrap diverse pieces of information on their own pages or others.

Although most information on Facebook is showed up depending on dozens of
factors such as friends, personal tastes, friends’ interests, adverts and so on, it is rather
to be said ‘exposed by’ an information flood without intention. Considering charac-
teristics of social network services, it is more likely to show users anything somehow
connected to usually their friends or often even friends of friends. Even though users
can control what will be showed or blocked in their ‘News Feed’, it seems difficult
hiding from the fashion of the moment in this age of SNS; every moment of everyone is
uploaded even at an accident moment nowadays.
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Almost Facebook users are exposed indiscriminate information, whether it is
profitable or not, against their will, as we mentioned, and this condition makes Face-
book spams age arrive also. As Facebook gets old and upgrades to a new version, more
people join in and more users do it more easily and simply, but studies for increasing
spams in Facebook are at standstill. Studies for them, of course, have been in progress,
but they are not sufficient to catch up spams trends and as many as spams increase.

In Korea, spams have increased in Facebook without exception and now they are
rampant; even many benign Facebook users are upset and feel uncomfortable with
doing Facebook. Most page managers and famous personal users, having many fol-
lowers, have tried to block spams by hook or crook, but it seems unequal to block
increasing and changing spams. Among them, a new mean bothering both the benign
users and managers is appeared recently and we especially focus on it in this paper. The
new mean uses not only Facebook but Kakaotalk, a messenger application in Korea.
A problem is that Kakaotalk is the most popular messenger and hence spams in
Facebook become more powerful and tricky now.

Based upon the situation on Facebook, we built simple applications, a crawler and
analyser, in order to investigate Facebook spamming comments. The crawler was able
to collect approximately 0.6 million of comments for 20 days. Afterwards, the analyser
examined the spamming comments on the basis of certain keywords including
‘Kakaotalk’. Not only did we find that ‘Kakaotalk’ related comments have been
prevalent, but we also discovered that ‘comment’ related comments have been over-
whelmed the spamming ecosystem.

Our contribution in this paper is that alerting and informing about the new spams
with structure which shows how they work, data we collected in Facebook, and
statistics. We also discuss former studies for other types of spams in Facebook. We
conclude this paper with the result we analyzed and more studies needed to do in the
future.

2 Related Works

Intuition that increasing frequency of exposure to Facebook spamming through com-
ments (even with Facebook posts) and outrage at the spamming messages triggered to
study deeper in Facebook spams. Even though users’ dissatisfaction with cohabitation
comments with massive spams has been arguably detected for the past couple of years,
the studies related to Facebook spam were less likely to be dealt with as a high priority.
Considering that most of the papers related to Facebook spams were written in the
initial era of Facebook, we contrast our contribution with previous works in this
chapter.

To protect users and the social graph, containing user information, from phishing
attacks and malware, Stein et al. [7] described Facebook Immune System (FIS). Instead
of more traditional learning system, FIS uses an adversarial learning system that is
responsive and scalable. The authors coped simply with spamming attacks, as a small
piece of attacks, throughout the entire Facebook threats. The challenges for FIS to
improve its mechanisms are remained.
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One of the earliest papers which covered the Facebook spams (with the malicious
posts) indicated the increasing exposure of users to malicious activities on SNS.
Abu-Nimeh et al. [2] used the Defensio Facebook application to classify and determine
posts as legitimate, spam, ormalicious, and protect users from spams andmalicious posts.
According to the study, the Defensio consists of two components: one is for detecting
spam posts/comments and the other is for detecting malicious URLs. They, at the end of
the paper, urged that the more research in this area should be necessarily needed.

On Facebook, depending on intention of hackers, socware is possible to be hosted
either on or outside Facebook (e.g., URL). Existing security mechanisms, however, are
not sufficient against socware so that Rahman et al. [6] presented MyPageKeeper, the
Facebook application they developed to protect Facebook users. MyPageKeeper con-
sists of six modules and uses specific classification algorithms to identify and detect
socware. According to their data, it shows that 97%, 58,388 out of 60,191, are true
positives.

Forms of spams in social media network are usually texts, images, and social
network behaviours so that Jin et al. [5] proposed a spam detection system that con-
siders features of them. This detection system collects spam activities automatically,
performs online active learning, and sends warnings to users.

Those two papers went one step further that not only did they study Facebook
spams in their own ways perfectively, but they also built their own anti-spammers as a
Facebook application to detect malicious activities on Facebook.

To identify spam profiles on Online Social Networks (OSNs), Facebook and
Twitter, Ahmed and Abulaish [3] considered social networks as four basic components
and provided a set of 14 generic statistical features. They used three different classi-
fication algorithms, naïve Bayes, Jrip, and J48, to analyze properties of identified
features. According to their experiments, J48 classification outperformed the others in
dataset of both Facebook and Twitter in the last result.

However, our approach outweighs more on studying in Facebook spamming
comments recently occurred in the Facebook ecosystem. As the time gap between the
previous works and the recent Facebook system is not trivial, the assumption that
spams also greatly evolved for the past years should be take into account. So, we
picture the evolution of the Facebook spam sceneries in this paper via investigating
Facebook graph API.

3 Advanced Spamming Attacks

Although many old Facebook spamming-related papers tried to demystify spamming
ecosystems on Facebook, current spamming attacks are rather more cleaver and slyer.
The old school Facebook spammers used to merely spread spams out to someone’s
Facebook walls or Facebook pages to expose malicious URLs with attractive com-
ments. As the old fashioned spams heavily relied on URLs, the previous papers focused
consequently on the URLs in order to identify spams.
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Unlike the previous spams, a new type of spams is less likely to rely on URLs. The
new spammers have abused Facebook as an outpost for their malicious service
advertisements rather than directly connect between Facebook users and the malicious
services through the URLs. From a slight evolution of the spamming strategy, it seems
that the existing anti-spam schemes, that are especially for the keyword based
anti-spam systems, would not properly work for the recent spams. The new spamming
scheme is first of all explained as well as characteristics of the recent spams are
described in the following sections.

3.1 New Spamming Scheme

The new spamming propagation strategy is consisted of three phases, which are
Facebook, Kakaotalk, and Web phase. Each phase has its unique role such that it
provides segregation of each part, which breaks one another’s connectivity. Due to the
disconnection between spams and actual malicious services, a chance to detect
spamming activities is assumably low via existing spam detection systems.

Facebook: The Facebook phase is literally where the spams are spread out and
observed; the benign users are exposed to the malicious activities. In the Facebook
phase, malicious activities are practically taken place through commenting on relatively
popular Facebook posts. Spammers simultaneously and consistently leave the same
comments, which include spam, on the target posts. Since the spamming comments
steadily overwhelm the other legitimate comments on the target posts with popularity

Fig. 1. Spamming flows on Facebook. The flows go through three sections: Facebook,
Kakaotalk, and web pages. The Facebook section, on the left hand side, shows the spread of the
spams on Facebook. Kakaotalk, in the middle, is a messenger application, which dominates a
Korean messenger market. The web, at the end, is an actual destination where potential victims
(benign users) finally access on
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of Facebook pages where the target posts belong to, the exposure of the spams can
easily be maximized to benign Facebook users.

Kakaotalk: The Kakaotalk phase is a core of the new Facebook spamming scheme in
the recent Facebook spamming trend. “Kakaotalk” is a messenger application, which
dominates the Korean market (more than 90% of Korean people use this application
[1]). Unlike the previous spamming scheme, the biggest difference is that the recent
spamming strategy hires a broker in between Facebook and Malicious services. The
messenger, Kakaotalk, as a mean of the broker segregates Facebook and web services,
so that a direct access on to the service is less likely to be taken place but the victims
primarily face the broker via the messenger. Considering the previous spams, that are
merely broadcasting their services, exposing Kakaotalk IDs and dealing with the
benign users out of Facebook have a huge advantage in disguising spamming activities.

Web: The web page is a final destination in consequence of succeeding in spamming
attacks. Although all spamming attacks do not lead the victims to their online services,
a vast majority of the attacks aim to attract the benign Facebook users to the web pages.
Those online services usually cope with illegal web services, such as online casino,
online sports betting, and pornography.

3.2 Targets (New Spams)

One common characteristic of the new spam is exposing Kakaotalk IDs, which are
meaning nothing and randomly created so that there are no lexical connections with
each other. As mentioned earlier, there was a change of the way the spammers entice
benign users, and Kakaotalk is one at the center of the change. They have to expose,
therefore, IDs somehow and finally make benign users to visit their web pages.

There are other characteristics of the new spam: they mimic benign comments,
attracts others interest, or exaggerates and glamorizes their intention and what they do.
Mimicking benign comments is to trick benign users to read them to the end where
photos, Kakaotalk IDs, or URLs are exposed. They usually quote famous stories or
meaningless conversations unrelated to the posts. Also, spammers even fake the
numbers of ‘like’ of their comment sometimes and use familiar photos but containing
spam texts or sometimes URLs to attract the users’ eyes. Once the users start to read the
comments somehow, their eyes and attention will reach where the spammers’ secret
design is soon. For this reason, the spammers exaggerate and glamorize their messages
and use words that involve users more easily such as ‘safe’, ‘family’, or ‘ensure’.

The last considerable feature which should take into account is that the spamming
ecosystem where we especially concentrated on basically the Korean written spams
settled down Korea-based pages. Since the spamming attack is specialized in the
Korean digital culture, the spams can be said that it always contains Korean letters
rather than any other countries’ languages (Fig. 2).
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4 A Design and Implementation

In order to look deeply into the Facebook spamming ecosystem, we first of all built a
crawler. With the program, Facebook comments were collected among popular posts
within famous pages. The next stage was to analyse the collected data based on
keywords using an analyser we created.

4.1 Data Collection

The crawler, which collects Facebook data, was written in Python. Luckily, the data
were able to be directly retrieved as the Facebook data can be publically accessible via
the graph API provided by Facebook. The public data as a JSON format were then
interpreted to a readable form afterwards saved in a format of a CSV file. The CSV files

Fig. 2. A typical example of the targets. (a) The original, written in Korea. (b) The English
version of the original
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were separately managed depending on categories, Facebook pages, posts, and com-
ments in the end.

The simple program simply crawls Facebook posts first, and then collects the
comments from each post respectively. The data were collected from 16th of January to
2nd of February in 2016, for around 20 days. To effectively retrieve spamming com-
ments, we considerably chose candidate Facebook pages. The pages were selected
regarding on popularity of the page, which the popularity threshold was set in case at
least 0.3 million of Facebook users had liked. On the basis of the threshold, 23 pages
were chosen and monitored during our research.

Based on the selected 23 pages, the uploaded posts were crawled. Each of the posts
has been only uploaded by the owners of the pages, which means we could assume that
the posts are not related to adversaries or the spammers. Since the interval between real
data were uploaded on Facebook and the real data were recorded on the graph API
exists as well as we are not able to measure when new posts would be uploaded, the
crawler were set to visit each post every 6 h. In total, 476 posts were crawled from the
popular pages within the research period.

When comments were harvested in the target posts, all of the information provided
on the graph API was recorded, including user IDs, user names, dates, and comments.
Like the way of retrieving posts, the JSON format was decoded to the readable format
so as for data analysis. Approximately 0.6 million of comments were consequently
collected for the research period.

4.2 Data Analysis

The collected comments were analysed to investigate how spams have positioned on
Facebook. Of around 0.6 million of comments, The spams were then studied based on
keywords such as ‘카톡 (the abbreviation for Kakaotalk)’ and ‘댓글 (comments)’. The
main keywords had especially selected regarding ‘Kakaotalk’, the messenger appli-
cation as discussed in Sect. 3.1, as well as ‘comments’ was deeply investigated since it
was found that the keyword had been overwhelmed the Facebook spamming ecosystem
during the research.

In order to analyse the spamming comments, an analyser was developed, which
was also written in Python. The program simply explores the collected Facebook
comment database so as to discern whether spamming comments or benign comments.
The spamming comments were filtered on the basis of a combination of several key-
words in order not to include benign comments. The analysed results were
double-checked as well as some comments were manually re-investigated to minimize
a false-positive rate.

5 Results

As discussed in the Sects. 3 and 4, the Facebook spams are investigated and pictured
based on ‘Kakaotalk’ and ‘comments’ in this section. Just before diving deeper into the
research results, some references should be introduced first as the keywords are con-
sisted of unconventional words in terms of Korean slangs. The appropriate translation
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will be explained based on the most significant 6 keywords, which we chose based on
the target specified. The interpretation table is as below:

The collected comments were analysed to investigate how spams have positioned
on Facebook. The spams were then studied based on keywords such as ‘카톡’, ‘댓글’.
We chose specific keywords not in common usage with ‘카톡’ and also almost
spammers used in their comments: ‘카톡’, ‘놀이터’, ‘추천인’, ‘댓글’, ‘알바’, and ‘충
전’. Kakaotalk plays important roles as one of the three phases, we mentioned in 3.1,
and therefore it seems that most malicious comments should include “카톡”. Among
such keywords, thus we especially focused on ‘카톡’ and collected statistics on the
keywords based on the collected comments.

Of those keywords related to ‘카톡’, the spams can be categorized of two illegal
activities (i.e., illicit online casinos and advertisements to recruit new spammers). The
word combination ‘카톡’ with ‘놀이터’, ‘추천인’, and ‘충전’ directly reveals its
identity that the spams are concretely related to the online casino services. The other
two words ‘댓글’ and ‘알바’ are specific terms which attracts benign users to hire as a
new spammer.

‘카톡’ (Kakaotalk): Fig. 3 shows the result that how many spamming comments
that include the single keyword without “카톡” or with “카톡” are collected and
compares the number of each case. In case of “놀이터”, 452 are spams of 453 com-
ments and 237, 52%, include “카톡”. The others usually include “카카오톡”, a literal
translation of Kakaotalk, “단톡방” or “가족방”. Of 715 suspected comments of “추천

인”, 571 include “카톡” and it is about 80%. “댓글”, most commonly used as a single
word by users, benign or malicious, in the comments has 735 spams with “카톡” and it
is 16% of the numerous comments of “댓글”. 1196 comments including “알바” have
787, 65%, spam comments with “카톡”. Among 904 suspicious comments of “충전”,
702 spams include “카톡” and it is 77%.

As shown in the statics of Fig. 3 and the percentages above, the comments
including both one of the keywords and “카톡” have higher probabilities as a spam
except for the case of “댓글”. This fact strongly proves that Kakaotalk is one of the key
points, which is used to connect Facebook spams and the actual malicious services. As
the messenger has been positioned in the middle of the Facebook spamming

Table 1. Interpretations of spam keywords table

Korean
keywords

Interpretations

카톡 The word ‘카톡’ stands for an abbreviation of ‘Kakaotalk’
놀이터 This literally means ‘playground’ which also can be used as ‘casino’ in this

context
추천인 The word is exactly the same as a referee
댓글 The word means ‘comments’
알바 This term ‘알바’ is an abbreviation of a ‘part time job’
충전 The term ‘충전’ literally means ‘recharge’ but the word stands for ‘to get

cyber money (with free of charge)’ in this context
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ecosystem, the spamming comments including ‘Kakaotalk’ seem effectively to disguise
themselves as benign comments as well as the messenger has been abused to provide
further information of illicit services.

‘댓글’ (comments): One remarkable feature that we found during the research is
the outstanding number of ‘comments’ keywords in the spamming comments. The ‘댓
글’ related comments were intentionally hired in order to recruit new spammers. The
keyword ‘알바’, a part time job, is followed right after ‘댓글’, which a combination of
the two keywords completes the advertisement that spammers are hiring other Face-
book spammers in the presence of Facebook.

The assumption that we have first made was merely focusing on digging Facebook
spams up regarding ‘Kakaotalk’. However, such the result was unexpected and quite
surprising in an aspect of a spamming propagation strategy. Unlike the other spamming
attacks such as e-mail and popup ads as typical online spamming technique, the
Facebook spammers try to hire new spammers on Facebook where they propagate
spams. In other words, both recruiting and spreading malicious comments have been
taken place in the Facebook posts as comment forms.

Consider the significant number of ‘댓글’ related comments, not only are
‘Kakaotalk’ related comments problematic, but the ‘댓글’ related comments are also
troublesome. Looking at the Fig. 1, the arrow line connecting from benign users to
malicious users (become line) can be stronger than it used to be presumed. The fact
seems that this kind of spams should be dealt with as a higher priority in order to reduce
spams due to its characteristics.

In addition the ‘댓글’ related comments are less likely to rely on ‘Kakaotalk’,
which indicates that the spamming comments are rather independent from a ‘Kakao-
talk’ strategy. Furthermore, as mentioned before (about the portion of ‘댓글’ related

Fig. 3. A comparison of collected comments with keywords, given in Table 1 with English
interpretation
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comments), it is seemingly assumed that it may a more effective way of propagating
spams as spammers can be recruited in the same place where spams are released.

6 Discussion

Since Facebook graph API had been updated from v1.0 to v2.0 (released April 30th,
2014), information researchers (or any others) can access and be provided is only about
Facebook pages’ dataset. Such being the case, accessing spamming comments is limited
to the comments written on Facebook pages. Things making matters worse are accounts
who imitate Facebook pages; they have lots of followers, upload posts, and manage their
Timeline like Facebook pages (e.g., https://www.facebook.com/jaebigood). With per-
sonal IDs, it was unable to retrieve their posts and comments of such accounts. More to
the point, some of the posts of theirs have the contents same with the spamming
comments we targeted. We presume that persons who own such accounts are strongly
connected somehow with the malicious users (or illicit services) who write the spam-
ming comments. It seems that more studies and researches are needed.

Our study excluded spamming comments that have both an image containing
spamming contents and meaningless texts because accessing images in comments are
impossible with graph API. We believe that attacking means keep moving from a text
spamming to an image spamming and therefore more studies focusing on such spam
type are needed.

In this paper, we focused on Kakaotalk, the most commonplace messenger in
Korea, and guess that other commonplace platforms in other countries are also used as
one of the spamming means in various ways. Considering the Facebook service as a
global SNS platform, we assume that other countries have also been suffered from such
attacks like we are facing on Facebook in everyday life. More studies would be
required for all other countries against the advanced spamming attacks.

7 Conclusion

Spamming trends have changed as time goes by and are evolved in different countries,
but Facebook, the worldwide popular SNS, seems to be a crux and last for a long time.
The brand-new spamming comments we are exposed are indeed a sort of routine for
now whenever turning on Facebook world. Although the online casinos usually hire
Facebook spamming comments so as to advertise their services, a vast majority of the
Facebook spams are, in fact, surprisingly posted to recruit new spammers.

The research we detailed, however, also alert that it is by no means a panacea
seeking solutions for just Facebook. There was one more key mean of spamming,
Kakaotalk, and hence solutions for the new trend, using both Facebook and Kakaotalk,
are also needed. Studies for upcoming spamming trends and what we excluded (e.g.,
spamming comments with images) remains as an important issue for the age, we live
in, of SNS.
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Abstract. One of the major issues in security is how to protect the pri-
vacy of multimedia big data on cloud systems. Homomorphic Encryption
(HE) is increasingly regarded as a way to maintain user privacy on the
untrusted cloud. However, HE is not widely used in machine learning and
signal processing communities because the HE libraries are currently sup-
porting only simple operations like integer addition and multiplication.
It is known that division and other advanced operations cannot feasibly
be designed and implemented in HE libraries. Therefore, we propose a
novel approach to building a practical matrix inversion operation using
approximation theory on HE. The approximated inversion operation is
applied to reduce unwanted noise on encrypted images. Our research also
suggests the efficient computation techniques for encrypted matrices. We
conduct the experiment with real binary images using open source library
of HE.

Keywords: Image processing · Homomorphic encryption
Leveled fully homomorphic encryption · Statistical analysis
Cloud security

1 Introduction

We are currently living in a data deluge era, where large-scale data have been
continually generated and accumulated from a variety of sources. Therefore,
many data scientists and engineers in various academic communities, includ-
ing machine learning, statistics, and signal processing, have developed several
sophisticated analysis techniques for big data. However, there are security issues
in data analysis on the cloud because data is stored and processed, not in the
client’s, but in the cloud system’s storage. Because of this, various privacy pre-
serving approaches, which process and analyze the data on an encrypted domain,
have been introduced by much literature.

Homomorphic Encryption (HE) is now considered a powerful solution for
providing the security in the cloud system since it is possible to evaluate a
c© Springer International Publishing AG, part of Springer Nature 2018
B. B. Kang and T. Kim (Eds.): WISA 2017, LNCS 10763, pp. 115–126, 2018.
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function on encrypted data. That is, the encrypted data are processed in their
format without decryption in the cloud. And the advent of Fully Homomorphic
Encryption (FHE) scheme [6], which has no limitation on performing additions
and multiplications on ciphertexts, has caused a great development in HE. How-
ever, FHE has a fundamental limitation in practical implementation although all
computational operations can be designed in theory - it is not straightforward to
perform complicated operations including division, comparison and conditional
branching on ciphertexts. For this reason, FHE was considered hard to be used
for real dataset.

In this paper, we overcome the limitation of FHE and show its applicability to
real data. We introduce a methodology for applying FHE to real image filtering
algorithm. We first explain the background for image filtering and leveled FHE in
Sect. 2. Then we propose the inverse operation of the encrypted matrix in Sect. 3,
and show how to apply this matrix inversion to the filtering technique in Sect. 4.
We also show how to efficiently calculate encrypted matrices in Sect. 5, and
Sect. 6 presents our experimental results. Finally, Sect. 7 concludes the paper.

Related Works. The division problem has been actively studied in the area of
multi-party computation (MPC). Dahl et al. [7] uses Taylor series to approximate
a division operation to a linear function. The authors divide a real number by
its bit length, and then use a rounding function to convert it to an integer. Since
the bit length of the number is private information, it is kept secret using MPC.
Veugen [8,9] also uses MPC for division approximation. In the paper, the author
uses the additive blinding method in order to prevent the input value from being
exposed to any parties.

There have also been substantial studies regarding computing a matrix
inverse for solving regression problems of machine learning. Hall et al. [10] pre-
sented a MPC protocol to solve a linear regression problem on encrypted data.
The approach uses Newton’s method to compute a matrix inverse. By iterating
some linear operations, it can approximate the inverse. Nikolaenko et al. [11]
focused on a ridge regression problem by combining the garbled circuit theory
[12,13] with homomorphic encryption. In detail, the approach utilizes homomor-
phic encryption for linear operations, and garbled circuit for non-linear opera-
tions. Lu et al. [16] presented the method of statistical analysis, including linear
regression, using FHE. They build the encrypted matrix primitives for data
analysis.

After the research of Graepel et al. [14], studies combining HE and machine
learning have increased. In [14], the authors present some binary classification
algorithms on encrypted data. Similarly, Bost et al. [15] construct the secure
comparison operation, and develop three classifiers using the operation.

Contributions

– Division-free Matrix Operation: In many statistical analyzes, inverse
matrix computation is essential. However, FHE does not support this oper-
ation, which is a major obstacle to applying FHE to real data analysis.
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We extend the application of FHE by newly introducing the inverse matrix
operation method on ciphertext.

– Training the model parameters on encrypted data: In order to remove
the noise of the image, it is necessary to train the model parameter of the
image filter. Most studies that use statistical analysis with FHE focus on
applying already trained model parameters to the data. However, training
model parameters is the most important step in statistical analysis, and this
paper focuses on training step. We show the applicability of this training
algorithm by applying the proposed filtering technique to real binary images.

– Two party model applicable to real-world cloud environments: Most
of the papers presented in related works section require a third-party to assist
in the operation between the two parties. The third-party plays a role of
authentication and data verification between a server and client. However,
organizing the third-party may increase the budget of both sides. In this
paper, we propose a novel approach which can run securely without the third-
party.

2 Background

2.1 Image Smoothing Filter

Image filtering techniques can be divided into two major categories, low-pass
filter and high-pass filter. Low-pass filter, as known as smoothing filter, serves
to remove the noise in the image. In contrast, high-pass filter makes the image
shaper, emphasizing fine details in the image. Both filtering works the same
way, only different with the mask they use. In this paper, we only deal with the
low-pass filter.

Image filtering process can be defined as follow:

y[m,n] =
K∑

i=−K

K∑

j=−K

wi,jx[m + i, n + j]. (1)

This equation means that the filtered image pixel y[m,n] is obtained by multi-
plying values of pixels near x[m,n] by the mask w = {wij}. The mask w is a
(2K + 1) × (2K + 1) matrix and we only consider the case when K = 1 in this
paper. The K = 1 case example is shown in Fig. 1.

For smoothing filter, we assume w0,0 = 0. That is, the filtered image pixel
y[m,n] is obtained by weighted sum of the nearby pixels. Then the weight param-
eter w should be modeled for filtering. In general, the parameter can be simply
estimated by least square estimate. In order to apply least square estimate, we
need to transform the Eq. (1) into matrix form. The matrix form of Eq. (1) is as
follows:

Y = Xw + ε,
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X =

⎛

⎜⎝
xT
1
...

xT
N

⎞

⎟⎠ ∈ Z
N×8
t , Y =

⎛

⎜⎝
y1
...

yN

⎞

⎟⎠ ∈ Z
N×1
t , w =

⎛

⎜⎝
w1

...
w8

⎞

⎟⎠ ∈ R
8×1

where xT
i = [xi

1 · · · xi
8], N is the number of training data, and t is an integer

determined by the type of image. For example, t = 256 if the image is gray-
scale image with all pixel values between 0 and 255. ε is signal noise, generally
assumed as Gaussian noise. Now, using the least square approach, the weight
parameter can be calculated by

w∗ = (XTX)−1XTY. (2)

Using the estimated weight parameter w, we can filter the entire image by mul-
tiplying w∗ by the total image pixels.

Fig. 1. Image filtering with 3 × 3 mask

2.2 Leveled Fully Homomorphic Encryption

In this work, we use the Brakerski-Gentry-Vaikuntanathan (BGV)’s scheme [2],
which proposed the leveled fully homomorphic encryption. For the sake of sim-
plicity, let E [·] and D [·] denote the encryption and decryption algorithm respec-
tively.

The plaintext space of BGV’s scheme is Apr := Zpr/Φm(x), where p is a
prime and Φm(x) is the m-th cyclotomic polynomial. Then the basic operations,
addition and multiplication for a, b ∈ Apr work as follow:

D[ Add(E[a],E[b]) ] = a + b mod(Φm(x), pr)

D[ Mul(E[a],E[b]) ] = a × b mod(Φm(x), pr).

One of the most important points of BGV’s scheme is that SIMD is possi-
ble. CRT-packing algorithm in BGV’s scheme makes it possible to pack multiple
plaintexts into one plaintext. If the cyclotomic function Φm(x) can be factor-
ized into l-irreducible polynomials, that is Φm(x) =

∏l
i=i Fi(x) mod pr, then
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l-elements {ai}l
i=1 ∈ Z

l
pr can be packed into one element a ∈ Apr . It is said that

the plaintext has l-slots, and each slot element ai satisfies ai = a mod(Fi(x), pr)
for i = 1, · · · .l. CRT-packing algorithm increased the efficiency of the scheme,
and we show the use of this techniques in Sect. 5.

3 Matrix Inverse Approximation (MIA)

Recall that it is impossible to perform a division operation on ciphertexts. So,
we need to design a division-free method for seeking the inverse of encrypted
matrices. We use the Neumann series which approximates the matrix inversion
by using iterative method. The formula is as follows:

Theorem 1. Suppose that a real matrix A ∈ R
d×d has the infinity norm

‖A‖∞ < 1, then I − A is invertible and its inverse is the series: (I − A)−1 =∑∞
i=0 A

i, where I is the identity matrix. We can replace I−A with B, then we
get:

B−1 =
∞∑

i=0

(I − B)i (3)

where the norm of B follows 0 < ‖B‖∞ < 2.

We can also apply Eq. (3) for an arbitrary matrix C ∈ R
d×d. If we multiply C

by a constant t = 1/‖C‖∞, then the norm of tC becomes ‖tC‖∞ = 1. Applying
this property to Eq. (3), we have C−1 ≈ t

∑n
i=0 (I − tC)i. To use this equation

for MIA, however, the real number elements of the matrix tC must be replaced
with integers. So we use the round function, D = �qtC�, where q = 10γ . Note
that rounding on a matrix means rounding on every element of that matrix.
As q increases, the matrix D ∈ Z

d×d loses less information from C because the
fractional part of a real number can be a corresponding integer. Then, we can
approximate the integer form of tC as tC � q−1D.

However, the round function cannot guarantee that the norm of the matrix
q−1D falls within the range of 0 to 2. Since ‖qtC‖∞ = q, the infinity norm of D
is in the range

(
q − 1

2d, q + 1
2d

]
for d × d matrix C. Then, we can see the range

of ‖q−1D‖∞ as follows:

1 − d

2q
< ‖q−1D‖∞ ≤ 1 +

d

2q
.

So if q is set to satisfy d/2 < q, we can guarantee that q−1D has the infinity
norm between 0 and 2. Subsequently, the matrix inverse C can be derived as
follows:

C−1 ≈ t
n∑

i=0

(
I − q−1D)i

≈ t · q−n
n∑

i=0

(qI)n−i (qI − D)i
. (4)

Finally, Algorithm1 demonstrates MIA’s overall protocol.
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Algorithm 1. Overall protocol of MIA
1: Client calculates t = 1

‖C‖∞ and determines q = 10γ .

2: Client encrypts q and D = �qtC�. Then, it transfers E [q] ,E [D] to the server with
the approximation order n.

3: Server calculates
∑n

i=0 E [qI]n−i
E [qI − D]i, and returns it to the client.

4: Client decrypts the returned value and multiplies it by t · q−n. Then, it can build

the approximated inverse matrix C−1 ≈ t · q−n
D

[∑n
i=0 E [qI]n−i

E [qI − D]i
]
.

4 Encrypted Image Filtering

In this section, we calculate the weight parameter of smoothing filter using the
operation suggested in Sect. 3.

Data Sampling. Suppose we have a M × M size image, and each pixel is an
element of Zt for an integer t. Then the image consists of a total of M2 pixels,
which is a great burden to use for weight parameter estimation. From this point
of view, we use a sampling approach. That is, we sample some pixels for training
the weight parameter, not using all pixels. For even sampling, we split the image
into N grids and extract the center pixel. Then we have the training dataset
{xT

i , yi}N
i=1. For the sake of simplicity, we assumed w−1,−1, w−1,1, w1,−1, w1,1 = 0

in Fig. 1 and only use the adjacent 4 pixels for filtering. Figure 2 illustrates the
process of sampling data and configuring a training set.

Fig. 2. Method for sampling the data

Model Training. As described in Sect. 2.1, the model parameter can be
obtained by the equation w∗ = (XTX)−1XTY. So, we use the MIA method
to compute the inverse of XTX. The overall algorithm using MIA is presented
in Algorithm 2.

This algorithm has a limitation that once communication between client and
server is needed, since it is impossible to calculate the eigenvalue ‖XTX‖∞ from
E[XTX]. Of course, there is a way for client to calculate and encrypt XTX, then
upload it to server. But for large data set, this can be a burden on client and we
focus on the convenience of the client rather than the server.
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Algorithm 2. Overall Protocol of Weight Estimation
1: Client uploads the encrypted training data E[XT ], E[Y] to the server.
2: Server calculates E[XTX] and sends it back to client.
3: Client decrypts E[XTX] and calculates t=1/‖XTX‖∞. It also determines q=10γ .
4: Client encrypts q, D = �q · t ·XTX� and transfers E[q], E[D] to the server with the

approximation order n.

5: Server calculates
(∑n

i=0 E [qI]n−i
E [qI − D]i

)
E

[
XTY

]
, and returns it to the

client.
6: Client decrypts the returned value and multiplies it by t · q−n. Then, it can build

the approximated weight parameter

w∗ ≈ t · q−n
D

[(
n∑

i=0

E [qI]n−i
E [qI − D]i

)

E

[
XTY

]
]

. (5)

5 Efficient Computation Techniques

Since the computations on ciphertexts are very heavy, it is important to design
an efficient algorithm with as few computations as possible. To do so, we utilize
the CRT-packing techniques for matrix encryption and suggest some efficient
operations for packed data.

5.1 Encrypted Matrix Operations

Halevi et al. [3] suggested three layouts for encrypting matrix: the row-major
order, the column-major order, and the diagonal-major order. In this work, we
utilize the row-major order, packing and encrypting each rows of a matrix sep-
arately. We use the matrix operation suggested by Lu et al. [16]. Since each
rows of matrices are encrypted separately, we can denote the encryption of d×d
matrices X and Y as E[xT

i ]di=1 and E[yT
i ]di=1 respectively. The methods proposed

by [4] are as follows:

1. Matrix Addition
Addition can be performed simply, just adding each encrypted row:

E[xT
i ] + E[yT

i ] for 1 ≤ i ≤ d.

2. Matrix Multiplication
Multiplication is more complicated than the addition operation. To evaluate
E[X] · E[Y], we need to use the Replicate function. Replicate(E[v], i) is the
function which replaces all elements of the vector v with the i-th element.
Then using Replicate, we can multiply E[X] and E[Y]:

d∑

i=1

Replicate(E[xT
j ], i) · E[yT

i ] for 1 ≤ i ≤ d. (6)

This matrix multiplication method reduces the complexity from O(d3) to
O(d2).
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Algorithm 3. Optimized MIA Computation
1: Input: E[q], E[qI − D], order n
2: Output: result =

∑n
i=0 E[qI]n−i · E[qI − D]i.

3:
4: Initialize temp = E[I]
5: for(i = 0; i < n − 1; i + +)
6: result + = Replicate(E[q], n − i) · temp
7: temp ∗ = E[qI − D]
8: result + = temp
9: return result

5.2 MIA Computation

Recall Eq. (4) of MIA. In order to obtain the inverse of the matrix C, server
should compute

∑n
i=0 E[qI]n−i ·E[qI−D]i. To calculate this expressions in order

requires O(nd2) multiplications. Furthermore, since E[qI] and E[qI − D] are
vectors with d-ciphertexts, it occupies very large memories. In this section, we
suggest a faster and more memory-savvy way to compute MIA. We choose to
pre-calculate qn instead of calculating a heavy matrix multiplication. So client
encrypts a vector q = [q1q2 · · · qn] using CRT-packing. By storing a scalar vector
q, server doesn’t need to store a large ciphertext matrix. The detailed algorithm
is described in Algorithm 3.

Compared to conventional computations, the number of multiplications
between two encrypted vectors, represented in Eq. (6), has been reduced by
n(n + 1)d to n(d − 1) through this optimization technique. Also move opera-
tion, which is the heaviest operation in CPU, reduced from 3d to 2d.

6 Experiment

For the simplicity, we use a binary image with all pixel values 0 or 1 for our
experiment. The size of the image is 100 × 100 and consists of a total 10,000
binary pixels. We use the sampling method described in Sect. 2.1 to extract 100
data and use it as a training set.

6.1 Error Rate Measurement

Since we use approximation techniques for inverse matrix computations, we need
to define the error rate for accuracy measurements. First, we use F1-score to
measure the accuracy of image filtering. F1-score is often used in signal process-
ing because it considers recall as well as precision. The definition of F1-score is
presented in Fig. 3, where 0 and 1 means the pixel values of the filtered image.

That is, Precision means the ratio of pixels having a value of 1 actually among
the results filtered by 1, and Recall means the ratio of pixels filtered by 1 of the
pixels of the actual 1. F1-score is defined as the harmonic mean of Precision and
Recall.
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Fig. 3. The definition of F1-score

In addition to F1-score, we also use RMSE(Root Mean Square Error) to
measure the accuracy of the model parameter w. Let w and w∗ denote the
estimated weight using the original scheme and our scheme, respectively. The
definition of RMSE is as follows:

RMSE =
‖w∗ − w‖2√|w∗| .

We measure the error rate of the three images using the error rate defined
above. Figure 4 shows the result image of our image filtering and its error rate.

6.2 Performance Test

We first used two PCs with Intel(R) Xeon(R) CPU E5-2609 0 @ 2.40 GHz,
64 GB RAM, and Ubuntu 16.04.1 LTS (64-bit) OS. We also used C++ as the
programming language.

We used HElib by Halevi and Shoup [5]. This library is based on Brakerski-
Gentry-Vaikuntanathan (BGV)’s HE scheme [2]. The parameter p, r,m deter-
mines the plaintext space Apr := Zpr/Φm(x). m is determined by the function
FindM in HElib. m is dependent on prime p, security level δ, and the tolerable
noise level L. Also plaintext has l-slots using CRT-packing. In this paper, we use
zero-padding in the empty slots. We run performance tests on two cases.

1. p = 2, r = 32, L = 32, δ = 64, m = 24929, l = 512.
2. p = 2, r = 32, L = 50, δ = 64, m = 43691, l = 1285.

The biggest difference between these two cases is L. A high L ensures more
operations, but the larger the L, the more exponentially the computation time.

Recall the Eq. (5). Server should compute
(∑n

i=0 E [qI]n−i
E [qI − D]i

)

E
[
XTY

]
. However, the first case, L = 32, cannot support the whole opera-

tion. Therefore, we assume that when the server computes E
[
XTY

]
and sends

it to the client, the client re-encrypts it. Therefore, we only measure the time to
multiply the already calculated E

[
XTY

]
. In the second case, L = 50, the entire

operation is possible, so we measure the time that the server performs the whole
operation with E

[
XT

]
and E [Y].
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Fig. 4. Comparison of conventional filtering and our filtering application. We use three
images for the experiment. For the original images in the first column, the second
column contains filtered images, where the weight is trained on plaintext space. The
images in the third column are filtered on ciphertext space using our scheme. The
last two columns represent F1-score and RMSE for each image. We use the parameter
q = 10 and n = 4.

Table 1. The result of performance test

L n MIA evaluation (s) The rest evaluation (s) Decryption (s)

32 1 1.936 1.66 10.840

2 142.192 2.26 10.796

3 283.852 2.72 10.844

4 419.532 3.224 10.620

L n MIA evaluation (s) The rest evaluation (s) Decryption (s)

50 1 5.744 273.628 34.312

2 725.996 280.028 34.752

3 1423.92 276.684 34.436

4 2181.36 281.624 34.724
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Table 1 shows the result of performance test. MIA evaluation means the part
of computing

∑n
i=0 E [qI]n−i

E [qI − D]i, and the rest evaluation means multi-
plying E

[
XTY

]
by the MIA result. Each result is the average of the results for

the above three images. Both cases are fixed at p = 10 because the size of the
ciphertext is independent of p, so there is no significant impact on performance
time. Decryption time is independent of order n, because n also does not affect
the size of the ciphertext.

7 Conclusion

In this paper, we presented a method to apply FHE to image filtering. To calcu-
late the weight of a filter in an encrypted image, we propose an Matrix Inverse
Approximation technique that does not require division. We propose an algo-
rithm that removes the noise of the real encrypted image using the MIA tech-
nique and suggest an mathematical optimization technique that can efficiently
perform the algorithm. Finally we performed the experiment by applying this
algorithm to the actual binary image. We conclude that our MIA and optimiza-
tion techniques will make practical use of FHE.
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Abstract. CAPTCHA is a simple challenge-response tool to determine
whether the user is a bot or human. The user must answer required text,
calculate questions, or choose some images from the provider’s choice. D
portal site, which is one of the most famous web portal site in Korea,
asks text response in CAPTCHA image when joining a cafe group, but
this CAPTCHA is structured in a very regular format which can be read
very simply if used repeatedly. We can read the text characters by bot
with very high accuracy through some easy steps, among 2,000 sample
CAPTHCAs.

Keywords: CAPTCHA · Portal · Text · Bot · Break · Attack
Analysis

1 Introduction

Turing [1] suggested the Turing Test in 1950, which defines the machine’s ability
of exhibiting human intelligence. Wide spread of internet environment makes the
automatic bot acts as a human, doing more speedy actions such as DDoS attack
or Camouflage. Humans want to block the auto-deciding machine but the bot
wants to pass the test without human, then they want to design a questionary
system which the machine can’t answer easily.

1.1 What Is CAPTCHA?

Lois [2,24] introduced the concept of CAPTCHA (Completely Automated Public
Turing test to tell Computers and Humans Apart) in 2000. Early CAPTCHA
model (Fig. 1) showed an image including simple texts and the user must type
the text message in it. They, who want to pass the questions, need the ability
of separating text from background in the image, and distinguishing the exact
alphabet or digit character at the general personal level.

CAPTCHA system must be easy for system to make and for human to read,
but hard for bot to read. [3,4] shows how to make good CAPTCHA system.
c© Springer International Publishing AG, part of Springer Nature 2018
B. B. Kang and T. Kim (Eds.): WISA 2017, LNCS 10763, pp. 127–136, 2018.
https://doi.org/10.1007/978-3-319-93563-8_11
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Fig. 1. Simple digit CAPTCHA

1.2 What Kinds of CAPTCHA?

There are so many kinds of CAPTCHA systems. [5–9] suggested an image-based
CAPTCHA, and [10] suggested audio-based one. The typical types of them are
text, image, audio, motion, or puzzle types (See Fig. 2), etc.

Fig. 2. Different types of CAPTCHA (Searching Google Images)

[11–13] compared the pros and cons between these kinds of CAPTCHA.

1.3 What Kinds of CAPTCHA Analysis?

Two fundamental issues of CAPTCHA are the usability and robustness [4]. Many
servers use the text-based one because it is easy to construct and the answer is
clear. But the usability is the opposite side of robustness. Text-based CAPTCHAs
are more studied and attacked [14–18] than other types [19] or [20]. Nowadays,
machine learning analysis [21–23] became powerful after the MNIST dataset [25]
was provided.
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2 D CAPTCHA

Different from the state of the art scheme, we studied CAPTCHA analysis from
its basic concept and focused on the D site, which is a very famous portal site
in South Korea. It uses the text-based CAPTCHA as shown in Fig. 3.

Fig. 3. D CAPTCHA (Color figure online)

It has some noises like shadow and curved line to avoid automat analysis,
but we attacked this and show that the noises cannot disturb the bot and this
CAPTCHA can be attacked almost perfectly.

2.1 Characteristic of D CAPTCHA

D CAPTCHA is composed of 5 blue alphabets with white background. No digit
is used. Each alphabet has its own gray shadow. More over, there is one curved
black line going through the whole characters.

We found that they use only 22 alphabets excluding A, D, O and Q. They
might be confused when located at the same image. Fig. 4 shows some sample
CAPTCHAs.

Fig. 4. Some samples

Table 1. Character distribution in 2,000 samples

B C E F G H I J K L M N P R S T U V W X Y Z Total

433 451 486 451 478 475 471 467 460 426 469 432 464 439 432 450 419 452 460 452 447 486 10,000
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Theoretically, there are 225 = 5, 153, 632 samples regardless of the black
curve, but the brute force attack is not necessary in this paper. Table 1 shows
the distributions of each characters in 2,000 samples. They are distributed with
m = 454.5 and σ = 18.6.

Each CAPTCHA is a 4 channel .png file with the size of (row, col) =
(50, 200). The 4 channels consist of [R, G, B, Alpha] channels, [R, G, B] channels
define the color value and [Alpha] channel defines the degree of clearness. If [R,
G, B] = [0,0,0] then the pixel is black, [255, 0, 0] is red, [0, 255, 0] is green, and
[0, 0, 255] is blue. [255, 255, 255] is white and [128, 128, 128] is gray. But the
Alpha channel can make the black look white if Alpha is small. So [0, 0, 0, 0] is
black but seems to be white.

Fig. 5. Original image (Color figure online)

Let’s see Fig. 5. The blue pixel consists of [0, 0, 255, 255]. The black curve
consists of [0, 0, 0, 255]. But the white background consists of [0, 0, 0, 0] and
gray shadow is [0, 0, 0, X] where the X is near 70. The white background and
gray shadow depend not on the R,G,B but on Alpha channel. The [R, G, B] of
them were all [0, 0, 0], black.

2.2 Weak Points of D CAPTCHA and Breaking Process

There are many weak points in D CAPTCHA. Figure 6 shows the channel anal-
ysis of each pixel.

Fig. 6. Channel analysis (Color figure online)

First of all, the color difference is an easy clue to separate the object from
background. The blue pixel, which is [0, 0, 255, 255], is exactly the character
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pixel. Figure 7 shows the extraction of blue pixels, which has the noise made by
the black curve.

Fig. 7. Extraction of blue pixels

Second, the gray shadow is located at the 5 pixel shift to right and down
direction from its original blue character position, with Alpha channel blurred.
Shifting 5 steps of gray part to left and up direction accords with the blue part
if there is no black curve. So we can recover the screened blue pixel from the
information of its shadows. Figure 8 shows the recovered image.

Fig. 8. Recovering the screened (or noise) pixel

Third, there is no tilting nor transformation of character and the font size
of each character is fixed between some ranges. So we can easily split into five
groups. The width of each character may be different (width is around 22), but
the height is almost same, 32. Figure 9 shows the separation of each character.

Fig. 9. Split into 5 groups

Although the width of each character is different, the altitude and the height
of them are almost fixed. If the location of leftmost top pixel is (0, 0) and the
rightmost bottom pixel is (49, 199), the altitude may be between 0 and 49, but
the characters are actually located between 6 and 37 of their altitude position
(between red lines in Fig. 10).

Then we can split each character like Fig. 11. All of them have the height of
32, but the width is not fixed.

Lastly, we resize the characters into fixed size of 32 × 25 pixel (Fig. 12).
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Fig. 10. Superposition of 2,000 images and boundary of location

Fig. 11. Split each image

Fig. 12. Resize the width of each image

Until now, we introduced how to make the template of each character.
The differences between same character in different CAPTCHAs, such as P in
YXWWP and RPJLP, are small, then the combination of same characters can
make the template image very efficiently in an easy way. We took the median
value of regular and frequent characters. There are various shapes of E as shown
in Fig. 13, but we gathered the leftmost Es.

Figure 14 shows the template set. Every split character must be compared
with these templates, and the smallest error will decide the answer.

3 Experimental Result

We stored 2,000 CAPTCHA images and each of them has 5 characters, so we
compared 10,000 characters in this paper. Only 102 characters have errors among
them by comparing with such a simple templates. Table 2 shows the result of
error count. 23 of E in Table 2 means that 23 Es are recognized as other character
such as F. Ns are mostly confused with M or H, Ks are sometimes confused
with X, Vs are done with Y, and so on.

3.1 Accuracy

We can get two kinds of accuracy. The first accuracy is that of pass as follows:

2000 − 102
2000

= 94.9 (1)

Each error occurs from different images, then the bot failed 102 times among
2,000 tries. The rate of pass is nearly 95%.
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Fig. 13. Various shapes of E

Fig. 14. Template images of 22 characters

Table 2. Error Count

E H I K M N R V W X Total

23 8 3 12 4 38 6 5 1 2 102

Fig. 15. Box-plot of right matching with template

But the second is the accuracy of readability as follows:

10000 − 102
10000

= 98.98 (2)
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The bot can read 9,898 characters exactly among 10,000 characters, and the
readability is about 99%.

Figure 15 shows the box plot of matching distances by each characters. The
plot of B is the distances between all Bs and the template of it. Every template
has 32 × 25 = 800 pixels, then the maximum error is 800 when the split of
character is totally different from the template. The distance is 0 if the split is
exactly same with the template.

Fig. 16. Box-plot of wrong matching with template

Figure 16 shows the box plot of error cases. The distance between split and
the template is large in this cases. It is more than 130 in E plot, so the split is
recognized as I.

4 Conclusion

CAPTCHA is a good tool to distinguish the bot from human, but designing well
is not so easy. Any repetitive action or question becomes the clue of solving that
system. Same color, same voice, same method of puzzle, same pixel position,
same type of noise, etc. All of them give the hint of easy solution. This paper
shows that the simple manipulation of repeated CAPTCHA images can read the
characters with nearly 99% accuracy because of the repeated color and location
of CAPTCHA system, by using same channel sharing method. If we made more
accurate templates like two or more E templates, we can reduce the distance
error and increase the accuracy up to nearly 100%. Easy design gives the easy
solution to the partners.

Acknowledgments. Thisworkwas supportedbyDefenseAcquisitionProgramAdmin-
istration and Agency for Defense Development under the contract (UD060048AD).
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Abstract. In cloud environments, the typical response to a malware
attack is to snapshot and shutdown the virtual machine (VM), and revert
it to a prior state. This approach often leads to service disruption and
loss of availability, which can have much more damaging consequences
than the original attack. Critical evidence needed to understand and
permanently remedy the original vulnerability may also be lost. In this
work, we propose an alternative solution, which seeks to automatically
identify and disable rootkit malware by restoring normal system control
flows. Our approach employs virtual machine introspection (VMI), which
allows a privileged VM to view and manipulate the physical memory of
other VMs with the aid of the hypervisor. This opens up the opportunity
to identify common attacks on the integrity of kernel data structures and
code, and to restore them to their original state.

To produce an automated solution, we monitor a pool of VMs running
the same kernel version to identify kernel invariants, and deviations from
them, and use the observed invariants to restore the normal state of the
kernel. In the process, we automatically handle address space layout
randomization, and are able to protect critical kernel data structures
and all kernel code. We evaluate a proof-of-concept prototype of the
proposed system, called Nixer, against real-world malware samples in
different scenarios. The results show that changes caused by the rootkits
are properly identified and patched at runtime, and that the malware
functionality has been disabled. We were able to repair kernel memory
in all scenarios considered with no impairment of the functionality and
minimal performance impact on the infected VMs.
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1 Introduction

Kernel rootkits compromise the OS kernel to maintain unrestricted access to
system resources including physical memory and disk. They are used by attackers
to hide the footprints of their malicious activities on a compromised system, such
as files/folders containing malware executables on disk, or a backdoor process
running in the physical memory to provide unauthorized remote access.

Kernel rootkits use two common techniques for infection: direct kernel
object manipulation (DKOM), and kernel object hooking (KOH). DKOM rootk-
its subvert the kernel by directly modifying data objects. For instance, the
FU rootkit [18] manipulates doubly linked-list of EPROCESS data structure in
Microsoft (MS) Windows to hide processes. It modifies the data pointers of an
EPROCESS node representing the process to be hidden to delink it from the
process list. KOH-based rootkits hijack the kernel control flow by either mod-
ifying function pointers in kernel objects, or overwriting existing fragment of
code with malicious code. For instance, the basic 6 rootkit [1] changes a func-
tion pointer in the system call table to redirect it to a malicious code that hides
files and directories. The suterusu rootkit [7] modifies the prologues of a target
function in the kernel code in memory with malicious routines, and manipulates
CPU registers to disable the write-protection of kernel code.

The primary focus of this work is KOH attacks, and rootkits that hijack sys-
tem control flow. The major focus of existing solutions is to ensure the integrity
of system control flow such as CFIGuard [22], KCoFI [16], and kBouncer [3].
Unfortunately, they are not accurate, and may fail to prevent an attack on sys-
tem control flow [15]. In any case, their solution is incomplete–if a compromised
system is identified on network, they lack the ability to surgically restore the
known good state of the kernel. Therefore, the typical defensive response is to
remove the system from service, and initiate a full recovery process. This often
induces a period of low, or zero, availability, which is an increasingly unaccept-
able situation.

In this paper, we propose Nixer - a first responder to mitigate an ongoing
rootkit attack on the system control flow while ensuring the continuity of essen-
tial operations of the system under attack in order to gain critical time for a
complete defensive response. Nixer is specifically designed for a cloud comput-
ing environment. It runs at a hypervisor (higher privileged) level and operates
outside the address space controlled by a rootkit thereby, providing leverage
against the rootkit.

To detect a rootkit’s malicious modifications/infections, Nixer utilizes VMI
to access the pool of VMs running same OS kernel in a cloud environment,
compares code and invariant data structures within a pool to obtain a baseline,
and identifies any discrepancies in a VM pointing to malicious modifications.
The kernel code (including modules) and invariant data structures (such as the
interrupt and system call tables) do not change after they are setup in memory
and are often targeted by rootkit for persistent modifications in system control
flow [18]. The baseline is used to identify the original content, which are then
replaced with modified (malicious) content in an infected VM. The latter step
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recovers the normal system control flow and disrupts the execution of malicious
code injected by rootkit, apparently disable or halt the rootkit without compro-
mising service availability, user data and forensic evidence.

The implementation of Nixer is challenging due to address space layout ran-
domization (ASLR). Kernel code (and modules) load into different memory loca-
tions that change the values of same function pointers across VMs within a pool.
Also, the kernel code contains relocatable code having absolute addresses that
make the code different across VMs, and therefore, their cryptographic hash val-
ues do not match. To solve this problem, we employ a cross-comparison based
de-randomization technique to compare kernel code and function pointers (in
kernel data structures) effectively when ASLR is enabled in the VMs.

The rest of the sections are organized as follows: Sect. 2 describes the related
work. Section 3 presents an overview of the proposed approach, and challenges
and solutions, followed by implementation details in Sect. 4. Section 5 presents
the evaluation results. Section 6 discusses implementation decisions and the lim-
itations followed by a conclusion in Sect. 6.

2 Related Work

There are many OS constrained attempts to preserve control flow including CFI-
Guard [22], KCoFI [16], and kBouncer [3]. These techniques have some advan-
tages, no semantic gap and more fine grained activity monitoring, but they all
share a common weakness. They are all potentially vulnerable to the same mal-
ware they are attempting to prevent. This sort of attack has been demonstrated
for PatchGuard [8]. With this in mind we have focused on VMI based solutions,
because they share common benefits and challenges with our approach.

ModChecker [12] and IDTchecker [11] are VMI based solutions to check the
integrity of kernel modules and interrupt descriptor table. ModChecker per-
forms one-to-one comparison of a kernel module across multiple VMs, and is
able to detect code modification attacks such inline hooking, and DLL hooking.
IDTchecker is similar in approach but focuses on checking the integrity of IDT.
It uses pre-defined rules depicting the normal structure of the table to detect any
unusual modifications. ModChecker and IDTchecker are different from Nixer in
that they can only monitor the modules and IDT for any modifications. Nixer
on the other hand, is a proactive solution that changes the state of a VM to mit-
igate a rootkit attack. Nixer also has wider coverage of physical memory that
includes system call table.

HookLocator [10] is a VMI based solution for kernel pool scanning. It locates
function pointers in the kernel pools and reports changes to those function point-
ers. It obtains function pointers in a learning phase requiring two VMs or snap-
shots with the kernel located at different locations. This gives HookLocator a list
of function pointer values to scan the kernel pools. It then monitors instances
of these values which were shown not to change during their lifetimes during
the learning stage, and reports changes to them. Nixer has no learning stage,
it provides its coverage immediately using a constantly generated baseline from
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the VMs that it is guarding, but the areas of coverage of Nixer and HookLocator
do not overlap at all, so different approaches are expected.

Livewire [17] is an intrusion detection system based on VMI. It uses policy
modules to detect malicious activity in monitored VMs. It has a variety of options
including signature scanning, integrity scanning of executables, monitoring of
statistics misreporting. It also monitors attempts to use suspicious functions like
changing memory protections or using raw sockets. Livewire is able to disrupt
attacks based on signatures or activities including IDT and SSDT changes, but
it communicates with the OS to do so. It also suspends the VM when scanning
is required. Nixer is able to stop IDT and SSDT attacks without pausing the
VMs while scanning and does not have any presence inside the VM.

VMWatcher [20] and libGuestfs [4] allow running antivirus tools outside the
VM to scan the disk of a running VM. VMWatcher also demonstrates malware
detection based on differences between in VM and out of VM views of files and
processes. Nixer focuses on preserving the in VM functionality for security tools
rather than enabling them to run outside the VM.

Win et al. [21] apply machine learning techniques specifically Support Vector
Machines to identify malware and rootkits in Linux virtual machines. Their
approach utilize an in-VM monitor to capture events. The monitor is installed
through VMI. This is a completely different approach from Nixer that focuses
on monitoring memory invariants and has no component running inside a VM.

3 Mitigation of Kernel Rootkits

3.1 Problem Statement and Assumptions

Given a pool of virtual machines in a cloud environment, our goal is to recover
the system control flow of a compromised VM (hijacked by a rootkit) without
affecting the availability of services, losing user data, and destroying forensic evi-
dence of rootkit presence in memory. To achieve our goal, we make the following
assumptions about a cloud environment we operate in:

– All the VMs in a pool run the same kernel configuration, including additional
drivers/modules. This assumption is realistic because the VMs are usually
generated from a reference VM to simplify maintenance processes.

– Semantics of kernel data structures are consistent across VMs. Since the VMs
run same code, this assumption must hold true. (Semantics Attacks such as
direct kernel structure manipulation (DKSM) [13] are out of scope of this
work.)

– Pausing VMs for a brief time period is acceptable for recovery. If the pause is
short enough not to disrupt ongoing network connections, it is indistinguish-
able from routine network-induced service stalls.

3.2 Overview of Nixer

Hardware virtualization is the critical mechanism by which resources and work-
loads are managed in cloud environments. It allows full-stack installations
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(including an OS kernel) to be built, cloned, distributed, executed in isolated
environments, paused, resumed, and discarded. In effect, the virtual machine
manager (VMM), or hypervisor, is the new control and resource management
layer, which provides individual VMs with CPU, RAM, storage, and network
resources. The VMM also provides virtual machine introspection (VMI), which
allows a privileged VM to examine and modify the current state of a guest VM.
Our proposed solution, Nixer, is designed to take advantage of this capability to
enable the automated recovery from an ongoing rootkit attack.

Fig. 1. Overview of Nixer

Figure 1 presents an overview of Nixer. Nixer’s operation consists of three
distinct phases: baselining, anomaly detection, and control flow recovery. In
baselining, the tool utilizes a pool of VMs running the same kernel configuration
to obtain a baseline of normal in-memory content of VMs within the pool. In par-
ticular, it seeks to detect code and invariant data structures as they are the most
common targets of rootkits to intercept the system control flow. The tool uses
a majority-wins approach and considers the VMs that have the same content in
physical memory, and are in the majority to create the baseline, if the content
appear to be different across VMs. This approach allows Nixer to quickly develop
baseline on the fly without the need for offline pre-processing, and the creation
of cryptographic signatures for known-good content. This dynamic adaptation
is particularly valuable when VMs are run at scale and are patched regularly.

During anomaly detection, Nixer compares the established baseline with the
content of VMs in the pool to detect any differences. Since it considers only
invariants, the content must be same unless the VM is compromised by a rootkit
and is currently under attack. Rootkits target invariants for persistent change
in system control flow. During control flow recovery, the system identifies the
original content of the compromised VM, and replaces the modified (malicious)
content with it. It is worth mentioning that the contents may vary across VMs
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within a pool due to address space layout randomization (ASLR). However, if
the contents are de-randomized, they must appear same.

3.3 Challenges and Solutions

Recall that the idea behind ASLR is to assign random base addresses on each
execution. This means that, in different VM instances, all the absolute addresses
in the kernel code and data structures will be different. In particular, function
pointers will be different, which makes direct comparison (for the purpose of
baselining) meaningless. Therefore, Nixer performs some pre-processing that
allows the normalization of absolute addresses across VMs.

Fig. 2. De-randomization of the pointers in a Kernel Module. The memory snapshots
of the module are taken from the two virtual machines VM1 and VM2.

De-randomization of the Kernel. Figure 2 presents the impact of ASLR on
two virtual machines V M1 and V M2. Both VMs have a same kernel module
in their physical memory but due to ASLR, they are loaded into two differ-
ent memory locations. The base address for V M1 and V M2 are 0xF8CC2000
and 0xF8D0C000 respectively. Consequently, the four absolute addresses in the
module are different, making it difficult to compare the whole code effectively.

We develop a method to de-randomize the module to a single base-address
α. The method first computes the offset between α and the base address of the
module, and then subtracts the offset from the absolute pointer address to de-
randomize the pointer value. For example, in Fig. 2, α is the base address of
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V M1’s module, and we want to de-randomize the V M2’s module to α. Let say,
β is the base address of V M2’s module. The offset can be computed as offset
= β − α, where α < β. Furthermore, given n number of absolute addresses in
the module, γ(i) represents an address value. The de-randomized address θ(i)
for γ(i) can be computed as

∀0 < i < n, θ(i) = γ(i) − offset (1)

Computing Original Values. When Nixer identifies any discrepancies in a
VM, it further figures out the original contents of the VM to replace the modified
(malicious) contents with them. Unfortunately, the original contents are lost
because they are overwritten during a rootkit attack. To recover the code, if the
code does not contain any absolute addresses, then Nixer obtains it from the
baseline as is and patches the VM to recover from the infection.

On the other hand, to recover the data structures and the code containing
absolute addresses, Nixer cannot obtain the original contents from the baseline
because of the ASLR impact. To solve this issue, Nixer computes the original
pointer values and put them back to their correct location. For example, the
missing value is θ, and the base address of kernel module in compromised and
benign VMs are α and β. The value of same pointer in a benign VM is γ. The
missing value θ is computed as

θ = γ − (β − α), where β > α (2)

Furthermore, some data structures may contain pointers to different kernel mod-
ules. Nixer treats each pointer independently as θ. It obtains the address range of
each kernel module and maps the pointer value (in consideration) to its correct
address range in order to find its correct kernel module. The rest of the process
is same as described above to obtain θ value.

Reducing the Semantic Gap. Nixer gets a raw access to the physical memory
of a VM. That is, it only sees ones and zeroes without any semantic information
about them. Since it runs outside the VM, it does not have operating system
support running inside the VM to determine the semantics. The existing solu-
tions [19] that reduce the semantic gap automatically are complex. For instance,
they require modifications in hypervisor, and the support of an additional VM.
Since the focus of this paper is not on solving the semantic gap problem, Nixer
reduces the semantic gap manually - a common approach used by many existing
VMI solutions [14] and is sufficient for us to implement a proof of concept tool.
This approach generally requires the knowledge of operating system internals
and some reverse engineering to figure out traversal trees of data structures to
reach the content being monitored and recovered from any rootkit infection.

4 Implementation

Nixer is implemented in C++ and has almost 12,400 lines of code. It utilizes lib-
VMI [5] for VMI capabilities and opdis [6] for disassembly. LibVMI is a wrapper
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library that provides a generic interface to the VMI capabilities of Xen, QEMU,
KVM and allows that same interface to be used on both physical memory of a
live VM and memory dumps.

Nixer is a proof-of concept tool to mitigate rootkit attacks on Windows. In
particular, it covers kernel code (and modules) and two well-known kernel data
structures i.e. Interrupt Descriptor Table (IDT) and System Service Descriptor
Table (SSDT) or system call table. Nixer parses the memory and extracts the
kernel code and data structures. For the code, it finds the base addresses of ker-
nel code and each kernel module by traversing the doubly-linked list of modules.
Each node in the list is represented by the data structure LDR DATA TABLE ENTRY
containing the name and base address of a module. The pointer to the list is
obtained from a system variable PsLoadedModuleList, already populated by lib-
VMI. Nixer further parses kernel code and each module into Portable Executable
(PE) format to extract headers and sections of code and data.

For the kernel data structures, the pointer to IDT is obtained from IDTR
register and KeServiceDescriptorTable system variable points to SSDT. In each
IDT entry, the pointer value consists of the combination of two fields i.e. Offset
and ExtendedOffset. In SSDT table, each entry has ServiceTableBase field
that points to a system call table – an array of pointers to system calls.

Furthermore, Nixer generates a list of patches to apply to each VM within a
pool. The VM is paused for these patches to be applied as we are borrowing pages
from the guest VMs as described above, and Xen will not allow that without
pausing the VM. This is why, we apply all the patches at the end of the scanning
process to minimizing the cost of pausing and resuming VMs.

5 Evaluation

We conducted several experiments using real world malware (containing rootkit
functionalities) to evaluate the mitigation of malware behavior, and the impact
of mitigation on the services (such as web server and antivirus) running on a
compromised VM. Our evaluation results demonstrated improved behavior of in-
VM security and other services. For instance, after identifying and disabling the
rootkit component of a piece of malware, the antivirus service already installed
on the system was able to quickly identify the (previously hidden) infected files.
This section discusses the experimental setup and the details of the experiments.

5.1 Experimental Setup

All experiments are conducted on a workstation with an Intel i7-4770 @ 3.70 GHz
and 16 GB of RAM with Fedora 22 and Xen 4.5.3 hypervisor installed. Virtual
machines are created with 512 MB of RAM and 50 GB of disk space on a LVM
volume. We run Windows XP SP2 operating system on the VMs because the
available sample rootkits are known to work on XP systems.

Clones are created using LVM’s copy-on-write snapshots with 20GB allocated
to the clone’s writes. The physical machine is not under CPU or memory pressure
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during the experiments. We did not run any unnecessary applications/services
on host machine.

We use real world malware for experiments, and Volatility [9], a memory
forensic framework to obtain independent ground truth and verify our claims.
The memory dumps are taken with libvmi’s dump-memory utility. We use
WinXPSP2x86 profile in Volatility with several plugins including idt, ssdt, malfind.

We perform the following procedure to ensure that each experiment is per-
formed in a fresh setup that does not contain any remnants of previous exper-
iments. It starts with taking a snapshot of the booted VM before experiment,
and then make modifications in the VM such as by running malware, debugger
or any other tool, followed by another snapshot of the VM to verify changes.
Nixer is then used to revert the changes, after which, a snapshot of the VM is
taken again to verify that Nixer has mitigated the malicious behavior. Volatility
is used for the verification process.

5.2 Accuracy Evaluation

Initial experiments aim to verify that Nixer does not damage the functional-
ity of running VMs or make unwarranted changes to memory. We start with
one shutdown Windows XP SP2 VM and generate 2 clones. Both clones are
booted. No malware is used for this experiment because some malware creates
instability, and we want to verify the stability of VMs guarded by Nixer with-
out confounding factors. We test the Nixer on two complementary scenarios:
(1) when all the VMs in the pool are working normally without going through
any rootkit modifications. This scenario verifies whether Nixer make unwanted
changes in memory. (2) When the prelude of a kernel routine is synthetically
replaced with NOPs by another of our VMI tools to observe whether Nixer can
revert the changes accurately.

Scenario 1 - No Modifications. We use two VMs for this experiment. One is
used as reference for Nixer and other as a target VM to evaluate any modifica-
tions by Nixer. Both the VMs are logged in after boot. The reference VM is left
untouched. The target VM is left idle for 5 min to provide it sufficient time to
settle down. We take the memory snapshots of the target VM periodically and
compare one version with it immediate previous version using BinDiff [2]. Some
memory changes are observed in the snapshots as expected due to continued
operation but they are not significant, since the VM is idle. We run Nixer to
introspect the VM with the reference VM. Nixer reported making no change as
expected since no malicious modifications are made in the VM. To verify Nixer’s
claim, we also take a snapshot and compare it with the last snapshot of the VM
using BinDiff. Apparently, no change is identified. The experiment is repeated
several times and also with other VMs that concludes that Nixer does not patch
VM unexpectedly.

Scenario 2 - Modifications in a Kernel Routine. We constructed a cus-
tom (malicious) program using our VMI capabilities to replace MS Windows
function prelude with NOPs for the first function in a targeted PE file in memory.
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The experiment starts with taking a memory snapshot when the VM is paused.
After the snapshot, We unpause the VM and run our custom (attack) tool, and
then take another memory snapshot and confirmed the changes using BinDiff.
We run Nixer this time to revert the changes, and then take another memory
snapshot to confirm that the memory contents are matched with the original.
This demonstrates that Nixer can effectively identify the (malicious) modifica-
tions in Kernel code and revert them to original state. Nixer uses the reference
VM from last scenario to identify the modifications and original contents.

The experiment is repeated several times with the other VMs with or without
pausing the target VM during scanning. The experimental results conclude that
the code changes have been repaired by Nixer successfully.

5.3 Experiments with Real-World Rootkits

We evaluate Nixer functionality with four malware samples (refer to Table 1)
that specifically target IDT and SSDT.

For IDT hooking, we run Strace Fuzen malware in a freshly cloned VM.
Volatility confirmed IDT entry had changed from 0x8053C651 pointing to
$KiSystemServce as expected to 0xF8A182A0. After running Nixer to fix the
modifications, Volatility confirmed that IDT entry 0x2E was changed back to
the original value.

Table 1. Evaluation results of Nixer on real-world malware samples.

STrace Fuzen Basic 6 F.gen!Eldorado Backdoor
X.AHUO

IDT/SSDT IDT SSDT SSDT SSDT

Index entry 0x2E 0x91 &
0xAD

0x42 0x42

Original pointer 0x8053C651 0x8056F266

&
0x80608852

0x8056E634 0x8056E634

Pointer target $KiSystemServce ntsokrnl.exe ntsokrnl.exe ntsokrnl.exe

Infected pointer 0xF8A182A0 0xF7BA53D0

&
0xF7BDB3D0

0xF7B503D0 0xF7BD43D0

Pointer target Unknown quadw.sys &
sraslk.sys

objnts.sys quasfd.sys

Patched by Nixer
√ √ √ √

For SSDT hooking, we used three malware samples, viz. Basic 6 (from
rookit.com) mirror on github, PcClient.F.gen!Eldorado and BackdoorX.AHUO
(from openmalware.org). Volatility confirmed that these malware sam-
ples made changes in the SSDT entries. For Basic 6, Volatility

http://rookit.com/
http://openmalware.org/
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confirmed that SSDT entries for NTQueryDirectoryFile (0x91) and
NTQuerySystemInformation (0xAD) had changed. After Nixer was run to revert
the changes, Volatility confirmed that SSDT entries were changed back to the
original values. For F.gen!Eldorado, Volatility confirmed that the SSDT
entries for NtDeviceIoControlFile owned by ntsokrnl.exe was changed to
objnts.sys. After running Nixer to revert the changes, Volatility verified that
the changes made by F.gen!Eldorado were reverted. For BackdoorX.AHUO,
Volatility confirmed that the SSDT entries for NtDeviceIoControlFile owned
by ntsokrnl.exe had changed to quasfd.sys. Moreover, after Nixer was run to
revert the changes, Volatility confirmed that the changes had been successfully
reverted to their original values.

Finally, to verify that Nixer recovers the system control flow, we further
experimented with Basic 6 as its source code was available to us to deter-
mine Basic 6’s functionality. Basic 6 was run in our VM using OSR loader.
Basic 6 hides files with the name “ root ”. We created files with these names
and ran Basic 6 with OSR loader as before. The files disappeared from Windows
Explorer, dir command run from cmd.exe and other programs as expected. After
Nixer was run, these utilities and program can find these files again, despite OSR
loader still reporting that the Basic 6 kernel module was loaded.

5.4 Improving the Effectiveness of In-VM Programs

We have further tested the Basic 6 rootkit functionality and the impact of Nixer
in two different scenarios: (1) a web server running on a VM when the rootkit
hides some web resources and make them unavailable for users. (2) an antivirus
running on a VM when the rootkit hides some malware files making the antivirus
ineffective to detect them.

Scenario 1 - Web Server. We install the nginx web server in the target VM
and create few pages for it to serve including an index.html and a root .htm.
These files are accessible remotely from a web browser. When we run the rootkit,
it hides the web server files, making the web server unable to serve them to web
browser request. Now the browser gets an error message, instead of the page.
We use Nixer to detect and revert the changes in SSDT, apparently unhide the
web server files. We observe that the web server is now able to serve the files.
The rootkit, however is still running as kernel module, but its functionality (of
hiding files and folders) is disabled.

Furthermore, we also observed the typical speed of serving the web pages,
which is 5 ms in our setup and it remains 5 ms while the VM was being scanned
by Nixer. Even while Basic 6 is being removed, the performance is 25 ms for one
request 18 ms for the next then returned to the normal 5 ms. These empirical
results show that Nixer has successfully recovered the infected VM, and enabled
the web server to serve more pages.

Scenario 2 - Antivirus. We install ClamAV in the target VM, and put FU
rootkit in a folder named root that is protected (hidden) by Basic 6. We run
the rootkit on the VM and then, start a scan with ClamAV, which apparently
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is not able to detect FU rootkit. We use Nixer to revert the rootkit modifica-
tions, apparently making the hidden rootkit files available to ClamAV. Now the
antivirus is able to detect FU rootkit. The Basic 6 rootkit is still running in the
system. However, it is unable to hide files and folders anymore.

5.5 Performance Evaluation

We executed pairwise comparison in Nixer 100 times to obtain an understanding
of how it would perform in a continuous scanning environment. The average time
for a pairwise comparison was 60.2 ms with 26.9 ms on average being spent in
Nixer’s user code and 23.9 ms system time with virtual machines idle. The CPU
used by Nixer was 98% utilized during execution. The test was repeated with
the VMs loaded to 100% with prime95. The average execution time for the
comparisons was 60 ms with 28.2 ms on average being spent in Nixer’s user code
and 25.1 ms system time with virtual machines loaded. The core used by Nixer
was 98% loaded during execution. The execution time was remarkably similar
regardless of the state of the targeted VMs. The maximum memory used by
Nixer in these 200 runs was 20.1 megabytes of memory. The CPU usage is high,
but Nixer is a normal process running in a protected VM. Nixer’s VM or process
could be throttled to allow for whatever other needs the system has, but it is
obvious Nixer is extremely CPU bound. This is a testament to libVMI and Xen’s
introspection capabilities that Nixer spend very little time waiting.

6 Conclusions and Future Work

Nixer mitigates a rootkit infection by restoring system to normal control flow. It
acts as a first responder and enables in-VM security programs to work effectively
in the face of a rootkit attack. Nixer has a small performance penalty and does
not disrupt the availability of essential services.

As part of future work, we will improve the memory coverage of Nixer, utilize
pdb files from WinDbg for accessing a greater number of OS data structures, and
extend it to other hypervisors (qemu, kvm) and other guest operating systems.
For performance optimization, we will parallelize this code to scan more VMs
at once or different structures simultaneously or add event support so we only
scan what is needed when it is changed.
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Abstract. As the IoT era comes to the full-fledged, hardware Trojans
that involve malicious modifications of circuitry are becoming a growing
security concern. To avoid a detection mechanism, hardware Trojans
may need a stealthy nature in their existence for being dormant, and
even when triggered. In this paper, we devise a new hardware Trojan
concept that exploits natural glitches and their control mechanisms for
information leakage in a stealthy manner. We indeed reversely exploit
the glitch control mechanisms to be bypassed when triggered, and try to
recall the natural glitches for the purpose. An adversary who triggered
the hardware Trojan may infer multiple input values from a single output
of the target logic, thereby obtaining multiple outputs of the preceding
logics, by monitoring the existence of the natural glitches. We perform
experiments and discuss the results and threats, not to be neglected,
along with a possible mitigation.

Keywords: Hardware Trojan · Glitch · Hazard · Glitch control
Multiplexer · Programmable delay element

1 Introduction

Malware standing for malicious software has increased dramatically and placed
great concerns about security in computing systems for the last decades, e.g.,
including but not limited to computer viruses, Internet worms, Trojan horses,
spyware, and ransomware. Many researchers, accordingly, have developed various
kinds of detection mechanisms and mitigation techniques against such malware,
but mostly under the strong assumption that hardware, which is underneath
software, is rather reliable and trustworthy [1]. Unfortunately, such an assump-
tion is no longer valid at least because of the rise of hardware Trojan horses, or
hardware Trojans in short. A typical form of hardware Trojans consists of a trig-
ger and a payload, where the former implies activation mechanisms and the latter

This work was supported by Defense Acquisition Program Administration and
Agency for Defense Development under the contract (UD160066BD).

c© Springer International Publishing AG, part of Springer Nature 2018
B. B. Kang and T. Kim (Eds.): WISA 2017, LNCS 10763, pp. 150–161, 2018.
https://doi.org/10.1007/978-3-319-93563-8_13

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-93563-8_13&domain=pdf


Glitch Recall: A Hardware Trojan Exploiting Natural Glitches 151

refers to the part of the circuit or the functionality affected by the activation of
hardware Trojans [5]. Trigger conditions vary, e.g., specific node values for com-
binational logic trigger, specific input sequences for sequential logic trigger, and
specific sensor signals or voltage levels for analog trigger [4]. Malicious effects,
saying payloads, of hardware Trojans also vary, e.g., abnormal functional behav-
iors, strange memory contents, information leakage, and denials of service [5]. It
is worriedly possible to alter and exploit parts of hardware, e.g., the circuitry of
an integrated circuit in the design and manufacturing/fabrication processes that
involve outsourcing and third-parties, for hardware Trojans trying to leak sensi-
tive information or disable functional components when triggered [3]. Besides, it
is very difficult to detect such a small and stealthy alteration in the circuitry [2].

A glitch, which means a brief irregularity or a fast spike in signals, is an
unwanted natural phenomenon occurring in digital logic circuits because it may
cause power dissipation and data corruption in the middle of circuits [8,13]. Nat-
ural glitches, which imply ones occurring naturally from an inherent nature of
digital logic circuits, are frequently created because digital gates have multiple
inputs arriving at different instances of time through multiple paths [16]. Thus,
indeed, various glitch control techniques have been developed and deployed to
reduce and if possible, eliminate the natural glitches, for instance, by inserting
negative edge triggered flip-flops or programmable delay logics [10–15]. Inter-
estingly, some hardware Trojans artificially generate glitches in logic circuits by
manipulating one or more operating clocks, and exploit the artificial glitches for
information leakage, for instance, a secret cryptographic key [6–8]. One problem,
however, is that it is relatively easy to detect because they explicitly require addi-
tional components for clock manipulation, such as a delay locked loop (DLL) in
FPGA [6,7]. It is a component with a complex structure consisting of elements
such as delay lines, phase detector, and control logic [9].

In this paper, we conceive a new hardware Trojan technique that reversely
exploits the glitch control mechanisms and recalls the natural glitches for stealthy
information leakage. Our main idea is to maliciously modify a portion of the
glitch control mechanism, e.g., adding multiplexers, so that it is bypassed only
when the hardware Trojan is triggered, and observe the occurrence of natural
glitches on outputs. Note that because the natural glitch usually comes from a
path imbalance in a circuit and a specific pattern applied at the multiple inputs,
it would be possible for an adversary who triggered the hardware Trojan to
infer the multiple input values from a single output of the target logic, thereby
obtaining multiple outputs of the preceding logics. With collected input and
output pairs, the adversary may obtain information about the tasks a target
system was performing.

This paper is organized as follows. We review natural glitches and glitch
control mechanisms in Sect. 2. We present how the glitch control mechanisms
can turn into hardware Trojans as we briefly described above in Sect. 3. We
perform experiments with a full adder logic as an example in Sect. 4, and discuss
the results in Sect. 5. Related works and conclusions follow in Sects. 6 and 7,
respectively.
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2 Background

We review the natural glitches created on logic circuits, and then explore the
representative techniques for the control of natural glitches.

2.1 Natural Glitches in Logic Circuits

In logic circuits, hazard implies undesirable and unexpected behaviors and con-
sequences of a system [17]. There are three kinds of glitches created in (syn-
chronous) logic circuits with regard to the hazard: glitches from static hazard,
functional hazard, and dynamic hazard. Static and dynamic hazards stand for
glitches generated by single input changes, whereas functional hazard mean
glitches created by two or more concurrent input changes. All these glitches
are naturally generated when logic circuits operate with transitions of multiple
input values. The key reason for the glitches is the different arrival and propaga-
tion delays of the input signals to logic gates [13]. Once a glitch occurs in signal,
an output value fluctuates. For static and functional hazards, a glitch bounces
once, whereas for dynamic hazard, a glitch bounces more than once [18].

Glitches may result in unexpected, maybe wrong, behaviors of a given system.
In addition, glitches consume extra power of a system, which is critical and
undesirable for IoT devices that have limited power resource.

2.2 Glitch Control Mechanisms

Various glitch control mechanisms have been developed and deployed in the
real world systems [10–15]. For glitches of static hazard, a systematic glitch
elimination method has been developed by adding a redundant logic element.
Once sources of static hazard are eliminated, so are the dynamic hazard, hence
no more glitches are at the output. Regarding the glitches created by functional
hazard, on the other hand, there are not systematic approaches to eliminate
them. One possible way to evade glitches from functional hazard is to attach flip-
flops at the outputs of a logic circuit that produces glitches, from which catching
settled values at every rising or falling edge of clocks [19]. Another method for
suppressing glitches from functional hazard is to balance input signals arriving
at different instances of time, by inserting programmable delay elements (PDEs)
into the input wires and/or output wires [14,15,20].

Besides the above mentioned routine approaches, there have been various
methods proposed to control glitches on logic circuits. Czajkowski and Brown
proposed an algorithm that inserts negative edge-triggered flip-flops (nFFs) to
LUTs (Lookup Tables), which produce glitches, on an FPGA [10]. The logic
values produced by the LUTs in the previous cycle are maintained by the inserted
nFFs to prevent propagation of glitches. Techniques that use disabled flip-flops in
logic blocks of an FPGA are also proposed in [11,12] to control glitches. Lim et al.
proposed a technique that reactivates and operates flip-flops with phase-shifted
clocks in [11]. Hsieh et al. proposed a technique that utilizes unused flip-flops
between functional units and their original registers as “firewall registers” in [12].
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Fig. 1. A proposed hardware Trojan that recalls natural glitches by bypass operations

The flip-flops postpone data propagation for one clock cycle, and hence they
control glitches. Vijayakumar and Kundu presented a glitch control mechanism
using clock skew scheduling [13]. In this work, the relation between glitches and
input signals arriving at various instances of times to a logic gate is studied
and used for glitch control. In [14], Lamoureux et al. presented “GlitchLess,” a
glitch control technique using PDEs that control signal transmissions, to align
the edge of input signals in logic blocks. Dong and Lemieux utilized the concept
of GlitchLess with clock skew scheduling and delay padding in [15] to control
glitches.

3 Designs of the Proposed Hardware Trojan

Based on the glitch control mechanisms reviewed in the previous section, we
design a natural glitch recalling hardware Trojan. While the nature of devised
hardware Trojan, exploiting natural glitches, is the same, specific implementa-
tion approaches are two-fold according to the glitch control methods: One for
bypassing a glitch evading technique, and the other for maliciously modifying
programmable delay elements. We illustrate representative hardware Trojans for
each of the glitch exploitation cases on a full adder logic circuit, a component of
an ALU (Arithmetic Logic Unit).

3.1 Recalling Natural Glitches by Bypass Operations

A hardware Trojan that recalls glitches by bypass operations on a full adder is
presented in Fig. 1. x1, x2, and x3 are inputs. Sum returns summation of the
three inputs, and Carry out returns a carried value from the summation. On
top of the typical full adder logic circuit configuration, there are additional logic
elements, D flip-flops and multiplexers that are represented as toggle switches.
The purpose of the two D flip-flops is to avoid natural glitches by picking up
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Fig. 2. A proposed hardware Trojan that recalls natural glitches by manipulating pro-
grammable delay elements

values at every rising or falling edge of clocks. The Clock drives the two D flip-
flops. By toggling the switch to position 1, we receive Sum and Carry out values
without glitches through the flip-flops. On the contrary, by toggling the switch to
position 2, Sum and Carry out bypass the inserted flip-flops, thereby we receive
output values with naturally generated glitches.

The whole attack scenario with this hardware Trojan is: Selection bit ‘0’ of
multiplexers allows normal operations of a full adder in an ALU, whereas selec-
tion bit ‘1’ generates outputs with glitches. An adversary can apply a trigger
signal to the selection bit of multiplexers based on a rare combination of signals
in a given system, or sensor values met specific conditions. Once triggered, with
selection bit ‘1’, the hardware Trojan starts to recall glitches by bypass opera-
tions. Based on the observed glitches, the adversary may infer values of multiple
inputs fed into. By collecting the deduced input values and corresponding out-
put values, the adversary may restore what tasks the full adder or the ALU was
performing. So the payload of this hardware Trojan is information leakage.

3.2 Recalling Natural Glitches by Manipulating Programmable
Delay Elements

A hardware Trojan that recalls glitches by manipulating programmable delay
elements (PDEs) on a full adder is presented in Fig. 2. On top of the typical
configuration elements of a full adder, three additional logic components, PDEs,
are inserted into each of the three input wires. By setting appropriate delay
parameters that control the amount of signal propagation delays, one can balance
input signal deliveries. By doing so, one can suppress as many glitches as possible.
If an adversary manipulates the delay parameters maliciously, so that the PDEs
work to break the balance among input signals, natural glitches will revive.

The whole attack scenario of this hardware Trojan is: By maintaining the
appropriate delay parameters of PDEs, the outputs will have much lesser nat-
ural glitches, whereas the delay parameters are maliciously adjusted, natural
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Fig. 3. The outputs of a full adder with a hardware Trojan that recalls natural glitches
by bypass operations. The dotted line circles show the glitch avoidance mechanism
applied is successful, whereas the solid line circles indicate the natural glitches recalled
by the proposed hardware Trojan.

glitches will revive. An adversary may change the delay parameters based on
trigger signals, which can be a rare combination of signals or sensor values met
specific conditions. Once trigger conditions are met, with maliciously altered
delay parameters, the hardware Trojan starts to recall natural glitches. Based
on the observed glitches, the adversary may infer the values of multiple inputs
fed into the. By collecting the deduced input values and corresponding output
values, the adversary may restore what tasks the full adder or the ALU was
performing. So the payload of this hardware Trojan is information leakage.

4 Experiment

We demonstrate the proposed hardware Trojans through implementations and
simulations of them. We used the Verilog hardware description language (HDL)
for implementations, and Xilinx Vivado tool version 2017.1. for simulations. The
target FPGA was Xilinx Artix-7, which part number is XC7A100T-1CSG324C.

4.1 Hardware Trojans Exploiting Bypass Operations

We first implemented a full adder that consists of two half adders and one OR
gate. We also implemented a 3-bit counter which is operated by an external clock.
The counter counts up from 000 to 111 in binary, and these outputs are fed into
inputs of the full adder. The operation of the counter and the corresponding full
adder performance are illustrated in Fig. 3. The clk is the external clock that
operates the 3-bit counter, clr is implemented for an asynchronous clear function,
and q cnt is output of the 3-bit counter. The q cnt is further enumerated into
q[2], q[1], and q[0], that are fed into inputs of the full adder. Based on these
inputs, the full adder generates two outputs, Sum and Cout. The sel is a selection
bit for two multiplexers in Fig. 1.

Next we implemented two D flip-flops and inserted them at the end of Sum
and Cout each. Then we applied the clk to the two D flip-flops to operate them.
At every rising edge clocks, the D flip-flops catch settled Sum and Cout values,
and we can evade glitches originally incorporated in the Sum and Cout.
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Fig. 4. The switch represented in Fig. 1 (left), and its equivalent logic element, multi-
plexer (right)

After that, we exploit the glitch avoidance mechanism by adding two 2-by-1
multiplexers at the end of the D flip-flops each. The mechanism of a multiplexer
is equivalent to that of a switch with a control knob. A typical multiplexer and
a switch with control knob are illustrated in Fig. 4. We connected the output
lead of the D flip-flop 1 in Fig. 1, which provides values of Sum without glitches,
to the input I0 of a multiplexer, and linked the output of the XOR2, which
provides values of Sum with glitches, to the input I1 of the multiplexer, where
the multiplexer is SW1 in Fig. 1. Similarly, we fed the output lead of the D
flip-flop 2 in Fig. 1, which gives values of Cout without glitches, to the input I0
of another multiplexer, and wired the output of the OR, which gives values of
Cout with glitches, to the input I1 of the multiplexer, where the multiplexer is
SW2 in Fig. 1. By setting the selection bits of the two multiplexers ‘0’, which is
corresponding to input I0, the Sum and the Cout will generate normal output
values without glitches. By putting the selection bits of the two multiplexers
‘1’, on the other hand, the Sum and the Cout will spew outputs with glitches.
As can be seen in Fig. 3, there are no glitches in the outputs with selection bit
‘0’, whereas natural glitches are recalled in the outputs with selection bit ‘1’,
activating the proposed hardware Trojan.

4.2 Hardware Trojans Exploiting Programmable Delay Elements

Switching gears, we implemented a programmable delay element following the
idea illustrated in [20]. The key idea of implementing a programmable delay
element is to utilizing a lookup table (LUT) of an FPGA as a buffer or an
inverter. A typical high-level structure of a LUT with three input pins a, b, and
c is presented in Fig. 5. Each of the SRAM cells has binary values based on a
logic expression. Given binary inputs for a, b, and c, these are fed into selection
bits of the 2-by-1 multiplexers (MUXs). Based on a routing established by the
selection bits of MUXs, certain value in an SRAM comes out through the output
pin y. By setting the binary values on the SRAM cells so that the output y is
always the same to the input value of c, and the y is nothing to do with the
other input values of a and b, the LUT operates like a buffer. In the meanwhile,
even if the other two input values of a and b are irrelevant to the output value
y, they affect paths from the input c to the output y. In other words, binary
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Fig. 5. A typical high-level structure of a LUT with three inputs

value ab = 00 allows the shortest path, whereas binary value ab = 11 imposes
the longest route, from the input c to the output y. By adjusting the value of
input pins a and b, we can adjust, or program the amount of delay of the buffer.
A LUT in Xilinx Artix-7 FPGA has six input pins and one output pin, so that
by adjusting the value of five input pins, we can program delays of it to the
resolution of 25 = 32 levels.

With one programmable delay element inserted into the wire of input x3 in
Fig. 2, we could obtain the Sum and the Cout without glitches. This is rep-
resented in Fig. 6 (upper). In the meanwhile, when we added additional pro-
grammable delay elements in the wire of input x3, the balance of input signal
deliveries among the three inputs x1, x2, and x3 broke, and natural glitches in
the Sum and the Cout revived. This is represented in Fig. 6 (lower).

5 Discussions

5.1 Information Leakage Attacks

From the experiment for the hardware Trojan that recalls natural glitches by
bypass operations, it has been clear that an adversary can obtain outputs Sum
and Cout with or without glitches. By setting the selection bit of the two multi-
plexers ‘0’, the Sum and Cout generated normal output values without glitches.
By putting the selection bit to ‘1’, the Sum and Cout spewed outputs with
glitches. By observing the glitches in Sum and Cout, the adversary may infer
what inputs were fed into the full adder. With the inferred inputs, the adversary
may obtain corresponding outputs. By aggregating the inferred input and output
pairs, the adversary may finally restore the tasks the full adder was performing,
succeeding in an information leakage attack.

As can be seen from the experiment for the hardware Trojan that recalls nat-
ural glitches by manipulating programmable delay elements, an adversary can
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Fig. 6. The outputs of a full adder with a hardware Trojan that recalls natural glitches
by manipulating programmable delay elements (PDEs). There are no glitches in out-
puts with one PDE (upper), whereas glitches in outputs with additional PDEs (lower).

manipulate the parameters of the programmable delay elements. By maliciously
adjusting the delay parameters, so that the balance of the signal delivery times
among the three inputs is broken, the adversary may obtain Sum and Cout with
glitches. From the two outputs with glitches, the adversary may deduce input
values. By collecting the input and output pairs, the adversary may eventually
reconstitute the tasks the full adder was performing, accomplishing an informa-
tion leakage attack.

5.2 Stealthy Nature of the Proposed Hardware Trojan

The proposed hardware Trojan would be usually very tiny compared to a local
logic circuit where the hardware Trojan is inserted into, as well as against a whole
system; it only needs a certain number of additional multiplexers, or nothing else
but maliciously adjusted delay parameters. Accordingly, it would be difficult
to point out the place(s) where the hardware Trojan is planted by schematic
inspections. In addition, if an adversary figures out any rare trigger conditions,
it would be hard to detect the hardware Trojan just by observing operating
behaviors of a target logic system.

5.3 Mitigation and Possible Countermeasures: Detection

There have been detection measures proposed against hardware Trojans, and a
logic testing is one of them, comprehensive and powerful. Logic testing is a tech-
nique to develop directed test patterns to activate unknown Trojan instances
and propagating their effects to output ports. It is especially effective for detect-
ing ultra-small Trojans [4,5]. The key is how to prepare well for test inputs that
reflect rare input combinations. That is, an adversary would always struggle to
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devise rare hardware Trojan triggering input combinations. If test inputs can-
not cover the rare cases, hardware Trojans will survive the logic testing. On the
contrary, test patterns that span well rare combinations would be able to detect
hardware Trojans, no matter how small they are, with higher chances.

6 Related Work

6.1 Hardware Trojan Classifications

Banga and Hsiao classified hardware Trojans into two types, combinational and
sequential Trojans [21]. Combinational Trojans are activated at specific con-
ditions of an internal circuit, and sequential Trojans are activated if specific
sequences occur in a circuit. Wang et al. classified hardware Trojans based on
the three characteristics, physical, activation and action [22]. The physical char-
acteristic is classified further into type (addition/deletion of gates or modification
of logics), size (the number of modified components), distribution (the location
of a Trojan) and structure (modified layout of a chip). The activation character-
istic means that how the Trojans are activated. Inserted Trojans can be activated
externally or internally. The last characteristic, action, implies the behavior of
inserted Trojans.

This paper follows the classification of [5]. Chakraborty et al. classified hard-
ware Trojans into two mechanisms, trigger, activation mechanisms of Trojans,
and payload, the negative effects by Trojan activation. According to this classi-
fication criterion, the trigger of the hardware Trojan proposed in this work is a
combinationally triggered, and the payload of this hardware Trojan is informa-
tion leakage.

6.2 Information Leakage Using Artificial Glitches

Endo et al. proposed a glitch generator for fault injection in [6]. They generated
a glitchy-clock signal using two clock signals with different phases. Two delay
locked loop (DLL) circuits in an FPGA are used for the purpose. The glitchy
clock is injected for safe-error attacks on “square-and-multiply always” method
implemented in an RSA processor. An attacker injects faults at the multiplication
process and captures a pair of power traces with and without the fault injection.
By comparing differences of the power traces, exponent bits can be leaked.

Similarly, Agoyan et al. proposed a glitch clock generation method using
embedded DLLs in an FPGA [7]. Two delayed clocks are generated from an
original clock and these clocks are combined based on a trigger signal to create a
faulty glitch clock. The faulty glitch clock is injected for Giraud’s one-bit attack
to an AES implementation, and is used to leak the round key of AES.

Fukunaga and Takahashi used a glitch clock to attack a cryptographic LSI
(Large-Scale Integration) [8]. In this work, the glitch is generated by two external
clocks with a two-channel pulse generator. With generated glitch clocks, Piret’s
DFA (Differential Fault Analysis) attack is conducted to leak an AES key.
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7 Conclusion

We proposed a method to exploit natural glitches, rather than artificial glitches,
for information leakage when a hardware Trojan is triggered, and conclude that
natural glitches are one of the potential attack vectors, of which the threats
should not be neglected. We targeted a full adder in arithmetic logic unit as an
example. A limitation of our experiment that implemented the programmable
delay element in an FPGA, was the impossibility of the elaborate experiments
due to the lack of data on how much delay would actually occur when we adjusted
the delay parameters. Since the locations that natural glitches actually occur are
relatively fixed, in some cases it is infeasible to achieve information leakage for
specific input values. In this case, we can consider mixing artificial glitches into
the natural glitches. By mixing them, it would be possible to add minimal logic
elements and consume lesser power resource to better avoid detection, which can
be evaluated and proved by conducting a comparative research. In the future
study, more target examples and experiment studies along with their mitigation
work would be expected.
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Abstract. Security companies have been struggling with malware analysis for
many years as they become more and more intelligent. In order to yield better
analysis result, the analysis environment must be well-equipped to cover wide
range of applications. For instance, applications are analyzed dynamically in a
period of time in various environments, including a virtual environment and a
real device. Yet many intelligent Android malware still find a way to stop
running when they inspect the environment. In order to solve this problem,
Android container technology has been studied, but there is still a lack of
research on monitoring server that can analyze operation information in mali-
cious application. This paper proposes a server-agent model to monitor appli-
cation behaviors in Android container. We design and implement agents that
collect behavioral information from malicious applications running in the
Android containers, and monitoring server that organizes these information for
further analyses.

Keywords: Monitoring server and agent � Android container

1 Introduction

As the IT technology advances, the BYOD age has come, and individuals are
increasingly using mobile applications such as smart phones and tablet PCs to conduct
business activities or to store personal information [1]. For smartphones and tablet PCs,
Android OS is the most popular mobile OS. In particular, according to research by
Gartner, the market share of smartphones sold in the second quarter of 2016 was
86.2%, up 4% from the same period last year [2].

By this way, Android OS continues to increase its share, taking advantage of
openness in the mobile OS market. Malicious applications may take actions such as
stealing private information stored in the smartphone or inducing charging to the user,
or may perform DDoS attacks and massive distribution of spams by making the user’s
device a zombie phone through remote control [3].

There are two methods for analyzing malicious applications: dynamic analysis and
static analysis [4]. In the beginning, the malicious application used only the method of
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forgery in a very simple form, so it was easy to judge whether or not the malicious
application was detected by the above static analysis method. However, it is getting
more difficult to analyze malicious applications statically [5], as hackers make mali-
cious applications start to use methods such as application update method and code
obfuscation that update only a specific part without user’s approval process. For this
reason, security vendors who need to block malicious applications in a short period of
time use dynamic analysis rather than limited static analysis to determine whether they
are malicious. However, if the dynamic analysis is performed in a real device, it takes a
long time to analyze, and when the debugging environment is detected in the app,
analysis is limited and the device may be damaged during operation of the malicious
application. For that reason, security vendors are doing dynamic analysis in a virtual
environment like emulators.

In the case of the recent Android malicious applications, it is becoming difficult to
analyze the dynamic environment in the virtual environment, as well as checking
whether the real environment of the execution environment is rooted and connected
with debugging connection or not. In such a situation, technology is being developed to
provide a non-rooted Android environment that can be analyzed using container
technology to create an Android environment like a real device. However, there is still
a lack of research on monitoring technology that provides dynamic analysis informa-
tion about malicious Android applications running in a container environment.

In this paper, we propose a method to design and implement a monitoring server
and agent that provides malicious behavior information and analysis files to analysts
who want to monitor malicious behavior of applications in Android container in real
time.

In Sect. 2 of this paper, we discuss the method of dynamic analysis of Android
malicious application and the methods that we have already monitored. Section 3
describes the design method and implementation method of the proposed monitoring
agent and server. In Sect. 4, we review the implemented server and agent, analyze the
implementation results, and conclude the paper in Sect. 5.

2 Related Works

Android OS users can easily develop their applications using the Android emulator
regardless of their hardware type [7]. Nowadays, the Android Market has provided
many apps through open source offering, but malicious applications have also been
developed and circulated on the market. Although the Android application market has
been trying to prevent malicious applications, it is hard to prevent registration of
malicious applications by circumventing the market. That is why many security
companies are participating in the security market to prevent damage to Android
devices.

Initially, malicious applications can be easily analyzed and judged through static
analysis. However, at present, it is difficult to analyze by static analysis only because of
obfuscation of Android DEX file or multi DEX file. In addition, some malicious
applications of Android may download malicious applications after they have been
installed first. Therefore, it is necessary to perform dynamic analysis to monitor system
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calls and APIs by dynamically running malicious applications [8]. The current dynamic
analysis monitoring method uses a method of installing malicious application, moni-
toring malicious activity information generated during execution, and judging whether
malicious application is based on information [9]. In the process, various methods are
proposed and used in order to prevent the dynamic analysis environment from being
detected by malicious applications. However, some of the latest malicious applications
use anti-emulator technology to avoid running in the emulator. In this Section, we will
discuss the various methods proposed for dynamic analysis using phones and emulators,
and the techniques used by malicious applications to avoid detection in the emulator.

2.1 Dynamic Analysis for Android

Dynamic analysis uses a method of extracting an API using a specific technology or
hooking system call functions to collect various information.

Miao et al. [10] proposed a method to record system calls and attributes called by
API Capture tool to malicious applications running on emulator without changing the
system kernel. This method integrates the API Capture tool created in the
QEMU-based emulator and runs a malicious application on the host OS to monitor the
system call or variable values through a surveillance environment that is not detected
by malicious applications.

Yan and Yin [11] proposes a dynamic analysis method that adds tools for tracking
native and Dalvik commands, a tool for collecting API-level activity information, and a
taint analysis tool for tracking information leakage over DroidScope, an Android
analysis platform. This method provides a unified interface to the user, enabling
dynamic analysis of both native and Dalvik bytecodes, and has the advantage of
keeping the JIT compilation time intact without changing the Android system.

Blasing et al. [12] proposed a platform for performing static analysis and dynamic
analysis on Android called AASandbox. Sandboxes and detection algorithms in the
cloud will quickly and extensively search for suspicious software in mobile markets
similar to Google Android Market, and then perform static and dynamic analysis.
Sytem.getRuntime () and exec (..), which can be used to create a raw child process and
exceed the normal application lifecycle, reflection that can be used to circumvent API
restrictions, services and IPC terms that may cause battery drain or device CPU
overload and Code to determining which permissions to grant when installing using
Android permissions. For dynamic analysis, the system call function is hooked up for
logging, the application is executed, and then the system level log is generated using
the Android Monkey tool, and the log is used to determine whether the application is a
malicious application.

Burguera et al. [13] used an existing approach to analyze behavior information of
applications running on the Android platform. And a method of collecting information
generated from the phone by installing an application capable of analyzing the phone to
a large number of users. The installed application uses an analysis method to monitor
the system calls and uses the method proposed in [14]. As a result of using system calls,
open (), read (), access (), chmod () and chown () were used as the system calls most
frequently used by malicious code and they were able to figure out the attack on the
Trojan horse.
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Dash et al. [16] proposed a method to classify malware based on the actions
collected through dynamic analysis. This paper uses CopperDroid for dynamic analysis
of applications [17]. CopperDroid collects dynamic behaviors using a qemu-based
emulator and a customized OS.

Saracino et al. [18] introduces a method to prevent malicious behavior by analyzing
the behavior of the app in real time in the real device. The behavior of the app is
divided into kernel, application, user, and package levels. This method aggregates the
collected information to classify the app and notify the user. This dynamic analysis
performed on a real device requires the device to be routed. The app can detect whether
the device is rooted and perform only normal actions.

2.2 Anti-emulator Technology

Among the latest malicious applications, there are malicious applications that have
anti-emulator technology to avoid analysis in the emulator [6]. The techniques used in
the anti-emulator technology are used to identify both the static and dynamic elements
and to identify the characteristics that occur when using the hypervisor. An
anti-emulator technology using static elements identifies the following information:
The unique number for the phone called IMEI, Information related to SIM card called
IMSI, Information related to system properties in the current build, the network
properties that only the emulator has. Verification is possible by using the dynamic
elements of various sensors present in the mobile phone. Typically, the fingerprint
approach used in [15] detects the emulator by focusing on smartphone fingerprinting
based on sensor defects and incompleteness.

As described above, among the latest Android malicious applications, anti-emulator
technology is used to avoid analysis through the emulator, and research on Android
container technology similar to a real device is being studied, but there is still a lack of
technology for monitoring malicious application on the corresponding platform.
Therefore, in Sect. 3 of this paper, we present a server and an agent for monitoring an
Android container.

3 Proposed Monitoring Methods

In this paper, we propose an Android container monitoring technology that monitors
the malicious behavior of Android malicious application running in the Android
container in another space. This monitoring can detect the processes of the Android
container in Linux, but the processes running on Linux can’t be detected by the
Android container. Therefore, it has the advantage that it can use technologies that have
not been used in the development of detection technology of malicious Android
applications and can use general Linux tools that were not available in mobile. Also,
when analyzing using real device, it took a lot of time to recover the device if the OS
was tampered by malicious application. Even if the crash occurs in the Android con-
tainer, this monitoring technology using container environment can know the reason
the environment crashed.
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3.1 Agent Design

In order to design the agent proposed in this paper, we proceeded with the following
procedures. We determine the agent’s location and determine the language to use when
creating the agent. Based on the basic information to be collected by the agent and the
advantages of using the Android container, the information that can be collected is
determined and finally the agent is implemented.

The agent operates on the Linux operating system, which is a space independent of
the Android container, as shown in Fig. 1. Space where the agent is running can
monitor Android space without being detected by malicious application detection
techniques. Information gathered for Android malicious application analysis is shown
in Table 1.

Fig. 1. Location of monitoring agent

Table 1. Information collected for application analysis.

Source of information Description

/proc/cpuinfo CPU information
/proc/version Linux version information
ip addr | grep eth0 IP information on the platform
ps –auxf Processes information
android logcat –d | grep “E/\|Error” Android logcat error information
/var/log/kern.log Kernel panic information
/sys/kernel/debug/binder/failed_transaction_log Binder transmission failure log
/sys/kernel/debug/binder/transaction_log Binder transmission log
android logcat Logcat full information
/sys/kernel/debug/binder/state Binder usage information
Tcpdump Network packet information
Automatically generated when a process crash occurs Crash dump information
/proc/pid/maps, /proc/pid/mem Memory dump information
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In the implementation, we construct an agent that collects and transmits the
information as shown in Fig. 2. As soon as the agent is executed, it checks whether the
agent is re-executed due to the kernel panic. If the agent is re-executed by panic, it
transmits the information to the server and waits for the Android container to be
executed. Then, when the Android container is executed, tcpdump is used to collect
network information, and thereafter periodically collects and transmits information
related to the malicious Android application.

3.2 Server Design

The design process of the server proposed in this paper proceeded in the following
order. First of all, the method of receiving information was determined and then the
form of information storage was determined. After that, we decided how to provide the
information to the user and finally we built the server.

The information transmitted to the server is received and stored based on size as
shown in Table 2.

The small information (CPU, Linux version, IP, process, Android logcat error,
kernel panic, binder transmission log, binder transmission log information) coming
from the Curl command was received as argument using PHP and stored in DB. We
decided to use FTP to send and receive files for the file containing the whole Android
log information, the file storing the binder information, the file containing the network
related packet information, and the crash dump file created by the crash, because the
size of the information is large. In order to provide only the information assigned to the
user, the user ID and the IP are mapped so that only the information corresponding to
the IP is accessible to the user.

Fig. 2. Monitoring agent operation process
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Finally, the functions and operation procedures of the server are as follows. When a
user subscribes for membership, the administrator maps the user’s ID and IP, and
grants the user the right to the information. Later, when the user connects, you can see
information about the Android container running on the mapped IP.

4 Implementation and Results

In order to monitor malicious applications running in the Android container, we
designed and implemented an agent running on Linux and a server that receives the
information sent by the agent and the agent sends it to each user. The monitoring server
provides information about the malicious application that the user wanted to analyze
and provides information related to the crash that was previously difficult to provide.

4.1 Agent

The agent has 4 functions which is described as follows.

Core. This function first checks the kernel panic at run time and then sends the
information to the server if panic occurs. After that, it transmits CPU information,
Linux version information, IP information and initial process information, and then
continuously transmits process and logcat information.

TcpTransmitter. Periodically, use the tcpdump command to send network packet
information to the monitoring server, and use ftp to send a pcap file to help analyze
network packets.

Table 2. Method of transmitting and receiving information.

Transmission method Information description

Sent with the Curl command
¼> Get PHP parameter and save to DB

CPU information
Linux version information
IP information on the platform
Processes information
Android logcat error information
Kernel panic information
Binder transmission failure log
Binder transmission log

Transfer using FTP
¼> Receive using FTP

Logcat full information
Binder usage information for processors
Network packet information
Crash dump information

Sending to socket
¼> Receive data by socket and save to file

Memory dump information
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TcpdumpManager. Periodically, the container is checked to see if the container has
been launched, and when the container is launched, the tcpdump command is executed
to create a pcap file containing network packet information from the Ethernet card, and
It stops the tcpdump process that is being executed using the pkill command when the
Android container is shut down.

Memdump. A program that dumps a process running in an Android container to
/proc/pid/maps file and /proc/pid/mem file using a call to the ptrace system.

4.2 Server

The server consists of a function to receive the information transmitted by the agent and
a function to show the received information to the user. Users can log in and join the
site by entering their ID and password. If a user joins a membership, they can’t access it
immediately and need to approve the administrator. The administrator must map the IP
of the platform and the user and approve it before the user can access the site.

When an authorized user connects, the user can view the CPU, Linux version, and
IP information of the platform on which the analysis is performed. Process information
provides real-time process change information and memory dump information for
malicious applications, as shown in Fig. 3.

Logcat information periodically updates and displays log error information gen-
erated when a malicious application runs in the Android container, and can download
the entire log information, as shown in Fig. 4. Binder information provides kernel-level
binder error information and transaction failure log information that occurred when
using binder, as shown in Fig. 5.

Fig. 3. Pages for process information
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If a kernel-related error occurs, you can see information about it in the kernel panic
information, as shown in Fig. 6. In addition, Tcpdump information can be used to
check network packet information in the Android container, as shown in Fig. 7. The
packet file can be downloaded in the form of Pcap.

Fig. 4. Page for error log

Fig. 5. Page for binder information

Fig. 6. Page for kernel panic information
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As described above, the server stores the information sent by the agent and provides
the mapped information when the user logs in, thereby allowing the user to monitor the
cause and information of the crash of Android through the server.

5 Conclusion

In this paper, we propose to design and build an Android container monitoring server
and agent. We developed a monitoring method that can easily view the dynamic
behavior information of malicious application by matching IP with user on monitoring
server and providing IP based malicious behavior information to each user. The pro-
posed monitoring takes advantage of the fact that the malicious application, which is an
advantage of using the Android container technology, can be monitored in another
independent space.

We use Android Container technology to cope with the situation where the latest
malicious applications check anti-emulator technology and super-user privilege to
make analysis difficult. Malicious applications normally behave maliciously in a
container and monitor the behavior of malicious applications in Linux, a separate
space. Using this monitoring, you can analyze various apps that were difficult to
analyze in a real device or emulator environment. In addition, malicious applications
with superuser privileges can’t detect the monitoring, and can use several functions that
were previously used for analysis in Linux environments such as Tcpdump. Finally, by
constructing a server, malicious information can be easily accessed by users, and
real-time change provides malicious information.
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Abstract. A new approach for authentication, side-channel authentica-
tion, has been proposed. In side-channel authentication, the authenticity
of the device is confirmed with high accuracy by using electromagnetic
radiation from the device and response in the conventional challenge–
response authentication. The side-channel model or profiled template is
used as one of the inputs of the distinguisher when authenticated. The
performance of side-channel authentication is greatly affected by the pre-
cision of the model or template. In this paper, we evaluate the authenti-
cation performance when using profile- and non-profile-based HD models
and a profile-based XOR model. We report the results of the experiment
in detail using FPGA.

Keywords: Side-channel information · Profiling model
Authentication

1 Introduction

Authentication technology is used in many systems in order to identify users.
Authentication approaches can be classified into three types: knowledge-based
authentication, possession-based authentication, and biometric-based authenti-
cation. Security is improved by combining various authentication technologies,
e.g., when withdrawing money from an account, password- and possession-based
authentication technology are used. In electronic money or vehicle keyless entry
systems, the identification of the holder or owner is verified through possession-
based authentication. By utilizing the characteristics of possession-based authen-
tication method, various issues such as car theft [1] and increase in fake prod-
ucts [2] have occurred. Therefore, it is necessary to provide high security by a
possession-based authentication system.

As a technology for improving security, Physical Unclonable Function (PUF)
has been proposed in [3,4]. This technology can be applied to an authentication
system by utilizing individual differences arising at the time of manufacture.
PUF is used to confirm whether or not users own legitimate products. The

c© Springer International Publishing AG, part of Springer Nature 2018
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manufacturer pre-registers the output for the input data. Then, consumers can
confirm the legitimacy of products based on whether the input data has the
same output as the registered data.

Another method that has been proposed to improve security is an authentica-
tion method using side-channel information, e.g., power consumption and Elec-
troMagnetic (EM) radiation during cryptographic processing, called side-channel
authentication. In side-channel authentication, side-channel information is han-
dled as a device fingerprint. Devices are identified by using the property that the
side-channel information leaks different information depending on secret keys of
encryption hardware. The previous work [5] was the first paper that experimen-
tally confirmed that a device can be identified with high accuracy using only
leaked EM radiation. Side-channel information is generally known to be used
in the key-recovery attacks [6–8]. On the other hand, a constructive use of side-
channel information is Trojan detection on IC chips [9]. Side-channel information
is not just for attacks.

In the side-channel attack, an analysis method known as Correlation Power
Analysis (CPA) uses a correlation coefficient when the secret key is guessed [10].
One of the most important factors in calculating the correlation coefficient is a
side-channel model. The model is an abstraction of the operation of the encryp-
tion hardware. In general, the non-profile-based Hamming Distance (HD) model
has been used in the derivation of correlation coefficients. Meanwhile, a profile-
based XOR model has been proposed in previous work [11]. This model shows
good performance compared to the HD model because it is possible to carry
out attacks with a small amount of information. The XOR model was proposed
in the 2nd DPA contest, where attacker algorithms using power consumption
during Advances Encryption Standard (AES) encryption processing competed.

The acquired side-channel information varies significantly depending on the
position of the EM probe in the case of using leaked EM radiation. Therefore,
in side-channel analysis using a profile-based XOR model, it is assumed that
the attacker can obtain side-channel information at the same position during
profiling and attack. However, when considering an actual attack scenario, this
assumption is not always feasible. In contrast, in the side-channel authentica-
tion system, the system designer can determine the acquisition position of side-
channel information with high accuracy. In this paper, we quantitatively evalu-
ate the amount of information leakage of EM radiation from the AES encryption
hardware using profile- and non-profile-based HD models and profile-based XOR
model.

2 Preliminaries

2.1 Notations

The notations used in this paper are summarized as follows (Table 1).
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Table 1. Notations

n The number of rounds in AES encryption process

N The intermediate value number

b S-box number (1 ≤ b ≤ 16)

i The intermediate value XORed result for 8 bit

A The model value of EM radiation for profile-based XOR model

A′ The model value of EM radiation for profile-based HD model

a The element of A

S The side-channel information

X The set of intermediate value (matrix consisted of 0 and 1)

x The element of X

2.2 Overview of Side-Channel Authentication

In previous work [5], four types of side-channel authentication methods have been
proposed: Challenge-S-Response, Challenge-S, S-response, and Only-S authenti-
cation. In this paper, we focus on the Challenge-S authentication method in order
to confirm that the prover can be correctly identified only by side-channel infor-
mation. The measured side-channel information consists of the signal depending
on the secret key and noises. It is difficult for an attacker to distinguish between
signal and noise. Meanwhile, as the verifier shares the secret key, the signal
can be extracted. Therefore, it is possible to establish a communications path
between information even under a noisy environment. The flow of the Challenge-
S authentication method is shown in Fig. 1. The secret keys is pre-shared between
the prover and verifier as well as the conventional challenge–response authenti-
cation. After that, the prover performs AES1 encryption using the secret key sk1

Fig. 1. The overview of the Challenge-S authentication method

1 AES can be replaced with other symmetric-key ciphers.
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and challenge c supplied by the verifier. The verifier acquires the side-channel
information that leaks during the encryption process, and identifies the prover
by deriving the value of the correlation coefficient. The correlation coefficient
is calculated from the side-channel information and model. When the system
exceeds a pre-determined threshold, the authentication is successful.

In the security model we deal with in this paper, the relay attack should
be prevented cost-efficiently for practical authentication systems. Side-channel
authentication could be used to limit the distance between the prover and ver-
ifier. For example, this authentication can be a countermeasure against relay
attacks such as [4], where the attacker uses Internet communications. The ver-
ifier detects the relay attack by measuring and restricting the authentication
time, i.e., the timed exchange of challenges and responses between the prover
and verifier [12,13]. The difference in authentication time is affected by the
amount of transmitted data. In a keyless entry system, we believe that authenti-
cation security is improved by using side-channel information instead of response
of challenge–response authentication. When transmitting side-channel informa-
tion from the prover, the elapsed time is in the nanosecond order, whereas
the response is in the microsecond order [1]. Therefore, in order to relay and
reproduce side-channel information, the attacker must measure the data with
finer sampling than conventional challenge–response authentication. Some key-
less entry systems use 128-bit AES, i.e., communication of several hundred bits.
As side-channel information is analog data, the amount of data when digitized
becomes larger. Thus, it takes attackers longer to transmit data compared to
challenge–response authentication. If an attacker uses equipment that can mea-
sure side-channel information with the same accuracy as the verifier, then side-
channel information can be measured. Furthermore, it is difficult to prevent
attacks, where data can be transmitted.

Meanwhile, the risk of the side-channel attack must be considered when using
side-channel information for authentication. One way to reduce the risk of the
side-channel attacks is to reduce leaked side-channel information. In this regard,
it would be ideal to use the side-channel information leaked by one encryption
process. In the authentication system, the intermediate values of AES encryp-
tion can be obtained as the prover and verifier share the secret key in advance.
Therefore, it is desirable to use all the round information in order to perform
authentication more efficiently.

We perform authentication using leaked EM radiation from the n-round AES
proposed in previous work [5]. The n represents the number of round functions in
the AES encryption process, e.g., n = 10 for a standard 128-bit AES. By using
multiple rounds, it is possible to authenticate with fewer numbers of encryp-
tion when attacked. Side-channel attacks are key-recovery attacks performed by
measuring numerous combinations of side-channel information and ciphertext
or plaintext. If authentication is performed with EM radiation leaked from one
encryption process using n-round AES, then the side-channel information that
an attacker can eavesdrop on is reduced, i.e., it becomes difficult to guess the
secret key.
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Table 2. Comparison between proposed HD and XOR model

HD model XOR model

Proposer Brier et al. [10] Li et al. [14]

Classification 9 256

Profiling × (Unnecessary) © (Necessary)

Side-channel information Power consumption Power consumption

2.3 The Model for Side-Channel Information

In general, the HD model is frequently used in side-channel attack as a non-
profile-based model. Non-profile-based models are highly versatile because they
are created from a mathematical model, whereas profile-based models are derived
from the characteristics of the target prover. The profiling model shows good
performance overall compared to non-profiling model.

There is a profile-based model using XOR called the XOR profiling model.
In the XOR profiling model of AES encryption hardware, attack accuracy was
improved by utilizing the following two properties in previous work.

– The power consumption varied based on changes in the intermediate value
that was stored in the register before and after the clock.

– Since the implemented space of individual S-box is limited, each S-box module
has different power consumption characteristics when implementing multiple
S-boxes.

EM radiation is assumed to have the two properties similar to power consump-
tion.

Table 2 shows the comparison between the HD and XOR models at the time
of proposal. The 8-bit HD model was classified into nine classes, from zero to
eight, according to HD intermediate values between n − 1 and n rounds. In the
profile-based XOR model, the intermediate value of each round is XORed. As
XORed results for 8-bit take 255 from 0, these can be classified into 256 groups.
Therefore, more detailed classifications can be realized compared to the HD
model. When deriving profile-based XOR model for 128-bit, it is necessary to
take into account the difference between 16 S-box instances. The EM radiation
is classified into 256 × 16 groups according to the XOR values and individual
S-box, as the characteristic of each S-box varies. Here, assuming that the model
ab,i such that the XOR values of the b-th S-box value is i, then the model A
satisfies

A =
(
a1,0 a1,1 a1,2 . . . a16,254 a16,255

)
.

When expressing the HD model as a profiling model, the model A′ for individual
S-box is represented as

A′ =
(
a′

1,0 a′
1,1 a′

1,2 . . . a′
16,7 a′

16,8

)
,

where a′
b,i means that the HD values of the b-th S-box value is i.
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Fig. 2. Elements of A and A′
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3 Evaluation of the Amount of Information Leakage
Using XOR Profiling Model

3.1 Profiling Phase

As pre-processing, EM radiation is observed for 10,000 secret keys with fixed
plaintext. A profiling phase is carried out using the corresponding intermediate
values of 30 rounds in each EM trace, i.e., a total of 300,000 rounds of infor-
mation. For the profiling phase, we estimate matrix A using the sparse linear
equations and least squares method, i.e., the lsqr instruction in the MATLAB.
The 4 to 33 rounds in 1000-round AES are used in the profiling phase in this
experiment2.

Here, xb
n represents the HD value or XORed value between n − 1-th and n

rounds. When deriving the profiling data based on the HD and XOR models for
8 bits, xb

n is denoted as matrix (9 × 1) and (256 × 1), respectively. If the 8-bit
HD model is 0, then the matrix element (1, 1) is 1 and the others are 0. The X
is composed of a set xb

n and represented by a matrix (144 × n) and (4096 × n).
X can be expressed as

X =

⎛

⎜
⎜
⎜
⎝

x1
1 x1

2 . . . x1
n

x2
1 x2

2 . . . x2
n

...
...

. . .
...

x16
1 x16

2 . . . x16
n

⎞

⎟
⎟
⎟
⎠

.

The side-channel information can be denoted as

S =
(
st1 st2 st3 . . . stn

)
,

where s is the indicated observed EM radiation data and t is the sampling point
at which the correlation coefficient is the highest. Matrix A is derived by utilizing
the following relational expression of

A ·X = S.

Figure 2 shows the model values of EM radiation for each S-box of the HD
model and XOR profiling model in the experiment. Figure 2(a) shows the model
values of EM radiation assumed for a general non-profile-based HD model. This
model was created based on the assumption that the leaked side-channel infor-
mation increased as the HD value increased. Figures 2(b) and (c) show the model
values of profiled results based on the HD and XOR models, respectively. From
these figures, the observed EM radiation can be predicted from the intermediate
values for each round.

2 The intermediate values influenced by a biased plaintext are not used.
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3.2 Authentication Phase

In this section, the correlation coefficients are derived from the prepared matrix
A, and 965-round information is not used in the profiling phase. The final round
of AES is not used to derive the correlation coefficients because the round func-
tion process differs from other rounds. The correlation coefficients are calculated
from A′ · X′ and EM radiation S′. Furthermore, X′ is calculated from the
challenge and a secret key. Therefore, the correlation coefficient is expressed as
follows:

Profile-based HD : (A′ ·X′,S′),
Profile-based XOR : (A ·X′,S′).

Here, X′and S′ can be expressed as

X′ =

⎛

⎜
⎜
⎜
⎝

x′1
1 x′1

2 . . . x′1
n′

x′2
1 x′2

2 . . . x′2
n′

...
...

. . .
...

x′16
1 x′16

2 . . . x′16
n′

⎞

⎟
⎟
⎟
⎠

,

S′ =
(
s′t

1 s′t
2 s′t

3 . . . s′t
n′

)
.

4 Evaluation of the Amount of Information Leakage for
Each Model

4.1 Experimental Setup

Figure 3 shows the framework for the performance evaluation of the models.
The DE0-Nano Field Programmable Gate Array (FPGA) board [15] equipped
with ALTERA Cyclone IV FPGA is used as the prover. The 1000-round AES
is implemented in the FPGA. In the verifier, A and A′ are derived in advance
according to the method written in Sect. 3. The profile-based models A · X′

and A′ · X′ are created from the challenge and all the pre-registered secret
keys. The correlation coefficients are calculated with the profile-based model and
observed side-channel information. Then, from the set of correlation coefficients,
the average and variance are derived. The model with large average and small
variance is determined to be a good performance model.

In this paper, 10,000 secret keys are pre-registered in the verifier. We assume
a situation where each of the 10,000 legitimate provers are authenticated only
once. For one authentication, 10,000 models are created. In order to authenticate
the prover, the authentication system needs to calculate the correlations for
10,000 trials. The derived correlation coefficients for one authentication were
classified into one acceptance trial and 9999 rejection trials. The acceptance trial
is defined as the derivation of the correlation coefficient when it is equal to the
secret key implemented in the prover and used to create the model. In contrast,
the rejection trial is defined as the derivation of the correlation coefficient in the
case of different secret keys. Therefore, in the authentication of 10,000 provers,
it is necessary to derive the correlation coefficients for 10,000 · 10,000 trials.
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Fig. 3. Framework of performance evaluation for the models

4.2 Performance Evaluation of Each Model

The performance of the models is evaluated using non-profile- and profile-based
HD models and profile-based XOR model. From the calculated correlation coef-
ficients, the average and variance are derived for each trial. The results are
listed in Table 3. The average and variance for acceptance and rejection trials
are denoted as μ1, σ2

1 , μ2, and σ2
2 , respectively. In the rejection trial, the μ2 and

σ2
2 were nearly the same for each model. In addition, the histogram of correlation

coefficient in the rejection trial can approximate a normal distribution. Using the
Jarque–Bera test, we confirm that the correlation coefficient can be normalized.
Meanwhile, in the acceptance trial, μ1 and σ2

1 show different results. Compared to
the non-profile-based model, the average and variance of the profile-based model
were large and small, respectively. The average of the profile-based XOR model
was 0.08 higher than that of the profile-based HD model, and the variance was
1.3 × 10−4 smaller. Therefore, when authentication is performed with the XOR
model compared to the HD model, the probability of false positives and/or neg-
atives decrease. Figure 4 shows the comparison between the histograms of the
HD model and the XOR model. The model with the best performance is the
profile-based XOR model.
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Table 3. Average and variance for each model

μ1 σ2
1 μ2 σ2

2

Non-profile-based HD model 0.487 6.13 × 10−4 0.000 0.001

Profile-based HD model 0.537 5.63 × 10−4 0.000 0.001

Profile-based XOR model 0.615 4.37 × 10−4 0.000 0.001

Fig. 4. Comparison of histogram between HD model and XOR model in acceptance
trial

5 Conclusion

We evaluated the performance of profile- and non-profile-based HD models and
a profile-based XOR model. The performance of the models was evaluated by
comparing the average and variance in correlation coefficients calculated from the
EM radiation and each model. The XOR model showed the best performance
among the three models. The results confirm that more finely classified class
and the profile-based model worked effectively in the authentication system. In
addition, the profile-based model in the authentication system can be used in a
realistic scenario.
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Abstract. Tracking the history of products and its parts has become a common
way to detect many incidents of counterfeit. However, once a product leaves the
manufacturing process, reliably capturing changes that a product undergoes
becomes even more challenging. Anti-counterfeit solutions using blockchain
technology promise several benefits. For example, updating the blockchain is
only possible if a transaction is signed with the correct private key. To assure the
confidentiality of such a key, it can be stored on an NFC tag in a way that only
the tag can read it. By incorporating such a tag into a product, anyone possessing
the product can connect with it and transactions for the blockchain can be signed
by the tag. To regulate which kind of updates a user can perform, we suggest
that users must be verified and to update a product’s history on the blockchain
valid user credentials must be provided. This way various actors such as service
providers or authorities can be enabled to report changes of a product to the
blockchain and the capabilities of other user groups can be restricted at the same
time. As a result, holistic tracking of products throughout their lifespan can be
achieved.

Keywords: Blockchain � Counterfeit detection � NFC � Supply chain
Product history tracking

1 Introduction

The complexity of the manufacturing processes of electronic goods with supply chains
spanning numerous countries makes detecting counterfeits a major challenge. As a
consequence, tracking goods by using RFID tags has become a common practice.
However, as RFID-based systems are also limited to resolve the counterfeit issue [1].
For example, RFID tags can be cloned and it is still difficult to prevent that counterfeit
parts are introduced in the supply chain.

Recently, blockchain technology is regarded by many researchers as a promising
mean to achieve high data security and it proves also suitability for systems to track the
provenance of goods on a supply chain. Block Verify is an example of a commercial
blockchain-based anti-counterfeit solution and realized a proof-of-concept of a tracking
solution running on the Ethereum blockchain [2, 3].
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Once a product leaves its production process, the difficulty of tracking its status
increases and reliably checking the authenticity of a product is very hard to achieve for
a customer. For example, tracking IDs can be reused for clone products or an attacker
may lead the verifier to a fake website which would wrongly declare a counterfeit to be
genuine.

An interesting NFC-based counterfeit detection scheme was introduced, which
allows anyone to verify the authenticity of a product without requiring access to a
central database [4] and recently, some companies started using NFC together with
blockchain technology. For example, the fashion brand, Babyghost, has incorporated
NFC chips in some of their garments [5]. By using an NFC capable device and
connecting with the NFC tag, people can query information about the product. Fur-
thermore, customers can store further data on the chip to personalize the item when
giving it to someone as a gift.

In this paper, we propose a system that allows holistic tracking of products from
their production until their disposal. We suggest tracking the provenance of products on
the blockchain and to allow certain authorized entities to make further updates even
once a product has left the realm of the manufacturer. We aim to achieve this by
managing the privileges of relevant actors in a separate database and incorporating
NFC tags in products to enable the creation of signatures for transactions to update the
blockchain.

The paper is organized as follows. In Sect. 2, some background and relevant
technologies as well as related research work are introduced. In Sect. 3, our proposed
scheme is explained along with requirements and design. In Sect. 4, a discussion of
practicability related aspects of our proposed system will be given. Finally, concluding
remarks and future work will be given in Sect. 5.

2 Background

2.1 Blockchain and Smart Contracts

In this subsection, the basic concepts of blockchain technology and smart contracts are
described.

A blockchain can be described as distributed database with a transparent and
immutable state [6]. A ledger being a register of transactions is the basis of a block-
chain. These transactions are grouped as blocks being added consecutively like a chain.
Only transactions being approved by a majority of the network are valid.

The state of the ledger is replicated on many network nodes. The first block is
called genesis and does not refer to a previous block. All other blocks however know
the cryptographic hash of their predecessor. Users wanting to make transactions require
a private and public key pair. A transaction is only valid if it is signed with the correct
private key. Using public keys, user accounts are uniquely identifiable. This allows
transferring to other accounts. Due to asymmetric cryptography authentication, integ-
rity and non-repudiation are achieved for transactions.

The creation of new blocks is an infinitely repeating process: first signed transac-
tions are communicated to one-hop neighbors via broadcast. Only valid transactions are
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communicated further. Transactions are then processed into a timestamped candidate
block. This packaging process is called mining. Finally, the block is added to the chain
if it passes verification. Otherwise it is discarded.

Logic to determine the validity of transactions runs on every node. Security is
achieved since every transaction refers to a public key and only the owner of the
corresponding private key can commit it.

The mechanism to reach consensus about the validity of transactions requires special
arrangements. In the case of the bitcoin blockchain nodes have to solve mathematical
complex problems to be eligible to take part in the verification process. This
proof-of-work method limits the power of single nodes, so that faking transactions is
unlikely to be possible as opposed to a centralized database owned by only one party.
Since only the fastest growing chain is accepted as the valid version of the blockchain,
chances that an attacker successfully modifies a block diminish with every new block [7].

A smart contract is a digital transaction protocol performing the contents defined in
the contract [6]. Procedures are linked to unique addresses and only authorized entities
can trigger them. Smart contracts are especially suitable to trade digital assets. It is
crucial that business logic to handle all possible outcomes of a smart contract is
implemented.

Ideally blockchain-based solutions are tolerant to node failures, have a single,
universally accepted state of events, provide transparency, verifiability, and auditability.
Moreover, smart contracts require no central authority and are a mean that allows
interaction of non-trusting participants in a predefined, secure way.

2.2 Near Field Communication

Near Field Communication (NFC) is interoperable with contactless smart cards of
ISO/IEC 14443 standard [4]. NFC can transmit information wirelessly within a dis-
tance of four centimeters. Although NFC is easy to use because reading from a tag only
requires touching it with a reading device, its applicability is rather limited in the
context of supply chain. If a product is wrapped in packaging, connecting with the NFC
tag might not be possible any more. NFC technology is a common feature in most
modern mobile phones.

2.3 Risk of Counterfeit on the Consumer Electronics Supply Chain

According to the study on counterfeit electronics conducted by the U.S. Department of
Commerce, ‘a counterfeit is an electronic part that is not genuine because it:

• is an unauthorized copy
• does not conform to original manufacturer’s design, model, and/or performance

standards
• is not produced by the original manufacturer or is produced by unauthorized

contractors
• is an off-specification, defective, or used product sold as “new” or working
• has incorrect or false markings and/or documentation’ [8].
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In line with this definition, the survey [9] done by the European Commission
introduces a taxonomy of counterfeit electronic products differentiating between
cloned, overproduced, out of spec/defective, recycled, and tampered goods.

According to [10], the consumer electronics supply chain starts with the manu-
facturing of wafers, which are required for producing chips. These chips can be
incorporated in boards being part of final systems. Products reaching the end consumer
are in the “after-market, sales and refurbishment” stage until they get disposed or
recycled.

Design stages of a product or its parts are also important to consider when
examining the risk of counterfeit. For example, [11] describes hardware Trojans being
altered chips with additional behavior which will be triggered under certain conditions
to leak information or damage a system. It is especially difficult to detect counterfeit
when it is introduced already at a product’s design phase since the counterfeit will
become part of the signature of the original product [12]. As mitigation only signatures
provided by trusted institutions (e.g., standardization organizations) should be used to
develop counterfeit-prone products. Moreover, there are many incidents of products
reaching their end-of-life stage being reintroduced in the supply chain as counterfeit
and there is a high risk that components get tampered [13].

In general detection of counterfeit in early stages of a product’s manufacturing
process is usually simpler than detecting in later stages. Especially, methods to detect
counterfeit components in assembled products require costly equipment and
specially-trained people being able to use it [9]. The downside of testing early is that
modifications happening in later stages are not covered.

3 Proposed Tracking Solution

3.1 Requirements

To mitigate the risk of counterfeit for consumer electronics, a mechanism allowing to
thoroughly track a product’s history throughout its lifespan is required. Ideally, anyone
should be able to determine whether a given product is genuine or not in an easy
manner.

To achieve broad acceptance high usability, hiding of any technological complexity
and granting anonymity of users are crucial factors. Further, the solution should address
the needs of different stakeholders such as consumers, dealers, and authorities. At the
same time, only authorized entities should be able to update information of a product.

There should be full transparency regarding the data of products and censorship or
illegitimate modifications should be impossible. Overall, the system should be secure,
reliable, and easily accessible.

3.2 Analysis

Blockchain-Based Tracking. Many incidents of counterfeit can be eliminated by using
a system to track products. Furthermore, many of the aforementioned requirements can
be met by employing blockchain technology. In this work, the blockchain-based
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approach of [3] shall exemplify a solution allowing to trace the complete manufacturing
history of products and their components. The basic idea of [3] is to represent the
provenance of goods by following an ontology concept.

The goal when employing blockchain technology to realize such a system is to have
one central, distributed database serving all participants of the supply chain. However,
this is only possible when all partners interpret the data in a common way.

[3] implemented a proof-of-concept for their suggestion as smart contract for the
Ethereum blockchain. Using an HTML 5 browser interface, it is possible to query
traces of a product. Their solution seems to be practical and effective to detect coun-
terfeit while products are in the production process. However, once produced goods are
not possessed by the manufacturer any more e.g. when being shipped to distributors,
stores or customers continuance of reliable tracking may not be feasible and the risk for
abuse increases.

Figure 1 shows that in the last two supply chain stages the manufacturer’s influence
to track products can be expected to be rather low, since products are not in their
possession any more. The difficulty of tracking a product’s status and verifying its
authenticity becomes then very high with the solution proposed by [3]. For example, if
a distributor or merchant does not update a product’s history any more, it may be
infeasible for an end consumer to determine the authenticity of a good. In such a case, a
clone using the serial number of a genuine product would show a valid production
history on the verification website. This issue can be mitigated if customers register
their products. Then the manufacturer can detect double registrations. However, in case
the serial number of a product gets registered more than once, it would still not be clear
which is the original and which are clones. Furthermore, counterfeit products may lead
to a fake website which would falsely verify any product to be genuine.

To achieve complete tracking of products even after their production, reliable
contribution of further actors seems to be required. As a consequence, integration of
such entities is necessary to enable them to update the history of products on the
blockchain. However, making a blockchain transaction requires the transaction to be
signed with the correct private key. Sharing private keys of products with all relevant
parties such as merchants, customers etc., entails an enormous risk that keys come into

Fig. 1. Manufacturer’s sphere of influence on the supply chain.
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property of an adversary. Furthermore, since different people would use the same key
to sign transactions, traceability of who did an update would get lost. On the other
hand, the privacy of individuals should nonetheless be protected.

NFC-Based Verification Scheme. To help solving the previously described dilemma
this research suggests enhancing the blockchain-based approach with an NFC-based
counterfeit detection solution such as introduced by [4].

The idea of [4] is to incorporate in addition to an electronic product code (EPC) tag
used for RFID-based tracking of products during the manufacturing process an NFC
tag in final goods. Their scheme allows checking the genuineness of a product with the
help of an NFC capable smart device without the need to query any other system.

An independent trusted entity is required whose public key will allow to verify the
authenticity of a product. This entity is called the tag initiator. Initially, the manufac-
turer is supposed to send the serial number, EPC, and product specification of a good
being manufactured to the tag initiator. The tag initiator generates a public/private key
pair for the product, stores the EPC in an EPC tag and creates a string by concatenating
the EPC, the product’s serial number, the product specification, and the generated
public key. The tag initiator’s signature of this string created with her/his private key
gets stored together with the string on the NFC tag. This data is accessible for any NFC
reader. The assigned private key, however, is stored at a secure location of the tag
which can only be read by the tag’s processor. Once the values are stored, the tag is set
to read-only. Finally, the tag gets physically integrated in the final product. Any attempt
to remove the tag shall obviously damage the product.

Verifying the genuineness of such an equipped product is done in two steps. First,
the verifier compares the identity of the product with its product description. Further,
with the help of a smart device the verifier reads the information stored on the NFC tag
to check whether it matches with the product at hand and the smart device assesses the
validity of the signature with the help of the tag initiator’s public key.

The second step consists of a challenge-response protocol. The device for reading
the NFC tag sends a random challenge r to the tag. The tag signs r with the secret key
stored at a location being inaccessible for reading devices and returns the information.
Finally, the verifying device can evaluate the correctness of the signature with the
public key which it learned from the NFC tag.

3.3 Proposed Design

To fulfill the requirements described in 3.1, we propose blockchain-based tracking of
products with the mechanism of NFC tags carrying a product’s private key to allow
entities possessing the product to trigger further updates and to verify the authenticity
of the product offline. Additionally, verified user accounts to grant permissions
depending on the kind of entity are proposed to complement the solution.

Similar as in the NFC-based scheme described in [4], manufactured products must
be equipped with an NFC tag storing a private key that only the processor of the tag can
read. In addition to verifying the authenticity of a product, this key shall serve to sign
transactions to update information of this product on the blockchain. However, to only
allow authorized entities to perform certain updates, a user account verified by a trusted
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third party is required. To assign a privileged role to an account, some verification must
be done. For example, an entity could be verified as a dealer by conveying a verifi-
cation code to the applicant via the store’s officially registered phone number. Veri-
fying users via a phone number is common on many social network applications and it
is also a popular method to recover an account in case of a lost password.

In any case, just reading data of a product should be always possible without any
special permission as it is transparent on the blockchain anyway. To register a product
by an end consumer a registration code should be shipped with the product. This way
only the owner of the registration code can register the product as it is common, for
example, for software products.

Figure 2 illustrates the procedure to update data of a product on the blockchain.
Initially users are supposed to log into the corresponding app on an NFC capable
device. The available actions in the app that a user can perform depend on the user’s
role being inquired from the user account database. When a user selects an action to
update data on the blockchain, the necessary transaction gets signed with the private
key being stored on the NFC tag. Then the transaction, its signature as well as the
credentials of the user’s account get transmitted to a blockchain client. The blockchain
client will verify whether the transaction’s signature is valid and if the credentials of the
user match with an account being authorized to initiate the desired action.

The log-in procedure could be omitted and a user could just choose among all
possible actions. The eventual success of a transaction is determined by the verification
of the blockchain client which expects credentials of an account with the necessary
privilege. To improve the security only a hash value of a user’s account password
should be sent to the blockchain node and compared with the hash value of the
account’s password being stored in the account database.

Fig. 2. Proposed design of a blockchain based tracking solution using NFC technology and a
user account database.
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To achieve anonymity of users only a unique account number shall appear in the
data record on the blockchain. This account number could however be used by
authorized bodies to investigate who triggered a transaction for example when misuse
is suspected.

As mentioned earlier, different kind of users shall be able to perform different
actions depending on their role.

Table 1 shows different roles which can be relevant for the proposed system.
Independent of the role, anyone can read the product history without any special
permission. The rightful owner of the product is most probably the end consumer. The
owner can register the product with the registration code. A service provider such as a
dealer or certifier can update information related to the state of the product. For
example, if a product got repaired or is damaged such information should be stored on
the blockchain. Furthermore, test results of a product as well as the fact that a product is
supposed to get recycled marking the end of a product’s lifespan should be recorded.
Also, certain authorities should have the power to make statements about the state of a
product. It might be that a product was stolen and could be recovered or damage due to
vandalism might have occurred. Additionally, it may be useful to track on the block-
chain that a product is kept at the customs clearance and carriers should be able to add
information about a product’s delivery status. In this case, however, the packaging of
the product must permit connecting with the NFC tag.

The assignment of privileged roles to accounts should have an expiry date, so that
renewal of user roles can be enforced in certain intervals. In this way, higher confidence
can be achieved that a registered entity still meets the requirements qualifying her/him
to make certain updates. The owner role is an exception, since it should be the default
role which does not need any special verification procedure. Also, the owner role does
not allow a user to perform any updates on the blockchain except registering the
product which requires the registration code having been shipped with the product.

Table 1. Examples of possible roles and corresponding capabilities.

Type of role Examples Capabilities

Owner End consumer Register product
Inquire product history

Service
provider

Certification body; repair
shop; store

Describe product status, e.g. damaged,
repaired, recycled
Describe product’s quality e.g. by providing
test results
Inquire product history

Authority Customs clearance; law
enforcement

Describe product status, e.g. damaged,
recovered, kept
Inquire product history

Carrier Shipping company Describe delivery status
Inquire product history
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User Accounts Associated with Registered Products. Recording that a product got
lost or stolen is a use case requiring special consideration. Since the actual product is
needed to sign transactions to update its data on the blockchain, this is impossible if the
product is absent. To settle this issue, the user account of the owner who registered the
product could be queried to obtain information about the product’s status. This data can
simply be maintained by the owner. However, it should be made evident for people
checking the status of a product that this piece of information is neither verified nor
stored on the blockchain and just a statement of the owner which may be false.

To assure that the rightful owner of a product is always capable to take advantage
of this privilege a mechanism is required that in case the owner of an already registered
products changes, the product registration can be transferred to the user account of the
new owner.

4 Practicality Aspects

The proposed system enables authorized entities to update a product’s history on the
blockchain. This solution does not require to share a private key to sign a transaction
with anyone. Instead, to obtain the signature for a transaction, the actual product which
functions as a token is needed. Additionally, the complexity of the blockchain tech-
nology is completely hidden from users as they only have to use an application on an
NFC capable device, select their desired option and provide credentials of an eligible
user account. Initially, creating a new account to use the system is a procedure with
which any smartphone user should be familiar.

The proposed solution assures confidentiality of personal information due to the
separation of product related data being stored on the blockchain and user information
stored in a proprietary database. The security of personal data however depends on the
security and trustworthiness of the server where the database is hosted.

Especially, the additional overhead and costs are drawbacks of the suggested
system. NFC chips must be bought and built in every product. This requires a strong
partnership with the NFC tag provider, since the tag provider’s certificate is required
when someone wants to check the authenticity of a product by using the scheme
introduced in [4]. Further, the entity managing the user accounts has to be a reliable
partner of the manufacturer. Consequently, the manufacturer’s dependency of other
service providers increases. Updates on the blockchain are only possible if the account
database is online. Thus, this database can be a bottleneck and single-point-of-failure of
this system. This risk however is slightly mitigated since writing to the blockchain can
be expected to happen less often than reading its data and the reading procedure does
not require the account database, except if one wants to check the product status set by
the owner who has registered the product.

The greatest weakness of this solution is probably that the effectiveness of the
system relies on the correctness of the updates that people perform. People being
authorized to record certain information of a product on the blockchain can either
accidently or intentionally make wrong updates. In any case, if a false statement
appears on the blockchain, the related user account is of course identifiable and the
account owner can be held liable. If an attacker gets possession of account credentials
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the risk that she/he can make fraudulent updates on the blockchain is comparatively
low, since she/he also requires an original product to sign a transaction with the help of
the integrated NFC tag.

If people reliably use the suggested system and continuously update the history of a
product throughout its lifespan plus if the authenticity of products can be checked with
the scheme of [4], many types of counterfeit can be mitigated. Reuse of product ids for
clones or overproduced products is not possible anymore. If products are expected to
get recycled, but resold with false labeling, it can be detected as long as the corre-
sponding product record is up-to-date. Similarly remarked and out of spec or defective
products can be identified when checking their product history on the blockchain.
Furthermore, products which were obtained illegally can be identified easily. Especially
when receiving a product being already registered and whose status is set to stolen or
lost by the owner some criminal activity may have occurred.

However, with the proposed system, it is impossible to discover whether a product
got tampered. This requires other methods which could be either build-in mechanisms
allowing an electronic device to autonomously detect any modifications of it or it may
be an evaluation done by experts with specialized tools and methods. Of course, any
insights gained due to such an investigation should ultimately be captured on the
blockchain.

To obscure data of a product stored on the blockchain an attacker can still try to
lead a victim to a false verification website or make her/him use a fake app which
would show a wrong product history. Due to the NFC-based verification scheme of [4]
the verifier would get assured that she/he possesses an original product. As a result,
she/he may not detect fraud related to the product information, if she/he assumes that
this data is queried from the blockchain and thus should be trustworthy.

Although it is possible to employ such a proposed system for many kind of different
products, this research focuses on the special case of consumer electronics. Electronic
devices are assembled of many parts. So, it may be comparatively easy to consider the
additional integration of an NFC tag when designing the product. Especially for
high-priced premium goods the extra costs may be acceptable, since the relative
increase is rather neglectable and consumers in this segment might be also willing to
pay a little surplus if this gives them greater assurance that they own an original
product.

Similarly, the usage of NFC can be justified. Since NFC is common in many
modern portable smart devices, the proposed approach may face broad acceptance.
A shortcoming of NFC is however its short reach. Therefore, its applicability in
automated scenarios is limited, because machines attempting to connect with an NFC
tag would have to be positioned very precisely.

5 Conclusion and Future Work

This research suggests a system based on NFC tags incorporated in products to allow
updating the history of produced goods on the blockchain, even once products have left
their manufacturing process. This concept settles the difficulty of distributing keys to
enable eligible entities to sign transactions, since every NFC tag knows the necessary
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secret key and can sign transactions with it. The combination of blockchain technology
and separately hosted user accounts guarantees both anonymity of users and that only
authorized entities can make certain updates. For a transaction to become valid cre-
dentials of a user with the necessary permission are required. Initially, an owner of a
user account must be verified to grant any special permissions.

All in all, such a tracking solution is capable to capture a product’s provenance
including any changes holistically. As a result, many types of counterfeit can be
combated. Only the detection of tampering requires other mechanisms such as
self-inspection of a product or expert assessment. Furthermore, due to the NFC-based
verification adopted from [4] high confidence about the genuineness of a product at
hand can be achieved.

The benefits of the described solution come with additional overhead and costs.
NFC tags must be incorporated in every product and an infrastructure to manage user
accounts, verify entities and monitor that no user having special permissions abuses
her/his power are required. Assessment of the feasibility of such a system by imple-
menting a prototype has not been done yet and remains an open task.

Since the overall effectiveness of the solution depends on the reliability of its users,
concepts to limit the power of authorized entities might further improve the introduced
system. For example, certifiers or stores could use test devices with an integrated secret
user account password similar to NFC tag’s secret key. When such a test device checks
a product, it could automatically trigger a transaction to update the blockchain with the
test results by authorizing itself with its account password. The ultimate solution might
be products which can autonomously track their history and report any changes they
undergo to the blockchain.
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Abstract. Among DoS attack techniques, abusing UDP-based public
servers like DNS or NTP for reflective amplification attack is continued
to pose a great threat. Recent studies show that attacker can also use
TCP retransmission before the three-way-handshake completion to per-
form this kind of attack. In this paper, we focus on the virtual environ-
ment, in which we evaluate the potential of abusing the virtual switch
system to perform amplification attack. We created a virtual network
that able to connect to an external network and observed the virtual
switch system’s behavior while receiving TCP packets from outside the
network. We show that the virtual switch system itself can retransmit
TCP packets and therefore can be abused for amplification attack by an
internal attacker. In other words, he/she can make amplification using
TCP hosts from outside the network and the virtual switch system’s
retransmission ability. Furthermore, we test the endurance of different
OS and show that Windows OS family and macOS are more vulnerable
than Linux Ubuntu OS against this kind of attack.

Keywords: Virtual network · Amplification attack
TCP retransmission

1 Introduction

1.1 Background

Virtualization. Recently, virtualization has become a mainstream IT architec-
ture with high abilities in memory, storage and processing power management.
It provides the capability to easily move virtual servers between different phys-
ical servers to balance demand for resources. This can dramatically reduce the
number of physical servers in the data center. Furthermore, virtual machines are
much easier to set up and break down. If an application needs a new server, an
administrator can provide the resources much faster than setting up a physical
server. With these benefits, many companies and institutions are adopting vir-
tual server in their system and deploying all new applications in the virtualized
environment. Virtualization has opened the gate to Cloud computing, in which
users and companies can process and store their data in virtual servers of third-
party data centers. In 2013, it was reported that cloud computing had become
a highly demanded service and a promising business [10].
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An obvious downside to virtualization is the fact that multiple virtual
machines are run on a host machine called a hypervisor. Therefore when the
hypervisor falls down, all applications running on virtual machines will become
unavailable. In a virtual network, all virtual machines Ethernet connection
are managed by virtual network adapters and virtual switch. Virtual network
adapters are software constructs that are responsible for receiving and trans-
mitting Ethernet frames into and out of their assigned virtual machine or the
management operating system. They are provided by a virtual switch, a soft-
ware construct, which operates within the active memory of the hypervisor and
performs Ethernet frame switching functionality. A virtual switch can use single
or multiple physical network adapters to serve as uplinks to a physical switch in
order to communicate with other computers on the physical network.

In this paper, we show a new threat scenario in which the virtual network is
overloaded by making the virtual switch retransmit and amplify TCP packets
that come from outside to virtual machines. Therefore, all virtual machines under
that switch will be disconnected to the Internet as the result of the attack.

TCP Reflective Amplification Attack. TCP/IP (Transmission Control Pro-
tocol/Internet Protocol) protocol suite is a communication rule, which specifies
how data should be transmitted [5]. TCP/IP uses a client/server model in which
a computer (client) requests and is provided a service from another computer
(server) in the network. In order to manage the data transmission, TCP/IP uses
two main types of protocol, which are TCP and UDP (User Datagram Proto-
col). TCP ensures a reliable and ordered delivery of a load of packets from a
client to server or vice versa, while UDP just sends them to another side of the
connection. These features make TCP more reliable than UDP since it manages
message acknowledgment and retransmissions in case of packet loss. However,
UDP is suitable for applications that need fast transmissions.

Recently, UDP-based public servers such as DNS and NTP are known to
be abused for reflective amplification attack. The attacker sends relatively small
requests with a spoofed source address to the hosts that reflect significantly larger
responses to the victim. As a result, it overloads and exhausts the capacity of the
victim’s network and makes normal client unable to access to the victim’s server.
This kind of attack is posing a serious problem because of its consequences, which
cost the victim a very high cost to remediate the vulnerable systems.

On the other hand, TCP-based public servers are not known to be used
for DDoS amplification attacks [3]. However, Kührer, Hupperich, Rossow and
Holz show that a lot of TCP servers that can actually allow amplification [1,2].
This discovery opens a new threat to the Internet security since using TCP for
transmitting data is more common in TCP/IP. In order to mitigate this kind
of attack, it is important to identify hosts and devices that have amplification
factor beforehand and make changes in their configuration.

Besides the threat coming from outside, cyber attacks can also happen from
inside. In fact, IBM has pointed out that 60% of cyber attacks in 2015 were
caused by insider threats [4]. As already shown above, in this paper, we con-
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sider the threat of TCP-based reflective amplification attack inside a virtual
environment, in which the virtual switch system itself can retransmitting TCP
packets, that come from external TCP hosts, to virtual machines. An attacker
can use this kind of attack to sabotage the entire virtual network or overload
the virtual system from inside. To evaluate the potential of this attack, we used
VMware Workstation [9] to create a virtual network environment that connects
with our physical subnet through a virtual switch system. We observed different
retransmitting behaviors of the virtual switch and enumerated any kind of TCP
packets retransmitted. In most cases of our experiments, the virtual switch sent
up to 300 SYN/ACK packets in an interval time of 30 s. In addition, we also iden-
tified that in some cases, the virtual switch retransmitted FIN/SYN/ACK packet,
in which did not stop after the retransmission time-out. In order to evaluate the
impact of this kind of attack on the virtual network, we did some experiments
in which we could control the attack volume. The results show that this kind of
attack can easily overload the virtual switch system, posing a new threat to any
virtual network.

This paper has the following contributions:

– Discovery of a new type of TCP retransmission that can become an advantage
for amplification attack.

– Evaluation of the ability of real world TCP-retransmission attack in the vir-
tual network.

– Evaluation of the immunity of different operating systems from this kind of
attack, showing Windows OS and macOS on default settings is more vulner-
able than Linux Ubuntu.

– Introduction of a threat scenario, in which adversary can sabotage a virtual
network from inside by abusing the host’s virtual switch system.

1.2 Related Work

Our work is based on the evaluation of TCP-based reflective amplification attack.
Kührer et al. performed scans in IPv4 space for potential DDoS amplification
hosts, which they labeled as amplifiers, and found out that some TCP-based
hosts can be abused for amplification attack [1]. As the results, they focused on
thirteen common TCP-based protocol and performed other scans to find those
TCP amplifiers. They analyzed the amplifiers’ features and identified three main
types among others [1].

(a) SYN/ACK packets retransmission
(b) Payload data transmission prior the handshake through PSH packets
(c) Aggressive RST segment storms

During the scans, they did not respond any packets from hosts in order to make
it easier to trigger the retransmission due to packet loss. Furthermore, they
performed real-world TCP-based amplification attacks using a randomly chosen
subset of hosts and gave an overview of countermeasures.
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Fig. 1. TCP retransmitting packets capture experiment

2 TCP Retransmission from the Virtual Switch

2.1 Experimental Environment

First of all, we observe TCP retransmission in the virtual environment. Theo-
retically, there are nearly no restrictions between the virtual switch system and
virtual machines. All the following experiments are performed using VMWare
Workstation Pro 12.0.0 [9] with NAT setting for external connection and Linux
Ubuntu 15.10 as a virtual machine (Fig. 1).

In order to make the virtual switch retransmit TCP packets, the internal
attacker has to search for external TCP hosts that connect to the virtual network.
In this experiment, we use Advanced IP Scanner and NMap’s TCP SYN scan on
our local subnet to identify connecting TCP hosts [6,7]. As a result, we found
hundreds of open port with 124 types of protocol. In summarize, 579 pairs of
ports/devices in our subnet that can be abused for our experimental attack. In
this way, we confirmed that port scan from a virtual environment to an external
network is feasible.

In reflective attack, if the victim responds to an unknown SYN/ACK packet
with RST segment, the handshake will be canceled and no amplification will
be made. However, Kührer shows some conditions for the victim having no
responses. Detailed condition and analysis are shown in [1], we follow their con-
dition to measure the best effectiveness of amplifiers (Fig. 1).

Step-1. From virtual machine, we send a single SYN packet ((1) SYN in Fig. 1)
to each open port of TCP hosts in the local subnet.

Step-2. TCP hosts reply by sending SYN/ACK packet ((2) SYN/ACK in Fig. 1).
Step-3. In order to active TCP retransmission in the three-way-handshake, we

set that virtual machine does not reply RST to TCP hosts ((3) in Fig. 1).
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Fig. 2. SYN/ACK retransmitting communication

We observe communication situations in external (“A-line” in Fig. 1) and
internal (“B-line” in Fig. 1) of virtual network in Fig. 1 using Wireshark [8] on
the host PC. From some experiments, we can find followings:

(a) In A-line, the three-way-handshake is established between host PC and TCP
hosts on external network. This three-way-handshake is ordinal, therefore no
retransmissions are found in this communication.

(b) In B-line, we can observe many retransmitting SYN/ACK packets from virtual
switch. This retransmission executes in a time-out interval.

2.2 Analysis of Transmission

Figures 2 and 3 summarizes the virtual switch behaviors that we could observe
from the experiment. In A-line, we observed that the virtual switch sent the SYN
packet ((1) in Fig. 2) using its own ports. After it received a SYN/ACK packet
((2) in Fig. 2) from the host, it automatically responded with its own ACK packet
((3’) in Fig. 2). This procedure finishes the three-way-handshake and establishes
the TCP connection between the virtual switch and the host. On the other
hands, in B-line, the virtual switch redirect this SYN/ACK packet ((2’) in Fig. 2)
to the virtual machines. However, since the virtual machine did not respond
to the SYN/ACK packet ((3) in Fig. 2), the three-way-handshake could not finish
and the virtual switch retransmitted the SYN/ACK packet according to the TCP
retransmission rule ((α1) in Fig. 2). In most cases, the retransmission stops after
30 s since the first SYN/ACK packet was sent. We deduce that this is VMWare
Workstation’s retransmission default setting. After stopping retransmit SYN/ACK
packet to the virtual machine, we observed in A-line that the virtual switch sent
a FIN/ACK packet to the hosts in order to end the established TCP connection



204 S. D. Nguyen et al.

((α2) in Fig. 2). 119 out of 124 types of the experimental protocol have been
found with this behavior.

Fig. 3. FIN/SYN/ACK retransmitting communication

We did not find any behavior of payload data transmission before the hand-
shake or RST segment storms from the virtual switch. On the other hand, in some
cases, we observed that the virtual switch’s retransmission change from SYN/ACK
packets to FIN/SYN/ACK packets. Such FIN/SYN/ACK is an abnormal packet which
has the FIN, SYN and ACK flag set at the same time in the TCP header. Instead
of stopping after 30 s, this kind of retransmission does not stop until we sent an
RST segment from the virtual machine to abort the connection. This event only
occurs when the host decides to perform an active close and sends a FIN/ACK
packet ((β2) in Fig. 3) before the virtual switch ends the TCP connection. The
virtual switch subsequently inserts the FIN flag to the retransmitting packet,
thus makes a SYN/ACK packet becomes a FIN/SYN/ACK packet ((β3) in Fig. 3).
The FIN/SYN/ACK packet retransmission might not be set a time-out interval,
which makes it continuously retransmit until receiving respond from the virtual
machine. On the other hand, in A-line, the virtual switch responds to the host
with an ACK packet ((β3’) in Fig. 3) and ends the connection. We found this
behavior when performing experiments on the following ports: 1218, 1947, 3306,
3493 and 60002. Furthermore, some specified pairs of port/device show the same
behavior. For example, port 21 and 80 of Canon’s Printer send a FIN/ACK packet
before the virtual switch.

2.3 Analysis of Data Size

From the analysis of transmission (Sect. 2.2), the total amount of received data
by virtual machine in estimated by retransmitting of SYN/ACK ((α1) in Fig. 2 and
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(β1) in Fig. 3) and of FIN/SYN/ACK ((β3) in Fig. 3). We define the amplification
factor (AF ) as follows:

AF =
SA × t1 + FSA × t2

S
(1)

where each variable is shown in Table 1. In all cases, SYN packet size is fixed
to 60 bytes. On the other hand, the sizes of SYN/ACK and FIN/SYN/ACK are
various following the protocol. In most cases, 300 times of retransmitting of
SYN/ACK packet with 58 bytes is found in our analysis. Already shown above,
in some cases, retransmitting of FIN/SYN/ACK is occurred. Since retransmit-
ting FIN/SYN/ACK continues infinite, we observed only within 60 s since the first
retransmission in our experiments. Table 2 shows only significant results (13 out
of 579 ports/devices).

Table 1. Notations

AF Amplification factor

S SYN packet data size [byte]

SA SYN/ACK packet data size [byte]

FSA FIN/SYN/ACK packet data size [byte]

t1 Number of retransmitted SYN/ACK packet ((α1) in Fig. 2, (β1) in Fig. 3)

t2 Number of retransmitted FIN/SYN/ACK packet ((β3) in Fig. 3)

Because there is a large difference between our experiment (virtual network)
and real network, it is obvious that our result is different far from Kuhrer [1].
The differences are summarized as follows:

– An abnormal FIN/SYN/ACK packet retransmission behavior
– Retransmission that endlessly continues without a time-out interval
– In the real network, in most cases, the SYN/ACK retransmitting frequency is

only 5 packets in 30 s. The virtual network, on the other hand, can have a
larger retransmitting frequency depends on their virtual switch’s setting. For
example, in real network, FTP protocol retransmits with t1 = 5 in 30 s [1].
However, in our virtual network, it retransmits with t1 = 300 (see Table 2).

As the results, we can conclude that, since there are big differences in behavior of
retransmitting manner between outside and inside of the virtual switch system,
this situation becomes a great vulnerability for virtual machine users.

2.4 Analysis of Different OS Default Response

In previous experiments, we used Linux Ubuntu 15.10 and set it not to reply any
TCP packet. In order to use this attack on various virtual machines, we verify
the response to TCP packet of different OS in their own default setting. In other
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Table 2. Maximum amplification factor from protocols/hosts in 60 s

Port Protocol Device SA t1 FSA t2 AF

21 FTP printer 137 300 0 0 685.0

22 SSH server 101 300 0 0 505.0

23 Telnet SX-1000U 165 300 0 0 825.0

25 SMTP PC 156 300 0 0 780.0

80 HTTP Printer 58 30 248 570 2385.0

515 printer Switch 58 1 117 599 1169.0

587 submission PC 156 300 0 0 780.0

902 iss-realsecure PC 58 1 193 599 1927.8

903 iss-console-mgr PC 193 300 0 0 965.0

912 apex-mesh PC 160 300 0 0 800.0

3306 mysql Server 136 92 136 508 1360.0

8080 http-proxy Router 58 150 426 450 3340.0

9100 jetdirect printer 410 300 0 0 2050.0

words, the virtual machine OS can reply ACK or RST to the retransmitted SYN/ACK
packets. We repeat same analysis on default Linux Ubuntu 15.10, Windows 10,
8.1, Server 2016 and macOS 10.12 Sierra.

We found out that, in a virtual environment, Linux Ubuntu 15.10 and macOS
Sierra will respond to the incoming SYN/ACK packet and therefore do not cre-
ate amplification. However, all three kinds of Windows OS did not respond to
the SYN/ACK packet. This allows retransmission from the virtual switch, we can
evaluate that Windows OS in a virtual network is more vulnerable to TCP
amplification attack.

3 Internal TCP Retransmission Attack

3.1 Experimental Model

We estimate the effectiveness of TCP retransmission attack under the virtual
network environment with external TCP hosts. In order to execute attack sim-
ulation, we use the same experimental environment shown in Fig. 1 using all of
579 pairs of protocol/host in our local subnet.

First, the attacker sends SYN packets to 579 pairs of protocol/host. In this
step, the attacker can send a multiple number of SYN packets using different
port number simultaneously. In our first attack simulation, the attacker sends
SYN packets from #1234 port to each # of port for TCP host. We define such
condition as single-type attack. We expand the single-type attack by increasing
the number of sender ports. For example, in 10-SYN-type, the attacker sends
10 SYN packets from ten kinds of port (#1234–#1243) to each TCP host at
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Fig. 4. Four experimental attack settings

the same time. In the same way, we also set 50-SYN-type (#1234–#1283) and
100-SYN-type (#1234–#1333) as shown in Fig. 5.

Since the size of SYN packet is 60 bytes, the amount of data E [byte] which
is sent from attacker is calculated as follow

E = 60 × 579 × n (2)

where n is the number of used source ports from the attacker.
In our attack simulation, we used TCP Hosts in our real subnet. These TCP

hosts are actually used for office works and research activity and those manage-
ment is entrusted to each section. To simulate the realistic attack environment,
we did not open our attack experiment to the users of those TCP hosts before-
hand. Therefore, we could not make exactly all of TCP hosts respond because
some hosts were off-line or were powered off at the experiment time. From these
conditions, we observed the following factors in 60 s:

– Number of respond TCP Hosts (Responded Port)
– Total amount of Received Data (Received Data)
– Maximum bandwidth of TCP retransmission (Max Bandwidth)

Using these results, we can consider the relation between

Relation-1. Number of SYN packet from attacker and responded TCP Hosts
Relation-2. Number of SYN packet from attacker and total amount of received

data and maximum bandwidth, and
Relation-3. Number of SYN packet from attacker and retransmission type.

3.2 Results

Table 3 shows attack experiment results. From the viewpoint of Relation-1, the
number of responded hosts decrease significantly when sending more SYN pack-
ets. We expect that the virtual switch was suffered from overload and it could
not respond to every TCP query. On the other hand, on Relation-2, the data
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Table 3. The attack experiment results (in 60 s)

SYN sent Responded ports Received data Max bandwidth AF

Single 540 11.5 MB 364 kbps 346.4

10-SYN 324 51.5 MB 1.91 Mbps 155.1

50-SYN 119 54.2 MB 1.96 Mbps 31.9

100-SYN 125 66.1 MB 2.12 Mbps 19.4

Fig. 5. Experimental model with different virtual machine OS

volume and bandwidth is increased when increasing the SYN packets. More specif-
ically, the hosts retransmitted 11.5 MB with a maximum bandwidth of 364 kbps
in the case of single-type. The attack of 10-SYN-type resulted in 51.5 MB with
a maximum bandwidth of 1.91 Mbps, which is 5 times increased comparing to
single-type. The retransmitted volume slightly increased when raising the SYN
packets to 50 and 100, with 54.2 MB and 66.1 MB respectively. From the view-
point of Relation-3, AF is lower when increasing the number of SYN packet.
However, the larger reflected packet size the victim received, the virtual switch
suffered more from the effectiveness of DoS and fall into an unstable state, which
in some cases we cannot observe the transmission by Wireshark.

When receiving 10 or more SYN packets, some FTP, SSH, Telnet hosts
changed from SYN/ACK packet retransmission to FIN/SYN/ACK retransmission,
as mentioned in Sect. 2.2. In addition, we found new retransmission type using
PSH packet. In other words, some TCP hosts send FIN/ACK ((β2) in Fig. 3) or PSH
when receiving a lot of SYN packet. We did not find these kinds of behavior from
those hosts in the single-type attack. As a result, we consider that the hosts’
behavior has some relations with the number of SYN packet it received. This
result benefits attacker when they want to start FIN/SYN/ACK retransmission for
this kind of attack.
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Table 4. Received data on different OS (60 s)

SYN sent Linux Ubuntu macOS Windows OS

Responded

ports

Received

data

AF Responded

ports

Received

data

AF Responded

ports

Received

data

AF

Single 496 31 kB 0.9 325 1.1MB 33.1 504 10.8MB 325.3

10-SYN 314 703 kB 2.1 436 23.3MB 70.1 333 52.9MB 159.3

3.3 The Virtual Machine’s OS Default Response

We repeated the single-type and 10-SYN-type SYN packets attack and tested it
to victims using Linux Ubuntu 15.10, Windows 10, 8.1, Server 2016 and macOS
10.12 Sierra. Figure 5 shows our experimental model. Table 4 shows received traf-
fic volume with each kind of OS. As the default setting, Linux Ubuntu responds
to unknown TCP packets with RST segments. However, macOS cannot respond
to the FIN/SYN/ACK packets and all tested Windows OS continued to receive
every reflected TCP packets with no response. Furthermore, in the 10-SYN-type
attack, while Linux Ubuntu can still handle all of the reflected packets with RST
segment, macOS can only response about half of the incoming packets. There-
fore, the data volume macOS received is much larger compared to Ubuntu. This
indicates the vulnerability of Windows and macOS default settings under this
kind of attack. We further test the 100-SYN-type attack on Windows OS vic-
tim. As we expected, although all of the virtual machines are still alive, the
virtual switch is down and the virtual machines become unable to connect to
the external network. In order to recover the virtual switch, we had to restart
the virtual environment. As a consequence, all of the running virtual machines
are also interrupted and restarted.

4 Threat Scenario

We derive new threat scenario based on our experimental results. We assume an
internal attacker who is also a user of the virtual network and his purpose is to
sabotage the other virtual machines’ activities. We show two types of scenario:

Scenario-1. The attacker sends SYN packets to TCP Hosts and does not respond
to any SYN/ACK with ACK or RST packets. This ensures TCP retransmissions from
the virtual switch, which makes the virtual switch becomes slow and eventually
down. The effect of the attack is critical and easy to execute. On the other hand,
retransmitted TCP packets focus on attacker’s virtual machines. It will expose
attacker’s identity and the hypervisor can terminate his/her virtual machine to
stop the attack.

Scenario-2. If the attacker has known other virtual machines’ IP address, the
attacker can redirect retransmitted TCP packets to other virtual machines by IP
spoofing. As a result, the hypervisor can not identify the attacker’s identity and
can not determine which virtual machine to terminate in order to stop the attack.
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However, the effect of attack depends on the number and setting of victim’s OS
(Sect. 3.3), in some cases, the risk will not become so serious.

Furthermore, the attacker can create an environmental risk to the virtual
network by using local TCP host types that have a high amplification factor
(Sect. 2.3). The attacker can also target Windows OS virtual machines only to
leverage the attack (Sect. 3.3). For any organizations using a virtual system in
their infrastructure (e.g. thin client machine), this kind of attack realistically
create an opportunity loss threat.

5 Conclusion

In this paper, we found a case that the virtual switch itself can retransmit
TCP packets and this behavior can be abused for TCP retransmission DoS
attack, in particular, VMWare Workstation Pro 12.0.0. The majority of TCP
retransmission type is SYN/ACK type, which is limited in an interval time-out.
Besides that, we also find the FIN/SYN/ACK retransmission type that continues
endlessly until the victim responds with RST packet. We further show that the
host’s behavior also depends on the number of received SYN packets. In addition,
we also prove that Windows and macOS virtual machines at default setting are
vulnerable to this kind of attack. In conclusion, TCP-based retransmission attack
poses a new threat of an internal attack to any virtual network environment.
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Abstract. Intrusion Detection System (IDS) has been becoming a vital
measure in any networks, especially Wi-Fi networks. Wi-Fi networks
growth is undeniable due to a huge amount of tiny devices connected via
Wi-Fi networks. Regrettably, adversaries may take advantage by launch-
ing an impersonation attack, a common wireless network attack. Any IDS
usually depends on classification capabilities of machine learning, which
supervised learning approaches give the best performance to distinguish
benign and malicious data. However, due to massive traffic, it is diffi-
cult to collect labeled data in Wi-Fi networks. Therefore, we propose a
novel fully unsupervised method which can detect attacks without prior
information on data label. Our method is equipped by an unsupervised
stacked autoencoder for extracting features and a k-means clustering
algorithm for clustering task. We validate our method using a comprehen-
sive Wi-Fi network dataset, Aegean Wi-Fi Intrusion Dataset (AWID).
Our experiments show that by using fully unsupervised approach, our
method is able to classify impersonation attack in Wi-Fi networks with
92% detection rate without any label needed during training.

1 Introduction

The experts have already anticipated the growth of wireless network traffics [1].
Mobile traffics, including mobile 5G and Wi-Fi traffic are believed to increase
tremendously, in the next 10 years [1]. Unfortunately, as the traffic increases,
a number of malicious attacks by adversaries are have jumped accordingly [2].
An impersonation attack is one of common Wi-Fi attacks [3]. In this attack,
adversaries can impersonate themselves as legitimate clients to gain unautho-
rized access. The impersonation attack also has a severe impact due to allowing
unauthorized users to access the network as a security breach [4].

Intrusion Detection System (IDS) become a promising countermeasure
for network attacks by leveraging machine learning application occasionally.
Machine learning, based on data label availability, can be divided into two
approaches: supervised and unsupervised learning. A supervised learning needs
c© Springer International Publishing AG, part of Springer Nature 2018
B. B. Kang and T. Kim (Eds.): WISA 2017, LNCS 10763, pp. 212–223, 2018.
https://doi.org/10.1007/978-3-319-93563-8_18
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prior information about the class label data. The supervised learning fits for the
classification task, including attack detection. In the latter case, an unsupervised
learning learns without any prior information about the class label of raw data.
Therefore, the unsupervised learning fits for clustering task, which makes an effi-
cient way to group similar data. In terms of attack detection, we may leverage
unsupervised approach by claiming the outlier data from big clusters as attacks,
since benign data usually form a big cluster. Besides that, unsupervised learning
is suitable for huge Wi-Fi networks as labeling training data may be infeasible.

There are numerous famous unsupervised learning methods such as k-means
clustering [5], Principal Component Analysis (PCA) [6] and Independent Com-
ponent Analysis (ICA) [7]. The key characteristics of the three methods are: k
number of class partitioning, orthogonal transformation and reveal hidden inde-
pendent factors, respectively [8]. However, since we are facing huge and complex
Wi-Fi data, the three traditional unsupervised learning methods are insufficient
because the data might be not well distributed [9]. In order to overcome this
problem, we venture to transform raw data into another form of data, which can
lead to better unsupervised learning result.

One acceptable candidate for the transformations is Stacked Autoencoder
(SAE) which transforms original features into more meaningful representation
by reconstructing its input with the decoder. It provides an efficient way to
validate that the important information in the data has been captured. The SAE
as a deep learning method, can be efficiently used for unsupervised learning on
a complex dataset. By stacking several unsupervised feature learning layers, and
greedy method training for each layer, we can consider extracted features on each
hidden layer as a new space with better form for clustering task. However, SAE
is originally designed for capturing complex information in lower-dimensional
features than the original features, not for clustering task. Therefore, we see SAE
for assisting traditional clustering algorithm to achieve better clustering result.
We then forward the newly formed features from non-linear SAE transformation
into k-means clustering algorithm to improve k-means clustering performance.

We implement and test our work using a comprehensive Wi-Fi network
benchmark dataset, called AWID dataset [3]. Besides this dataset, Kolias
et al. [3] also tested a series of existing machine learning models on the dataset
in a heuristic manner. The lowest detection rate is observed on impersonation
attack by detection rate of 22% only while our proposed approach outperforms
on impersonation attack detection achieving a detection rate of 92%. Clearly, the
novel way of combining deep learning transformation and traditional k-means
clustering method improves the performance of impersonation attack detector
and can be further generalized for different attack types in large scale Wi-Fi
networks.

This paper is organized as follows: Sect. 2 reviews several related work. We
provide our proposed approach along preliminaries in Sect. 3. Section 4 gives our
experimental results and analysis. Conclusion and future work of this paper will
be suggested in Sect. 5.
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2 Related Work

There are several previous work which leverages deep learning techniques as
a clustering method. Song et al. [9] proposed an autoencoder-based data clus-
tering. They mapped original data space to a new space using autoencoder,
which is more suitable for clustering, and claimed that by applying a non-linear
transformation, the data become compact with respect to their corresponding
cluster center in the new space. They modified original autoencoder by adding
two new objective functions during training: minimize reconstruction error and
distance. Comparing with Song et al. [9] which needs to modify the original
autoencoder, our proposed method does not need to modify the original autoen-
coder and improves traditional clustering algorithm. While Saito and Tan [10]
proposed similar work by mapping the input data to an embedded space, using
autoencoder. They concatenated the learned representations of all intermediate
layers. All features learned by each neural network layer were used to generate
a combined representation which is useful for effective cluster analysis. Different
from Saito and Tan [10], we leverage unsupervised k-means clustering algorithm
instead of supervised k-Nearest Neighbor (k-NN) classification algorithm. We
also use a single hidden layer only without concatenation of all hidden layers to
maintain the process still lightweight.

A lot of proposed approaches for detecting impersonation attacks [11–14].
[11–13] were designed to detect one particular impersonation attack by adding
or modifying specific protocols. However, in particular, Aminanto and Kim [14]
proposed one general model that can detect an impersonation attack by reduc-
ing the features dimensionalities and adopting SAE at final stage. Unfortunately,
their approach needs data labels which is supervised learning algorithm. There-
fore, we propose a fully unsupervised approach for coping with huge and complex
Wi-Fi network traffics.

3 Our Approach

In this Section, we briefly describe our novel fully unsupervised deep learning-
based Wi-Fi impersonation attack detector. For clarity, we firstly introduce pre-
liminaries about SAE and k-means clustering, and then explain how the overall
scheme works for detecting attacks.

3.1 Stacked Autoencoder (SAE)

An autoencoder is a symmetric neural network model as shown in Fig. 1, which
belongs to unsupervised learning in the sense that a model could be built from
non-labeled data. To extract new-lower dimensional features, autoencoder uses
an encoder-decoder paradigm as shown in Fig. 1, which can capture relevant
data from the original data. The encoder is a function that maps an input X to
a representation layer H as expressed by Eq. (1).
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Fig. 1. Autoencoder network with symmetric input-output layers

H = sf (WX + bf ) , (1)

where sf is a non-linear activation function, in this case of a logistic sigmoid,

sf (t) =
1

1 + e−t
, where t is the function input. The W and bf denote a weight

matrix for features and a bias vector for encoding, respectively. The decoder
function expressed in Eq. (2) maps representation layer H back to a reconstruc-
tion X ′ as an output.

X ′ = sg (V H + bg) , (2)

where sg is the activation function of the decoder, which is a sigmoid function
too. The V and bg denote a weight matrix for features and a bias vector for
decoding, respectively. Autoencoder training phase finds optimal parameters θ =
{W,V, bf , bg} which minimize the reconstruction error E between the input data
X and its reconstruction output X ′ on a training set as shown in Eq. (3).

E =
1
N

N∑

n=1

K∑

k=1

(X ′
kn − Xkn)2 + λ · Ωweights + β · Ωsparsity, (3)

where N and K denote the total number of training data and the number of
variables for each data, respectively. Ωweights represents L2 regularization, while
Ωsparsity denotes sparsity regularization, which evaluates how close the average
output activation value and the desired value. The coefficient of L2 regularization
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term λ and the coefficient of sparsity regularization term β are specified during
autoencoder training.

Autoencoder can be used as a deep learning technique by unsupervised greedy
layer wise pre-training algorithm as depicted in Fig. 2, which is called Stacked
Autoencoder (SAE). In this algorithm, all layers except the last layer are initial-
ized in a multi-layer neural network. Each layer is then trained in an unsupervised
manner as autoencoder which constructs new representations of the input.

Fig. 2. Stacked autoencoder (SAE) network with three hidden layers

The final layer implements the softmax for the classification the deep neural
network. Softmax function is a generalized term of the logistic function that
squashes the K-dimensional vector v ∈ R

K into K-dimensional vector v∗ ∈
(0, 1)K which adds up to 1. The softmax layer minimizes the loss function, which
is the cross entropy function.

3.2 K-means Clustering

K-means clustering algorithm groups all observations data into k clusters itera-
tively until convergence will be reached. In the end, one cluster contains similar
data since each data enters to the nearest cluster. K-means algorithm assigns a
mean value of the cluster members as a cluster centroid. In every iteration, it cal-
culates the shortest Euclidean distance from an observation data into any cluster
centroid. Besides that, the intra-variances inside the cluster are also minimized
by updating the cluster centroid iteratively. The algorithm would terminate when
convergence is achieved, which the recent clusters are the same as the previous
iteration clusters [8].
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Fig. 3. Our proposed scheme contains feature extraction and clustering tasks

Algorithm 1. Pseudocode of Fully Unsupervised Deep Learning
1: procedure START
2: function Dataset Preparation(Raw Dataset)
3: for each data instance do
4: Convert into integer value
5: Normalization zi = xi−min(x)

max(x)−min(x)

6: end for
7: Balance the normalized dataset
8: return InputDataset
9: end function

10: function SAE(InputDataset)
11: for i=1 to h do � h=2; number of hidden layers
12: for each data instance do
13: Compute H = sf (WX + bf )
14: Compute X ′ = sg (V H + bg)

15: Minimize E = 1
N

∑N
n=1

∑K
k=1

(
X′

kn − Xkn

)2 + λ · Ωweights + β · Ωsparsity

16: θi = {Wi, Vi, bfi
, bgi

}
17: end for
18: InputFeatures ← W2 � 2nd layer, 50 extracted features
19: end for
20: return InputFeatures
21: end function
22: Initialize clusters and k=2 � two clusters: benign and malicious
23: function k-means Clustering(InputFeatures)
24: return Clusters
25: end function
26: Plot confusion between Clusters and target classes
27: end procedure
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3.3 Fully Unsupervised Deep Learning

In this subsection, we describe our novel fully unsupervised deep learning-based
IDS for detecting impersonation attacks. There are two main tasks, feature
extraction and clustering tasks. Figure 3 shows our proposed scheme which con-
tains two main tasks in cascade. We use a real Wi-Fi networks-trace, AWID
dataset [3], which contains 154 original features. Before the scheme starts, nor-
malizing and balancing process should be done in order to achieve best train-
ing performance. Algorithm1 explains the procedure of the proposed scheme in
detail.

The scheme starts with two cascading encoders, and the output features from
the second layer then forwarded to the clustering algorithm. The first encoder
has 100 neurons as the first hidden layer while the second encoder comes with 50
neurons only. We follow a common rule for choosing the number of neurons in a
hidden layer by using 70% to 90% of the previous layer. In this paper, we define
k = 2 since we consider two classes only. The scheme ends by two clusters formed
by k-means clustering algorithm. These clusters represent benign and malicious
data.

4 Evaluation

We evaluate the proposed scheme on AWID dataset. We firstly show the effective-
ness of leveraging second layer representation of SAE training result compared
to original data. We implement SAE and k-means clustering algorithm using
MATLAB R2016b running on an Intel Xeon E-3-1230v3 CPU @3.30 GHz with
32 GB RAM. We verify our proposed scheme by comparing the proposed scheme
with the previous work. We introduce the dataset has been used and evaluation
metrics in the next subsections.

4.1 Dataset

We use AWID dataset as a benchmark dataset since the dataset might become a
common benchmark dataset for wireless network research due to its comprehen-
siveness and real world-alike characteristics. Regarding the number of classes,
the dataset has two types of attack classes: “ATK” and “CLS”. The “ATK”
dataset consists of 16 classes including one benign class, while the “CLS” data
contains four classes only. The 16 classes of the “ATK” dataset can be classified
to four attack categories in the “CLS” dataset. In this paper, we use the “CLS”
dataset which contains benign, impersonation, injection and flooding classes.
However, we consider two classes only among four classes. Besides that, the
AWID dataset is also divided into two types based on the size of data instances
included, namely, full and reduced datasets. There are 1,795,595 data instances
in the full dataset, with 1,633,190 and 162,385 benign and attack instances,
respectively. While the reduced dataset contains only 575,643 instances, with
530,785 and 44,858 benign and attack instances, respectively. In this paper, we
used the reduced “CLS” AWID dataset for the sake of simplicity.
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The dataset expresses the nature of a network, where the number of benign
instances is larger than attack instances [3]. The ratio between benign and attack
instances are 10:1 and 11:1 for training and test datasets, respectively. This
situation might cause a bias during training, and infer machine learning perfor-
mance. Therefore, we balance the dataset for training purpose. The ratio between
benign and attack instances then become 1:1 for both balanced training and test
datasets. The benign instances are randomly reduced into 163,319 data instances
for training dataset while 53,078 data instances for test dataset.

The AWID dataset not only consists of discrete data but also continuous and
symbolic data types, with flexible value ranges. This situation might confuse any
machine learning during training. The dataset preparation should be done in
advance, which contains two main tasks: mapping symbolic-valued attributes to
integer values and normalizing tasks. First, target classes would be mapped to
integer type: 1 for benign instances and 2 for impersonation attack. Second, sym-
bolic attributes, such as a receiver, destination, transmitter, and source address,
would be mapped to integer values with a minimum value of 1 and a maximum
value of i, where i is the number of all symbols. Third, some attributes that have
a hexadecimal data type, such as WEP Initialization Vector (IV) and Integrity
Check Value (ICV), need to be cast into integer values too. Also, there are some
attributes left with a continue data type, like timestamps. Last, the dataset
also contains a question mark (“?”) for unavailable values for the corresponding
attributes. The question marks are assigned to zero value. After all attribute
values are cast into integer values, each of the attributes is linearly normalized
between zero and one. Equation (4) shows the normalizing formula:

zi =
xi − min(x)

max(x) − min(x)
, (4)

where zi denotes the normalized value, xi refers to the corresponding attribute
value, and min(x) and max(x) are the minimum and maximum values of the
attribute, respectively.

4.2 Evaluation Metrics

We use several metrics that commonly used for measuring IDS performance [15]:
classification accuracy (Acc), Detection Rate (DR), False Alarm Rate (FAR).
Acc shows the overall effectiveness of an algorithm. DR, also known as Recall,
refers to the number of attacks detected divided by the total number of attack
instances in the test dataset. FAR is the number of normal instances classified
as an attack divided by the total number of normal instances in the test dataset.
F1 score measures a harmonic mean of precision and recall, where Precision
shows the number of attacks compared to the total of classified instances as an
attack. Intuitively, our goal is to achieve a high Acc, DR, Precision and F1

score, and at the same time, maintain low FAR. The above measures can be
defined as shown in Eqs. (5), (6), (7), (8) and (9):

Acc =
TP + TN

TP + TN + FP + FN
(5)
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DR = Recall =
TP

TP + FN
(6)

FAR =
FP

TN + FP
(7)

Precision =
TP

TP + FP
(8)

F1 = 2 · Precision · Recall

Precision + Recall
, (9)

where True Positive (TP) is the number of intrusions correctly classified as an
attack. True Negative (TN) is the number of normal instances correctly classi-
fied as a benign packet. False Negative (FN) is the number of intrusions incor-
rectly classified as a benign packet. False Positive (FP) is the number of normal
instances incorrectly classified as an attack.

4.3 Experimental Results

We implement our proposed scheme as shown in Algorithm 1. There are two
hidden layers in the SAE network with 100 and 50 neurons accordingly. The
encoder in the second layer fed with features formed by the first layer of encoder.
The softmax activation function is implemented in the final stage of the SAE
in order to optimize the SAE training. The 50 features extracted from the SAE
are then forwarded to k-means clustering algorithm as an input. We use random
initialization for k-means clustering algorithm. However, we set a certain value
as a random number seed for reproducibility purpose. We compare clustering
results from three inputs: original data, features from the first hidden layer of
the SAE and features from the second hidden layer of the SAE as shown in
Table 1.

Table 1. The evaluation of our proposed scheme

Input DR (%) FAR (%) Acc (%) Precision (%) F1 (%)

Original data 100.00 57.17 55.93 34.20 50.97

1st hidden layer 100.00 57.48 55.68 34.08 50.83

2nd hidden layer 92.18 4.40 94.81 86.15 89.06

We observe the limitation of a traditional k-means algorithm, which unable
to clusters complex and high dimensional data of AWID dataset, as expressed
by 55.93% of accuracy only. Although 100 features coming from the 1st hidden
layer achieved 100% of detection rate, the false alarm rate is still unacceptable
with 57.48%. The k-means algorithm fed by 50 features from the 2nd hidden
layer achieved the best performance among all as shown by the highest F1 score
(89.06%) and Acc (94.81%), also the lowest FAR (4.40%). Despite a bit lower
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detection rate, our proposed scheme improves the traditional k-means algorithm
in overall by almost twice F1 score and accuracy.

Figure 4 shows cluster assignment result in Euclidean space, by our proposed
scheme. Black dots represent attack instances, while gray dots represent benign
instances. The location of cluster centroid for each cluster is expressed by X
mark.

Fig. 4. Cluster assignment result in Euclidean space by our proposed scheme

We also compare the performance of our proposed scheme against two related
previous work by Kolias et al. [3] and Aminanto and Kim [14] as shown in Table 2.
Our proposed scheme is able to classify impersonation attack instances with a
detection rate of 92.18% while maintaining low FAR, 4.40%. Kolias et al. [3]
tested various classification algorithms such as Random Tree, Random Forest,
J48, Naive Bayes, etc., on AWID dataset. Among all methods, Naive Bayes
algorithm showed the best performance by correctly classifying 4,419 out of
20,079 impersonation instances. It achieved approximately 22% DR only, which
is unsatisfactory. Aminanto and Kim [14] proposed another impersonation detec-
tor by combining Artificial Neural Network (ANN) with SAE. They successfully
improved the IDS model for impersonation attack detection task by achieving a
DR of 65.18% and a FAR of 0.14%. In this study, we leverage SAE for assisting
traditional k-means clustering with extracted features. We still have a high false
alarm rate, which leads to a severe impact of IDS [16]. However, we can accept
false alarm rate value about 4% since we use fully unsupervised approach here.
We can adjust the parameters and cut the FAR down, but, less FAR or high DR
remains a tradeoff for users and will be discussed in further work. We observe
the advantage of SAE for abstracting a complex and high dimensional data to
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assist traditional clustering algorithm which is shown by reliable DR and F1

score achieved by our proposed scheme.

Table 2. Comparison with previous work

Method DR (%) FAR (%) Acc (%) Precision (%) F1 (%)

Kolias et al. [3] 22.01 0.02 97.14 97.57 35.92

Aminanto and Kim [14] 65.18 0.14 98.59 94.53 77.16

Our proposed scheme 92.18 4.40 94.81 86.15 89.06

5 Conclusion and Future Work

In this paper, we improve traditional k-means clustering algorithm by proposing
a novel fully unsupervised-based intrusion detection system incorporating deep
learning technique, a stacked autoencoder. We implement SAE to achieve high
level abstraction of complex and huge Wi-Fi network data. The SAE has impor-
tant features: model-free and learnability on large-scale data, which is suitable
for the open nature of Wi-Fi networks where attackers can easily impersonate
as legitimate users. We believe that the extracted features by SAE are in the
new space that can improve clustering algorithm performance. Our experiments
show significant improvements compared to previous work with notably 94.81%
of accuracy.

In the near future, we will further investigate and propose a method to reduce
false alarm rate in order to achieve a reliable IDS. In addition, we will dis-
cuss using deep learning techniques, especially stacked autoencoder as an outlier
detection for detecting unknown attacks.
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Abstract. As the Russian government is revealed that it had intervened
in the US presidential election by hacking, the social confusion caused by
cyber attacks increased. This incident has led to the impeachment of the
president by the dismissal of FBI director James Comey. In the French
presidential election held in 2017, the social confusion created because of
fake news during the period of election silence. The past cyber attacks
were used as deception tactics, like the Georgian war. Nowadays, these
attacks are concentrated in the period of social issues. In other words,
these recent changes in cyber attacks have begun to have an adverse effect
on systems in the real world, such as hybrid battlefields. This attack is
called cyber influence attacks. This paper identifies the weaknesses of the
basic democratic election system and classifies it against cyber influence
attacks. In addition, we analyze the cyber influence attacks in Russia
during the US presidential election in 2016 as a case study.

1 Introduction

Cyber attacks have been made in the form of attacks on SW, HW, and network
objects in cyberspace. For example, traditional cyber attacks such as hacking,
DDoS, and APT attacks have affected cyber space. However, cyber attacks are
expanding to the real world as the relationship between cyberspace, such as
social networks, and the real world gets closer.

Recent cyber attacks are changing into forms that can harm the real world.
The attacks such as WannaCry Ransomware have caused social disruption by
encrypting ordinary citizens’ files as well as infrastructure paralysis [1]. This
social confusion is threatening when there are big issues of the state. The con-
fusion has not ceased until the Trump administration was launched [2]. In par-
ticular, Russia’s cyberattack on the US presidential election affected democratic
elections, which emphasized one vote each. In other words, it was confirmed that
the development of cyber weapons for cyber attacks could be extended from sys-
tematic damage, which could damage the political system of each country such
as information leakage, fake news production, and democracy.
c© Springer International Publishing AG, part of Springer Nature 2018
B. B. Kang and T. Kim (Eds.): WISA 2017, LNCS 10763, pp. 224–235, 2018.
https://doi.org/10.1007/978-3-319-93563-8_19

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-93563-8_19&domain=pdf


Cyber Influence Attack 225

James Comey, former FBI director in charge of the Russian hacking incident,
said in his keynote speech at the Boston Conference on Cyber Security 2017 that
cyber security should be a top priority for all companies in the United States at
all levels. He also argued that it is important to build trust between the govern-
ment and the private sector to counter the threat. His remarks include concerns
about the impact of the recent Russian hacking incident on the private sector
and fake news in cyberspace [3]. In RSA 2017, US Department of Homeland
Security (DHS) chief counsel Michael McCaul criticized the US government for
responding to the 21st century threat with 20th century technology and 19th
century institutions [4]. In addition, Weeping Angel, which is aimed at attack-
ing and monitoring IoT devices such as CIA smart TVs, has been released [5].
Considering the development of cyber weapons and the social impact of cyber
attacks, the impact of cyber threats is significant.

This paper presents the vulnerabilities of the democracy system and its possi-
ble attack method, focusing on the cyber influence attack, which is the secondary
damage caused by the cyber attack. In addition, Twitter data confirms whether
the cyber influence attack that occurred during the US presidential election was
not an independent act of Russia, and that it is related to the Trump Adminis-
tration.

2 Background and Related Works

This chapter explains the concepts used in this study and related research. The
first part explains the definition of cyberspace and each layer, and confirms the
range of influence of cyber influence attack. Second, I will explain the related
research that will be used in social media and analysis. This study confirms the
effect of social media on the real world.

2.1 Concept of Cyberspace Layer

Cyberspace is composed of interdependent environments including the Internet,
communications, networks, and embedded processes. According to Joint Pub-
lication 3-12R Cyber Operation, cyberspace consists of three layers: physical
layer, logical layer and persona layer. The physical layer is a layer composed of
geographical elements and physical network elements. A logical layer is a net-
work composed of logical connections between nodes established in the physical
layer. The persona layer is a layer that includes human and cognitive aspects
and includes personally identifiable information such as e-mail address and IP
address [6].

Clark described Cyberspace as four layers: Physical Layer, Logical Layer,
Information Layer, and Top Layer. Logical Layer and Physical Layer have the
same meaning and role as JP 3-12R Layers. However, in JP 3-12R, the persona
layer composed of one is divided into the information layer and the top layer-
people 2 layer. The information layer is a layer in which information stored,
transmitted, and converted exists in the cyberspace. Top Layer-People is a group
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of people who participate in the cyber-experience, communicating using services
and functions, making decisions and making plans using information [7].

The Cyber Situational Awareness (Cyber SA) model divides the above three
and four layers of cyberspace into 6 layers of social, people, persona, informa-
tion, network and real world. Cyber SA consists of three components: Persona
layer, which David Clark claimed, and Top layer, Social, People, and Persona.
In addition, Cyber SA explained that each layer is connected and dependent,
and that the social component at the top level ultimately influences the real
world [8].

According to a report released by the US Department of Homeland Secu-
rity in 2011, Enabling Distributed Security in Cyberspace explains that the
cyberspace layer is extended to cyber ecosystem. In this report, the cyber ecosys-
tem explained that private enterprises, nonprofit organizations, governments,
individuals, processes and cyber devices (computer, software and communica-
tion technologies) interacted for many purposes as well as natural ecosystems.
The Cyber ecosystem consists of fifteen layers that are connected to hardware,
cables, people, buildings, all physical and physical items to solve the complex
interactions of people, processes and technology [9]. This is shown in Fig. 1.

The cyber influence attack presented in this study is a phenomenon that
occurs because each layer interacts in the above cyber ecosystem. That is, there
is a possibility that the cyber attack can have a negative impact on the real
world. The following section describes related research on social media at the
contact points of cyberspace and physical space.

2.2 Research of Social Media

This section describes the study of the representative social media of the persona
class, which can influence the cyber attack from the perspective of the cyberspace
layer. The reasons for explaining the research related to the social media are that
the fake news and the information generated by the outbreak spread through
social media such as Facebook and Twitter.

Herrick’s social media and cyber operations, published in CyCon 2016, argued
that operations in social media could be an important factor in organizing
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cyberspace operations. In this study, we propose three methods of collecting,
attacking and defending information on social media for effective operation of
cyber space [10].

The study of the social media according to the threat of the real world is the
study of the relationship between terror media such as ISIS (Islamic State of Iraq
and Syria) or Al-Qaeda and social media. Golan and Lim have investigated the
social impact of social media activism on ISIS online recruitment through differ-
ences in third-party effects and self-perception [11]. Weimann explained through
research that ISIS is recruiting online through the ability of social media to
measure direct contact through interactive communication and to enable sophis-
ticated profiling of recruiters [12]. In other words, these studies show that the
negative effects of the real world can be reflected in cyberspace.

Amato et al. conducted a study to detect malicious behavior, that is, Lone
Wolf, that could affect the Real World among the information that occurred in
Twitter. These results show that the malicious influence on cyberspace affects
the physical space [13]. The next chapter categorizes the types of cyber influence
attacks proposed in this study. This study also categorizes the weaknesses of
democracy and the corresponding media.

3 Democracy Vulnerabilities and Cyber Influence Attacks

Cyber attacks must intervene in human decision making to confuse public opin-
ion. This intervention in decision making affects democratic elections. This
chapter explains the weaknesses of human decision making in the democratic
electoral system that can occur as the effects of cyberspace expand. In addition,
this study attempts to classify attacks against cyber influence attack through
vulnerability.

3.1 Vulnerabilities of the Democratic System

The current democracy system is called representative democracy. The major-
ity rule in this democratic system is essential to securing national sovereignty
and democratic legitimacy. The principle of majority rule is one of the demo-
cratic devices operating by the majority rule. Schumpeter’s theory of democracy
claimed the equivalence of “the equal vote” and “the equal value”, which had a
great impact on the democratic electoral system [14,15]. As a result, one-person
ordinary electoral system and equality vote have been established.

The basic framework of representative democracy is not the will of the ruler
but the will of the people or will of people. The voting method of one elector who
elects a national representative appointed by Schumpeter is to form a government
and a parliament by collecting the will of the majority. Will of people lets people
make a rational decision and takes a precious vote. The rational decision stage
of human beings is divided into five stages: problem recognition stage, informa-
tion gathering stage, alternative setting stage, alternative evaluation stage, and
alternative selection stage [16].
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However, there are vulnerable situations in which individual decisions are
made by an impulsive or intuitive decision-making environment. According
to Deacon and Firebaugh, impulsive or intuitive decision-making situations
include increased uncertainty, lack of cases, limited access to information, lack
of decision-making time, and similar alternatives [17]. These vulnerabilities act
as an impediment to each reasonable step. In this case, high uncertainty, lack of
precedence, and access limited information can interfere with rational decision
making of voters by acting on alternatives, alternative evaluations, and alterna-
tive choices in the information gathering stage. This is shown in Fig. 2.

If cyber influence attacks attack these five vulnerabilities in a humanitar-
ian situation, it creates a situation that hinders voters’ decision making. An
attacker who chooses Cyber influence attacks as an attack method should focus
on spreading information for attack. At this point, there are mediators necessary
for information dissemination. These are social media, online news, and commu-
nity websites that have high diffusion power in cyberspace. The common feature
of these mediators is that there is more informal information by individuals or
groups than official information through government or certified bodies. The
corresponding decision steps for each vulnerabilities are shown in Table 1 below.

Unofficial information increases during large event periods such as presi-
dential elections in a situation where cyberspace and connections are present.
Information produced or disseminated through these informal media can inter-
fere with human decision making. The following sections describe cyber influence
attacks and classify attack methods that can attack reasonable decisions.

3.2 Types of Cyber Influence Attacks in Democratic Systems

The cyber influence attack utilizes informal media with many contact points,
such as social media, community website etc. Cyber influence attack utilizes
many informal agents with many of these contact points. Cyber influence attacks
are common in that they are attacked through the spread of information, though
depending on the attacker’s capabilities and the active layer. In this study, logical
influence attacks (LIA) starting from the Logical Layer and persona influence
attacks (PIA) starting from the Persona Layer are defined.
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Table 1. Vulnerabilities of voter’s decision making

Type Vulnerabilities Role Phase of
decision-making

A High uncertainty Increase uncertainty about the
selection of voters for the future

Information gathering

B Lack of
precedent

When voters make decisions, there
is a lack of additional relevant
information

Information gathering

C Access limited
information

Absence of the official
announcement of the government
or the organization when the voter
has limited access to the
information

Information gathering

D Lack of
decision-making
time

When a voter makes a decision,
there is a limited amount of time

Alternative setting

Alternative assessment

Alternative selection

E Number of
similar
alternatives

If the voter is unable to select a
priority in his decision due to the
excess or shortage of information

Alternative setting

Alternative assessment

Alternative selection

A logical influence attack (LIA) is an attack that starts at the logical layer.
Most of these attacks are general cyber attacks, but they are aimed at infor-
mation leakage or capture. The LIA is a cyber influence attack that ultimately
affects the real world through the persona layer. Such an LIA is similar to the
existing cyber attack, but the target of the attack is in information, such as con-
fidential information, personal information, and the like. The cyber attacks used
in LIA are common attacks of common types of network attacks: eavesdropping,
identity spoofing, password-based attacks, man-in-middle attacks, compromised-
key attacks, sniffer attacks, and application-layer attacks [18,19]. Confidential
information obtained through this process spreads through social media, com-
munity site, which is a mediator of persona layer. At this time, the information
that is spread is based on facts. LIA has the disadvantage that the attacker
must have the expertise to attack, but if the information is successfully leaked
through the attack, the damage is large because the information itself is confi-
dential information of the individual or the organization. The attack flow for the
LIA is shown in Fig. 3 below.

A persona influence attack (PIA) has a negative impact on the real world
through attacks initiated at the persona layer due to the influence attack



230 M. Park et al.

Attacker

Persona Layer

Eavesdropping
Identity Spoofing
Password-based Attack
Man-in-Middle Attack
Compromised-key Attack
Sniffer Attack
Application-Layer Attack 

Common Network Attacks

Confidential
Information Voter

High Uncertainty
Lack of Precedent
Access Limited Information
Lack of Decision Time
Number of Similar Alternatives 

Vulnerabilities
Social Network
Community Website
Online News

Information
leakage

Diffusion of
information

Logical Layer

Mediator

Real World

Sensitive
Fact Information

Fig. 3. Logical influence attack flow

occurring in the persona layer. The attack method of the PIA is based on the
production and diffusion of information. The production of information is the
deception of illegal information, the production of illegal and false information.
Information dissemination uses social media such as Facebook or Twitter, com-
munity websites such as WikiLeaks, and online news. PIAs are characterized by
their ability to attack without expert knowledge. Also, it can be used for infor-
mation dissemination quickly through a user who has a high degree of centrality,
such as social media, which can serve as a hub. These attacks include malicious
rumors, illegal information, and fake news. The attack flow for the PIA is shown
in Fig. 4 below.
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Fig. 4. Persona influence attack flow

Cyber influence attacks are the methods of obtaining information from pro-
ducing information or exploiting information directly. However, the medium used
to spread the information is the same. Also, the choice of mediator with high
spreading power increases the damage to cyber influence attacks. The following
chapter will analyze the cyber influence attack resulting from the Russian scan-
dal through the US presidential election in 2016. In addition, through the trend
analysis of Donald Trump and Hillary Clinton during the election period, the
influence of the cyber influence attack is checked.
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4 Case Study: Russian Scandal

This chapter analyzes the Russian hacking incident during the 2016 US presi-
dential election. Through this case analysis, we will explain the influence attack
in each cyberspace layer. Using sentimental analysis and cosine similarity, we
analyze the negative impacts on the trend during the presidential election. This
study uses fake news data provided by Kaggle and Donald Trump (@realDon-
aldTrump) tweet.

4.1 Sentimental Analysis and Cosine Similarity

This section uses the sentimental analysis of Donald Trump’s tweets using Naive
Bayes. Sentimental analysis through Näıve Bayes assumes that the probability
of each word in the sentence is independent of each other, and the emotion of the
sentence is predicted through the frequency of each word. The reason for this
assumption is that the relationships between words are independent because
the number of parameters needed to calculate the Bayesian probability can be
reduced.

In this study, the sentimental analysis for this tweet is set as follows. X means
the word contained in Tweet. In this case, Xi is the i th word in Tweet. Y is a
positive and negative value. This is expressed by the following equation.

hNB(x) = argmaxyP (y)ΠLength of Tweet
i=1 P (xi|y) (1)

In the case of sentimental analysis through Näıve Bayes, as described above, it
is not related to the position because it assumes the relationship between the
words in the tweet independently [20]. The formula for this is as follows.

ΠLengthofTweet
i=1 P (xi|y) = ΠW

w=1P (w|y)countw (2)

Through this, Naive Bayse judges whether each tweet is positive or negative
through the training phase. The tweets used here are tweets that include the
keywords for Hillary Clinton, the rival during the presidential election. However,
instead of using the name “Hillary Clinton” on the tweet, I used “She” and “her”
to filter the tweet. When the compound was negative, the negative expression was
strong, but in the positive case, there was a negative tweet for Hillary Clinton.
The reason for this is that there are cases where the use of irony is used.

In addition, the relationship between Donald Trump’s tweet and fake news
was analyzed using cosine similarity. The reason for using cosine similarity is
that the distribution of frequency such as term and word extracted from tweet
is exponential scale. In addition, it is possible to check whether the direction of
the text vectors is similar to each other. To use this, the content of each tweet
and fake news was converted into a vector and the similarity was measured [21].
In order to vectorize each word, we used tokenize and sklearn in the python
library NLTK. At this time, the cosine similarity used is as follows.

Similarity =
T · F
|T ||F | =

∑n
i=1 Ti × Fi

√∑n
i=1(Ti)2 ×

√∑n
i=1(Fi)2

(3)
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In this equation, T represents the tweet of Donald Trump, and F represents
the content of fake news. Through these results, the articles related to fake news
and Donald Trump’s tweet are as follows. The results confirmed that Donald
Trump tweeted to some extent on the spread of fake news. That’s because Twit-
ter can spread its tweet content through a feature called retweet. At this time,
cosine similarity is low because the contents of tweet and fake news are different.
Therefore, this study compared only 0.3 or more through relative comparison.

The next section compares the sentimental analysis and cosine similarity
with the Google trends to see the process of the Russian hacking case and the
resulting cyber influence attacks. In particular, check how one of these attacks,
the fake news attack, affected Hillary Clinton camp.

4.2 Result

This section analyzes what kind of cyber influence attacks occurred as a case
study of the US presidential election in 2016. In addition, we discuss whether
Trump’s comments influenced cyber influence attack through sentimental anal-
ysis and cosine similarity of Trump tweets.

This study examines how the PIA, LIA, Cyber Influence Attacks, which
attack the rational decision-making of voters defined above in connection with
changes in the support of Google Trends data during the US presidential elec-
tion. The US presidential election schedule began with the Republican National
Convention starting from the Republican National Convention on July 21, 2016
to the election on December 19, 2016, and ultimately elected the president. The
related schedule is shown in Fig. 5 below.
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Trump is predominantly on the graph, but Hillary was dominant on July
24, 2016 and September 11, 2016, 2016. However, since then, it has shown a
decline. From October 2 to October 23, trends for Trump increased while trends
for Hillary Clinton decreased. During this period, we can confirm that there
is a fake news for Hillary Clinton. At this time, fake news such as “Clinton
sold weapons to ISIS” was reproduced, with information on e-mails leaked from
online news and community sites [22]. During the same period, information from
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Clinton’s chief of staff, leaked through the Russian hacking group, was dissemi-
nated through Wikileaks. Also, as the presidential election period, December 19,
was approaching, Wikileaks not only leaked information from hacking but also
increased frequency to fake news.

Table 2. Sentimental analysis of Donald Trump tweet

Also, it is possible to confirm that the number of retweets of fake news that
show similarity between trump tweets at the same time increases. The unusual
point is that instead of negative statements to Hillary Clinton, the number of
neutral expressions has a high number of Retweet and favorite. Trump’s tweet
was updated before the opening of fake news. The relationship between a typical
trump tweet and fake news is shown in the following Tables 2 and 3. Fake news,
one of the information generated by the Russian hacking, spread through rival
Donald Trump. This result has helped Donald Trump to some extent to the
cyber influence attack that Russia did not intend or intend. The point is clear.

5 Conclusion

The recent hacking in Russia during the US presidential election has led to
the realization that cyber attacks can affect the real world beyond cyberspace.
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This study suggests the five vulnerabilities(high uncertainty, lack of precedence,
access limited information, and number of similar alternative) of voter ’s rational
decision - making in the democracy electoral system of one vote per person.
Through this, this study defined the kinds of cyber influence attacks. As a result,
the influence of the Russian hacking incident was confirmed by the change of
Google Trend.

In addition, this study analyzed Donald. R. Trump’s tweets and measured
how Trump’s tweet helped cyber influence attack. Sentimental analysis was used
for this. In addition, we used cosine similarity to analyze the relationship between
fake news and Trump tweet. The reason for using this is because Trump’s tweet
activity can check whether there is an activity using fake news. As a result, it
was confirmed that Trump ’s tweet behavior helped spread the fake news, one
of the cyber influence attacks.

There is a limitation to assess damage of cyber influence attack with an
objective indicators, because it depends on the subjective judgment of voters’
decision. However, the fact that there is a change in the trend means that cyber
influence attacks can affect. However, since the attacks occurred at a politi-
cally sensitive time, the response of the US government was passive and, as a
result, the possibility of impeachment of the president and the social disorder
was reported. Therefore, a de-politicization of cyber security policy is needed to
protect the nation’s basic system from cyber influence attacks.
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Abstract. This paper focuses on security problems of password-based authen-
tication systems and password exposure by login users following image-based
authentication protocols requiring a mouse HID. One of these systems consists of
on-screen virtual keyboard authentication protocol, which is commonly utilized
by Internet banking services and electronic payment services. Nevertheless, this
protocol presents the vulnerability of mouse coordinate data exposure through
the GetCursorPos() API. Authentication information involving image-based
authentication systems is thus still vulnerable to attacker’s attacks and theft.
Accordingly, we propose a security protection technique that utilizes the
SetCursorPos() function to introduce random irrelevant mouse coordinate data.

Keywords: Mouse � Image-based authentication � Windows API
SetCursorPos function

1 Introduction

A mouse, which is a typical Human Interface Device (HID), has long been used with a
keyboard. Input devices such as the keyboard and the mouse deliver user commands to
a computer system. For example, when a user moves the mouse HID, a cursor on a
screen display moves accordingly. The mouse includes several features, including click
features that designate specific actions. For example, a user can click a default button of
the mouse (left button) once to select a screen element or double click the same button
to execute a function. The mouse also supports a scroll feature that utilizes a wheel
button to facilitate viewing screen content. As new features are created, buttons can be
added to the mouse to enhance user convenience while working and gaming. In this
manner, a mouse can send more information to the host system. The data that is
transferred from the HID to the host system, which is generally connected via PS/2 or
USB interfaces, can be sent in different formats. Input commands are transferred and
processed as data from an HID to an operating system through particular control tools,
and finally the data is delivered to an application program [1]. Being that a mouse is a
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convenient user input device, screen-based authentication protocols have emerged that
authenticate users in relation to images displayed on the screen (for example, a virtual
numeric grid) and a required pattern of clicks by a user on the mouse to prevent the
bypassing of authentication processes that occur when keyboard information is exposed
in password-based authentication protocols [2, 10].

Such image-based authentication protocols have emerged to overcome the problem
of exposure of authentication information that occurs when keyboard data is stolen by
sight at the level of data entry into the keyboard [11–14]. In such scenarios, several
problematic vulnerabilities exist, including high-level security attacks that call Win-
dows APIs, the problem which does not prevent mouse loggers to get on the Internet
easily. The act of logging in can thus be utilized as an attack tool by exposing mouse
coordinates through a simple program that extracts the coordinates of a mouse cursor
by way of the GetCursorPos() function, one of Windows’s APIs. All of this makes
clear the close relationship between screen image displays and mouse coordinates as
well as the ways that these can be manipulated to compromise security in screen-based
authentications. Clearly, when such information is compromised, serious damages may
follow. Despite all this, security breaches that occur by way of image-based authen-
tication systems and in tandem with mouse coordinate data are still insufficiently
studied. Accordingly, this paper investigates security breach prevention techniques
involving mouse coordinate data in relation to screen-based authentication protocols.

2 Related Works

2.1 Screen Image-Based Authentication

Image-based authentication depends on the user clicking on specific coordinates in
order to establish authentication. This means that displayed images and mouse-click
coordinates must be matched in a specific affinitous relationship for security restrictions
to be bypassed. Authentication can be secured according to various maneuvers depend-
ing on the arrangement of displayed images in relation to an on-screen virtual keyboard
or keypad. The illustration in Fig. 1 demonstrates how the relationship between key-
board information and screen click locations are utilized to achieve authentication [3].

Even though screen image-based authentication systems have been developed to
overcome the problem of stolen authentication information by way of compromised
keyboard data, the security assessment of these systems have not been carried out
sufficiently. The most pressing issues pertain to (1) vulnerabilities to image and mouse
coordinate data by way of screen capture tools, and (2) mouse loggers which are easy
to get on the Internet and (3) vulnerability to shoulder surfing attack as a social
engineering attack [4]. In particular, an attacker may gather mouse movement data as
inputted by a user by recording and then reproducing movement coordinates and
clicked entries.
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2.2 Mouse Data Exposure Using Windows API

In the Internet banking service, there exists a malware ZeuS which steals the user’s
online banking account. It attacks Web browsers such as Internet Explorer to remotely
control the victim’s PC, causing malicious behavior. The malware hooks the victim’s
PC’s Window API and uses the GetCursorPos() function to get the mouse data. When
users use Internet banking with image-based authentication, they take a screenshot of
the infected PC and take the user’s account information through the GetCursorPos()
[5–7].

While attackers can trace mouse movements, more expert attackers may also
implement sniffing programs. The Windows operating system provides various APIs to
manage and support mouse coordinate data inputted by a user, including GetCursorPos(),
which reads coordinates along x and y axes [8]. Accordingly, attackers can collect x and y
coordinates by periodically tracking the GetCursorPos() API and thereby ascertain the
mouse movements enacted by users. This API attack scenario is illustrated in Fig. 2.

There are several assumptions when stealing mouse data through GetCursorPos().
The attack program must be installed on the victim’s PC in advance. If an image-based
authentication is entered, the attack program must be running. And the protection
program that monitors the Windows API should not work.

Fig. 1. Image-based authentication using an on-screen virtual keyboard
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Step 1. An attack program captures a screen image after obtaining screen size.
Step 2. The attack program extracts mouse periodically draws coordinate data from
the GetCursorPos() API to ascertain mouse position as managed by the operating
system. Once mouse coordinates are ascertained, linear mouse movements can be
determined intuitively.
Step 3. In order to test selected positions on a screen image, the attack program
collects click data by utilizing an event handler. Click positions are displayed in red
color, and click sequences are displayed in black color. Finally, the attack program
determines mouse movement and click data to derive the correct authentication
information.

In previous research, we implemented a proof-of-concept tool to perform the
operations as illustrated in Fig. 3 and investigated exposure possibilities to mouse data
in image-based authentication systems supported by Internet banking services and
electronic payment services in South Korea. We found that most mouse data utilized in
these services were exposable, meaning that authentication information could also be
exposed. Like the illustration in Fig. 3, mouse movement information and the order of
inputted password information was obtainable from virtual keyboards, thereby enabling
an attacker to steal a real password.

As shown in above Fig. 3, image-based authentications can neutralize the risk of
API manipulations as enabled by the operating system. A more serious problem occurs
when authentication data is compromised through image-based protocols in the realm
of financial services, contributing to financial theft. Unfortunately, countermeasures are
not enough to detect and prevent this vulnerability. This paper therefore proposes a
prevention technique for exposing mouse data.

Fig. 2. Attack scenario using the GetCursorPos() function
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3 Proposed Prevention Technique

In what follows, we investigate the neutralization of image-based authentications that
occur when mouse movements are traced by drawing on the GetCursorPos() API. The
problem arises insofar as operating systems can expose the GetCursorPos() function
and, thereby, the mouse coordinates. There are two distinct approaches for overcoming
this problem. The first method works by preventing mouse movements, and the second
consists of tracing the actual mouse coordinates and then generating irrelevant mouse
data. This paper expands on the second prevention technique; that is, the generation of
random mouse coordinates, as illustrated in Fig. 4.

Since the Windows operating system generates mouse position data, it is possible to
generate random irrelevant mouse positions data through the SetCursorPos() function
[9]. In generating random x and y coordinates with a security enhancing program, an
attack program would extract both the real and the irrelevant coordinates. As far as the
attack program is concerned, all of the gathered coordinates have been inputted through
real mouse movements. There is no way to distinguish the real x and y coordinates
from the irrelevant ones. Nevertheless, the prevention program itself will distinguish
the randomly generated coordinates from the real ones, being that it is designed for this
very purpose. This distinction-making process is continuously performed to protect the
input data.

In scenarios where the security prevention program is generating random coordi-
nates as a user actually moves the mouse, the operating system continues to recognize
the actual HID data and moves the screen cursor position accurately. In the case that the
coordinate data is compromises by an attack program, the latter can only assume that

Fig. 3. Stealing mouse data by drawing from the GetCursorPos() function (Color figure online)
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all of the coordinates (actual and irrelevant) have been inputted in relation to the mouse
movements generated by a user. On the other hand, the prevention program distin-
guishes coordinate positions generated by the user from those generated by the pre-
vention program itself. This means that only the prevention program can determine the
randomly generated coordinates and subsequently filter them so that the operating
system ultimately responds to the real movements made on the mouse. However, the
attack program collects generated random coordinates and inputted coordinates from
the user, so it is possible to disturb the authentication information because there is no
way to distinguish between collected coordinates. The procedures for this proposed
security enhancing technique is detailed in what follows.

Step 1. The designated screen image for user password selection is displayed.
Step 2. The prevention program stores the real mouse coordinates that determine the
continuous real cursor positions while ignoring randomly program generated
coordinates.
Step 3. The randomly generated coordinate data is mingled with the real authen-
tication data to be provided to any attack program. Ultimately, the actually intended
mouse position data is decidedly proffered to enact the SetCursorPos() function. In
the case of a GetCursorPos() API data breach, the attack program will extract the
randomly generated coordinates, thereby obscuring the real mouse movement
coordinates.
Step 4. The prevention program makes use of mouse position data only when it
matches the data of actually designated positions. All other data (that which is not
generated through the mouse HID) is filtered out. This means that only mouse
position coordinates that do not designate randomly generated cursor positions are
actually inputted for execution. The prevention program then intuitively generates
linear cursor movements. The prevention program then displays click positions in
red color and clicked sequences in black color.

Ultimately, the proposed prevention technique protects mouse data from malicious
hacker attacks. This process occurs in parallel and is illustrated in Fig. 5.

Fig. 4. The operation process of the proposed prevention technique
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4 Experiment Results

In this paper, we summarize the implementation of a proposed prevention technique,
investigating the exposure of mouse movements by attack programs that rely on stolen
GetCursorPos() API data. Figure 6 shows how this mouse movement data would
appear in the case of an infiltration by an attack program but where the prevention
program is running. In such instances, hackers will not be able to ascertain real mouse
movements and thereby steal authentication information because clicked positions are
displayed regardless of the image.

As previously noted, a prevention program can still trace mouse movements as
designated by user input because all randomly generated coordinates are filtered out.
The random coordinates generated by the protection program are filtered and are less
likely to interfere when the user enters the password. Figure 7 illustrates the way that
stolen data would appear to a hacker. The left figure shows user-generated mouse
movement and click information data while the prevention program is running. The
right column demonstrates how this same data would be proffered to an attack program.
The user can use the virtual keyboard while the protection program is running. Ulti-
mately, the prevention program securely gathers user-generated authentication infor-
mation, preventing the exposure of real mouse movements and click information to an
attack program. Figure 8 shows the randomly order generated coordinates. The pro-
posed prevention technique thus improves security of image-based authentication
systems used by numerous organizations that require secure authentication protocols,
including Internet banking services and electronic payment services.

Fig. 5. The mouse data protection process of protection program to prevent GetCursorPos()
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Fig. 6. Attack is not possible with mouse movement and click information data extracted by
attack program

Fig. 7. A user who normally uses a virtual keyboard and an attacker who can’t take a password
by protection program
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5 Conclusion

In this paper, we proposed a prevention technique to improve the security of the
image-based authentication method which emerged to overcome a vulnerability of the
keyboard-based authentication method. The keyboard data is exposed by key loggers,
and the image-based authentication has a vulnerability of exposing the displayed screen
information and the mouse data. Moreover, the internet banking service in South Korea
utilized the image-based authentication to improve the security. Nevertheless, the
authentication information is exposed to several services and verified the vulnerability.

Especially, the mouse data and movements are exposed by mouse loggers and an
implemented simple attack program only just calling windows API. For this reason,
there is vulnerability that the authentication information is exposed. Hence, prevention
and protection techniques are required to counteract this vulnerability, so we proposed
a prevention technique by generating random mouse coordinates without exposing real
mouse movements. The proposed technique is safe, so we consider that the technique
can protect the authentication information safely for various services applied the
image-based authentication.

However, the proposed technique is a countermeasure at the application level, so it
is possible to expose the mouse data to steal low-level attacks such as operating system
level and hardware level. In future works, we will research to counteract this problem
and to improve the security.

Acknowledgments. This research was supported by the Basic Science Research Program
through the National Research Foundation of Korea (NRF) that is funded by the Ministry of
Education (NRF-2015R1D1A1A01057300).

Fig. 8. Generated random order coordinates
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Abstract. In the era of cloud computing, searchable encryption is an
essential technology to provide security measure to protect the outsource
data security and meanwhile support the desired computation on the
ciphertexts. In this paper, we focus on the following cases: if the plain-
text messages are considered as integers, given the ciphertexts of M1 and
M2, how to enable the server to test (1) whether aM1 + bM2 + c = 0,
(2) whether Ma

1M
b
2c = 1, where a, b and c are integers. Under the exten-

sion, this equation queries could be used as a building block for range
join queries on encrypted data. In order to overcome offline message
guessing attack as an inherent vulnerability of searchable encryption,
we consider the setting of two non-colluded servers and propose a gen-
eral public-key cryptosystem based on smooth projective hash function
(SPHF) with linear and homomorphic properties. Thanks to the efficient
SPHF instantiations without any pairing, our scheme would have many
interesting applications.

Keywords: Searchable encryption · Offline message guessing attack
Smooth projective hash function

1 Introduction

In the era of cloud computing, searchable encryption is an essential technology to
provide security measure to protect the outsource data security and meanwhile
support the desired computation on the ciphertexts. Public key encryption with
keyword search (PEKS) [1,2] is a typical and well-studied searchable encryption
to check whether the message under a ciphertext is equal to the keyword hidden
in the trapdoor. If the keywords are chosen from a much smaller space, anyone
can generate a ciphertext for the guessing keyword and then test whether a given
trapdoor contains the keyword using the Test algorithm. A few work [3–8] has
solved this off-line keyword guessing attack to resist outside adversary. How-
ever, it is generally believed that the off-line keyword guessing attack against
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inside adversary is an inherent vulnerability of PEKS. Public key encryption
with equality test (PKEET) is another type of searchable encryption, which was
first proposed by Yang et al. [9] in order to check whether two ciphertexts share
the same underlying plaintext. According to the functionality, PEKS could be
viewed as a special type of PKEET since the latter supports checking not only
the plain keyword but also the encrypted keyword. Similar to the off-line key-
word guessing attack in PEKS, the off-line message recover attack is also an
inherent vulnerability of PKEET because anyone can totally recover the plain-
text under the ciphertext by encrypting the guessing message and then running
the Test algorithm to see if the ciphertext contains the guessing message. In
fact, the traditional searchable encryption in the single-server framework might
be impossible to resist this attack.

Recently, Chen et al. [8,10] proposed a new framework of DS-PEKS (dual-
server PEKS) to overcome this inherent vulnerability of searchable encryption.
In the DS-PEKS scheme, the encryption algorithm is the same as the trapdoor
generation algorithm, which reminds us of the possibility of comparison between
the ciphertexts themselves. Furthermore, if the encryption of the hash of M in
DS-PEKS is replaced by the encryption of a function of M , there is manipulation
possible for the tester to perform certain functions using the linear and homo-
morphic properties of SPHF. Inspired by DS-PEKS [8], we also use two servers
(a front server and a back server) to solve the problem of offline message attack
meanwhile achieving the functionalities. Compared with [8], the main difference
in this paper is:

DS-PEKS is for the keyword search on the ciphertexts using a trapdoor. Our
construction is for testing some equations on the ciphertexts when the plain-
text messages are considered as integers, which includes the equality test on
ciphertext supported by PKEET.

In the related work, [11] also provided a PKEET scheme in the two-server
setting. We observe that it has the following security and efficiency concerns:

1. For the token generation, a trusted party needs to takes the two users’ private
keys as input, which would increase the risk of key leakage.

2. In the final step of comparison, an interactive protocol is performed between
the two severs. It needs either a trusted proxy, which might unrealistic in
some applications, or multiple communications between these two servers,
which results in much communication cost.

1.1 Our Contributions

In this paper, based on the work [8,10] we propose a general public-key cryp-
tosystem supporting some complex queries between the ciphertexts. In brief, our
contributions are summarized as follows:

1. Under the different user-defined functions, the equation queries on the
ciphertexts of M1 and M2 at least include the following two cases: (1)
aM1 + bM2 + c = 0 and (2) Ma

1 M b
2c = 1, where a, b and c are integers.
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2. The predicate p(M1,M2) := (v1 ≤ (aM1 + bM2) ≤ v2) can be implemented
on the equation queries, which is the building block for constructing the range
join on encrypted data.

3. We provide the efficient scheme based on the SPHF instantiation from the
DDH assumption while most PEKS or PKEET schemes requires pairing oper-
ations.

2 Preliminaries

2.1 Smooth Projective Hash Function

Smooth projective hash function (SPHF) was first introduced by Cramer and
Shoup [12] for constructing encryption scheme. A projective hashing family is
a family of hash functions that can be evaluated in two ways giving the same
result: one can compute the function on each value in the domain using the
secret hashing key, whereas one can only compute the function on the values in
a special subset of the domain using the public projective hash key. The security
of an SPHF is defined through two notions:

1. Smoothness: The hash value of any point outside the special subset is statis-
tically indistinguishable from a random element.

2. Pseudo-randomness: The hash value of any point inside the special subset is
computational indistinguishable from a random element without the knowl-
edge of an evidence of the point.

Let these functions are from X into Y and L be a language as a certain subset
of the domain X . An SPHF system on L is defined by five algorithms:

– SPHFSetup(1k): It generates the global parameters param.
– HashKG(L, param): It generates a hashing key hk.
– ProjKG(hk, (L, param), W ): It derives the projection key hp, possibly depend-

ing on the word W.
– Hash(hk, (L, param), W ): It outputs the hash value from the hashing key on

any word W ∈ X.
– ProjHash(hp, (L, param), W, w): It outputs the hash value from the projection

key hp and the witness w for the word W ∈ L.

2.2 Linear and Homomorphic Properties

In this paper, we need a variable SPHF with linear and homomorphic properties,
which has been proposed in [8]. Let WS be the witness space of L. The operations
on the set (L,Y,WS) are described as follows.

1. � : L × L → L. ∀W1,W2 ∈ L, W1 � W2 ∈ L.
2. • : WS × L → L. ∀w ∈ WS, ∀W ∈ L, w • W ∈ L.
3. �,� : ∀w1, w2 ∈ WS, w1 � w2 ∈ WS and w1 � w2 ∈ WS.
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4. ∗ : Y × Y → Y. ∀y1 ∈ Y, ∀y2 ∈ Y, y1 ∗ y2 ∈ Y.
5. ◦ : WS × Y → Y. ∀w ∈ WS, ∀y ∈ Y, w ◦ y ∈ Y.

Moreover, for any element y ∈ Y, we define y∗y−1 = 1Y , which is the identity
element of Y.

Definition 1 (Linear and homomorphic SPHF). Assumse the underlying
language is also linear and homomorphic language. A linear and homomorphic
SPHF has the following properties:

1. ∀Δw ∈ WS,∀W ∈ L, we have

Hash(hk,Δw • W ) = Δw ◦ Hash(hk,W )

In other words, suppose w is the witness of W , we have

ProjHash(hp,Δw • W,Δw � w) = Δw ◦ ProjHash(hp,W,w)

2. ∀W1,W2 ∈ L, we have

Hash(hk,W1 � W2) = Hash(hk,W1) ∗ Hash(hk,W2)

In other words, suppose w1 and w2 are the witnesses of W1 and W2, respec-
tively, we have

ProjHash(hp,W1 � W2, w1 � w2) = ProjHash(hp,W1, w1) ∗ ProjHash(hp,W2, w2)

3 Definition

3.1 Binary-Equation Cryptosystem

In a binary-equation cryptosystem, two non-colluded servers (front server and
back server) could check certain binary equation on ciphertexts C1 and C2.

Definition 2 (Binary-Equation Cryptosystem). A binear-equation cryp-
tosystem (BEC) is defined by the four algorithms (KeyGen,Enc,FSTest,BSTest):

– KeyGen(k): It takes the security parameter k as input and generates the
public/secret key (pkFS , skFS) of the front server and the public/secret key
(pkBS , skBS) of the back server.

– Enc(pkFS , pkBS ,M): It takes as input the public keys (pkFS , pkBS) of the front
server and the back server, and outputs a ciphertext C of the plaintext M .

– FSTest(skFS , C1, C2, f): It takes as input the secret key skFS of the front
server, two ciphertexts (C1, C2) and a certain binary equation f(x, y) = 0,
and outputs an internal value IV .

– BSTest(skBS , IV ): It takes as input the secret key skBS of the back server and
an internal value IV from the front server, and outputs a result 1, indicating
that C1 and C2 share the same message; otherwise 0.

Correctness: This cryptosystem knows if the plaintexts M1 and M2 underneath
C1 and C2 satisfy the binary equation f(M1,M2) = 0.
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3.2 Security Models

According to the BEC security, it should satisfy the following properties for the
binary equation f(x, y) = 0:

– Semantic security against chosen keyword attack-I (SS-CKA-I):
Semantic security against chosen keyword attack-I guarantees that the adver-
sary (as the role of the back server) cannot distinguish a keyword from another
one given the corresponding ciphertext. That is, the BEC ciphertext does not
reveal any information about the underlying keyword to this adversary even
under such attack.

– Setup. The challenger runs the KeyGen(k) algorithm using the security
parameter k to generate (pkFS , pkBS , skFS , skBS). It gives (pkFS , pkBS ,
skBS) to the adversary A.

– Challenge. The adversary A sends the challenger two plaintexts M0 and
M1 on which it wishes to be challenged. The challenger picks a random b ∈
{0, 1} and gives the adversary C∗ = (W ∗, U∗) = Enc(pkFS , pkBS ,Mb).
We refer to C∗ as the challenge ciphertext.

– Guess. Eventually, A outputs b′ ∈ {0, 1} and wins the game if b = b′.
We refer to such an adversary A in the above game as an SS-CKA-I adversary
and define its advantage as

AdvSS−CKA−I
BCE,A (k) = Pr[b = b′] − 1/2. (1)

– Semantic security against chosen keyword attack-II (SS-CKA-II): Here
the semantic security against chosen keyword attack-II is the same as the one
against the back server except that the challenger as the role of the front server
sends (pkFS , pkBS , skFS) to the adversary in stead of (pkFS , pkBS , skBS).
We omit the details here. We refer to such an adversary A as an SS-CKA-II
adversary and define its advantage as

AdvSS-CKA-II
BCE,A (k) = Pr[b = b′] − 1/2. (2)

It should be noted that both SS-CKA-I and SS-CKA-II are weaker than that
in [8] since the adversary is no longer provided an oracle of test query, which
takes a PEKS ciphertext and a keyword as input and outputs a decision about
whether the ciphertext is the encryption of keyword.

– Semantic security against chosen keyword attack-III (SS-CKA-III):
Here the semantic security against chosen keyword attack-III is defined to
capture the requirement that the back server cannot learn any information
about the keyword from the intermediate results.

– Setup. The challenger runs the KeyGen(k) algorithm using the
security parameter k to generate (pkFS , pkBS , skFS , skBS). It gives
(pkFS , pkBS , skBS) to the adversary A.

– Challenge. The adversary A sends the challenger three plaintexts M0, M1

and M2 on which it wishes to be challenged. The challenger randomly
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picks b1, b2 ∈ {0, 1, 2} (It should be noted that b1 and b2 might be the
same or not) and computes

C∗
1 = Enc(pkFS , pkBS ,Mb1),

C∗
2 = Enc(pkFS , pkBS ,Mb2),

IV ∗ = FrontTest(skFS , C∗
1 , C∗

2 , f).

The challenger sends IV ∗ to A.
– Guess. Eventually, A outputs b′

1, b
′
2 ∈ {0, 1, 2} and wins the game if

{b1, b2} = {b′
1, b

′
2}.

We refer to such an adversary A as the role of the back server in the above game
as an SS-CKA-III adversary and define its advantage as

AdvSS−CKA−III
BCE,A (k) = Pr[b = b′] − 1/3. (3)

4 Proposed BEC Scheme

4.1 General Construction

Let the language L be hard-partitioned subset. Let SPHF= (SPHFSetup,
HashKG, ProjKG, Hash, ProjHash) be an SPHF defined on X → Y for the lan-
guage L under the security parameter k. We build a general BEC scheme from
such SPHF. Let a mapping function h defined on M → Y, where M is the
message space and a binary function f(x, y) defined on Y × Y → Y:

f(x, y) = (a ◦ x) ∗ (b ◦ y) ∗ (c ◦ h(qc)), (4)

where a, b and c are the values in the witness space WS of SPHF, ◦ and ∗
are two operators defined in Sect. 2.2 and qc is a constant value in M. We
present a general construction of BCE = (Setup,Enc,FSTest,BSTest) for the
binary equation f :

f(x, y) = (a ◦ x) ∗ (b ◦ y) ∗ (c ◦ h(qc)) = 1Y , (5)

where 1Y is the identity element of Y.

– KeyGen(k): It generates the global parameters param using the SPHFSetup(k)
algorithm of SPHF and then the public/secret keys (pkFS , skFS) and
(pkBS , skBS) using the HashKG and ProjKG algorithms of SPHF for the front
server and back server, respectively.

skFS = HashKG(L, param), pkFS = ProjKG(skFS , (L, param)).
skBS = HashKG(L, param), pkBS = ProjKG(skBS , (L, param)).
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– Enc(pkFS , pkBS ,M): It randomly picks a word W ∈ X with the witness w
and computes

C = (W,U) = (W,ProjHash(pkFS ,W,w) ∗ ProjHash(pkBS ,W,w) ∗ h(M)).

Finally, it outputs a BEC ciphertext C = (W,U) of the plaintext M . Note that
we will omit (L, param) as input of the algorithm in this paper for simplicity.

� Assume that the ciphertexts C1 and C2 are the encryptions of M1 and
M2, respectively.

C1 = (W1, U1)
= (W1,ProjHash(pkFS ,W1, w1) ∗ ProjHash(pkBS ,W1, w1) ∗ h(M1)),

C2 = (W2, U2)
= (W2,ProjHash(pkFS ,W2, w2) ∗ ProjHash(pkBS ,W2, w2) ∗ h(M2)).

– FSTest(skFS , C1, C2, f): For C1 = (W1, U1) and C2 = (W2, U2), it randomly
picks Δw ∈ WT and computes for f(M1,M2) = 1 as follows.

W = (a • W1) � (b • W2)
C = (a ◦ U1) ∗ (b ◦ U2) ∗ (c ◦ h(qc)) ∗ Hash(skFS ,W )−1

W ′ = Δw • W

C ′ = Δw ◦ C

Finally, it sends IV = (W ′, C ′) to the back sever.
– BSTest(skBS , IV ): For IV = (W ′, C ′), it uses its secret key skBS to check

C ′ ?= Hash(skBS ,W ′). (6)

If Eq. (6) holds, it outputs 1 indicating M1 and M2 satisfy f , otherwise out-
puts 0.

Correctness. It is easy to verify the correctness.

Hash(skFS ,W )−1 = Hash(skFS , (a • W1) � (b • W2))−1

= (a ◦ Hash(skFS ,W1))−1 ∗ (b ◦ Hash(skFS ,W2))−1

C = (a ◦ U1) ∗ (b ◦ U2) ∗ (c ◦ h(qc)) ∗ Hash(skFS ,W )−1

= (a ◦ (Hash(skFS ,W1) ∗ Hash(skBS ,W1)) ∗ h(M1)) ∗ (b ◦ (Hash(skFS ,W2) ∗
Hash(skBS ,W2)) ∗ h(M2)) ∗ (c ◦ h(qc)) ∗ Hash(skFS ,W )−1

= (a ◦ Hash(skBS ,W1)) ∗ (b ◦ (Hash(skFS ,W2))) ∗ (a ◦ h(M1)) ∗ (b ◦ h(M2)) ∗ (c ◦ h(qc))

If (a ◦ h(M1)) ∗ (b ◦ h(M2)) ∗ (c ◦ h(qc)) = 1Y then

C = (a ◦ Hash(skBS ,W1)) ∗ (b ◦ (Hash(skBS ,W2)))
= Hash(skBS , a • W1) ∗ Hash(skBS , b • W2)
= Hash(skBS , (a • W1) � (b • W2))
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Therefore,

C ′ = Δw ◦ C

= Δw ◦ (Hash(skBS , (a • W1) � (b • W2)))
= Hash(skBS ,Δw • ((a • W1) � (b • W2)))
= Hash(skBS ,Δw • W )
= Hash(skBS ,W ′).

Otherwise, if M1 and M2 do not satisfy f , C ′ 	= Hash(skBS ,W ′).

4.2 Security Proof

The following theorems show the BEC scheme satisfies SS-CKA-I, SS-CKA-II and
SS-CKA-III security based on the pseudo-randomness of SPHF. The proofs of
Theorems 1 and 2 are similar to the proofs of Lemmas 2 and 1 in [8] except
without emulating the oracle of test query. The proof of Theorem3 is the same
as the proof of Lemma 5 in [8]. Therefore, we omit their details for brevity.

Theorem 1. BEC satisfies SS-CKA-I security based on the pseudo-randomness
property of SPHF.

Theorem 2. BEC satisfies SS-CKA-II security based on the pseudo-randomness
property of SPHF.

Theorem 3. BEC satisfies SS-CKA-III security based on the pseudo-randomness
property of SPHF.

4.3 Extension

Our construction could be used as a building block for the predicate p like:

p(x, y) := (v1 ≤ (ax + by) ≤ v2), (7)

where a, b, x, y are integers. This property could be very useful and necessary in
some applications. A scenario of this predicate is the following range join query,
which joins the raised salary (2 times the current salary) of the employees in
department A with the salary of employees in department B. The join condition
is that the difference between the new salary of employees in department A with
the salary of employees in department B is greater than 100 and smaller than
500:

SELECT depA.salary, depB.salary
FROM depA,depB
WHERE (2depA.salary-depB.salary)>=300 AND
(2depA.salary-depB.salary)<=500

Executing such a query on encrypted data can be achieved efficiently by just
testing whether

2M1 − M2 = t for any integer t ∈ [300, 500].
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5 Instantiated BCE Schemes

First we recall an efficient SPHF instantiation from the DDH assumption, which
has the linear and homomorphic properties (See Theorem4).

5.1 An Instantiation of the Linear and Homomorphic SPHFDDH

1. Setup(1k): param= (G, p, g1, g2);
2. HashKG(LDDH , param): hk= (s1,s2)

$← Z
2
p;

3. ProjKG(hk, (LDDH , param)): hp = gs1
1 gs2

2 ∈ Gp;
4. Hash(hk, (LDDH , param),W = (gr

1, g
r
2)): hv = grs1

1 grs2
2 ∈ Gp;

5. ProjHash(hp, (LDDH , param),W = (gr
1, g

r
2), w = r)): hv′ = hpr ∈ Gp

As shown in [8], we have the following theorems for SPHFDDH.

Theorem 4. SPHFDDH is a smooth projective hash function with the linear and
homomorphic properties.

Proof. We show that SPHFDDH has the linear and homomorphic properties:

1. For a word W = (gr
1, g

r
2) with the witness w = r ∈ Zp, and Δw ∈ Zp, we

have

Hash(hk,Δw • W ) = (gΔwr
1 )s1(gΔwr

2 )s2 = (grs1
1 grs2

2 )Δw

= Δw ◦ Hash(hk,W )

2. For words W = (gr1
1 , gr1

2 ) with the witness w1 = r1 ∈ Zp and w2 = r2 ∈ Zp,
respectively, we have

Hash(hk,W1 � W2) = (gr1+r2
1 )s1(gr1+r2

2 )s2 = (gr1s1
1 gr1s2

2 )(gr2s1
1 gr2s2

2 )
= Hash(hk,W1) ∗ Hash(hk,W2)

Therefore, this theorem is proven.

Based on the SPHFDDH, we choose two types of binary equation (f1, f2),
which has corresponding different definitions of h.

Case 1: h(M) = gM ∈ G. In this case, M ∈ Zp. Under this condition, we can
check whether M1 and M2 satisfy

f1(M1,M2) = gaM1gbM2gc = 1 (8)

In other words, we would check whether M1 and M2 satisfy

aM1 + bM2 + c = 0. (9)

Case 2: h(M) = M ∈ G. In this case, M ∈ G. Under this condition, we would
check whether M1 and M2 satisfy

f2(M1,M2) = Ma
1 M b

2c = 1. (10)

For any c ∈ G, it exists an element qc ∈ G and d ∈ Zp to satisfy c = (qc)d.
Therefore, Eq. (10) would be also written as follow.

Ma
1 M b

2qd
c = 1. (11)

For simplicity, we choose Eq. (10) for the following statement.
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5.2 Our BEC Instances1 for f1

– KeyGen(k): It generates param= (G, p, g1, g2) using the security parameter k

for the SPHFDDH system. It randomly choose (s1, s2, t1, t2)
$← Z

4
p to generates

a pair of the public/secret keys (pkFS , skFS) of the front server and a pair of
the public/secret key (pkBS , skBS) of the back server:

(pkFS , skFS) : (u1 = gs1
1 gs2

2 , (s1, s2)),
(pkBS , skBS) : (u2 = gt1

1 gt2
2 , (t1, t2)).

We choose h(M) = gM defined on Zp → Gp.
– Enc(pkFS , pkBS ,M): It randomly chooses r ∈ Zp and outputs a ciphertext C

of the message M ∈ Zp:

c = (gr
1, g

r
2, u

r
1u

r
2g

M ).

� We randomly choose (r1, r2) ∈ Z
2
p and compute two ciphertexts C1 and

C2, respectively.

C1 = (C(1)
1 , C

(2)
1 , C

(3)
1 ) = (gr1

1 , gr1
2 , ur1

1 ur1
2 gM1),

C2 = (C(1)
2 , C

(2)
2 , C

(3)
2 ) = (gr2

1 , gr2
2 , ur2

1 ur2
2 gM2).

– FSTest(skFS , C1, C2, f1): For testing if aM1 + bM2 + c = 0, it randomly picks
Δw ∈ Zp and computes:

W =
((

C
(1)
1

)a(
C

(1)
2

)b
,
(
C

(2)
1

)a(
C

(2)
2

)b
)
,

= (gar1
1 gbr2

1 , gar1
2 gbr2

2 ),

C =
(
C

(3)
1

)a(
C

(3)
2

)b
gc
1(g

ar1
1 gbr2

1 )−s1(gar1
2 gbr2

2 )−s2 ,

= (ur1
1 ur1

2 gM1)a(ur2
1 ur2

2 gM2)bgc
1(g

s1
1 gs2

2 )−ar1(gs1
1 gs2

2 )−br2 ,

= (ur1
1 ur1

2 gM1)a(ur2
1 ur2

2 gM2)bgc
1u

−ar1
1 u−br2

1 ,

= uar1
2 ubr2

2 gaM1+bM2+c,

= (gt1
1 gt2

2 )ar1(gt1
1 gt2

2 )br2gaM1+bM2+c,

= (gar1
1 gbr2

1 )t1(gar1
2 gbr2

2 )t2gaM1+bM2+c,

W ′ = (gar1Δw
1 gbr2Δw

1 , gar1Δw
2 gbr2Δw

2 ),
C ′ = (gar1Δw

1 gbr2Δw
1 )t1(gar1Δw

2 gbr2Δw
2 )t2gaM1+bM2+c.

Finally, it sends IV = (W ′, C ′) to the back sever.
– BSTest(skBS , IV ): For IV = (W ′, C ′) = (((W ′)(1), (W ′)(2)), C ′), it checks

whether

C ′ =
(
(W ′)(1)

)t1((W ′)(2)
)t2

. (12)

If Eq. (12) holds, it outputs 1 indicating that M1 and M2 satisfy f1,
otherwise 0.
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5.3 Our BEC Instances2 for f2

– KeyGen(k): This algorithm is the same as KeyGen(k) algorithm in the BEC
Instance1. We choose h(M) = M defined on Gp → Gp.

– Enc(pkFS , pkBS ,M): It randomly chooses r ∈ Zp and outputs a ciphertext C
of the message M ∈ Gp:

c = (gr
1, g

r
2, u

r
1u

r
2M).

� We randomly choose (r1, r2) ∈ Z
2
p and compute two ciphertexts C1 and

C2 as follows:

C1 = (C(1)
1 , C

(2)
1 , C

(3)
1 ) = (gr1

1 , gr1
2 , ur1

1 ur1
2 M1),

C2 = (C(1)
2 , C

(2)
2 , C

(3)
2 ) = (gr2

1 , gr2
2 , ur2

1 ur2
2 M2).

– FSTest(skFS , C1, C2, f): For testing if Ma
1 M b

2c = 1, it randomly picks Δw ∈
Zp and computes:

W = (gar1
1 gbr2

1 , gar1
2 gbr2

2 ),
C = (gar1

1 gbr2
1 )t1(gar1

2 gbr2
2 )t2Ma

1 M b
2c,

W ′ = (gar1Δw
1 gbr2Δw

1 , gar1Δw
2 gbr2Δw

2 ),
C ′ = (gar1Δw

1 gbr2Δw
1 )t1(gar1Δw

2 gbr2Δw
2 )t2Ma

1 M b
2c.

Finally, it sends IV = (W ′, C ′) to the back sever.
– BSTest(skBS , IV ): For IV = (W ′, C ′) = (((W ′)(1), (W ′)(2)), C ′), it check

whether

C ′ =
(
(W ′)(1)

)t1((W ′)(2)
)t2

. (13)

If Eq. (13) holds, it outputs 1 indicating that M1 and M2 satisfy f2,
otherwise 0.

6 Conclusion

In this paper, we extended the functionality of the cryptosystem provided in [8]
to support the complex queries like testing whether aM1 + bM2 + c = 0 or
Ma

1 M b
2c = 1, which would have many interesting applications. Adopting the

two-server setting, our general construction could overcome the offline message
guessing attack just like in the single-server framework of searchable encryp-
tion. An efficient instantiation of smooth projective hash function from DDH
assumption led to our practical scheme without any pairing.
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Abstract. Fast modular multiplication on the state-of-the-art digital
signal processor (DSP) is studied in this work. More specifically, Mont-
gomery multiplication over a prime field for an arbitrary 256-bit p is
implemented on TMS320C6678 DSP by Texas Instruments. Two imple-
mentations optimized for latency and throughput are designed. The
implementations are based on the k-bit divided Montgomery modular
multiplication algorithm by Kornerup. The algorithm is extended to
run two independent Montgomery multiplication in parallel thereby run-
ning efficiently on the target DSP by exploiting its symmetric functional
units. The proposed implementations are advantageous than the previous
implementation proposed by Itoh et al. in terms of latency and through-
put. The latency of 0.496 [µs] of the proposed implementation is only
17% of 2.86 [µs] for the implementation proposed by Itoh et al. More-
over, the throughput 4.03 × 106 [Montgomery multiplication(MM)/s] in
the present case is more than ×10 the value of 0.37 × 106 [MM/s] from
the previous work.

Keywords: Modular multiplication · Montgomery multiplication
Software implementation · DSP · TMS320C6678

1 Introduction

At present, cryptography has gained extensive usage owing to the Internet. In
particular, public-key cryptography enabled the creation of indispensable build-
ing blocks such as the Internet key exchange (IKE) and digital signatures that the
present-day internet security relies on. The expansion of the application of cryp-
tograph continues even today. As an increasing number of embedded devices are
gaining connectivity to the Internet, there is a demand for more efficient crypto-
graphic implementations in less-expensive devices. Moreover, new cryptographic
primitives, such as pairing [1], is being introduced to such embedded devices.

Modular multiplication over a prime field is an essential building block for
many of the public-key cryptography involving RSA, elliptic curve cryptography
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(ECC), and even pairing. Therefore, efficient implementation of modular multi-
plication is the key to efficient public-key cryptography. Consequently, consider-
able effort has been expended to realize faster modular multiplication on various
platforms such as Intel CPU, application specific integrated circuit (ASIC), and
field-programmable gate array (FPGA). In addition to these relatively com-
putationally rich environments, embedded microcontrollers and special-purpose
processors such as Atmel ATmega128 [2,3], graphics processing unit (GPU) [4],
and Texas Instruments (TI) MSP430 [5] are being considered with the view of
improving the performance of public-key cryptography on these platforms.

The digital signal processor (DSP) is a special-purpose processor commonly
used for embedded systems. It was originally designed for digital signal process-
ing and is capable of fast arithmetic operations used for common applications
such as digital filters and matrix operations. Itoh et al. exploited the fast arith-
metic operation for implementing public-key cryptography [6]. Although this
seems a promising approach, there is no report of public-key cryptography on
DSP since the work by Itoh et al. in 1999.

Since 1999, the performance of DSPs have been significantly improved.
Today, the state-of-the-art DSPs run at speeds of more than 1 GHz and achieves
160 GFLOPS [7]. Moreover, DSPs are now being integrated in heterogeneous
multicore processors. For example, TI AM572x Sitara SoC [8] has embedded
DSPs that is accessible from the main ARM Cortex-A15 processor. This enables
an operating system running on the main processor to use DSP as an accelerator.
Thus, the DPS now appears a very suitable candidate accelerator for public-key
cryptography.

In this paper, fast modular multiplication on the state-of-the-art DSP is
studied. More specifically, we design software for Montgomery multiplication
over a prime field Fp for an arbitrary 256-bit p on TI’ s DSP TMS320C6678 [7].
Two different implementations with different optimizations are examined.

1. The first implementation is optimized for latency. This implementation is
based on the k-bit divided Montgomery modular multiplication (kMM) algo-
rithm by Kornerup [9]. In order to reduce latency, the implementation runs
exclusively on registers (i.e. no memory is used for data store).

2. The second implementation is optimized for throughput. For the purpose,
an extended algorithm called the parallel k-bit divided Montgomery modular
multiplication (Parallel kMM) is proposed. The algorithm runs two inde-
pendent Montgomery multiplications in parallel. The algorithm improves the
utilization ratio of functional units in DSP core by exploiting its symmetry.

Note that an optimization based on a special p is not used, and thus, the
above implementations can be used for a wide range of applications such as ECC
with a non-standard curve and pairing.

As a result, the first implementation achieved a latency of 0.496 [µs]. This
value is only 17% of 2.86 [µs], the latency achieved in the previous work by Itoh
et al. In the second implementation, a throughput of 4.03 × 106 [Montgomery
multiplication (MM)/s] was achieved. This value is more than ×10 the through-
put of 0.37×106 [MM/s] realized by Itoh et al. Our implementations yield better
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performance than those of Itoh et al. even when clock frequencies of DSPs are
normalized. The latency of the first implementation is 412 [cycles], which is 77%
of the 536 [cycles] in the work by Itoh et al. The throughput of the second design
is 4.03 × 10−3 [MM/cycle], which is more than twice faster than the design of
Itoh et al. with 1.87 × 10−3 [MM/cycle].

The rest of the paper is organized as follows. Section 2 describes the details
of TI’s DSP. Section 3 reviews leterature on modular multiplication and related
works. The proposed method is described in Sect. 4. Section 5 discusses the per-
formance evaluation and comparison. Finally, we conclude the paper in Sect. 6.

2 TI C6678 DSP

2.1 Digital Signal Processor

DSP was originally designed for digital signal processing. Therefor, it is equipped
with specific instructions such as product-sum operation, matrix processing, and
dot product. TI released the C5000 and C6000 series DSPs. The low-end C5000
series are typically used for applications such as audio and wearable devices.
Meanwhile the high-performance C6000 series are used for computationally
heavy applications such as machine vision.

An emerging trend of DSP is its integration to heterogeneous multicore pro-
cessors. For example, TI AM572x Sitara SoC [8] integrates ARM Cortex-A15
microprocessor with up to two C6000 series DSPs. Moreover, DSPs are acces-
sible by Linux running on the Cortex-A15 microprocessor. Such an integration
opens up the possibility to use DSP as an accelerator for cryptography.

In this work, we use C6678 [7] as the target platform. C6678 is a high-end
device of the C6000 series. C6678 has eight cores and reaches 160 GFLOPS at
1.25 GHz.

2.2 Functional Units and Register Files

The architecture of C6678 DSP is shown in Fig. 1 in detail. The DSP core has two
sides, namely, A and B sides. Each side has four heterogeneous functional units,
namely, .D, .L, .M, and .S. The four functional units run different instructions.

– The .D units operate data load and store, and simple addition and subtrac-
tion.

– The .L units operate logic and arithmetic operation, and multi-precision addi-
tion.

– The .M units mainly operate multiplication up to 32 × 32 bits.
– The .S units operate data shift, branch and multi-precision addition.

There are eight functional units in all and they can work simultaneously. There-
fore, eight instructions for all the units are issued in each cycle [7].

Both sides have register files containing 32 registers namely A0, . . ., A31
and B0, . . ., B31, respectively. Each register has a 32-bit data width. Generally,
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Fig. 1. Architecture of the DSP core and its peripherals

the functional units in the A side (i.e..D1, .L1, .M1, and .S1) use A0, . . ., A31.
Meanwhile .D2, .L2, .M2, and .S2 in the B side use B0, . . ., B31. Further, a special
path called the cross path that bridges the two sides is provided. However, the
width of the cross path is limited to 32 bits.

2.3 Memory Hierarchy

C6678 has 32 KB L1 program and data caches. They are referred to as L1P and
L1D caches. The L1 caches are connected to an external DRAM via an L2 cache
and a memory controller [10].

The L1 caches can also be configured as random access memories called L1P
SRAM and L1D SRAM. L1P SRAM can be used as a fast program store. By
loading a program on the L1P SRAM, the performance of the program can be
improved by reducing the cache miss penalty. Similarly, L1D SRAM can be used
as a fast data store or scratch-pad memory.

3 Previous Work

Modular multiplication is one of the most important operations in public-key
cryptography, including RSA and ECC. In the recent years, ECC has been con-
sidered as an alternative to RSA because it can be implemented with a shorter
key length than RSA for the same security level. ECC is employed in ellip-
tic curve digital signature algorithm (ECDSA), elliptic curve Diffie-Hellman
(ECDH) key exchange, and so on. Note that such ECC-based cryptosystems
are also based on modular multiplication. Thus, realizing a fast modular multi-
plier at a low cost is of great interest to many security researchers and engineer
[9,11–15].
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Algorithm 1. Montgomery Modular Multiplication [11]
Require: multiplicand A ≥ 0, multiplier B ≥ 0, constant R, modulo M , R > M ,

(−MM ′) mod R = 1.
Ensure: S = ABR−1 mod M , 0 ≤ S < M .
1: q := (AB mod R)M ′ mod R;
2: S := (AB + qM)/R;
3: if S ≥ M then
4: S := S − M ;
5: end if
6: Return S;

3.1 Modular Multiplication

Modular Multiplication deals with a calculation of AB modulo M as

S = AB mod M,

where A and B are non-negative integers, e.g., 128-bit or 256-bit values, and
M is a prime number1. A straightforward algorithm is dividing AB by M to
calculate S = �AB/M� × M . However, it takes a long time to compute S in
general owing to the slow operation of a divider.

3.2 Montgomery Modular Multiplication

Montgomery Modular Multiplication (MMM) proposed by Montgomery in
1985 [11] is one of the fast modular multiplication algorithms. The algorithm
is shown in Algorithm 1. This epoch-making algorithm introduces a constant R
such that R > M in order to eliminate the division operations by M . R is nor-
mally chosen as a power of 2. Note that this algorithm computes not S = AB
mod M , but S = ABR−1 mod M .

3.3 k-bit Divided Montgomery Modular Multiplication

In 1993, Kornerup proposed the k-bit Divided Montgomery Modular Multipli-
cation (kMM) that is suitable for k-bit CPU, as shown in Algorithm2 [9]. In the
kMM algorithm, modular reduction is performed after the partial multiplica-
tion, biA, so that the intermediate value of Si cannot exceed M . In other words,
kMM divides AB and performs reduction with M ′ in one loop. Thanks to the
flexibility, this multiplication can be made to suit various platforms by changing
the value of k.

1 Many algorithms can support the case that M is odd.
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Algorithm 2. k-bit Divided Montgomery Modular Multiplication [9]
Require: multiplicand A ≥ 0, multiplier B ≥ 0, divider width k (bit), block count n,

modulo M > 2, gcd(M, 2) = 1, (−MM ′) mod 2k = 1, 4M < 2kn = R, RR−1

mod M = 1, 0 ≤ A,B ≤ 2M , B =
∑n−1

i=0 (2k)ibi, bi ∈ {0, 1, . . . , 2k − 1}.
Ensure: Sn = ABR−1 mod M .
1: S0 := 0;
2: for i = 0 to n − 1 do
3: qi := (((Si + biA)mod 2k)M ′) mod 2k;
4: Si+1 := (Si + qiM + biA) div 2k;
5: end for
6: Return Sn;

Algorithm 3. Bipartite Modular Multiplication [12]
Require: multiplicand A, multiplier B = (Bnw−1 . . . B0)r = BHrl + BL, modulo

M > 2, gcd(M, 2) = 1, where 0 ≤ A,B < M , r = 2k, (−MM ′) mod 2k = 1,
0 < l < nw = �n/w�, b ≥ 3, j = �logb M� + 1, 0 ≤ AB < bj , µ = �b2j/M�.

Ensure: S = ABr− 1
2 modM .

1: SH := SL := 0;
2: for i = nw − 1 down to l on SH side and i = 0 to l − 1 on SL side do
3: SH := SHr + ABi; SL := SL + ABi;
4: q := {(SH/bj−1)µ/bj+1}; q̂ := (SL mod r)M′ mod r
5: SH := SH − qµ; SL := (SL + q̂M)/r;
6: end for
7: if SH ≥ M on SH side and SL ≥ M on SL side then
8: SH := SH − M ; SL := SL − M ;
9: end if

10: Return S = SH + SL;

3.4 Bipartite Modular Multiplication

Bipartite Modular Multiplication (BMM) is an algorithm that calculates one
modular multiplication using a parallelized computational unit proposed by Kai-
hara and Takagi in 2005 (see Algorithm3). This algorithm performs two reduc-
tion algorithms in parallel–Montgomery reduction from the least significant bit
and Barrett reduction from the most significant bit. The drawback of the algo-
rithm is that the latency of Barrett reduction is normally acts as a bottleneck,
limiting the speed performance of BMM. In [15], Knežević et al. proposed a fast
BMM method by using special modulo.

3.5 Implementation on TI’s DSP C6201

In [6], Itoh et al. proposed an improved Montgomery algorithm for
TMS320C6201 in 1999. This implementation is based on the algorithm pro-
posed by Koç et al. [16], and it divides a part of the main process in order to
increase the concurrency. This work focused on implementing public-key cryp-
tography on TI’s DSP. Therefore, it can serve as a reference comparison with
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Fig. 2. The register file layout of kMM

the proposed method detailed in the next section. In particular, it is of great
interest to see that the performance improvements arise from the improvement
in clock frequency and/or in DSP architecture.

4 Proposed Method

In this section, fast software implementation of modular multiplication on C6678
is described. In particular, we designed two implementations optimized for
latency and throughput.

The word size of the modular multiplication is determined to 256 bits con-
sidering the NIST recommended curve P-256 [17].

4.1 Optimization for Latency

Latency is the interval between the beginning of the operation and the time when
the result is ready. kMM and BMM can be a candidate for low-latency imple-
mentation. However, kMM is more advantageous, as explained below. The half
of BMM that executes the Barrett reduction generates more intermediate values
compared to the Montgomery multiplication, especially in the computation for
SH (see Algorithm 3). Such intermediate values should be temporarily stored in
an external memory in order to obtain sufficient working registers. The over-
head for the memory transfer makes the Barrett reduction inefficient, causing
an imbalance between the performances for the Montgomery multiplication and
Barrett reduction. Therefor, the BMM is inefficient as compared to the simple
kMM.

In order to reduce latency, the proposed implementation makes no memory
access. All the input data and intermediate values are allocated in the registers.
Figure 2 shows the layout in the register files. The figure represents the 64×32 =
2048 bits of data stored in A0, . . ., A31, and B0, . . ., B31. Symbols shown on the
boxes correspond to the ones in Algorithm2. The boxes labelled with “addition”
are for temporary variables. The layout is designed to minimise the stall due to
the limited bandwidth of the cross-path data transfer.

4.2 Optimization for Throughput

Throughput is the number of operations (e.g., modular multiplications) executed
in a normalized time interval. Increasing the utilization ratio in the functional
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units is the key to improve throughput. For the purpose, a modified algorithm
called the parallel k-bit-divided Montgomery Modular Multiplication (Parallel
kMM) is proposed. The algorithm is shown in Algorithm4. In the algorithm, two
independent modular multiplications, namely, ABR−1 mod M and XY R−1

mod M are executed in parallel.
The idea behind the Parallel kMM is to run the almost identical programs

in the A and B sides by exploiting their symmetry. More specifically, ABR−1

mod M and XY R−1 mod M are assigned to the A and B sides, respectively.
The technique efficiently reduces the need for cross-path data transfer and sim-
plifies the scheduling of the functional units at the same time. The proposed
algorithm is inspired by BMM wherein two independent calculations are exe-
cuted in parallel. However, the proposed Parallel kMM is more efficient on C6678
as BMM.

A drawback of running two independent Montgomery multiplication simul-
taneously is that access to an external memory is necessary. This is because the
number of intermediate or temporary variables are roughly doubled, and thus,
they do not fit in the register files. To address the problem, the kMM algorithm
in Algorithm 2 is split into two parts. In Algorithm 4, the first and second parts
correspond to the lines 2–5 and 6–10, respectively. In the first part, all the par-
tial products Ci = Abi and Wi = Xyi fori ∈ [0, . . . , n − 1] are calculated and
stored to L1D SRAM in advance. Then, the stored Ci andWi are loaded and
used in the second part. There are several benefits of splitting kMM into two
parts. First, the number of temporary variables (except Ci andWi) that should
be stored in the external memory is reduced. This is because the number of
intermediate values in each part is reduced thanks to the splitting. Second, the
pre-computation of Ci and Wi relaxes the data dependency in the second part,
enabling more efficient scheduling of the functional units. Finally, the penalty of
accessing the external memory can be reduced because the pre-computed values
can be loaded to a register via .D at an arbitrary timing. Therefore, by over-
wrapping the latency for memory loading with that of other operations such as
multiplication, the overhead of memory access can be reduced effectively.

4.3 Common Optimization Techniques

Common optimization techniques used for both the latency- and throughput-
optimized implementations are described here.

Instructions: As shown in Algorithms 2 and 4, the operations needed for Mont-
gomery multiplication are integer multiplication and addition. First, integer
multiplication is implemented with 32-bit unsigned multiplication instruction
MPY32U that can be run on the .M functional units. Meanwhile the .L and .S
functional units serve for integer addition. The .D unit is used for data transfer
between registers and memory, if necessary.

L1P and L1D SRAM: As discussed in Sect. 2.3, C6678 has 32 KB L1 program
and data caches that can be configured to SRAM. In our design, both of them are
configured as SRAM. More specifically, the whole program is placed and fetched
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Algorithm 4. Proposed Parallel k-bit Divided Montgomery Modular Multipli-
cation
Require: multiplicand A,X > 0, multiplier B, Y > 0, divider width k (bit), block

count n, modulo M > 2, gcd(M, 2) = 1, (−MM ′) mod 2k = 1, 4M < 2kn = R,
RR−1 modM = 1, 0 ≤ A,B,X, Y ≤ 2M ,
B =

∑n−1
i=0 (2k)ibi, bi ∈ {0, 1, · · · , 2k − 1}, Y =

∑n−1
i=0 (2k)iyi,

yi ∈ {0, 1, · · · , 2k − 1}.
Ensure: S = ABR−1 modM and T = XY R−1 modM , 0 ≤ S, T ≤ M .
1: S := T := 0;
2: for i = 0 to n − 1 do
3: Ci := Abi;
4: Wi := Xyi;
5: end for
6: for i = 0 to n − 1 do
7: S := S + Ci; T := T + Wi;
8: q := ((S mod 2k)M ′) mod 2k; q̂ := ((T mod 2k)M ′) mod 2k;
9: S := (S + qM) div 2k; T := (T + q̂M) div 2k;

10: end for
11: Return S and T ;

from L1P SRAM. In addition, the temporary variable and pre-computed values
that should be moved from registers to an external memory are stored in L1D
SRAM. By doing so, the performance penalty resulting from cache miss can be
avoided.

Loop Unrolling: kMM and Parallel kMM are loop algorithm. In software imple-
mentation, loop architecture requires many clock cycles as it needs to issue the
jump instruction. Loop unrolling is effective to avoid this. After unrolling, some
unnecessary calculations can be removed. For instance, addition with zero caused
when i = 0 (S and T is initialized 0 before loop) can be simply removed.

5 Evaluation

5.1 Unit Utilization Ratio and Code Size

Figures 3 and 4 show the cycle-precision utilization of each functional unit in
kMM loop and Parallel kMM loop, respectively. The label i on the vertical
axis represents the index of the loop. The horizontal axis represents the clock
cycle. For instance, in Fig. 3, loop i = 0 takes 38 cycles. The utilization ratio
is summarized in Table 1. Parallel kMM has a high utilization ratio which is
twice that of kMM. The result is explained as follows. As described in Sect. 4.1,
the register layout is designed so that the stall caused by the cross-path data
transfer is reduced. However, there remain other cross-path data transfers that
act as bottlenecks, resulting in a low utilization ratio. Storing data in an external
memory, thereby reducing the cross pass, is a good strategy for improving the
utilization ratio in C6678. The code size of kMM and Parallel kMM are 3.5 KB
and 7.8 KB, respectively. Both implementations fit in the 32 KB L1P SRAM.
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Fig. 3. Unit utilization of kMM on C6678

Table 1. Unit utilization ratio (%)

Algorithm .M1 .L1 .S1 .D1 .M2 .L2 .S2 .D2 Average

kMM 49.0 61.6 38.9 7.4 39.2 63.3 23.8 0.0 35.4

Parallel kMM 35.6 97.8 86.7 80.4 35.6 97.8 86.7 62.2 72.8

Fig. 4. Unit utilization of parallel kMM on C6678
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5.2 Comparison with Previous Works

Table 2 compares the performance among software and hardware implementa-
tions of 256-bit modular multiplication. The result of Parallel kMM is the half
time of whole operation because it can compute two independent 256-bit MMM.

Parallel kMM needs less clock cycles than other software implementa-
tions [6,18,19]. Particularly, in comparison with the implementation on TI’s DSP
TMS320 C6201, Parallel kMM is almost 10 times faster. The difference between
hardware implementation [13] and Parallel kMM is 0.078 µs. However, the hard-
ware implementation employs 34 16× 16 multipliers, while Parallel kMM uses 2
32× 32 multipliers.

Table 2. Performance comparison of modular multiplication

Reference Description Platform Freq.
(MHz)

Clock
cycles/one
MM

Exec
time
(µs/one
MM)

Throughput
(one MM/s)
(one
MM/clock
cycle)

Latency
(µs)

This work
(Parallel
kMM)

Software
implemen-
tation

TI C6678 1000 248 0.248 4.03 × 106

4.03 × 10−3
0.496

This work
(kMM)

Software
implemen-
tation

TI C6678 1000 412 0.412 2.43 × 106

2.43 × 10−3
0.412

Itoh et
al. [6]

Software
implemen-
tation

TI C6201
200

536 2.68 0.37 × 106

1.87 × 10−3
2.86

Tenca &
Koç [18]

Software
implemen-
tation

ARM
processor 80

344 43 0.02 × 106

2.90 × 10−3
43

Brown et
al. [19]

Software
implemen-
tation

Pentium
II 400

628 1.57 0.64 × 106

1.59 × 10−3
1.57

Fan et
al. [14]

4-cores
4 32 × 32
mults

Xilinx
XC2VP30 81

- 1.5 - 1.5

Mentens et
al. [13]

34 16 × 16
mults

Xilinx
XC2VP30 125

- 0.17 - 0.17

6 Conclusions

In this paper, we proposed two different implementations of Montgomery modu-
lar multiplication suitable for TI’s DSP TMS320C6678. The first design is opti-
mized for latency and works exclusively on register files. The second design is
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optimized for throughput. We proposed an extension of k-bit divided Mont-
gomery modular multiplication in which two independent Montgomery multi-
plications run in parallel. The algorithm runs efficiently on C6678 exploiting its
symmetric functional units in the DSP core.

The proposed designs perform better than the conventional design proposed
by Itoh et al. in terms of latency and throughput. Although the platform (C6678)
has × 5 faster clock frequency than that of Itoh et al., our implementations are
still advantageous even after the performances are normalized by clock frequen-
cies. Our implementation achieved a latency of 412 [cycles], which is 77% of the
536 [cycles] in the work of Itoh et al. The throughput of our implementation is
4.03 × 10−3 [MM/cycle], which is more than twice faster than the 1.87 × 10−3

[MM/cycle] in the work of Itoh et al.
Our future work includes a more rigorous evaluation. For the purpose, we

plan to compare the proposed methods with the conventional one on the same
platform, and to conduct in-depth algorithm analysis for data dependency.
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Abstract. In the underwater environment, it is difficult to use the RF signal
used on the ground due to the characteristics of the medium different from the
terrestrial. Therefore, when communicating with each node, acoustic commu-
nication is performed instead. Since the acoustic communication environment is
poor in various aspects such as transmission speed and bandwidth compared to
RF communication, it is difficult to apply the existing security method used in
RF communication as it is. In this paper, we propose a key management method
between entities considering underwater environment.

Keywords: Key management � UWSN � Underwater acoustic communication

1 Introduction

In the natural environment on the ground, various data are collected by wireless
communication and used in various fields such as big data analysis and environmental
research. Similarly, in the oceans, a variety of marine data can be collected and used in
various fields. The analysis of data collected in the water can be used to explore various
marine resources such as oil and gas hydrates and other marine resources such as food.
It can be used for a variety of purposes such as water quality management, disaster
detection by marine environmental pollution, military defense through submarine
intrusion detection. Therefore, as in the case of the ground, the information collected in
the underwater environment will be treated as very important, and the importance of
underwater environmental security will also be increased accordingly.

The WSN on the ground can be configured using various kinds of RF communi-
cation such as LTE, LoRa, Zigbee. In the underwater environment, however, RF
communication is not used due to the nature of the medium. Since RF signals generate
sharp signal attenuation and signal dispersion, they use acoustic communication in
underwater environments. However, the transmission speed of the acoustic commu-
nication is lower than that of the RF communication, and the usable frequency band is
very poor. Therefore, because underwater acoustic communication has lower perfor-
mance than ground-based RF communication, various technologies used in underwater
environments should be designed considering underwater characteristics.

Standardization of underwater acoustic communications is still in its infancy, and
there are few standard documents or recommendations for security that are suitable for
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underwater communications environments. Although several encryption schemes and
authentication protocols that can be applied to the underwater environment are pro-
posed, they are not as active as the WSN environment on the ground, and there is no
way to manage the keys defined between entities in order to apply security.

Therefore, this paper analyzes the whole UWSN infrastructure, proposes a key
management method only for the area using the acoustic communication, and compares
it with the key management methods that have been proposed previously.

2 Related Research

2.1 Underwater Network Environment Analysis

An underwater communication network is a network in which underwater devices
transmitting and receiving signals using a frequency of acoustic wave as a water
medium. The structure of conceptual underwater communication is as shown in Fig. 1.
From the base station to the gateway called the surface station, data is exchanged by the
RF communication, and from the surface station to the sensor node, the underwater
acoustic communication is used.

When performing a acoustic communication from a sensor to a surface station, two
kinds of communication can be largely as shown in Fig. 2.

Fig. 1. Environments of underwater communication networks

Fig. 2. Underwater acoustic communication network
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Cluster Network Based Type. A cluster head and a plurality of sensors form a cluster
to communicate. The cluster head merges the data collected by the sensors and
transmits them to the gateway.

Ad-hoc Network Based Type. There is a sensor that can communicate at regular
intervals and it is a structure to exchange data by multi-hop communication.

2.2 Various Security in UWSN

CCM-UW (Counter with CBC-MAC for Underwater). It is an underwater media
access control prot This protocol is an encryption method in which the existing
CBC-MAC (CCM *) mode is modified to suit the underwater environment. It provides
six security levels depending on security strength, energy consumption, transmission
time, and so on. ocol that provides confidentiality, integrity, and replay attack
protection.

UW-AKE (Lightweight Authentication and Key Establishment Protocol for
Underwater Acoustic Sensor Networks). It is an authentication protocol of under-
water environment considering the configuration of sensor node, cluster head, surface
station, and base station in a network environment formed by cluster head based
topology. The main feature is that mutual authentication of all entities is possible by
transmitting data combining the authentication data when communicating between
nodes by one time.

UW-TAP (Ticket Based Authentication Protocol for Underwater Wireless Sensor
Network). Like UW-AKE, it consists of Sensor node, Cluster head, Gateway (Surface
station) and Server (Base station). This is an authentication protocol considering the
mobility of the sensor node according to the water flow in the underwater environment.
Assuming the sensor node is out of the existing cluster and is included in the new
cluster, it re-authenticates the sensor node efficiently through the ticket issuing method.

Piecewise Key Management Design Considering Capability of Underwater
Communication Nodes. This paper proposes key management methods and
requirements for each entity to communicate securely in underwater environment. It
classified the underwater nodes according to their capabilities. And it explains a brief
summary of what keys should be shared and how they should be distributed.

This paper is written by the author who wrote the current paper. The current paper
complements the lack of ‘piecewise key management design’ and shows the advan-
tages of the proposed scheme and the features of each security scheme compared to
other security schemes.

3 Key Management Among Underwater Nodes

When the entities of the underwater communication infrastructure are layered, it is
divided into the RF communication part and the acoustic communication part based on
the entity existing at the sea level as shown in Fig. 3. In case of RF communication

276 H. Kim et al.



part, from the base station to the surface station is possible, so the existing commu-
nication and protocol can be applied to the situation. However, since the existing nodes
in the water use the acoustic communication, the existing protocol and security method
cannot be applied. Therefore it is the part that needs to be studied continuously.

Figure 3 shows the hierarchical structure of each underwater communication
infrastructure. Each entity has the following characteristics as it goes down from the
base station to the sensor.

– The computational capacity is lowered.
– The memory size is reduced.
– The communication capacity is lowered.
– Production cost is reduced.
– The size of communication node become smaller.
– Battery replacement becomes difficult.
– The number of nodes increases.

Nodes that perform underwater acoustic communication can change the sur-
rounding entity members due to currents, terrain, and so on. This may result in
re-opening the communication session or re-authentication to establish trust between
the new members. Therefore, the power consumption may increase more than the
ground situation, and each node has different computation ability and communication
ability, so each node should have different security requirements. Therefore, key
management is required in consideration of mobility, low computation, and commu-
nication capability, which are typical characteristics of an underwater acoustic com-
munication network.

Fig. 3. Underwater network model
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3.1 Analysis the Functions Performed by Each Node and the Required
Security Type

Depending on the functions performed by each entity in the underwater communication
infrastructure, the security to be applied to the entity also changes. Figure 4 shows the
end-entity with which each node communicates, the master/slave relationship in the
communication, the function to perform, and the security required for the node.

Base Station. It is the most senior entity in the underwater infrastructure, which
controls, manages underwater objects and collects the data. Since it mainly commu-
nicates with the surface station on the water surface, authentication and encryption
communication with the surface station is required. And to do this, it manages the keys
for the Surface station.

Surface Station. It acts as a gateway between the underwater and the terrestrial and
manages objects in the water. Therefore, it is necessary to be able to communicate with
the underwater nodes, AUV, and cluster head, etc. and authentication and encryption
communication between each node is required to establish a reliable communication
session. Surface stations can manage the keys of underwater entities according to the
configured security policy of the infrastructure.

Autonomous Underwater Vehicle. It acts as an underwater gateway to transmit and
receive data collected in the water to/from the surface station and to enable the cluster
head to communicate smoothly to the surface station. Since it is necessary to
authenticate and encrypt communication with the surface station or to authenticate the
cluster head so that the object to be communicated can be trusted, the key corre-
sponding to that part must be managed.

Cluster Head. This merges the data from the sensor and sends it to the surface station
or the control data sent from the surface station to the sensor. Because it merges the
data and manages multiple sensors within a single underwater cluster, the cluster head
must manage key information for sensors added to the cluster by sensors or water
currents in its own cluster.

Sensor. This transmits the collected data to the cluster head periodically, and supports
the ad-hoc communication so that other nearby sensors can communicate smoothly.
Although the capability of node is the least, it must be able to securely transmit data
collected in the water to the trusted interval. Therefore, it must share a key with the
cluster head.

Much research has been done on RF communications, such as between the base
station and the surface station, that are already suitable for RF communications.
Therefore, in this paper, we propose a method of managing keys between Gateway
(Surface Station), Cluster head, and Sensor, which is a sound communication entity,
considering underwater environment.

It is assumed that the key pool is distributed through the off-line immediately before
the surface station, the cluster head, and the sensor are initially put into the field.
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The initial key pool is assumed to follow the ‘q-composite random key
pre-distribution scheme’ [5]. Also, it is assumed that ID, Nonce, MACKi are 4-byte and
Ki is 16-byte in each process.

3.2 Key Establishment Between Equivalent Nodes

The equivalent node among the underwater acoustic communication nodes means
between a cluster head and a cluster head, or between a sensor and a sensor. The
proposed key establishment method is shown in Fig. 5 and the procedure is as follows.

– The node A that wants to establish the key first broadcasts its IDA and Nonce NA

around.
– The Node B which receives the data from A checks whether the IDA received from

its key pool exists. If so, it generates MAC_B using the key Ki corresponding to IDA

and sends it to Node A together with IDB and Nonce NB.
– Node A verifies MAC_B received from B and authenticates that B is legitimate. It

generates MAC_A, which is its authentication information, and transmits it to B.
Node A generates a KAB to use with B because it has certified that B is a legitimate
opponent.

– Node A and B update Ki in the key pool to newly generated KAB.

3.3 Key Establishment Between Different Nodes

The different node among the underwater acoustic communication nodes means
between a cluster head and a Sensor, or between a Gateway and a Cluster head. The
proposed key establishment method is shown in Fig. 6 and the procedure is as follows.

Fig. 4. Features of each underwater entity
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– UA (Upper A) broadcasts its own IDUA to the surrounding nodes in order to inform
its existence.

– Node B that has received the corresponding data from the UA checks whether IDUA

received from its key pool exists. If so, B generates MAC_B with the key Ki

corresponding to IDUA and transmits it to the UA together with its own IDB.
– Node UA checks if IDB received from its key pool exists, and if so, decrypts

MAC_B using key K_i corresponding to ID_B. After that, it extracts Nonce NB and
authenticates that B is a legitimate partner through MACKi NBð Þ, and generates
RES_UA which is authentication data of UA itself. Since B is a legitimate node and
its computational capability is relatively low, the UA generates and encrypts the
session key KUAB and sends it to B along with the RES.

– Node B verifies the RES_UA received from UA to authenticate that UA is legiti-
mate, and decrypts the MSG_UAB with the pre-shared key to obtain a newly
generated key.

– Node B updates the key after transmitting a message to the UA indicating that the
new key has been Successfully received.

Fig. 5. Key establishment between equivalent nodes

Fig. 6. Key establishment between different nodes
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4 Analysis of Key Management Aspects

4.1 Kind of Functions and Number of Usage

Authentication and key management can be performed in various ways depending on
the network structure and the situation. Next, we compare UW-AKE and UW-TAP, the
key management method, to the proposed method. Both UW-AKE and UW-TAP and
the newly proposed key management method are cluster network based method, but the
authentication entity and the data to be shared in advance are different. Figure 7 shows
the protocol-specific characteristics.

The proposed method reduces the scope of entity authentication and increases the
number of communications per node more than the existing UW-AKE or UW-TAP
method. However, the number of cryptographic functions used in the protocol process
is reduced by about 30% compared to UW-AKE, and the maximum length of the data
format to be transmitted is reduced by 25% so that it is possible even in a poor
underwater environment. And compared to UW-TAP, the length of nonce and MAC is
four times as long, so it has high success rate such as error detection or data loss
detection in underwater environment, and cryptographic safety.

5 Conclusion

Underwater acoustic communication technology has recently been under development
in advanced countries, and has attracted attention as a technique that is essential for the
development of a large amount of underwater resources. Among the underwater
communication infrastructure, security and key management system for RF commu-
nication between each entity have been extensively studied, but security in the

Fig. 7. Comparison of UW-AKE, UW-TAP and key establishment between different nodes
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underwater acoustic communication part is still in its initial state. In this paper, we
proposed a key management method that can be applied among the objects commu-
nicating through the acoustic wave among the underwater communication infrastruc-
ture. It is possible to provide partial key establishment even in a similar structure in
which computation capability, communication capability, memory size, etc. are limited
and layered, not a method applicable only to a specific object.

Afterwards, it is necessary to define the key management method according to
various scenarios such as a situation where an object is newly added to the underwater
environment, an object is discarded due to the end of the life cycle, and the like.

Acknowledgments. The work is a part of the results of the research “Development of the
wide-band underwater mobile communication systems” supported by Ministry of Oceans and
Fisheries, Korea.
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Abstract. In this paper, we revisited the parallel implementation of
SIMON and SPECK block ciphers. The performances of SIMON and
SPECK are significantly improved by using ARM NEON SIMD (Sin-
gle Instruction Multiple Data) parallel computing and OpenMP SIMT
(Single Instruction Multiple Thread). We optimized the implementation
on ARM NEON architecture. For optimized NEON, we reduced the
number of registers for round key and increased the number of regis-
ters for plaintexts. Furthermore, we proposed the efficient forward and
backward alignment methods. Finally, we maximize the performance by
using SIMT (Single Instruction Multiple Threads). In the case of perfor-
mance of proposed methods and proposed methods with SIMT, SIMON
128/128 encryption within 32.4, 14.3 cycles/byte, SIMON 128/192
encryption within 30.1, 15.9 cycles/byte, SIMON 128/256 encryption
within 32.4, 16.9 cycles/byte, SPECK 128/128 encryption within 9.7,
5.1 cycles/byte, SPECK 128/192 encryption within 10.4, 5.6 cycles/byte,
SPECK 128/256 encryption within 11.0, and 5.6 cycles/byte respectively
on ARM Cortex-A53 environment.
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1 Introduction

The SIMON and SPECK family block ciphers were announced by the NSA in
2013 [1]. The SIMON and SPECK family block ciphers follow ARX architec-
ture and these are the first family block ciphers which provide various block
and key size. Recent research results on SIMON and SPECK block cipher are
as follow. Dofe et al. [4] proposed the fault-tolerant method for SIMON block
cipher, they suggested 3 fault-tolerant methods for SIMON64/96 block cipher.
In Shi et al. [5] proposed the linear (hull) cryptanalysis of SIMON block cipher
round-reduced version by using linear characteristic on round encryption func-
tion of SIMON. The differential fault analysis on SIMON and SPECK ciphers
[6]. There is a research on the side-channel perspective of SIMON block cipher
FPGA implementation [7]. There are hardware and software implementation
[1]. In the case of software implementation, they implemented SIMON block
cipher on 8-bit AVR microprocessor environment [1,2], they proposed memory
usage optimization such as RAM-minimizing and speed optimization method
such as the loop-unrolled method by using AVR 8-bit assembly language [2].
The other software implementation of SIMON block cipher focuses on 16-bit
MSP430 micro-controller, x86 platform (Xeon E5640, Core i7-4770) and 32-bit
ARM processor (Samsung Exynos 5 Dual) using C language [3].

Especially, Park et al. [11] proposed the ARM-NEON SIMD implementations
of SIMON and SPECK block cipher by using ARM-NEON intrinsic functions.
However, Park et al. [11] did not use all of NEON registers and did not consider
the SIMT (Single Instruction Multiple Thread).

In this paper, we proposed more efficient parallel implementations of SIMON,
SPECK family block ciphers on 64-bit ARM Cortex-A series processor NEON
environment (RaspberryPi3 model B based on ARM Cortex-A53) by using
NEON SIMD (Single Instruction Multiple Data) and OpenMP for SIMT (Single
Instruction Multiple Threads). The remainder of this paper is organized as fol-
lows. Section 2 discusses how to describe the SIMON and SPECK family block
cipher and the previous literature related to the implementations of the cipher
on 32-bit processor environment by using ARM-NEON processor. We suggest
efficient optimized parallel implementations of SIMON and SPECK family block
cipher on 64-bit ARM Cortex-A53 processor by using ARM NEON and OpenMP
in Sect. 3. Section 4 gives insights on how to present numerical results or appli-
cations that illustrate the results provided in the body of the paper. Section 5
provides conclusions.

2 Related Works

2.1 SIMON Family Block Cipher

The SIMON lightweight block cipher was introduced by NSA (National Security
Agency) of the USA in 2013 [1]. The SIMON light-weight block cipher family
support various block/key size such as below (Table 1).
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Table 1. SIMON block cipher parameters [1]

Block size (2n) Key size (mn) Word size (n) Key word (m) Rounds (T)

32 64 16 4 32

48 72 24 3 36

96 4 36

64 96 32 3 42

128 4 44

96 96 48 2 52

144 3 54

128 128 64 2 68

192 3 69

256 4 72

SIMON Encryption Round Function. The round functions of SIMON light-
weight block cipher consist of bitwise XOR (⊕) operation, bitwise AND (&)
operation, left circular shift (Sj , by j-bit)operation. The key of SIMON block
cipher can be defined by k ∈ GF (2n). The round function of SIMON block
cipher has key-dependency property and consist of the two-stage Feistel map as
follow.

Algorithm 1. SIMON Block Cipher Encryption [1]
Require: Plaintext(x,y), Round number(T).
1: for i = 0 ... T-1 do
2: tmp ← x
3: x ← y ⊕ (Sx&S8x) ⊕ S2x ⊕ k[i]
4: y ← tmp
5: return Ciphertext(x, y)

2.2 SPECK Family Block Cipher

The SPECK light-weight block cipher support various block/key size same as
SIMON block cipher. In the case of rotation operation, there are two parame-
ters α, β for rotation operation. If block/key size is 32/64, α is 7, and β is 2.
Otherwise, α is 8, and β is 3.

SPECK Encryption Round Function. The round functions of SPECK light-
weight block cipher consist of bitwise XOR (⊕), addition modulo 2n (+) opera-
tion, left and right circular shift (Sj , S−j , by j-bit) operation. The round function
of SPECK will operate round number (T) time according to SPECK block cipher
parameters. The SPECK encryption round function is as below.
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Algorithm 2. SPECK Block Cipher Encryption [1]
Require: Plaintext(x,y), Round number(T).
1: for i = 0 ... T-1 do
2: x ← (S−αx + y) ⊕ k[i]
3: y ← Sβy ⊕ x
4: return Ciphertext(x, y)

2.3 FELICS Triathlon

The Fair Evaluation of Lightweight Cryptographic Systems (FELICS) the open-
source software benchmarking framework was proposed by the University of
Luxembourg in 2015. This is a benchmark framework targeting for embedded
processors such as 32-bit ARM, 16-bit MSP430, 8-bit ATmega128. They bench-
marked three different metrics such as execution time, RAM and code size. They
tested in three different scenarios such as cipher operation, communication pro-
tocol, and challenge-handshake authentication protocol. There are a lot of block
ciphers including SIMON, SPECK and etc. Especially, SPECK block cipher was
2nd grade on first triathlon and 3rd grade on the second triathlon.

2.4 ARM-NEON Processor

The NEON is SIMD (Single Instruction Multiple Data) architecture for ARM
Cortex-A series [8]. The NEON instruction support 64-bit and 128-bit register
and it considers register as a vector. The data types can use on NEON are
unsigned/signed 8, 16, 32, or 64-bit, the vector can be an element of NEON
data types. The NEON vectors can be categorized as two vectors. The double-
word (64-bit) vector and quad-word (128-bit) vector. In the case of double-word
(64-bit) vector, it can be made 8 of 8-bit elements or 4 of 16-bit elements or 2 of
32-bit elements or 1 of 64-bit elements, it can connect with D register on NEON
and support 64-bit size operation. The quad-word (128-bit) vector can be made
16 of 8-bit elements or 8 of 16-bit elements or 4 of 32-bit elements or 2 of 64-bit
elements, it connects with Q register and supports 128-bit size operation.

The NEON registers consist of 16 Q registers and 32 D registers, it can be
operated by using 256-byte registers. The NEON has supported SIMD operation
since 2005.

The NEON-based cryptographic algorithms such as Salsa20, Poly1305, Curve
25519 and Ed25519 implementations were introduced at CHES 2012 [10]. ARM-
NEON SIMD implementation of Grφstl was proposed in CT-RSA’13 [12]. The
ARM-NEON SIMD implementation of multiplicand reduction method for the
NIST curves was introduced in HPEC 2013 [13]. The Curve41417 ARM-NEON
SIMD implementation adopting 2-level Karatsuba multiplication in the redun-
dant representation in CHES 2014 [14]. Seo et al. introduced a novel 2-way
Cascade Operand Scanning (COS) ARM-NEON SIMD multiplication for RSA
implementation in ICISC 2014 [15,16]. Seo et al. introduced an efficient modular
multiplication and squaring operations for NIST P-521 curve in ICISC 2015 [17].
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In the case of the Post-quantum cryptography, Ring-LWE NEON SIMD imple-
mentation is proposed [18]. There are two ARM-NEON SIMD implementations
of the LEA block cipher. Seo et al. proposed the first NEON SIMD implementa-
tion of LEA block cipher in ICISC 2013 [19]. In WISA 2015, Seo et al. proposed
the most efficient ARM-NEON SIMD implementation of the LEA block cipher
[20].

3 Proposed Method

In this section, we present new efficient parallel implementations of SIMON and
SPECK. We firstly improve implementations of SIMON and SPECK for NEON
architectures by designing SIMON, SPECK architecture for maximizing usage
of NEON registers and using efficient NEON assembly instructions sets for for-
ward/backward alignments, and block cipher operations such as addition, XOR,
Rotations. Finally, multiple threads are exploited to use the full capabilities of
platforms.

3.1 Optimized NEON Implementation

Park et al. [11] used ARM-NEON intrinsic functions, but we used ARM-NEON
assembly instruction sets such as Table 2 describes the basic NEON instruction
sets.

Table 2. NEON instruction sets summary

Mnemonics Operands Description Cycles

VADD Qd, Qn, Qm Vector addition 1

VAND Qd, Qn, Qm Vector bitwise AND 1

VEOR Qd, Qn, Qm Vector exclusive-OR 1

VSHL Qd, Qm, #imm Vector shift left 1

VSRI Qd, Qm, #imm Vector shift right with insert 2

For efficient ARX (Addition, Rotation, eXclusive-OR) operations on SIMON
and SPECK block cipher, we used NEON instructions as Table 3 for 16-bit,
32-bit, and 64-bit size blocks.

For efficient implementation, we used uint16x4 t data type (D register, 64-bit
size, including 2 plain-texts) for SIMON, SPECK32/64 and uint32x2 t data type
(D register,64-bit size, 1 plain-text) for SIMON, SPECK64/96, 64/128. In the
case of the SIMON, SPECK128/128, 192, 256, We used uint64x1 t data type (Q
register, 64-bit size, half of plain-text).

In NEON SIMD implementation, the developer can use maximum 256 bytes
data of registers. For efficient using of NEON registers, the NEON register allo-
cation for efficient implementation of SIMON is as below. The NEON registers
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Table 3. NEON instruction sets for ARX operation (where d1 and q1 represent des-
tination registers and d0 and q0 represent source registers)

Block size Addition Exclusive-OR Rotation right by 8-bit

16-bit vadd.i16 d1, d1, d0 veor d1, d1, d0 vshl.i16 d1, d0, #8
vsri.i16 d1, d0, #8

32-bit vadd.i32 d1, d1, d0 veor d1, d1, d0 vshl.i32 d1, d0, #8
vsri.i32 d1, d0, #24

64-bit vadd.i64 q1, q1, q0 veor q1, q1, q0 vshl.i64 q1, q0, #8
vsri.i64 q1, q0, #56

(D0–D11 ) are used for plain-texts, registers (D12–D17 ) is used for saving results
of rotation left by 1 bit, registers (D18–D23 ) is used for saving results of rotation
left by 8 bit, registers (D24–D29 ) is used for saving results of rotation left by 2
bit, and register (D30 ) is used for saving round key in SIMON32/64, 64/96, and
64/128. In the case of SIMON128, the NEON registers (Q0–Q5 ) are used for
plain-texts, registers (Q6–Q8 ) is used for saving results of rotation left by 1 bit,
registers (Q9–Q11 ) is used for saving results of rotation left by 8 bit, registers
(Q12–Q14 ) is used for saving results of rotation left by 2 bit, and register (Q15 )
is used for saving round key.

The NEON register allocation for efficient implementation of SPECK is as
below. The NEON registers (D0–D13 ) are used for plain-texts, registers (D14–
D20 ) is used for saving results of rotation right by α bit, registers (D21–D27 )
is used for saving results of rotation left by β bit, and register (D28 ) is used for
saving round key in SPECK32/64, 64/96, and 64/128. In the case of SPECK128,
the NEON registers (Q0–Q9 ) are used for plain-texts, registers (Q10–Q14 ) is
used for saving results of rotation left by α bit, rotation left by β bit, and register
(Q15 ) is used for saving round key.

In the case of forward and backward alignment for NEON SIMD implemen-
tation, We used vtrn NEON instruction for transposing of vectors on SIMON,
SPECK32/64, 64/96, and 64/128. For SIMON, SPECK128/128, 192, and 256,
we exchange the value of registers such as Fig. 1 describes the efficient forward
and backward alignment for 64-bit size blocks. This efficient forward and back-
ward alignment method can reduce the number of clock cycles for 64-bit blocks
alignments because 16-bit or 32-bit blocks alignment requires several vtrn NEON
instructions for among inner values of the register and between register.

Fig. 1. Forward and backward alignment for 64-bit blocks
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3.2 Thread Level Optimization (OpenMP)

Recent ARM-NEON processors such as ARM Cortex-A9 or Cortex-A53 sup-
port multiple cores and multiple thread operation on each different core. It is
a kind of SIMT (Single Instruction Multiple Thread) programming method. In
this paper, we used OpenMP library for SIMT programming. The SIMT pro-
gramming supports each core in target device can operate source code, so it is
a kind of parallel computing.

4 Results

We used the RaspberryPi3 Model B board which is based on a quad-core 64-bit
ARM Cortex A53 (BCM2837) running at 1.2GHz for performance evaluation.
We developed ARM NEON implementation by using GCC6.5.1 and OpenMP
library version0.0.0 for SIMT (Single Instruction Multiple Threads). For measur-
ing the performance of the proposed method, we calculated the average perfor-
mance of 10,000 times of SIMON and SPECK encryption including forward and
backward alignment procedure. In the case of performance on SIMT, we changed
the number of threads from 1 to 8 and calculated the average performance of
10,000 times encryption operation on multi-thread.

We present performance results of the proposed methods by comparing with
Park et al. [11]. We firstly present the performance on ARM NEON implemen-
tation and then present the performance of using multiple threads. Figure 2 and
Table 4 describes performance comparison between Park et al. [11].

In this paper, we further improve the performance of SIMON and SPECK by
suggesting methods for maximizing usage of NEON registers for efficient imple-
mentation, reducing the number of registers for round key and efficient forward

Fig. 2. Performance comparison results ((a) SIMON, (b) SPECK)
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Table 4. Performance comparison results between Park et al. [11] and proposed meth-
ods

Ciphers Cycles/byte Ciphers Cycles/byte

SIMON32/64 Park et al. [11] 22.3 SPECK32/64 Park et al. [11] 11.0

Proposed
(NEON)

15.2 Proposed
(NEON)

7.3

Proposed
(NEON+SIMT)

7.6 Proposed
(NEON+SIMT)

0.8

SIMON64/96 Park et al. [11] 34.7 SPECK64/96 Park et al. [11] 16.4

Proposed
(NEON)

20.9 Proposed
(NEON)

8.4

Proposed
(NEON+SIMT)

9.2 Proposed
(NEON+SIMT)

4.9

SIMON64/128 Park et al. [11] 36.2 SPECK64/128 Park et al. [11] 16.7

Proposed
(NEON)

22.6 Proposed
(NEON)

8.5

Proposed
(NEON+SIMT)

16.1 Proposed
(NEON+SIMT)

4.6

SIMON128/128 Park et al. [11] 60.6 SPECK128/128 Park et al. [11] 17.7

Proposed
(NEON)

32.4 Proposed
(NEON)

9.7

Proposed
(NEON+SIMT)

14.3 Proposed
(NEON+SIMT)

5.1

SIMON128/192 Park et al. [11] 61.2 SPECK128/192 Park et al. [11] 18.8

Proposed
(NEON)

30.1 Proposed
(NEON)

10.4

Proposed
(NEON+SIMT)

15.9 Proposed
(NEON+SIMT)

5.6

SIMON128/256 Park et al. [11] 64.0 SPECK128/256 Park et al. [11] 19.7

Proposed
(NEON)

32.4 Proposed
(NEON)

11.0

Proposed
(NEON+SIMT)

16.9 Proposed
(NEON+SIMT)

5.6

and backward alignments. By these proposed methods, SIMON block cipher per-
formances are improved average 43.3% and SPECK block cipher performances
are also improved average 44.3% than the previous works on SIMON and SPECK
NEON implementation [11]. In the case of proposed methods with SIMT (Single
Instruction Multiple Threads), SIMON block cipher performances are improved
average 69.8% and SPECK block cipher performances are also improved aver-
age 74.7% than the previous works [11]. Figures 3 and 4 describe performances
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Fig. 3. SIMON block cipher SIMT performance results ((a) SIMON32/64, (b)
SIMON64/96, (c) SIMON64/128, (d) SIMON128/128. (e) SIMON128/192, (f)
SIMON128/256, C/B: Cycles/byte)

of SIMON block cipher implementation using proposed methods with SIMT at
each number of threads Especially, the best performance of proposed methods
with SIMT is at 4 threads. Details of our proposed methods and techniques can
be founded in our source codes on Github1.

1 https://github.com/pth5804/SIMON SPECK ARM NEON.

https://github.com/pth5804/SIMON_SPECK_ARM_NEON
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Fig. 4. SPECK block cipher SIMT performance results ((a) SPECK32/64, (b)
SPECK64/96, (c) SPECK64/128, (d) SPECK128/128. (e) SPECK128/192, (f)
SPECK128/256, C/B: Cycles/byte)

5 Conclusion

In this paper, we proposed new efficient parallel implementation methods for
SIMON and SPECK family block ciphers on ARM-NEON SIMD environ-
ment. For efficient ARM-NEON parallel implementation, we maximized usage
of NEON registers for plaintexts and ciphertexts and reduced the number of
registers for round key and efficient forward and backward alignments. Espe-
cially, proposed forward and backward alignments for 64-bit blocks can reduce
the number of NEON instruction and clock cycles. Then we accelerated the
performance of proposed methods by using SIMT (Single Instruction Multiple
Threads).
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By these proposed methods and accelerating performance based on SIMT,
SIMON block cipher performances are improved average 43.3% and 69.8% than
the previous works [11]. SPECK block cipher performances are also improved
average 44.3% and 74.7%. The proposed methods improved the performance
of SIMON and SPECK on ARM-NEON environment. For this reason, we can
improve another ARX block cipher such as Simeck. Then we can also apply the
proposed method on the other SIMD instruction sets such as SSE and AVX on
Intel and AMD processor with using multiple threads by using OpenMP library.
We will optimize SIMON and SPECK block ciphers more efficiently by using
ARM Assembly and ARM-NEON mixing in the future.
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Abstract. We propose an online game money chargeback fraud detection
method using operation sequence, gradient of charge/purchase amount, time and
country as features of a transaction. We model the sequence of transactions with
a recurrent neural network which also combines charge and purchase transaction
features in single feature vector. In experiments using real data (a 483,410
transaction log) from a famous online game company in Korea, the proposed
method shows a 78% recall rate with a 0.057% false positive rate. This recall
rate is 7% better than current methodology utilizing transaction statistics as
features.

Keywords: Online game chargeback fraud � Sequence modeling
Recurrent neural network

1 Introduction

Online game users charge “game money”, a kind of virtual currency in the online game
world that is spent on purchasing game items such as weapons. This conversion charge
from real world to game money is done using online credit card payments.

Two kinds of anomalies are known in these game money charges when someone
has lost his or her credit card or credit card information, and the stolen card is used to
charge game money, and when a malicious game user charges game money to his or
her credit card, spends this in the online game, and files a claim with the credit card
company that his or her card or information has been stolen. In the first case, the victim
requests a refund and the credit card company grants that request to refund the pay-
ments. In the second case, the malicious user can get a refund of the transaction if the
game company cannot present evidence that it was intentionally fraudulent. This type
of fraud, called chargeback fraud, has led to heavy losses for game companies, as they
are not usually able to provide sufficient evidence [18, 19].

To detect chargeback fraud, online game companies run rule-based risk manage-
ment systems defined by experts. Unfortunately, these rules leave out many fraud
patterns and are unable to detect newly emerging patterns of fraud. Machine learning
based classification methods have been proposed to overcome this limitation [5, 6].
These approaches classify users based on statistics such as the number of countries
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where the user has been located and average amount of money charged according to the
transaction log. Although these approaches have been able to improve accuracy or
recall rate of detection, some normal and abnormal users continue to be misclassified
when their transaction statistics are similar with each other. Even if those users’
transaction statistics are similar, the sequence of each of their transactions could be
quite different. Observing these differences can be used to improve the accuracy of such
classification systems. Therefore, this study has proposed a method of user transaction
sequence modeling capable of reflecting these differences. The contributions of this
work are as follows:

• First transaction sequence modeling in online game chargeback fraud detec-
tion. We designed a sequence model based upon game money charges and item
purchase transactions. To the best of our knowledge, this work is the first attempt to
apply sequence modeling for fraud detection in game area. As a result, the proposed
method provided a 7% improvement in fraud detection recall rate in experiments
using real data.

• Feature construction including both game money charge and game item
purchase transactions for the recurrent neural network. To model the trans-
action sequence, we constructed single feature vector that includes features from
two different types of transactions and presented recurrent neural network structure
for modeling transaction sequence using this feature vector.

• Evaluation using real transaction data. We conducted several experiments using
real transaction log data provided by a famous online game company in Korea. This
work was done to improve the company’s chargeback fraud detection system,
currently a rule-based detection system. We presented a set of features for this
company’s data. It is believed that this feature set could be applied to the other
game services or similar content businesses. Further, we evaluated the classification
accuracy of the proposed method using the real data.

This paper is structured as follows. In the second section, related works on fraud
detection in finance and game are introduced. In the third section, the limitations of the
statistical detection model are described and the proposed sequence detection model is
introduced. In Sect. 4, the proposed model is evaluated based upon some experiments.
Section 5 contains a discussion on some considerable points. The paper ends with
concluding remarks in Sect. 6.

2 Related Work

FDS (Fraud Detection System) is a complex system designed to identify abnormal
transactions by comprehensively analyzing various collected information. It formalizes
the usage patterns of users and determines whether a transaction is normal or abnormal
based on the established pattern. The previous standard FDS is usually a rule-based
system designed by a data analysis expert who analyzes the patterns of abnormal
transactions and sets up rules for detecting them [13]. Strong rules make it easier to
detect abnormal transactions, but are also more likely to falsely identify normal
transactions as abnormal. These rules are also unable to detect some frauds, especially
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those following new patterns which will require the expert to make new rules for
detecting them. As the volume of data increases, it is necessary to be able quickly and
accurately discover usage patterns for users in big data; however, it is impossible for a
few human experts to determine such patterns. Some works have applied machine
learning to FDS as a feasible method of accomplishing such a task.

A great deal of research has been conducted on detecting fraud in payment
transaction data in the financial area. Lim et al. [1] proposed a learning method by
giving more heavily weights to recent transactions. Mahmoudi and Duman [2] pro-
posed a method to maximize profits that can be obtained through detection of fraud-
ulent transactions by modifying fisher discriminant function to be cost sensitive to
credit card fraud detection problem. Coppolino et al. [3] proposed a fraud detection
model for the case of taking and abusing accounts in the mobile banking system: a
rule-based learning method and probability-based model are constructed around the
logs generated by MMT (Mobile Money Transfer), which are then able to analyze
intruders’ behavioral patterns to succeed in when committing mobile payment fraud
and calculate the possibility of an abnormal transaction. Schaidnageland et al. [4]
proposed a model to detect abnormal transactions by analyzing the time series pattern
of credit card transactions.

Moving away from purely financial business, research has also been conducted
using actual game payment transaction data from MMORPG online games where
payment fraud occurs frequently. Woo et al. [5] identified other types of fraud related to
payment fraud, analyzed the payment data of each type, and extracted the features
necessary for learning via statistical method. In this research, a period of 1 year was
divided into 3 months intervals and the statistical features for each section were
extracted as learning data, allowing them to present a detection model applying deci-
sion tree algorithm. Seo and Choi [6] also proposed a statistical fraud detection model.
Their research chose the optimal feature selection for chargeback fraud detection using
various methods for data set construction and applying various feature selection
algorithms. However, statistical models are limited in their inability to reflect sequence
information in data, such that even if the gradient information of some feature’s def-
inition of normal and abnormal users is different they will have the same value in a
statistical model.

3 Proposed Method

3.1 Sequence Modeling

As mentioned above, statistical modeling is fundamentally limited in that no gradient
information in data is reflected from previous transactions. As shown in Fig. 1, a
feature for classifying a transaction can be statistically defined as a chunk of previous
transactions. If the window size is 3, transaction T3’s feature is <700, 1, 1, ..> which
provides the statistical values of c1, c2 and c3. In the sample image, T6’s feature is
also <700, 1, 1, ..>. However, the value of charge amount decreases from 1000 to 550
in the u1 normal user case, whereas it increases from 550 to 1000 in the u2 abnormal

Detecting Online Game Chargeback Fraud 299



user case. Although the gradient of data is different between normal and abnormal
users, a statistical model yields the same data for both. This may result in incorrect
classification.

Therefore, to improve the accuracy of classifications, differences in sequences
should be modeled. In Fig. 2, T3’s feature is <1000, ..> - <550, ..> - <550, ..> and it is
tagged as normal. T6’s feature is <550, ..> - <550, ..> - <1000, ..> and it is tagged as
abnormal. An RNN (Recurrent Neural Network), which is well-known to show good
performance for modeling sequential data, is used to model this sequence feature [7].

Fig. 1. Statistical modeling of charge data

Fig. 2. Sequence modeling of charge data
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Feature extraction. The original charge log data is shown in Table 1. ‘Transac-
tion_no’ is used for sorting transactions in chronological order. ‘User_no’ is used for
grouping transactions by user. These processes are a part of preprocessing for sequence
modeling. ‘Status’ indicates whether or not the transaction has been charged back later,
and this field is therefore a class tag.

Some fields are chosen and processed from the original log data to derive feature
vectors. The selected features were ‘Country’, ‘Datetime’, ‘Payment_method’ and
‘Amount’ as shown in Table 2. Because the ‘Country’ and ‘Payment_method’ features
are categorical data, the input vector for the features are constructed by one-hot
encoding, a feature engineering technique. In the case of the ‘Datetime’ feature,
trigonometric [8] functions such as sine and cosine were used to reflect cyclic char-
acteristics. The ‘Amount’ feature was used as it is.

Recurrent Neural Net. The machine learning algorithms capable of training
sequential model can be either HMM (Hidden Markov Model) based on probability
theory or RNN (Recurrent Neural Network) based on an artificial neural network. It has
already been proven that if there are enough units in the hidden layer, an RNN has the
capability to map a sequential data to another sequential data as we want. Therefore, we
adopt a RNN, actually LSTM RNN (Long-Short Term Memory Recurrent Neural
Network) that is a variation of RNN to be able to train long sequence of data, as a
learning algorithm.

Table 1. Charge data provided by a game company

Fields Description

Transaction_no Transaction identifier
User_no User identifier
Datetime Transaction date and time
Country Country codes
Status Present the steps of charging
Payment_method Payment method
Amount Charge amount
Ip_addr IP address

Table 2. New features extracted from the original charge data

Features Description

Country Country codes
Payment_method_no Identifier of payment methods
Time_x x-coordinate of time in a cyclic form
Time_y y-coordinate of time in a cyclic form
Amount Charge amount
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The basic architecture of a RNN is that the result of calculating the current input
vector becomes a piece of the calculation of the next steps’ input vector. The problem
dealt with in this work is accurately predicting whether or not the current transaction
will be charged back in the future. Therefore, the window aligned dataset has to be
modeled forward from previous transactions to the current transaction.

The internal procedure of calculating the output value is as follows. The status of
hidden layer at tðztÞ is calculated with the previous status ðzt�1Þ and current input
vector ðxtÞ, the result of feature engineering as mentioned above, as shown in Fig. 3.
This step is repeated to calculate each time t steps. The formula of this procedure is as
follows.

zt ¼ f W inð Þxt þWzt�1
� �

ð1Þ

The output of the hidden layer at tðytÞ is calculated with zt. We use the softmax
function for 2-class parameters as the activation function ðf Þ, since the problem is a
binary classification of whether or not each transaction will be charged back. We take
the last step of output as a prediction value.

yt ¼ f outð Þ W outð Þzt
� �

ð2Þ

3.2 Purchase-Combined Sequence Modeling

As mentioned above, there are two types of transaction data: charge data and purchase
data. These game-dependent types of transaction can present a considerable difference
in behavioral pattern, making it possible to differentiate between normal and abnormal

Fig. 3. Basic RNN architecture
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users. Usually, a normal user will make one charge and then purchases game items
until the charge amount has been depleted, whereas abnormal users are more likely to
make many charges at one time and then purchases game items. The difference is
shown in Fig. 4.

The result of analysis on real game transaction data is as follows: pattern ‘A’ is seen
68% for normal users and 33% for abnormal users, while the ratio for pattern ‘B’ is
32% normal and 67% abnormal users. Thus, sequential modeling that combines pur-
chase transaction has a positive meaningful correlation to classification.

The basic concept of purchase-combined sequence modeling is as follows. The first
purchase transaction per dedicated charge transaction is taken (this is sufficient to
reflect the features described above), and uncommon features between charge and
purchase transactions are solved by padding with 0 (an acceptable solution in RNN).
A more detailed description is given in part 3.2.1, Feature Extraction. The whole
description is shown in Fig. 5.

Fig. 4. State diagram of purchase behavioral pattern: [A] normal vs [B] abnormal user patterns

Fig. 5. Purchased-combined sequence modeling
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Feature Extraction. Table 3 shows the extracted features for applying
purchase-combined sequence modeling to RNN.

These extracted features are made by combining some charge and purchase fea-
tures, consisting of common, uncommon, and new features. We extract only one
feature for each of the common features even though this represents two features, one
for charge and another for purchase. In order to reflect the purchase behavioral pattern,
we extract a new feature named ‘op_code’ for distinguishing types of input vector.
When making an input vector for a charge transaction, purchase features are filled with
0 and vice versa.

4 Experiment and Evaluation

4.1 Dataset

Our original dataset, provided by a world-famous game company in South Korea, was
collected over 34 months (May 2014 to February 2017). The transaction data is from
European users participating in this online game. The data contained 93,520 normal
users who never charged back and 621 abnormal users who maliciously charged back
at least once. There were 483,410 normal transactions and 3,452 abnormal transactions,
as in Table 4.

4.2 Evaluation Method

Prior work [6] has used data of purely abnormal users who chargeback all transactions
and created a user-level detection system that classified users rather than transactions.
However, the real data used in this work contained 379 impurely abnormal users (60%
in total abnormal users) who charged back only some of their transactions. This shows

Table 3. New features extracted from the original charge and purchase data

Features Description

Country Country codes
Payment_method_no Identifier of payment methods
Time_x x-coordinate of time in a cyclic form
Time_y y-coordinate of time in a cyclic form
Amount Charge amount
Op_code Identifier of whether type of input vector is for charge transaction or

purchase transaction

Table 4. Number of normal and abnormal users and transactions

# of user # of transaction

Normal 93,520 483,410
Abnormal 621 3,452
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that the evaluation approach in previous work’s evaluation is not appropriate for
comprehensive fraud detection. Thus, we compare previous statistical model with the
proposed sequence model in transaction-level so as to show that the sequence model is
better. We also compare sequence model with purchase-combined sequence model in
transaction-level to ascertain that purchase-combined sequence model is better.

The confusion matrix defined in Table 5 was used as a performance estimation tool.
The performance metric was set as the f1-score, since the goal of abnormal transaction
detection is to detect the greatest number of abnormal transactions with the highest
accuracy. The formula of f1-score is below:

f1 ¼ 2 � precision � recall
precisionþ recall

ð3Þ

In the previous works, a decision tree was used as a classifier. However, a decision
tree has a disadvantage of large variation in the results or performance. Additionally, it
is difficult to regard a decision tree as a generalized model, as a decision tree generated
can be different every time. Thus, a random forest that overcomes these shortcomings
and has good generalization performance is applied to the statistical model for esti-
mating performance. Scikit-learn [14], the python machine learning library, was used to
implement this random forest. For the sequence model, RNN is applied as mentioned
above, and the number of units in the hidden layer is set to 250 while the epoch is set to
10 (based on the result of finding optimal epoch, shown in Fig. 6). Keras [15], the
python deep learning library, was used to implement the RNN. This is a high-level
neural networks API, capable of running on top of TensorFlow, CNTK or Theano. The
deep learning framework used in this work is TensorFlow.

Table 5. Confusion matrix

Prediction
True False

Observation True True Positive (TP) False Negative (FN)
False False Positive (FP) True Negative (TN)
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1
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20
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(window size)

Fig. 6. Epoch of abnormal class for window size
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4.3 Experimental Results

The performance for each model was measured with increasing window size. The
experimental results are shown in Table 4. Since there is a class imbalance problem
between normal and abnormal transactions, all models have a good performance for the
normal class ‘0’ as shown in Table 4. Therefore, model evaluation was conducted by
extracting the f1-scores of the abnormal class according to window size increase, as
shown in Fig. 7(a), and the ROC (Receiver Operating Characteristic) curve of the
abnormal class, shown in Fig. 7(b).

In terms of f1-score, the performance of the sequence model is seen to be better
than that of statistical model while the performance of purchase-combined sequence
model is still better than that of sequence model. As the window size increases, the
performances of all models increase as additional historical data is available for
reflection. The performance of the two sequence models is shown to be bounded at
some window size, whereas the performance of the statistical model is shown to be
unbounded in Fig. 6. In other words, it is possible to misread the data and assume that
the performance of statistical model may be above that of the sequence models if
window size increases. Therefore, the f1-score of the statistical model was measured at
window size of 50, and it was found that it does not increase above 0.6.

The purchase-combined sequence model is also better than the others in terms of
the ROC curve. The ROC curve of the purchase-combined sequence model is closer to
a good ROC curve than those of the statistical model and basic sequence models. It is
therefore shown that the purchase-combined sequence model would be optimal for a
service provider to give an option that which one he will focus on between rejection
and acceptance service.

(a)               (b)
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Fig. 7. (a) F1-score for each model (b) ROC curve for each model at window size 20
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Table 6 shows the test results of the confusion matrix for each model at a window
size of 20. It can be seen that the false positive value decreases dramatically between
statistical model and sequence model. It is shown that the purchase-combined sequence
model has the smallest false positive value (0.057%) and the highest detection ratio of
abnormal transactions at 78%.

5 Discussion

There remain several issues that should be considered for applying the proposed
methodology in a real service environment.

The first issue is the time required for classification. In our experiment, the time
consumed for 241,705 transactions was 322 s in the server using a Xeon E5-2609
1.7 GHz CPU. For each transaction, 0.0013 s is required. The average daily transaction
count given in the experimental data was 703. Therefore, the proposed method will not
critically increase the time overhead.

The model construction period is another potential issue. The time required during
the experiment for training 241,705 transactions in a sequence of 20 steps each in a
RNN model was approximately 1,770 s, when the training epoch is 10. It would
therefore be possible to update the model daily in a real world environment.

A third issue worth discussing is the potential of false classifications. In the results
of this experiment, the false positive rate of fraud detection for the proposed method is
0.057%. This is lower than the previous method’s 0.076%. In game money charge
operations, the game service provider does not directly abandon the transaction. They
require additional procedures such as secondary authentication for the suspicious
transaction. Thus, a 0.057% false positive rate is so trivial that could be neglected.

The final issue is about resistance to attacks for deceiving machine learning based
classifiers. Attacks such as the poisoning attack [9, 10] and evasion attack [11, 12] were
proposed. The poisoning attack is performed by injecting poisoned data (e.g. a fraud
transaction with normal tag) as training data to a classifier, causing the classifier to
produce a false result. In the performed experiment, a charge that is refunded within 6
months (after that the credit card company does not refund the transaction) is defined as
abnormal. The attacker should pay for such charge transactions and not get refunded in
order to make deceiving transactions that have shape of typical their transaction pat-
terns and are not refunded. As such attackers are in the minority, each has to make

Table 6. Test results of confusion matrix for each model at window size 20.

Model True False

Statistical model True 239797 182
False 992 734

Sequence model True 239822 157
False 432 1294

Purchase-combined sequence model True 239842 137
False 381 1345
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many transactions by themselves to affect the classifier’s decision. A classifier is
trained with more than 200,000 transactions. In [9], it was shown that about 10% of
data must be poisoned in order to degrade the classifier’s accuracy by 10%. Therefore
the poisoning attack is not practical in the respect of cost effectiveness. In evasion
attack designed by making data such that a classifier produces false results, the con-
fidence value of any decision should be required with the classification result of any
test data. Of course, the proposed system does not provide any confidence value to
users, so that the evasion attack could be impossible. However, in the case of normal
users that turn to charging back transactions, they could easily make an evasion attack
with only the classification result because they have a sequence of normal transactions
that were classified to normal. Also, a classifier is not able to detect an attack that
doesn’t exist within a given dataset. Therefore, additional research is required for
making a classifier capable of defending against those attacks: and making malicious
data artificially via GAN (Generative Adversarial Network) [16] and training the data
may be one of the solutions that improve the capability of a classifier so that it can
defend such attacks.

6 Conclusion

A sequence model for online game fraud detection at the transaction-level was pro-
posed which overcomes the limitations of the currently used statistical model, including
misclassification of normal and abnormal users who have different transaction
sequences. In addition, a difference in purchasing behavioral patterns was found
between normal and abnormal users. Based on this, a purchased-combined sequence
model was suggested to reflect the difference. The proposed models were tested with
real game transaction data provided by a world-famous game company in South Korea,
and results showed that the performance of both developed sequence models was better
than that of the existing statistical model, with the purchase-combined sequence model
showing the best performance overall.

This work focused on explaining the evaluation of superiority in our proposed
model. However, there is a class imbalance problem in the data, which will also require
research work for performance improvement. Therefore, future work will try to solve
this class imbalance problem by applying a GAN as a novel approach and comparing
the performance with existing techniques such as SMOTE [17] or under-sampling.
Further research will also be required to defend against such attacks as mentioned in the
discussion; and applying GAN as a method may also be capable of making a classifier
defendable against such an attack.
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Abstract. In general, game players want their own characters that project
themselves to have stronger power and honor in a virtual world. Their aspiration
is achieved by pulling up character’s level or accumulating wealth in game.
Some players, thus, cheat at games in a variety of ways to skip the repetitive and
tedious process of gaining experience and wealth that consumes a considerable
amount of time and effort. Cheatings are regarded as harmful behaviors toward
both game producers and players in good faith, and if the rate of the cheating
players exceeds a certain threshold, the game producers will not be able to
provide fair and successful services anymore. Therefore, the game producers
make various efforts to detect and impose a sanction on the cheaters. In this
paper, we propose a method to estimate population size of the cheaters more
quickly and accurately, in a relatively shorter time and lower cost than tradi-
tional methods, by using the method which is used frequently by ecologists.
Among the various ecological estimation methods, Jolly-Seber estimator, based
on capture and recapture method, was selected to estimate the characteristics of
players in virtual world. Moreover, the video footage recorded for estimation is
expected to become a legal evidence for game producers to impose sanctions
such as permanent account suspension. Based on the estimated population size,
the ratio of the cheaters among ordinary players can be estimated, and this ratio
is expected to help the game producers to make swift decisions on the timing of
sanctions. In this paper, we estimate the population size of cheating players in
Blade & Soul, a popular MMORPG game. The total number of cheating players
was estimated to be 274,639 players in four selected areas. In 2012, according to
official press release of the game producer (NCSOFT Corporation), Blade &
Soul had 230,000 concurrent users at every second. The number of active users
is approximately estimated to be 2,300,000. Using the method proposed in this
paper, the rate of cheating players in the game is approximately 11.94%.

Keywords: Online game security � Estimation of cheaters population
Capture and recapture method � Jolly-Seber estimator � Blade & Soul

1 Introduction

The online game service is one of the most successful services on the Internet along
with the World Wide Web. SUPERCELL, a mobile game company that developed
all-time-best games such as Hay Day (2012), Clash of Clans (2012) and Boom Beach
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(2014), raised a revenue of $ 2.3 billion with just 3 games mentioned above in 2016
[1]. Riot Games, a PC-based game producer that published League of Legends (2009),
was recorded $ 1.7 billion in revenues in 2016 [2]. Riot Games also announced that up
to 7.5 million players were simultaneously connected to the League of Legends by
2014 [3].

The growing numbers of players who enjoy role-playing games want their own
game characters to have more power and honor. Their aspiration is achieved by pulling
up character’s level or accumulating wealth in game. Most of the game producers then
design games in which the cash and items should be essentials for players to gain
power and honor. These are given to players as a reward for their considerable time and
effort they put in the game. Some players, however, cheat at games in a variety of ways,
such as purchasing cash or items through illegal channels or using game bots in order to
skip this repetitive and tedious process and achieve greatness in shorter period of time.
Cheating has considerable harmful effect on the game producers and players in good
faith for the following reasons: [4, 5].

– The economy in game is carefully designed in such a way that game cash has steady
value as items are distributed. Cheating, however, leads to devaluation of currency,
breaks down the economy in the direction of hyper-inflation, unintended arbitrage
transactions, and distorted incentives.

– In-game contents are designed to be consumed for a given period of time on par
with level of difficulty. Cheating, however, accelerates the consumption of in-game
contents, causing difficulties in operating the game.

– Cheating is related to (1) account theft, (2) identity theft, and (3) personal infor-
mation theft. It remains a terrible experience for innocent players and ultimately
leads to exodus of players.

For this reasons, if the ratio of cheating players exceeds a certain threshold, the
game producers will not be able to provide game services eventually. Therefore, the
game producers make various efforts to detect cheating players and impose sanctions
against them, but these efforts require considerable time, cost, and manpower. In this
paper, we propose a methodology to estimate the population size and rate of cheating
players in game more quickly and efficiently than traditional methods by using eco-
logical estimation method. This will also help the game producers to determine when to
impose sanctions against cheating players.

2 Related Works

Researches related to detection and prevention of the cheating game players can largely
classify into first generation, second generation and third generation according to their
detection methods [6].

The first generation is divided into a client side and network side. The client side
detection method is implemented by introducing security programs into the game client
program or CAPTCHA (Completely Automated Public Turing test to tell Computers
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and Humans Apart) tests in the authentication phase. The network side detection
method is implemented by encrypting the packets or changing the structure of com-
munication protocols. However, these methods excessively increase the minimum
system requirements to run the game client programs. Most security programs can be
bypassed by reverse engineering, and CAPTCHA tests can also be bypassed by OCR
or crowd sourcing. In addition, even if the game producers change the structure of
communication protocols, the cheat program makers analyze the changes and optimize
their cheat programs in just a few hours. This is an endless battle between the game
producers and the cheat program makers. These kind of detection methods rather hurts
the convenience of players, simultaneously burdens a client systems and networks, and
finally makes players feel frustrated. The second generation is implemented through
data mining, HIPs (Human Interaction Proofs) and HOPs (Human Observational
Proofs) based on identification of player behavior patterns. It is also performed at the
server side to detect the cheating players and impose sanctions against them without
compromising the convenience of the players. However, when the game producer
detects the cheating players through data analysis mentioned above and imposes
sanctions such as an account suspension, they immediately notice the detection patterns
and respond to the actions by changing their behavior patterns or methods. They
eventually remain in game with extra accounts. In addition, these kind of data analyses
cannot detect undisciplined organized groups that supply players with cash, items,
cheat programs, etc., in game. The third generation is implemented through analysis of
cash or items transaction networks generated by interacting among players, social
network analysis using diffusion theory and dynamics model. It is aimed to selectively
restrict some of the key players in game and detect not only the cheating players but
also the organized groups. It also performed at the server side like the second gener-
ation. These kind of restrictions effectively cause economic damages to the organized
suppliers and alleviates the economic losses due to large-scale sanctions against the
cheating players. However, even if the game producers select some key players as
targets through graph analysis mentioned above, for possible legal disputes, it is
necessary to monitor them before impose sanctions against them. The professional
monitoring agents are called “game masters (GMs)”.

Table 1 summarizes the features of the detection methods by generation, and it can
be confirmed that the detection methods require considerable time, cost, and highly
trained experts as the generation continues. This is a significant burden on most game
producers. Therefore, it is necessary to study the methods of estimating the size of
cheating players by effectively using the GMs that can accurately judge cheating and
prepare for the legal disputes. Roy et al. in [19] proposed new methods for estimating
and identifying cheating players such as gold farmers. They estimated population size
of cheating players hidden in MMOGs (Massively Multiplayer Online Games) using
capture and recapture technique which is one of the popular techniques in ichthyology.
They, then, identified them using graph partitioning algorithm in the coextensive
networks.
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3 Methodology

In the ecology, to understand how geographic, physical, and biological factors affect
species distribution and density, changes of population size are measured. The simplest
method for estimating the changes is to investigate the entire population size. However,
in general, even when targeting plants as well as animals, the methods of estimating the

Table 1. Features of detection methods by generation

Generation Features

1st Description - Signature based
- Client-side detection
- Network-side detection

Client-side
methods

- Security programs
(e.g., anti-virus, anti-debugger, memory protector, process
protector and so on)
- CAPTCHA tests

Network-side
methods

- Packet encryption
- Encryption key changes
- Communication protocol structure changes

Bypass methods - Reverse engineering
- Protocol analysis
- OCR reading
- Crowdsourcing

Issues - Making players annoying
- Giving a burden to client systems and network
- Endless battle between game producers and cheating
program makers

2nd Description - Player behavior patterns based
- Data mining
- Server-side detection

Server-side
methods

- Game play pattern analysis [7]
- Communication pattern analysis [8]
- Chatting pattern analysis [9]
- Party play analysis [10]
- Action sequence analysis [11]
- Self-similarity analysis [12]

Bypass methods - Changing behavior patterns
- Making a variant of existing cheating tools

Issues - Detecting only cheating players, not entire related groups
3rd Description - Surgical strike

- Server-side detection
Server-side
methods

- Surgical analysis [13]
- Trade network analysis [14] [15]
- Social network analysis [16]
- Contagion analysis [17]
- Malicious behavior spread analysis [18]
* Detecting the entire groups related to cheating
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entire population size are rarely applied due to the problems regarding with habitat
destruction and artificial interference along with the time, cost, and manpower required
for the investigation [20]. For this reasons, a number of statistical techniques have been
studied in ecology to estimate the population size of individuals, which is quite similar
to the problem of estimating the population size of cheating players in game. In this
paper, we estimate the population of them using ecological estimation method.

The ecology that studies the relationship between living things and the surrounding
environment defines the population as a group of allogeneic individuals living in a
certain area, and the population size as the number of individuals included in the group
at a specific time. There are various methods for estimating the population size
depending on characteristics and distribution forms of individuals, typically, quadrat
method, distance method, removal method and capture and recapture method [21, 22].
In general, it is difficult to estimate the entire population size of cheating players in game
because they always conceal themselves and move as a herd. Because of their prop-
erties, sampling methods generally used in statistics such as bootstrapping cannot be
used. Especially, they have high mobility such as animals. This high mobility causes a
lot of bias in the method (the ratio of cheating players in a sample * the entire normal
players) of estimating the size of all them by randomly extracting n size samples. Each
time a sample is extracted, their ratio would be very different. Thus, ecological method is
required. Among the representative methods used in ecology, a quadrat method and a
distance method is not suitable for estimation because cheating players have high
mobility such as animals. A removal method is also not suitable because they cannot be
completely eliminated. Therefore, a capture and recapture method aimed at individuals
which has high mobility and moves as a herd is quite suitable. This method is divided
into two steps; the capture step and the recapture step [23, 24]. In the first step shown in
Fig. 1(a), a set of individuals is captured and marked distinctively. After enough time
has elapsed to ensure that marked individuals in the first capture diffuse sufficiently, the
second step is embarked upon. In the second step shown in Fig. 1(c), a set of individuals
is recaptured and individuals marked in first capture are examined [25]. After this
process is repeated N times as scheduled, the population size is estimated using an
estimator such as Peterson, Schnabel and Jolly-Seber estimator. The game world has
inflow and outflow of cheating players over time, and they have an intensive density. So,
we use Jolly-Seber estimator to estimate the population size.

The process of estimating is as follows. First, select the time and investigation
areas. The selected areas should represent the entire. Second, observe the cheating
players in the selected areas, and simultaneously record their nicknames for marking.
Repeat this process on a schedule and check the number of marked cheating players
based on the nicknames recorded in the previous experiments. Third, estimate the
population size using Jolly-Seber estimator. This estimates the population size through
the proportion of the marked among the whole observed individuals and the size of the
population. The conceptual equation is as follows.

Population size ¼ Size of marked population
Proportion of marked individuals
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In other words, it is estimated through the size and proportion of cheating players
which have the same nickname as observed in the previous experiments. Table 2 is
describing the variables used in the Jolly-Seber estimator. st is tentatively equal to nt
since making of cheating players does not affect the reduction of their number.

The proportion of the marked cheating players ðbatÞ is estimated as the ratio of the
marked ðmtÞ among all observed individuals ðntÞ at time t (see Eq. 1). Where ‘+1’ is
used for correction (Seber 1982, p. 204).

Proportion of marked individuals

bat ¼ mt þ 1
nt þ 1

ð1Þ

The size of the marked cheating players ð bMtÞ is difficulty estimated relative to
estimation of the proportion. It is estimated by using the following variables (see
Eq. 2): the number of repeatedly observed individuals since observed at time t ðRtÞ,

Fig. 1. Illustration of a capture and recapture method

Table 2. Notation of Jolly-Seber estimator

Notation Description

mt Number of marked individuals observed in time t
ut Number of unmarked individuals observed in time t
nt Number of individuals observed in time t ¼ mt þ ut
st Number of individuals survived at time t t ¼ nt � accidental removals
Rt Number of individuals survived at time t and observed again in some later time
Zt Number of individuals marked from before time t and observed after time t
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the number of individuals survived at time t ðst ¼ ntÞ, the number of repeatedly
observed individuals from the beginning to time (t-1) ðZtÞ, and the number of marked
individuals at time t ðmtÞ.

Size of marked population

bMt ¼ st þ 1ð ÞZt

Rt þ 1
þmt ð2Þ

The population size bN� �
is estimated using the proportion estimator and size

estimator (see Eq. 3). It is also be transformed into T1 bN� �
.

Size of population

bN ¼ bMtba t
Transform of the estimate bN byT1 bN� �

T1 bN� �
¼ loge bN� �

þ loge
1� p

2

� �
þ

ffiffiffiffiffiffiffi
1�p

p
2

� �
where; p ¼ nbN

ð3Þ

The variance for the population size VarcN½ � ¼ Var cT1N
h i� �

is required to estimate

the confidence interval. It is estimated using the modified population size estimator (see
Eq. 4).

Variance of population

dVar T1ðbNtÞ
h i

¼bMt�mt þ st þ 1bMt þ 1

	 

1

Rt þ 1
� 1
st þ 1

� �
þ 1

mt þ 1 � 1
nt þ 1

ð4Þ

The 95% confidence interval is estimated using the proportion estimator and its
variance. The lower bound of confidence interval is estimated as T1L, the upper bound
is estimated as T1U (see Eq. 5).

Confidence limits for population size

4eL þntð Þ2
16eL \N\

4eU þntð Þ2
16eU

L ¼ T1L ¼ T1 bN� �
� 1:6

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffidVar T1 bN� �h ir

U ¼ T1U ¼ T1 bN� �
þ 2:4

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffidVar T1 bN� �h ir ð5Þ

Assumptions of Jolly-Seber estimator is following:

• All individuals have the same observation probability.
• The survival probability of all the marked individuals is constant from time t to time

(t+1).
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• All the marked individuals with do not lose their marking, and the investigators do
not omit that.

• The experiments do not affect the number of individuals.

In summary, Jolly-Seber estimator repeatedly observes and records the cheating
players on a schedule, then estimates the population size based on the size and pro-
portion of the marked individuals.

4 Experiment

4.1 Target and Schedule

The target of experiments is the MMORPGs (Massively Multiplayer Online Role
Playing Games) Blade & Soul (2012). The game players can freely choose their own
character’s tribe, occupation, gender, appearance and so on. They are also given a
variety of quests and contents in the game. So, the game has attracted a lot of popularity
among players since its launch, at the same time many cheat programs that automate
hunting and questing have been introduced. The cheat programs are classified
according to (1) purpose, (2) implementation type such as software or hardware, and
(3) operation type such as OOG(out of game client) bots or IG(in game client) bots.
Especially, the OOG bots operate separately from game client programs and are
implemented with sufficient analysis of game clients, servers, and communication
protocols between them. On the other hand, the IG bots work with game client pro-
grams and are implemented in a way that hooks game processes. In general, the IG bots
are more difficult to detect than the OOG bots, and the IG bots exist in games where
OOG bots exist. Most of cheat programs also can be implemented in hardware type
such as keyboard, mouse, and USB. The experiments were conducted on the ISIM-
JEONSIM server among 33 servers that players access to enjoy Blade & Soul. The
world of the game is geographically classified into MUIL MOUNTAINTOP,
JERYONG FOREST, GREAT DESERT, MOONWATER PLAINS, HALL OF
MUSHIN, SILVERFROST MOUNTAINS, PACHEON CITY, GUNWON CITY,
SKY FARM, and SEORAK. Among the above 10 areas, especially, JERYONG FOR-
EST, GREAT DESERT, MOONWATER PLAINS, and SILVERFROST MOUN-
TAINS in which the huge hunting fields and dungeon are concentrated were selected as
the target areas (See Fig. 2).

The monsters equipped with high attack damage and defense strength are called
‘named monster’. The players will be given a lot of gold and precious items as a reward
if they win the battle against named monsters. Thus, huge hunting field and dungeons
where these named monsters appear are easier for players to acquire a lot of gold,
items, and experience points than other areas, so many players mostly remain there to
hunt. The experiments were conducted five times at intervals of three days from May
19, 2017. The game producer (NCSOFT Corporation) conducts system checks and
patches once a week, every Wednesday. When the system is patched, most of the
existing cheat programs are blocked from accessing to the system. Therefore, the cheat
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program makers optimize their programs according to the patch schedule. If the
optimization is not done in a timely fashion, the cheat programs are no longer worthy
of use. And cheat programs that stay in the same place and repeat anomalous behavior
are easily detected and deterred by normal players or detection systems empirically.
Thus, they are programmed to accomplish their objectives by going around.

So, we set a week as an activity cycle of cheat programs and expect the programs to
be fully spread in three days. All five experiments were conducted for three hours after
6:30 pm, because a preliminary investigation found that most cheating players were
observed after that time. The interval of three days is expected to be enough time which
all marked cheating players spread randomly on the whole population.

4.2 Population Estimation

We observed the players for a certain amount of time in the selected area, and con-
firmed the number of cheating players (the general criteria for cheating players are
described in the following subsection 4.3 in detail). Because players can move freely
within game, all the observations had to be recorded for making of them. Then, we
recorded the nicknames separately through the video. We repeated this on a schedule
and eventually checked the number of marked cheating players. The total number of
individual observed in 5 experiments were 1,014 individuals ðP ntÞ, and an average of
203 individuals were observed and marked for each turn. Out of these numbers of
individuals, the total number of marked individuals repeatedly observed for each turn
were 56 individuals ðPmtÞ, and an average of 11 marked individuals were repeatedly
observed. Table 3 shows the observed capture and recapture data in 5 experiments.
Based on this, the population is estimated to be 8,322 individuals. The lower and upper
bound is estimated to be 3,560*30,234 individuals at the 95% confidence. Thus,
assuming that the distribution of cheating players is uniform in 33 servers provided by

Fig. 2. Blade & Soul world map
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Blade & Soul, the total number of cheating players was estimated to be 274,639
individuals. The lower and upper bound is estimated to be 117,480*997,722 indi-
viduals at the 95% confidence.

4.3 Features of Individuals

The cheating players using game bot programs have a habit of acting in groups. The
composition of the group varies according to the type of monsters, the tribes special-
izing in close combat and ranged combat are mainly observed. All of the bots in the
herd have similar nicknames, and they are the same tribe, occupation, gender, and they
show a considerable resemblance in terms of appearance compared to the ordinary
players who customize their characters. They are also significantly different from the
ordinary players in terms of behavior. They behave unnaturally, repetitively and
response with an incredible speed. They are usually found in the hunting field or at the
entrance of dungeon where named monsters appear. Figure 3 shows bots found in the
huge hunting field. The bots were also supported social activities such as chatting, party
play and so on. Of course, most chats are meaningless, and after 5 to 10 min they leave
the party, but it is clear that they mimic the social activities of the ordinary players.

Table 3. Capture and recapture data of the cheaters in Blade & Soul

Time of last 
capture

Time of capture

1 2 3 4 5 

1 3 0 2 0 

2 4 15 5 

3 8 13

4 6 

Total marked
( ) 0 3 4 25 24

Total unmarked
( ) 188 191 197 195 187

Total observed 188 194 201 220 211
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5 Conclusion

In this paper, we estimate the population size of cheating players based on capture and
recapture method which is one of the frequently used estimation methods in ecology in
Blade & Soul, a MMORPG. The total numbers of cheating player were estimated to be
274,639 players in four areas. The lower and upper bound is estimated to be 117,480–
997,722 individuals at the 95% confidence. The game industry generally estimates
concurrent users * 10 as active users. According to the game producer, in 2012, Blade
& Soul recorded 230,000 concurrent users at every second. Therefore, the estimated
number of active users is approximately 2,300,000. The number of active users is
approximately estimated to be 2,300,000. Using this, the rate of cheating players in the
game is approximately estimated to be 11.94%.

Previous studies related to detecting the cheating players have focused on analyzing
the logs to detect cheating players. However, these methods require considerable time,
cost, and trained data analysts. Also, additional monitoring and capturing is needed to
prepare for legal disputes. This paper proposed a method of estimating population size
of cheating players quickly and accurately with relatively shorter time and lower cost
by using the method used frequently by ecologists. Among the various ecological
estimation methods, we selected Jolly-Seber estimator considering the characteristics of
players in virtual world. In addition, it is expected that the videos recorded in exper-
iments will become an evidence for legal disputes due to sanctions such as permanent
account suspension. Based on the estimated population size, it is possible to estimate
the ratio of cheating players, and this ratio is also expected to help game producers to
make decisions on the timing of sanctions. In order to apply the capture and recapture
method in practice, it is necessary to evaluate the Jolly-Seber estimator and to reduce
the difference between the upper and lower bounds. So, we will carry out our study on
this in the future.

Fig. 3. Cheating players in the hunting field
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Abstract. Artificial Intelligence (AI) technology is being used throughout the
industry due to the introduction of the era of the Fourth Industrial Revolution. In
the financial industry, AI technology is used in sales and marketing, fraud and
illegality prevention, credit evaluation and screening, chat-bot and etc. The
robo-advisor can apply the AI technology in case of investment advisory to
provide a large and cost-effective portfolio of investment information. It also has
positive function to the field in the fact that it has ability to generate popular
investors and create new customers and services. However, robo-advisor that
uses AI is still at its initial stage in introducing the technology and there are
currently legal, institutional and policy limitations in providing comprehensive
and customized advisory services. Thus, at first, this paper will consider the area
of legal argument on the issues related to AI on the legal status and liability,
financial IT, security and privacy. And focused on robo-advisor, the main issues
concerning the current legal system and security self-regulatory method are
elucidated and analyzed to provide the basic direction of regulation for devel-
opment of utilization of AI technology in financial sector. In an environment
that is shifting from ex-ante regulation to ex-post regulation, which is a current
paradigm of financial IT security regulation, in order to modernize the regula-
tions for the digital age, we propose specific measures to strengthen the use of
regulatory sandbox as an autonomous regulatory scheme for the use of new
technologies such as AI.

Keywords: Deep learning � Artificial Intelligence � Robo-advisors
Self-regulation � Information security � Personal information protection
Privacy

1 Introduction

According to the World Economic Forum (WEF), AI will lead the fourth industrial
revolution and through technological convergence with robot, AI, IoT, etc. it is
expected to be the source of new growth engine. Also, due to the influence of the Lee
se-dol 9 dan rank and AlphaGo (5 matches done during 9th*15th of March in 2016),
with the re-recognition of the introduction to the fourth industrial revolution phase,
attracts attention throughout industries on AI technology. According to MyPrivate
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Banking, the size of assets managed by robo-advisor around the world is expected to
grow 23 times from $ 20 billion in 2015 to $ 450 billion in 2020. In the United States,
where robo-advisor is most developed, the proportion of assets managed by
robo-advisor services among total investment assets is expected to rise from 0.5% in
2015 to 5.6% in 2020 [1]. In Korea, the Financial Services Commission identified and
operates a robo-advisor financial regulatory test bed plan through the Financial Market
Advisory Initiative (2016.3).

Therefore, in this paper, we raise basic problems on legal argument related to AI
and discuss the major issues on regulation of IT finance and security, and the main
issues of self-regulation on utilization of AI technology in the financial sector mainly
focusing on robo-advisor. Therefore, the issues that are required to be discussed on the
utilization of AI technology in the field of law which is expected to not exist in the
country. In addition, to maximize the use of robo-advisor and to develop a rational way
to improve regulation, preemptive self-regulation measures using regulatory sandbox
will be provided in the paper.

2 Theoretical Background

2.1 Concept of Artificial Intelligence (AI) and Robo-Advisor (RA)

Artificial Intelligence (AI) can be defined as a technology or science that researches the
methodology or feasibility that can be created or made using the conceptual framework
and tools of computer science that is created based on human intelligence, such as
cognition, reasoning, and learning.

Table 1. Views of AI fall into four different perspectives

Human-like intelligence <Strong AI> “Ideal” intelligent/pure rationality <Weak AI>

Systems that think like humans Systems that think rationally

Thought/
reasoning

• “The exciting new effort to make computers
think, machines with minds, in the full and
literal sense” (Haugeland, 1985)

• “[The automation of] activities that we
associate with human thinking, activities such
as decision-making, problem solving,
learning…” (Bellman, 1978)

• Approches on the cognitive modeling

• “The study of mental faculties through the use
of computational models” (Charniak and
McDermott, 1985)

• “The study of the computations that make it
possible to receive, reason, and act” (Winston,
1992)

• Approches on the formalizing “laws of
thought”

Systems that act like humans Systems that act rationally

Behavior/
actions

• “The art of creating machines that perform
functions that require intelligence when
performed by people” (Kurzweil, 1990)

• “The study of how to make computers do
things at which, at the moment, people are
better” (Rich and Knight, 1991)

• Approches on the turing test

• “A field of study that seeks to explain and
emulate intelligent behavior in terms of
computational processes” (Schalkoff, 1990)

• “The branch of computer science that is
concerned with the automation of intelligent
behavior” (Luger and Stubblefield, 1993)

• Approches on the rational agent

324 K. Y. Lee et al.



The first use of AI was Turing’s “Computing Machinery and Intelligence” pub-
lished in the 1950 Philosophical Journal MIND, which states that machines can be
considered thinking “If the reactions of the computers cannot distinguish from those of
human reactions” [2]. The beginning of academic research was by McCarthy et al.
Shannon at the 1956 Dartmouth Conference insisting that “All aspects of learning or all
other characteristics of intelligence con be described precisely by machine and it can be
simulated” [3]. Searle distinguishes between Weak AI and Strong AI on the feasibility
of realizing human intelligence or consciousness in the machine, not the body, in the
base of philosophical grounds [4]. Russell and Norvig classify AI into four perspectives
as shown in Table 1 by two dimensions (thinking versus acting, human versus rational)
[5]. Weak AI corresponds to ‘a system that reasonably thinks or behaves’, and
Strong AI corresponds to ‘a system that thinks or behaves like a human’.

Robo-Advisor is a compound word of Robot and Advisor. It is an online asset
management service that automatically ‘constructs’, ‘rebalances’, and manages ‘port-
folio’ based on individual investment trends with technology such as algorithms, big
data analysis and AI. The robo-advisor minimizes human intervention to provide an
investment portfolio and more advanced AI technology is expected to be applied.

2.2 Concept of Self-regulation and Regulatory Sandbox

Self-regulation is can be defined as regulatory approach that pursues rationalization and
efficiency of through participation of private sector in the regulatory sector that was
once considered to be the governmental sector and the government sector actively
supporting the activities and roles of the private sector.

Financial IT autonomous security system refers to a change in the security system
under autonomous regulation, in which market participants self-regulate themselves in
the framework of principle regulation and self-check for implementation due to absence
of regulation as financial security regulatory paradigm shifts from non-regulatory to
principle-based self-regulation.

Regulatory Sandbox is a financial regulation test bed that is similar to a sandbox
that built on a playground that allows children to play safely, but combined with
financial environment so that innovative financial services can be tested for a period of
time before actual market launch under the regulatory environment.

3 Regulatory Trends and Key Issues on Robo-Advisor

3.1 Overseas Regulatory and Regulatory Sandbox Utilization Trend
on RA

In other countries, under self-regulatory system, the supervisory authority or the
self-regulatory organization presents the Consultation (or Discussion) paper to establish
the regulatory policy for RA and establish policies to protect investor.

In the United States, the supervisory authorities, the Securities and Exchange
Commission (SEC) and the Financial Industry Regulatory Authority (FINRA) issued
“Investor Alert: Automated Investment Tools” related to RA (2015.5.8). And through
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the announcement of the Regulatory Compliance Guidance for Online Robo-Advisers
(2017.2.), under the US Investment Advisors Act, SEC has emphasized to assign
fiduciary obligation to the RA and provide clear information disclosure, provide
appropriate advice, and establish effective compliance policies. In the EU, the Euro-
pean Securities and Markets Authority’s (ESMA), the European Banking Authority
(EBA), the European Insurance and Occupational Pensions Authority (EIOPA) pre-
sented the characteristics of RA and potential investor risk through “Joint Discussion
Paper on Automation Financial Advice (2015.12.4)”. England’s Her Majesty’s Trea-
sury and the Financial Conduct Authority (FCA) presented “the Financial Advice
Market Review (2016.3)”. It considered a number of issues, including the regulatory
and legal framework, the economics of providing advice, consumer engagement and
the role of technology. FCA published “Advice Unit (2016.6)”. It provides regulatory
feedback to firms developing automated models that seek to deliver lower cost advice
to consumers. Australia’s Australian Securities & Investments Commission (ASIC) has
proposed “the CP (Consultation Paper) 254” and “Regulating Digital Financial Product
Advice (2016.3)”. This consultation paper sets out the regulation of digital financial
advice in Australia.

Starting from the UK, other countries oversea regulatory sandbox that uses real
verification methods have been introduced with in restricted ecosystem services for
new technologies like robo-advisor and Singapore MAS (Monetary Authority of
Singapore), also announced plans to introduce the system from “Fintech Regulatory
Sandbox Guidelines (2016.6)”. The main features of the overseas regulatory sandbox
are as follows.

First, during regulatory sandbox operation, it is necessary to identify and revise the
elements of amendment of laws and actual consumer participation in test and the
provision of consumer protection devices is also to be carried out in parallel. The UK’s
FCA announced “the Regulatory Sandbox (2016.5)” and in case of unauthorized
businesses, limited only to sandbox activity, approval requirements are relaxed com-
pared to re-existing business licenses. For Authorized businesses, Individual guidelines
are provided for new ideas that are difficult to apply to existing regulatory frameworks.
If pre-existing regulatories are violated, the applicable regulatory could be exempted
and amended to the extent within the scope not violating the objectives of the sandbox
program.

Second, the implementation plan and test parameters of the regulatory sandbox is
implemented relatively and individually depending on circumstances of the applicant
company. In the case of the UK, the applicant and the financial authority formulate a
test plan together and the specific conditions for testing are agreed on a case-by-case
basis, and the company have to report to the regulatory authorities once a week on
progress, key outcomes, and risk management status. The Australian ASIC proposed a
Regulatory Sandbox in “CP 260, Further measures to improve innovation in financial
services (2016.6)”. In case of 6 months testing period, 100 clients for retail clients, up
to $ 10,000 for each client, wholesale clients, more specific and restrictive testing
parameters than the UK is presented such as limited number of clients/maximum $
5,000,000 investment per person.

Third, not only when selecting regulatory sandbox entrepreneurs, at the time of
examination, Sandbox default standards also make consumer protection a key
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consideration. In the UK and Singapore, when selecting the target business operators
for regulatory sandbox, whether the service model of the operator is beneficial to the
financial consumer and whether company has the ability to manage consumer pro-
tection or consumer risk is the major factor. Australia plans to inspect sandbox
sponsors who have been approved by the Australian Securities and Investments
Commission to ensure that their sponsors are not at risk of causing serious harm to
consumers.

3.2 Trends on Utilization of RA Under Current Domestic Legislation

In Korea, the financial authorities are under examination regulation by the government,
while granting financial companies autonomy, it is gradually spurring the transition to
the level of strengthening accountability. In addition, self-regulatory institutions such
as the “Korea Exchange” and “the Korea Financial Investment Association” under the
「Capital Market and Financial Investment Business Act」, unfair trade practices are
regulated and conduct business to protect investors.

Domestic robo-advisor is divided into four types according to the participation of
customers and consultants in the asset management process as shown in Table 2.

In accordance to Article 98 of the 「Capital Market and Financial Investment
Business Act」, it limits the advisory and discretion work of those ‘Non-investment
advisory manpower (or investment manpower)’ and advisors are allowed only to use
the results of asset allocation done by robo-adviser for advisory and management tasks
(Steps 1 and 2).

However, in accordance to 「Notice on the amendment of the Enforcement Decree
of the Capital Market and Financial Investment Business Act」 (FSC Announcement
No. 2016-199, ‘16.6.16.) and 「Amendment to the Financial Investment Business
Regulations」 Financial Services Commission Announcement No. 2016-200,
‘16.6.27.), When using an automated computerized information processing device

Table 2. Classification of services using robo-advisor.

Application
information

Investor subject
Investors (advisory type) Financial company (fully

automated type)
Regulatory
status

Use RA in
back office

<Step 1> Advisors consult
customers using RA’s
asset allocation results

<Step 2> Managers directly
manage customer assets
using the program’s
asset allocation results

Now
permitted

RA is
serviced at
back office

<Step 3> RA advises
customers on
asset allocation results
without human intervention

<Step 4> RA manages
customer assets without
human intervention

Allow
incremental
steps in the
future
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(legal term: electronic investment advice device) with a certain investor protection
device, investment advisory allows investment advisory business and investment
account business to be conducted without advisory and investment manpower (RA
steps 3 and 4). The specific requirements are: a. Electronic investment advice device
conduct direct investor orientation analysis, b. The contents of investment advice
should not be focused on one item or asset, c. Rebalancing investors’ assets more than
once every quarter, d. Prevent hacking and disasters, prevent recurrence, provide a
recovery system, e. To have one professional manpower to be responsible for the
operation and maintenance of the electronic investment advice device, f. RA means to
go through the test bed.

The Financial Services Commission and the Financial Supervisory Service through
“The basic operation plan of RA test bed (2016.8.29)”, arrange TF based on financial
authorities, academia and industry. Also, to ensure that minimum discipline is working
properly to conduct investment consultation and appointment, run a test bed. The RA
testbed application requirements are: company with pure RA technology (unregistered
investment advisory business), advisors and solicitors with RA skills, and a consortium
between companies. The RA test bed presents the overall process of examination
(pre/main/final examination) and the main examination items (requirements, the
rationality of the algorithm, personalization, portfolio output, maintenance specialist,
reasonable rebalancing, simultaneous management of multiple accounts, compliance,
system security, system stability) at ‘www.ratestbed.kr’.

3.3 Major Issues Regarding Domestic RA Under the Current Legal
Framework

3.3.1 Problems of Legal Status, Responsibility and Validation of AI
Due to the pace of development of new technologies and the divergence between
existing legal contents, there are major issues on the use of AI technology.

First, In order to discuss the issue of responsibility and validation of AI, the legal
status of AI should be considered. The current criminal law and justice system is a dual
legal system of people and goods. There for in case of Weak AI, which is the current
level of technology, it is similar to a person or recognized as a third status which is
expected to be positively examined for legal status it possesses strong AI similar to
those of human beings in the future. Darling talks about the legal right of social robots,
which is similar to animal rights, that can be extended to “second-order right” [6]
which make them to feel personified and indirect emotional ties. It is difficult to
recognize the status of AI at the current level as a responsible entity and bear legal
status and responsibility. In terms of legal liability of AI, since Weak AI is currently
considered as a tool, the creator or owner will be responsible and Strong AI, as the
subject of responsibility, responsibilities of AI and creator are separated. However, in
consideration of the civil compensation ability or the criminal’s national law, the owner
or creator may be held liable. The increasing use of AI is changing the concept of
traditional tort and legal liability [7]. The robo-advisor service can be broadly divided
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into financial companies, robot advisor algorithm developers applying AI technology,
and users. When an illegal act or damage occurs due to an error or mistake in the
operation of the robo-advisor, issues on legal liability and how to prove the problem
can be raised as a priority. In addition, if the robo-advisor is in the form of a con-
sortium, the issue of distribution of responsibility among the consortium members
(robo-advisor technology provider, service provider) is also unclear.

Second, it is necessary to review existing regulations on investor protection for new
technology-enabled financial services. consumer protection measures are needed if
robo-advisor service yields lower or algorithm error occurs that can lead to investor’s
damage more than formal people face-to-face style.

Third, there is uncertainty as to whether AI is included in the current copyright law
use and rights. If robo-advisor directly advises and dismisses (Steps 3 and 4) are
allowed in the future, in the process of big data processing when perform learning using
algorithms such as deep learning, whether the use of the various works by others is
included in the use of copyright law or the rights of the works may arise.

Fourth, it is necessary to discuss the issue of ethical norms on the use of AI
technology. Recently, there has been ethical problems on AL algorithm such as racial
bias controversy case on beauty pageant processed by AI (2016.7), Algorithm
manipulation suspicion case on trending Topic, a news editing service on Facebook
(Nunez, 2016), Google’s Autonomous Driving Alienation Algorithm Accident
(2016.5), etc. Including market manipulation problems that can arise from the market
oligopoly of robo-advisor and trolley dilemma, it is also necessary to consider ethics
and norms as well as laws and policies on newly emerging issues such as the obligation
to prevent conflicts of interest in the robo-advisor algorithm (Investor interests first).

3.3.2 Major Issues in Financial IT Regulation
There are major issues in financial IT regulation. The current regulatory system is a
positive legal form and has been regulated in detail by items such as 「Electronic
Financial Transactions Act」 and 「Electronic Financial Supervisory Regulations」
which oblige domestic financial companies to use specific security technologies.
However, due to recent changes in the policy, the financial security regulatory para-
digm from ex-ante regulation to principle-based self-regulation. Government-led
deregulation policies are being implemented to promote Fintech, but in principle they
are prohibited. But in the form of a current legal system, there is a limit to activating the
AI-utilizing industry such as robo-advisor.

3.3.3 Major Issues in Financial IT Security and Personal Information
Protection Regulations
As a major issue in the financial IT security and privacy protection laws, first, the
current AI-related laws such as「Intelligent Robot Development and Promotion Act」
do not include information protection related contents since it focuses on industrial
promotion value. “Intelligent Robot” in the 「Development and Promotion of Intel-
ligent Robot Act」 is defined as a mechanism that autonomously operates by recog-
nizing the external environment by itself and judging the situation. Especially,
intelligent service robots have mobility and activity leading to significantly higher risks
compared to other products. Therefore, it is necessary to legislate the management and
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supervision system in order to prevent such dangerous idea [8]. In addition, under the
Financial Regulation Act, including the 「Capital Market and Financial Investment
Business Act」, to ensure the safety of services using new technologies such as
robo-advisor, regulations on information security and privacy aspects need to be
reviewed.

Second, in case of AI algorithm and profiling of robo-advisor, it is necessary to
review whether new regulatory issues on privacy protection are reflected. Since the AI
algorithm is designed and developed by human beings, differentiation or error is
reflected and regulation from the design to the use of the algorithm is a major issue.

3.4 Major Issues Regarding Domestic Self-regulation Method

3.4.1 Limited Regulatory Sandbox Operation
In the regulatory sandbox of major foreign countries, the test parameters are presented
as default standards, but in the case of the UK, specific conditions for testing are
established on a case-by-case basis with the financial authorities. In the case of Aus-
tralia, it has features that set more specific parameters than the UK, such as limiting the
investment number of customers. However, in Korea, test parameters are examined
only by default standards. And before the actual service, the license is given to focus on
passing the examination for pre-qualification (examination). It is hard to see that the
test bed is running by excluding the duties that are currently in force or under the law.

3.4.2 Strengthening the Protection of Financial Consumer Is Required
If the domestic robo-advisor passes through the testbed, through providing information
on core investment strategy and operability (the yields by algorithm), it helps investors
to select services and support investment decisions. However, in the test bed, the
company uses its own funds or executive funds to finance it and the fact that it is run by
financial consumer’s funds when it enters the real market, financial consumer protec-
tion issues need to be strengthened as a key element in the review of the robo-advisor
testbed.

3.4.3 Improvement of Transparency of Robo-Advisor’s Algorithm Is
Required
Currently, for the examination standards for “algorithmic safety” of the robo-advisor
testbed, the operational goals of the algorithm and its main assumptions must be
classified and the results of the algorithm test must be at a reliable level. The portfolio
proposed to the investor in the robo-advisor is whether or not it operates only for the
service company’s product sales performance, whether the profiling work involves
adjusting past quotes, and the effect of reflection on the stock price of stocks requiring
the transparency of the algorithm not the interest of the investors. For the ‘rationality of
algorithms’ in the main verification items of the domestic robot advisor test bed, it is
necessary to further enhance transparency and error verification of international-level
algorithms.
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4 Challenges for the Development of Utilization of AI
Technology in Financial Sector: Focused on Robo-Advisor

4.1 Basic Direction of Regulation on Utilization the AI Technology

4.1.1 Rational Restriction on Legal Status and Attribution of AI
at Current Technology Level
To reduce the gapwith the existing legal system for the use of new technologies, to reduce
the gap with the existing legal system for the use of new technologies, it is necessary to
consider the major issues and to set the direction of regulation centering on the “legal
status, responsibility, and proof of AI in current AI technology utilization level”.

First, it is difficult to consider that the legal status of AI is recognized as the
responsible subject in relation to the legal status of AI and ambiguity of legal liability.
Robo-advisors that are still using AI that is at the automation level should distribute
responsibility and proof to the service providers rather than grant legal status. If the
premature responsibility is defined not taking into account the current level of tech-
nology, considering the risk of difficulties that could be evoked by cost of technology
development and the deterioration of market competitiveness of services, the respon-
sibility to the entities such as Fintech and financial companies is needed to be dis-
tributed. And the distribution of responsibility among the constituents of the
consortium should be allocated desirably based on contracts and etc.

Second, since the present step is the step where consulting personnel utilize the
results of asset allocation of robo-advisor for advisory and management tasks (steps 1
and 2), it is difficult for robo-advisor to be recognized as the subject of responsibility.
Therefore, as a provider of investment services, companies should take security mea-
sures and take measures to protect investors taking account of the responsibility and
proof of consumer protection. In addition, it will be necessary to verify whether the
investment advisory services are provided for the protection of investors.

Third, since the legal status of AI is not recognized as the subject of responsibility,
the basic responsibility for copyright law should be regarded as those who uses the AI.
However, even if the AI is used as a tool, it is fact that the current law does not have a
right if it is done without human involvement [9].

Fourth, the ethical normative issues of AI are the criteria for judging whether legal
regulations such as legal status and accountability of AI are oriented toward ethical
normative value. AI’s technical judgments may not meet human ethical standards if
there is a need for ethical judgment, such as the issue of setting responsibilities in the
event of an accident.

In ‘Ethically Aligned Design’ [10], four issues and ethics guidelines are proposed
and proposed and those are human rights (human rights violations before AI produc-
tion), responsibility (criteria for liability when a problem occurs), transparency
(maintaining transparency from AI’s production process), education & awareness
(Establishing a mechanism for ethical education and social awareness sharing on AI’s
potential misuse threats). We will look at the basic direction of regulation in the ethical
normative framework, based on major issues, rather than the premature regulation of
AI. And issues on ethical normative could be utilized and presented through practical
recommendations and guidelines.
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4.1.2 Regulation Regarding Utilization of AI Technology in Financial IT
Regulations
Regulation on the use of AI technology in financial IT related regulations should be
first, it is important to take full advantage of self-regulatory measures such as the use of
Regulatory Sandbox. When new technologies are applied to services in combination
with finance such as robo-advisor, it is necessary to find a way to make use of
self-regulatory measures as a way to supplement the positive regulatory method and
minimize the gaps due to deregulation.

Domestic robo-advisor has a short introduction period to provide pure robo-advisor
service without human intervention and there are few functional problems and possi-
bility of risk because of accumulated data. Therefore, the robo-advisor should be
operated in coexistence of both Human Advisor (HA) and the Robo-advisor (RA).
Through safety assessment, and risk management, in related laws such as the 「Capital
Market and Financial Investment Business Act」, it is necessary to gradually allow the
regulation of the robot advisor.

4.1.3 Regulation on Utilization of AI Technology for Financial IT
Security and Privacy
Regulatory direction for the use of AI technology for financial IT security through
policy approach by utilizing the guidelines that help to establish regulations that can be
secured while supporting industrial development in industrial development law related
to AI. In Europe, “the Robo Law Project (2012.3–2014.3)” promoted the ‘Robot
Regulation Guidelines’ through policy research to cope with robot-related regulations.
One of the main points is that rather than raising the general theories of regulation, the
regulation direction was established through representative cases expressing the tech-
nical, ethical, social and legal implications of robots such as specific application like
self-driving car, computer integrated surgical system, and care robot. In regulatory
review of the use of AI technology in financial IT security regulations, through con-
crete use cases of financial intelligence such as robo-advisor, the process of developing
guidelines is expected to be very helpful in determining the direction of regulation.

Also, in the recent EU “GDPR (General Data Protection Regulation, adopted on
2018.5.), in order to protect personal information, there has been attempts on institu-
tionalizing the algorithm regulation, comprehensive regulations on the collection,
storage and use of personal information [11]. In GDPR, the most relevant part
regarding regulatory issues related to AI algorithms and privacy is, Article 21 With
respect to profiling ‘Right to object’ and Article 22 ‘Automated individual
decision-making, including profiling’. Algorithmic regulation with AI technology not
only positively includes ‘right to explanation’ for automated personal decision making
such as profiling in relation to algorithmic transparency, it is a factor that greatly
enhances corporate accountability for privacy protection. Although personal informa-
tion protection and algorithmic regulation are being emphasized internationally, the
EU’s legislation should be closely examined whether it is applicable in domestic
environment and domestic robo-advisor.
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4.2 Self-regulation Through Regulatory Sandbox

4.2.1 Strengthening the Self-regulation by Expanding the Scope of Use
of Regulatory Sandbox
Currently, the robo-advisor testbed focuses on pre-validation before actual service.
However, it is necessary to review the way of operation to expand the application range
of sandbox and to decrease the regulation burden of the target company.

Applicants and financial authorities or self-regulatory agencies after sufficient
consulting, should make arrangements for establishing test plans optionally without
restriction should be considered case by case. In this way, it is possible to establish an
effective supervisory system by identifying and improving inadequate regulations and
supervisory problems revealed in the process of testbed of innovative financial services.
Which can lead to flexible structure that reflects actual laws and regulations.

4.2.2 Preparing Financial Consumer Protection Plan Over the Entire
Period of the Regulatory Sandbox
Major overseas countries judge the convenience of financial consumers when selecting
a project for the regulatory sandbox. And at the time of examination, consumer pro-
tection devices or risk management capabilities are considered as major factors.
“Financial consumer protection” is also a very important factor in new financial ser-
vices such as robo-advisor. Therefore, in order to strengthen “financial consumer
protection” on the domestic robot advisor test bed as shown in Table 3, the following
items should be additionally examined.

Additionally, after entering the robo-advisor testbed, given the fact that it operates
as a retail financial consumer’s funds, it is also a factor to consider how to operate retail
banking consumers by making them to participation in the robo-advisor testbed to build
a portfolio for a diverse customer base and to accumulate sufficient data through actual
financial consumer engagement.

Table 3. Additional default standards for financial consumer protection in the robo-advisor test
bed

Categories Default standards

Customer
benefit

• Possibility to provide better products to consumers as efficiency
improves

• Providing indirect benefits to consumers (e.g. effective competition)
Number of
customers

• A small number of limited scale and statistical data alone should be
sufficient to obtain meaningful data and decision is made given the risk
management and potential customer attractiveness

Disclosure • Notify the information about the content of the test and the rewards that
apply to customers participating in the test under informed consent

• Notice of scale, scope and accompanying risks of testing
Customer
safeguards

• Identify potential risks to consumers and suggest ways to reduce them
• In case of damage suggest an appeal and financial service compensation
scheme
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4.2.3 Review of Accountability (Transparency) of Algorithm Using AI
Technology
Current AI algorithms of robo-advisor are problematic in terms of classification, pri-
oritization, and prediction which leads to participation human intervention to some
extent that could bring about human errors, prejudices, manipulations, etc. that could
reflect the process.

Although socio-economic utilization of algorithms is increasing rapidly, the
problem considering whether algorithms are fair, neutral or objective is being con-
stantly raised [12]. However, in the case of deep learning with a black box type hidden
layer among AI algorithms under the algorithmic competition which is difficult to
explain and is at the heart of robo-advisor, the algorithm has a structure that is
inevitable to be closed structure as a trade secret of the enterprise. In addition, even if
the demand for transparency of AI algorithms has the effect of regulation, innovative
financial services will be hard to come by if new technologies that are still in devel-
opmental stages such as AI is pre-regulated. Therefore, it is necessary to examine
whether the basic assumptions and criteria of the algorithm are valid from the policy
design through the policy approach in the ethical normative framework and there
should be a way to manage such matters in periodic verification and recording of
results.

5 Conclusion

Along with the start of the fourth industrial revolution era, AI technology has been
actively utilized in Korea’s financial sector, and the innovative and popular asset
management service called robo-advisor is now in its early stages of development.
Also, thanks to the policy tone of fintech activation, there are various positive policies
such as aggressive introduction of robo-advisor.

Step-by-step approval of online investment advisory and asset management ser-
vices and ease of entry barriers related to the registration of consulting businesses.

However, for the robo-advisor using new technologies such as AI, it is necessary to
consider on the legal status, accountability and validation of AI at the current level.
Also, legal review on major issues generated due to the gap between existing laws and
systems such as financial IT, security and privacy is necessary. As Lessig, Lawrence’s
“code is law” proposition [12], Cyberspace can be built, structured, or coded to protect
the values we believe are fundamental (whether real or structural). Cyber-space code
that defines freedom and regulation in cyberspace is our choice to decide whom and by
which value it will be made. However, untimely regulation of technologies that did not
enter the full-scale stage, such as AI, could hinder technological innovation and unclear
regulations may reduce the flexibility of the phenomenon or cause market turmoil.
Thus, it is necessary to examine carefully whether the current law can be regulated,
whether there is a gap in regulation, and whether a new legal system is necessary.

Therefore, as a task for the development of AI technology utilization in the
financial sector, this paper present a rational regulatory direction on legal status and
responsibility attribution of weak AI, which is the current technology level. Consid-
ering that the robo-advisor is currently used for advisory and operational tasks, the
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entities such as responsibility and validation should provide investment services and
must establish a framework for security measures and investor protection measures.
Also, the standards of legal regulation such as legal status and accountability of AI
should aim for ethical normative value. As a way to pursue stabilization such as
rational establishment of current regulation, regulatory sandbox as an autonomous
regulatory measure should be considered positively. Therefore, the regulatory sandbox
usage trends in major foreign countries will be expanded to suit the Korean regulatory
sandbox and the necessity of establishing management plan for transparency of
financial consumer protection measures and algorithms has been presented.

In this paper, it is significant that when more advanced AI technology is applied to
robo-advisor in the future, in order to acquire an edge in qualitative market competition
and lower the entry barriers between the countries, regulatory sandbox enhancements
content has been presented for reasonable regulatory direction and self-regulation
measures through a legal study on the utilization of AI technology.
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