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Abstract. In this paper, the task of agreement/disagreement detection
in political debates is studied. The main goal of this study is to detect
agreement/disagreement between two individuals on a topic based on
their conversations. This is a challenging task due to the lack of anno-
tated corpora in this field. A self-labeling method is introduced for data
collection and generating the training data. A new approach based on
text classification is proposed for this task. The experimental results
on Canadian Parliamentary debates and the United State 1960 Presi-
dential Campaign datasets have proven the efficiency of the developed
methodology and outperforms the baseline methodologies. In addition,
the validity of the proposed self-labeling method is evaluated, and its
efficiency is confirmed.
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1 Introduction

Recently, analyzing social interactions and mining public opinions have attracted
a great deal of attention due to its practical applications in providing better
services to the users. A number of studies have focused on mining for dispute
in online interactions [3,9]. One of the main argumentative dataset to analyze
both agreement/disagreement is the political debates, which contain official and
unofficial documents. Detecting agreement/disagreement in political debates in
the US congress has been studied [2,13]. In these methods, determining the single
stance of a debate participant with respect to a specific topic was investigated.

In this paper, the goal is to introduce a new approach to generate train-
ing data for political analytics and introduce a methodology to detect agree-
ment/disagreement in political debates. The cost of gathering such a dataset
is not very high, but handling this kind of information is difficult and requires
further development.

In Sect. 2, related works are presented. The problem statement and the notion
of agreement/disagreement are defined in Sect. 3. A new methodology is pre-
sented in Sect. 4. In Sect. 5, further details about collecting the data and label-
ing are discussed. Implementation results are demonstrated in Sect. 6. Finally,
conclusion and future works are mentioned in Sect. 7.
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2 Related Works

Two major categories of methods are used to classify political statements as
supporting/opposing for a debated topic.

The first category are those approaches that utilize the common information
of the text structure, in which the focus is on sentiment analysis and contex-
tual information. Somasundaran and Wiebe [12] proposed an approach, which
classifies a stance as approve or disapprove about a debated topic.

In [1], determining disagreement in online political forums between a pair of
quoted text and a given response is studied. Anand et al. [2] improved the results
of unigram and classification for various topics using contextual information and
opinion dependencies. To classify controversial discussion topics on the political
domain, an LM-based method is proposed [4]. In [6], U.S Congressional floor
debate transcripts are used as a dataset and sentiment classification is applied
to determine agreement/disagreement.

The second category is based on corpus-specific features. In [13], a new variant
of Latent Semantic Analysis (LSA) is proposed to detect the support and opposi-
tion to legislation in congressional debates using information such as speech tran-
scriptions, records on voting, and the relation between the speakers. Moreover,
some approaches are proposed to identify agreement/disagreement in consecu-
tive speech transcription segments. Different speakers talk either positively or
negatively against the discussed topic by using lexical, structural, and prosodic
features [7].

As opposed to the previous studies, in which the opinion of one speaker about
a specific topic is investigated and his agreement/disagreement is detected, the
objective of this study is to detect the type of the interaction between two
speakers regardless of the topic.

3 Problem Statement

In Canadian Parliamentary, parties are categorized into two groups: governing
party and opposition party. In this study, there are two main assumptions: first, a
representatives of the governing party and a representative from the opposition
party disagree on a topic, and second two representatives of the same party
agree on the topic. In addition, it is assumed that each conversation between
two individuals is a document. In this scenario, first, the document collections
are processed and the text are extracted to compared and classified. Second, an
approach is proposed to classify each pair of conversations based on supervised
learning, which considers the features capturing the relevant dimensions.

4 The Proposed Method

The major problem in an agreement/disagreement task is to represent the con-
versation between two individuals. The core idea in the proposed approach is
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conversation modeling using Bag-of-Words representation of interpolation dis-
cussions. Three different operators are used to build a document representation
and apply a text classifier such as Support Vector Machine to train the prediction
model.

The objective is to learn the features for the automatic detection of agree-
ment/disagreement that would provide useful information about the conversa-
tions between people without knowledge of their topic. We focus on oral speech,
which has less information in comparison to written text such as punctuation,
non-lexical features, and time between posts, etc. Since we work on Hansard -
the printed version of what members of Parliament expressed in the House of
Commons- we also lose utterance information of the oral conversations. In addi-
tion to the main proposed method, three other methods based on similarity and
sentiment analysis are also implemented and compared to the text classification
methods.

1. Text classification: Each document is considered separately and two vectors
for each document are computed. Each document is converted to a fixed-size
representation to be used as an input to the classifier. Three different opera-
tors are applied to interpolate a document for conversation modeling:
Concatenation operator: The conversation between two members is rep-
resented by concatenation of two vectors. The length of the document is 2n.
OR operator: This operator is used to represent the conversation by using
this operator, the length of the document is n.
AND operator: The conversation is represented by applying AND operator.
The length of the document after using AND operator is n.

2. Lexicon based analysis (Sentiment): In order to implement the sentiment
analysis of a conversation, the Linguistics Inquiry Word Count tool (LIWC-
2001) [11] is utilized.

3. Cosine similarity: This measure is used as a metric to compute similarity
between two documents [14].

4. Cosine similarity and Lexicon based analysis: Both of them are com-
bined and considered as features for a document.

5 Dataset

The proposed method is evaluated on three different datasets.

Parliament of Canada: The first one is the debates of Parliament of Canada
are collected from January to May 2016. The data includes 55 debates and more
than 5000 documents. Conservative Party, Liberal Party, and New Democratic
Party are the three major political parties in Canada.

To analyze effectiveness of these assumptions, two other datasets are consid-
ered which have been annotated by independent annotators using the Crowd-
Flower crowd sourcing.

1960 Presidential Campaign Dataset: The transcription of discourses and
official declarations issued by Nixon and Kennedy during 1960 presidential cam-
paign are collected. This data includes 881 documents.
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Table 1. Results of determining agreement/disagreement by running various methods
on Parliament of Canada dataset

Methods Accuracy F-score

Sentiment 0.48 0.37

Cosine similarity 0.52 0.41

Sentiment and similarity 0.53 0.44

Text classification with concatenation 0.81 0.80

Text classification with OR 0.68 0.67

Text classification with AND 0.63 0.63

Extended 1960 Elections: This data is extended version of the second dataset
includes 1,400 pairs.

6 Results

A Support Vector Machine (SVM) [10] is used to train a model. The results
are based on 10-fold cross-validation and the average prediction accuracy and
F-scores are reported for all experiments.

6.1 Classification and Self-labeling for Parliament of Canada Data

The classification accuracy is shown in Table 1, where the results are demon-
strated for all methods. The accuracy of the proposed method, text classifica-
tion, is significantly improved in comparison to the others. An interesting point
about the text classification method is the reduction in the difference between
accuracy and F-score. For other methods, the results of accuracy is 10% higher
than the results of F-score. This observation shows a strong capability of text
classification in detecting both agreement and disagreement in a conversation.

6.2 Evaluation the Sensitivity of the Classification to the Amount
of the Training Data

In order to evaluate the sensitivity of our models, the proposed method is eval-
uated on varied percentage of the training data. This is done to investigate the
effect of a change in the percentage of training and its impact on the results.
Since the best result was obtained with text classification using concatenation
operator, its sensitivity to the training percentage against the test sample is
investigated. The results are reported in Fig. 1 which is proving the fact that
the proposed approach can detect the agreement/disagreement without much
dependency on the training percentage.
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Fig. 1. Results of text classification (concatenation) at different training percentage
on Parliament of Canada dataset

Table 2. Results of text classification (concatenation) on annotated dataset

Methods 1960 Elections Extended 1960 Elections

Menini and Tonelli [8] 0.83 0.80

Self-labeling (Sect. 6.3) 0.79 0.74

Text classification (Sect. 6.4) 0.87 0.93

6.3 Evaluation the Proposed Self-labeling Method

Furthermore, the proposed self-labeling is evaluated. Therefore the US 1960
Presidential Campaign dataset is used [8] which is an annotated dataset and the
transcription of discourses during the campaign. In this scenario, the proposed
method (Text classification with concatenation) is run on this dataset. The model
is constructed based on the two main assumptions and self-labeling, however,
test phase is evaluated based on the goal labels which achieved 79% accuracy.
The goal of this experiment is to test the proposed self-labeling method and
the strength of the training model. The results are compared to [8] which uses
negation/overlap, entailment, sentiment, cosine, word embeddings as features.
According to Table 2 which is confirmed that the proposed self-labeling method
works properly.

By applying transfer learning, we achieved 60% accuracy. The difference in
the accuracy from the literature may be the result of the two political domains
and the fact that language used has changed between 1960 and 2016.

6.4 Evaluation the Efficiency of Text Classification Method

In addition, the efficiency of the text classification approach by using interpo-
lation compares to the proposed method of [8]. According to the Table 2 the
results of text classification approach approve the efficiency of text classification
method by using concatenation operator. We can conclude that our approach is
a reliable solution to the task of detection both agreement and disagreement.
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6.5 Domain Adaptation and Transfer Learning

In this experiment, transfer learning methods are applied and the training model
is updated with the data which achieved high probability of predictions. By using
transfer learning [5], the effort for annotating reviews for each document can be
reduced, and the model which is based on training documents is used to learn
classification models of other datasets. In this case, transfer learning can save
a significant amount of labeling effort. The Parliament of Canada debates are
considered as training data and the US 1960 Elections as test data. In each itera-
tion, samples with high probability are added to improve the model. By applying
transfer learning, we achieved 60% accuracy. The difference in the accuracy from
the literature may be the result of the two political domains and the fact that
language used has changed between 1960 and 2016.

7 Conclusion

In this paper, detection of agreement/disagreement in Canada’s Parliament
debates and the US 1960 election datasets were investigated. The detection was
done by inputing the conversations and determining the agreement/disagreement
of two individuals without respect to the topic. The input data were the
oral debates between the parties of the Parliament without written informa-
tion and utterance, which makes it a challenging task to detect the agree-
ment/disagreement. As the data is not annotated, the data labeling was done
based on two main assumptions: a representative of the governing party and
a representative of the opposition party disagree on a topic, and two represen-
tatives of the same party agree on the topic. A new method was introduced
for data collection and a novel algorithm based on classical text classification
was proposed to detect agreement/disagreement. Different classification meth-
ods and different types of interpolation were examined and text classification
with concatenation operator was found to be the best one by 81% accuracy.

Moreover, validity of two main hypotheses of this study was investigated. The
US 1960 Presidential Campaign dataset was used to evaluate the assumptions,
is labeled manually. We achieved 79% accuracy which proves efficiency of the
proposed self-labeling and two assumptions.

In addition, text classification method is applied to the US 1960 Presidential
Campaign dataset and observed significant improvement in comparison to pro-
posed features and classifier of [8]. Overall, 87% accuracy is attained for the US
1960 elections and 93% for extended the US 1960 elections. Furthermore, semi-
supervised learning and applying domain adaptation achieve acceptable results
in comparison to the previous work. In the future, we also want to use other
methods such as skip-gram to represent a document and apply advanced text
classification algorithms.
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