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Abstract. Citizens share a variety of information on social media during
disasters, including messages with the intentional behavior of seeking or
offering help. Timely identification of such help intent can operationally
benefit disaster management by aiding the information collection and
filtering for response planning. Prior research on intent identification
has developed supervised learning methods specific to a disaster using
labeled messages from that disaster. However, rapidly acquiring a large
set of labeled messages is difficult during a new disaster in order to
train a supervised learning classifier. In this paper, we propose a novel
transfer learning method for help intent identification on Twitter during
a new disaster. This method efficiently transfers the knowledge of intent
behavior from the labeled messages of the past disasters using novel
Sparse Coding feature representation. Our experiments using Twitter
data from four disaster events show the performance gain up to 15% in
both F-score and accuracy over the baseline of popular Bag-of-Words
representation. The results demonstrate the applicability of our method
to assist realtime help intent identification in future disasters.

Keywords: Help seeking · Help offering · Intent · Transfer learning
Crisis

1 Introduction

Social media and Web 2.0 provides a platform for citizens to discuss real-world
disaster events, where they share a variety of information including messages
to seek help [3]. A recent survey [27] shows the expectation of citizens to get
a response from emergency services on social media. As a result, resource-
constrained response agencies have started to leverage social media platforms
to both communicate and monitor data to enrich their situational awareness for
disaster response coordination [10,20,26,32]. Timely extraction of relevant social

c© Springer International Publishing AG, part of Springer Nature 2018
R. Thomson et al. (Eds.): SBP-BRiMS 2018, LNCS 10899, pp. 141–153, 2018.
https://doi.org/10.1007/978-3-319-93372-6_16

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-93372-6_16&domain=pdf


142 B. Pedrood and H. Purohit

Table 1. Examples of messages with intent to seek or offer help during recent disasters.

Social media message Intent

I wanna give #blood today to help the victims #sandy Offering help

Does anybody know a direct place to send clothing you
want to donate to #HurricaneHarvey victims??

Offering help

OU students are seeking donations to provide relief and
help victims of the Hurricane Harvey disaster: URL

Seeking help

You can help us send clean water, food, and shelter to
those impacted by #HurricaneHarvey! #HoustonStrong

Seeking help

media messages allows a better understanding of needs in the affected commu-
nity. Mining messages with intent to seek or offer help provides specific insights
to assist resource coordination by bringing the awareness of actors seeking and
offering resources to help. The uncoordinated efforts between such actors and
the response organizations can lead to a second disaster of resource mismanage-
ment1. Table 1 provides some examples of messages with help intent. However,
the intent is not always explicitly expressed in social media messages due to a
variety of ways to communicate intentionality. Actionable information can be
identified by understanding intent during disasters, likewise, research on mod-
eling intent in user queries on search engines improved the retrieval of relevant
results [2].

Our problem of intent identification from social media messages is a form
of text classification, however, intentional behavior is focused on future action
(e.g., an act of offering donation) in contrast to topic or sentiment/emotion.
Prior works on intent classification during disaster events [8,16,21,22,24,34] have
developed event-specific supervised learning models using labeled dataset of the
corresponding event. However, there are two key limitations of the prior research.
First, supervised learning models developed for specific past events do not gen-
eralize due to differences in the distributions of the training event data and the
testing event data. Second, developing a new supervised learning model onset a
future disaster event would require preparing a large labeled dataset quickly to
perform well. Therefore, we propose a novel method for the intent classification
using transfer learning approach. Transfer learning focuses on leveraging knowl-
edge gained while solving one problem (e.g., identifying intent in a past disaster)
and applying it to a different but related problem (e.g., identifying intent in a
future disaster). We study four disaster event datasets for the experimental eval-
uation with an intent class set of {seeking, offering, none} and present result
analysis for different transfer learning settings of single and multiple disaster
data sources. Our specific contributions are the following:

1 https://www.npr.org/2013/01/09/168946170/thanks-but-no-thanks-when-post-
disaster-donations-overwhelm.

https://www.npr.org/2013/01/09/168946170/thanks-but-no-thanks-when-post-disaster-donations-overwhelm
https://www.npr.org/2013/01/09/168946170/thanks-but-no-thanks-when-post-disaster-donations-overwhelm
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– We present the first study of realtime intent identification for help-seeking and
help-offering messages on social media in a future disaster event by leveraging
past event datasets via transfer learning.

– We demonstrate the efficacy of a data-driven representation of Sparse Coding
in contrast to the popular Bag-of-Words (BoW) model, to efficiently learn and
transfer the knowledge of intentional behavior from past events.

– We evaluate the proposed method in transferring knowledge from both single
and multiple past events to a future disaster event, and show performance
up to 80% for F-score, indicating good prediction ability in general.

The rest of the paper is organized as follows. We first discuss related work on
mining social media for crisis informatics and mining help intent in Sect. 2. We
describe our proposed approach in Sect. 3 and experimental setup in Sect. 4.
Lastly, we discuss the results and future work directions in Sect. 5.

2 Related Work

In the last two decades, there has been extensive research in the area of crisis
informatics for the use of social media in all phases of pre, during, and post
disasters (c.f. [3,11]). Among different types of social media analytics for dis-
asters, the content-driven analyses are focused on the nature of social media
messages including topics such as damage [12,35] and behaviors such as help-
seeking [23,24]. User-based analyses include modeling of user attributes, such as
trustworthiness [1] and types such as government agencies [17]. Network-based
analyses are focused on information diffusion and user engagement patterns,
such as communication of official response agencies [33] and retweeting [31].

The proposed research is closely related to content-based analysis of modeling
help-seeking behavior on social media. Prior work by [24] identified actionable
message category of seeking or offering help while studying Yushu Earthquake
in 2010. [21,34] proposed supervised machine learning classifiers to identify and
match messages with the complementary intent of request-offer during the events
of Great East Japan Earthquake 2011 and Hurricane Sandy 2012 respectively.
[22,23] proposed methods for supervised learning and linguistic rule-based clas-
sifiers to identify messages with seeking and offering help intent, however, with-
out studying the generalization of methods to leverage the labeled data from
past event datasets to mine intent in the future events. [16] proposed a system
to classify requests for help during Hurricane Sandy 2012 using n-grams and
context-based features. [8] studied the dynamics of messages coordinated by a
common hashtag #PorteOuverte with the intent to seek or offer help during
2015 Paris Attack and developed an automated classifier for such messages. In
the aforementioned works, there was a focus on developing event-specific meth-
ods to identify relevant messages with help intent. There is a lack of investigation
on how to leverage and transfer the knowledge of intent behavior observed in the
past events to help quickly identify relevant messages in the future events and
thus, we propose to study transfer learning [18] techniques for mining intent.
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3 Approach

We propose a novel approach of transfer learning method for the problem of real-
time intent identification in future disasters. This problem is challenging due to
differences in the probability distributions of source and target event datasets,
the imbalance of intent classes across past and future events, and the lack of
effective data representation for inferring intent from the short text.

To address the representation challenge in machine learning and natural lan-
guage understanding, there is a growing interest in exploring Sparse Coding
representation [6,13] in contrast to the popular BoW model. Sparse Coding pro-
vides a succinct representation of training text instances using only unlabeled
input data, by learning basis functions (e.g., latent themes in the message text)
to constitute higher abstract-level features. Given the complexity of expressing
intent by multiple combinations of word senses in the text, we hypothesize the
use of Sparse Coding to efficiently capture, learn, and transfer intent behavior
from past disasters. Next, we describe dataset preparation for past disasters and
the features for the proposed model of transfer learning with Sparse Coding.

3.1 Dataset Preparation

This study is based on Twitter messages (‘tweets’) collected during the past
large-scale disasters with a focus on hurricanes and typhoons. We acquired two
datasets of tweets annotated for help intent classes of {seeking, offering, none}
from our past work [22], for two events – Hurricane Sandy 2012 and Superty-
phoon Yolanda 2013. We also collected tweet datasets during the recent two
disasters in 2017 – Hurricane Harvey and Hurricane Irma, which caused exten-
sive devastation in the United States. We used Twitter Streaming API to collect
English language tweets using ‘filter/track’ method for a given set of keywords
(Harvey: {#harvey, hurricane harvey, Harvey2017, HurricaneHarvey, harveyre-
lief, houstonflood, houstonfloods, houwx}, Irma: {hurricane irma, hurricaneirma,
HurricaineIrma, Hurricane Irma, HurricaineIrma, #hurricaneirma2017, #irma,
#hurcaneirma}). We collected 8,342,404 tweets from August 29 to September 15
for Hurricane Harvey and 861,503 tweets between September 7 to September 21
for Hurricane Irma. For labeling of help intent classes {seeking, offering, none}
in each event dataset, we employed a biased sampling approach to increase the
coverage of help intent messages given the sparse distribution of intent classes
observed in the first two datasets. First, we randomly sampled 2000 tweets from
the full dataset of an event and second, we randomly sampled 2000 tweets from
the donation-classified subset of messages that provide context for expressing
intent. We used the related work’s donation topic classifier [21]. We asked three
human annotators (no author was involved) to label a tweet into the three exclu-
sive help intent classes for each event and chose the majority voting scheme for
finalizing the labels. The resulting labeled class distribution for both the acquired
and the collected datasets2 is shown in Table 2.

2 Datasets are available upon request, for research purposes.
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3.2 Feature Representation

Prior work in crisis informatics for social media text classification has extensively
used BoW model for representing text messages (c.f. survey [11]). However, the
BoW representation model limits capturing context and semantics of the text
content [5,6], which is essential for inferring intent. Since BoW model loses ordi-
nal information of text content, one direction of research to tackle this challenge
is to enhance the text representation in a way that can preserve some ordered
information of the words, such as N-grams [19]. Because N-gram representation
adds extra terms to the word vocabulary, the problem of curse of dimensionality
gets worse. The increase in the feature space, especially for the tasks of small-
scale datasets and short text, causes the loss of generalization of the training
models and results in a negative effect in the prediction capability.

Table 2. Labeled data distribution for help intent classes across four disaster events,
ordered by time of occurrence.

Event Month Seeking Offering None

Hurricane Sandy 2012 (October) 1626 183 1326

Supertyphoon Yolanda 2013 (November) 197 91 475

Hurricane Harvey 2017 (August) 816 331 2853

Hurricane Irma 2017 (September) 530 244 3226

Sparse Coding is an effective approach for reducing dimensionality of feature
space that generally assumes an over-complete basis set for the input data and it
is capable of a complete description and reconstruction of the input data. Also,
every input data point can be described using a linear combination on a small
number of the new basis vectors. According to the theory of compressed sensing,
when the data are distributed on an underlying manifold with the characterizing
bases, only a small number of bases are required to fully describe any arbitrary
point on the manifold [4]. Sparse Coding representation has shown significant
improvements in transfer learning in the recent years. While most of the works
addressed the challenges of image processing and computer vision [7,9,15,25],
there are few research studies for text analytics [14]. However, the previous works
primarily required a large amount of data in either source or both source and
target domains to be effective, and cannot be applied in our crisis informatics
case directly. Because both source and target sets are not only at the small scale
but also contain redundant and incomplete information in short text.

For feature extraction, we first perform standard text-preprocessing on the
text message to remove stop-words, replace numbers (e.g., money donation men-
tions), user mentions, and URLs with constant characters as well as lower-
casing the tokenized text of messages. After constructing a vocabulary of the
extracted tokens, every message is represented by a real-valued vector of vocab-
ulary entries, where each component holds the tf -idf value of that entry [30].
After the text samples are transformed to numeric vectors of tf-idf values, a
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sparse representation of the vectors in a feature space with a significantly reduced
dimension is learned and explained in Sect. 3.3.

3.3 Learning Model: Transfer Learning with Sparse Coding

To tackle the intent mining problem when both source and target data are small,
we propose a novel transfer learning approach. Transfer learning has become a
popular solution to bring information from past experiences to better charac-
terize the data and class distribution of them. Generally, there exists a large
number of labeled data samples from past relevant experiences as well as a large
set of unlabeled samples for the new problem, where the two sets are assumed to
share common information. The goal of transfer learning is to find better trans-
formations to map the distribution of one of the datasets to the other and learn
a predictive model using the transformed data to find a stronger prediction of
the new data. Fig. 1 shows an abstract workflow of our proposed method.

Fig. 1. The sequence of steps in the proposed model. On the top, after pre-processing
of train and test data, test set is used for unsupervised learning of dictionary atoms.
The optimal parameters of the model are learned by cross-validation on the training
data. Then a linear classifier is learned from the coded samples in the sparse space.

To formalize the approach, assume a set of message text data, where
each data point is coming from a Domain D. The given points are usually
assumed to be sampled independently and randomly from the domain D. A
domain Dl = (Xl,Yl) is defined as a distribution of pairs of {xil, yil}, where
∀{xil, yil} ∈ Dl : xil ∈ Xl, yil ∈ Yl and the domain assumes a joint probability
distribution p (Xl,Yl|θl). In transfer learning and domain adaptation, we have a
labeled Source dataset DS , where data is given as NS pairs of observations and
labels, {XS , YS}, and those pairs are assumed as i.i.d. samples from the joint
probability distribution of the source domain p(XS ,YS |θS),D = {XS ,YS}. The
data of interest is defined as Target dataset DT , where only XT is given, but
YT is unknown. The target data points are also assumed as NT i.i.d. samples
from the target domain DT = {XT ,YT }, which along with their latent labels are
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jointly distributed as p (XT ,YT |θT ). For a domain D = {X ,Y}, a task is defined
as a function f(.) on the attribute space X of that domain to predict the labels
Y. In transfer learning, the task is to find a f(xit) that approximates yit. In other
words, a function f(xit) must be learned to predict the values of ŷit for every
xit ∈ XT that minimizes

∑NT

i=1 d(ŷit, yit), where d(., .) is some distance measure
of interest. Considering the target domain distribution of p (XT ,YT |θT ), in order
to have the most accurate predictions, ideally f(xit) must become the closest
possible to p(yit|xit, θT ). The posterior distribution of target data is unlikely to
estimate without having any labels for this data. Since the task in our problem
is semantically a complete equivalence in both source and target data, the basic
assumption of transfer learning for homogeneous datasets is valid in our context
and the joint probability of the labels is assumed to be similar in both source
and target domains. Formally:

p(XS) × p(YS |XS , θS) = p(XT ) × p(YT |XT , θT ) (1)

Note that although the joint distribution is assumed as equal for the two datasets,
the conditional probabilities are generally not. If the conditional probabilities
were equal, then the key difference lies in the marginal distributions. Geomet-
rically, source and target samples are assumed as being scattered in different
regions in the feature space. Since P (XS) �= P (XT ), the parameters θS and
θT should also be different to compensate the difference of marginal distri-
butions in the conditional probabilities. To fill the gap between the datasets,
most of the research in transfer learning is about finding a good transformation
TTS(.) : XT → XS from the target to source domain, then using a classifier
trained on the source data to predict the labels for the transformed target data:
ŶT = f(Xts

T |θ̂S). While this approach works well in some cases, since none of
the characteristics of the target data is incorporated in training the classifier,
the generalization of the model for the target data reduces. A better approach
is a reverse form of transformation: finding a transformation TST (.) : XS → XT

from source data to make the marginal distribution of transformed source data
similar to the target data.

Our Sparse Coding approach is also about using the unlabeled target data
to find a mapping for the source data. The proposed method is distinctive in
handling the limitations of intent mining in the specific case of crisis informat-
ics by providing a solution to work with a small number of short-text samples.
Instead of only transforming the data, the proposed model combines the domain
transfer with the feature reduction step to make the representation generalize
well. Fig. 1 shows the steps in the proposed learning model, where it shows how
target data is used to build the model, while independent subsets of training data
tailor the representation. Sparse Coding in general is about using the character-
istics of input data X ∈ R

N×M while finding a set of basis B ∈ R
N×K that is

over-complete on the underlying manifold of data and then, approximating each
input instance as a linear combination of a small number of those bases (atoms)
in the dictionary. If the manifold assumptions hold on the data, Sparse Coding
guarantees a perfect reconstruction. However, the assumption cannot be easily
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confirmed, especially when dealing with a small number of data instances. Also,
prior research strongly suggests using an under-complete basis for Sparse Coding
in classification [28,29]. The general form of Sparse Coding is about minimizing
‖X − BA‖22 while, simultaneously approximating the bases and the sparse code
vectors incorporates the following optimization problem:

argmin
B,ai

1
2

∥
∥
∥
∥
∥

M∑

i=1

xi − Bai

∥
∥
∥
∥
∥

2

2

− λ ‖ai‖1 (2)

where ‖.‖p is the p-norm. The main objective function that tries to minimize the
information loss of coding is a loss function for reconstructing the input sample
xi from the transformed sample ai, formulated as a Sum of Squared Error (SSE)
function. In the regularization term, the parameter λ is introduced to control the
sparsity of the coded samples and the first norm is used for efficient convergence
to a sparse solution. It guarantees a more generalizable solution for the objective
function by removing the coded coefficients with an energy level less than λ.

Prior to Dictionary Learning, a logistic classifier is learned on training data
in order to improve quality of data for learning the representation, by contrast-
ing the most important intent classes (seeking, offering) against the rest (other
class). Then the dictionary is learned by applying Independent Component Anal-
ysis (ICA) method only on the target samples that are classified as relevant on
this classifier. To find the best parameter setting for the dictionary, the parame-
ters λ and K (the number of atoms) are selected with a focus on optimizing the
resulting metric (F-score) using a 10−fold Cross-Validation over the important
classes seeking and offering of the training data.

Fig. 2. Accuracy for predicting intent classes across different experimental settings. The
X-axis represents the source to target events, where S=Hurricane Sandy, Y=Super-
typhoon Yolanda, H=Hurricane Harvey, I=Hurricane Irma. Single and Triple Aster-
isks show where the difference is significant at 99% and 99.99%, respectively.
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4 Experimental Setup

We employ two different experimental schemes for evaluating the performance
of our proposed transfer learning method as follows:

– Single past disaster as source : In this case, we use only one past disaster
dataset to learn the features for the source training set and a future disaster
event dataset is used as a target test set.

– Multiple past disasters as source: In this case, we use more than one past
disaster event datasets with different combinations as the source training set
and a future disaster event dataset is used as a target test set.

Given the different possible selections of train/test set, we chose to consider only
the case of predicting on the future disaster event given the source of past events
on the timeline (c.f. Table 2). For evaluating the effectiveness of the proposed
Sparse feature representation, we created a baseline of BoW representation for
the features. The results are provided by repeating the experiments 20 times.
A Wilcoxon’s Signed-Rank test is used to find significant contrasts between the
results of BOW and Sparse representation at 99% level and the significant cases
are marked in the figures and tables by the asterisks.

5 Results and Discussion

This section discusses experimental results for the defined schemes of single and
multi-event sources as well as the benefits of the Sparse Coding representation.

5.1 Performance Analysis

Figure 2 shows the results for both single and multi-source experiment settings.
Overall, We note the following key observations from the results:

1. The accuracy was achieved close to 80%, which shows good predictability
for the proposed model, given the complexity of detecting both explicit and
implicit intent expressions from textual utterances.

2. We generally found the superior performance of the Sparse representation
in contrast to the BoW representation across both single and multi-source
experiments. In the setting of the source dataset as Yolanda and the target
as Irma, the poor performance is likely due to the small size of the Yolanda
dataset for training. We suspect this role of the small dataset in influencing
the performance through the multi-source type experiments.

3. We note better performance in the experiments of leveraging multiple event
datasets as the source in contrast to only the single event data source, which is
likely contributed by the ability of Sparse representation to effectively capture
intent cues across diverse disaster contexts.

We further observe the following points from Table 3:
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Table 3. Details of the experimental setup and performance for F-score metric. K
shows the number of atoms and λ holds for the regularization term in Sparse Coding.

Train Test Scheme K λ F-score

Seeking None Offering

Sandy Yolanda Sparse 22 0.009 0.744±0.072* 0.831±0.092* 0.682±0.055*

BOW 0.681± 0.037 0.758± 0.053 0.559± 0.035

Sandy Harvey Sparse 74 0.02 0.529±0.026* 0.719± 0.048 0.187±0.016

BOW 0.501± 0.027 0.720±0.060 0.172± 0.017

Yolanda Harvey Sparse 37 0.0005 0.425± 0.107 0.797±0.235 0.174±0.031*

BOW 0.515±0.017* 0.769± 0.017 0.146± 0.013

Sandy Irma Sparse 17 0.007 0.457±0.040 0.847±0.034* 0.170±0.015*

BOW 0.443± 0.040 0.786± 0.056 0.146± 0.017

Yolanda Irma Sparse 12 0.0015 0.449± 0.154 0.837± 0.284 0.188±0.037

BOW 0.535±0.029 0.879±0.010 0.119± 0.022

Harvey Irma Sparse 55 0.0085 0.605±0.040 0.882±0.034 0.276±0.025

BOW 0.583± 0.026 0.879± 0.029 0.316±0.029*

Sandy, Harvey Sparse 57 0.01 0.520± 0.126 0.768± 0.279 0.172±0.033*

Yolanda BOW 0.546±0.017 0.794±0.014 0.128±0.012

Sandy, Irma Sparse 78 0.0007 0.571±0.023* 0.881±0.012* 0.159±0.012*

Yolanda BOW 0.501± 0.032 0.815± 0.023 0.141± 0.016

Sandy, Irma Sparse 87 0.007 0.504± 0.026 0.889±0.022 0.303±0.016*

Harvey BOW 0.527±0.035* 0.866± 0.046 0.257± 0.023

Yolanda, Irma Sparse 90 0.0003 0.397± 0.085 0.898±0.133 0.297±0.025

Harvey BOW 0.585±0.023* 0.870± 0.029 0.288± 0.025

Sandy,
Yolanda,

Irma Sparse 90 0.0015 0.594± 0.041 0.890±0.038* 0.273± 0.023

Harvey BOW 0.568± 0.036 0.870± 0.040 0.286±0.019*

1. A general pattern for F-score indicates the better performance of Sparse rep-
resentation than BoW in predicting important classes of help offering and
seeking. The potential factor for the varied performance of Sparse Coding
representation in Table 3 is the difference in the labeled sample size and class
distribution of source datasets (as shown in Table 2).

2. We observe the low predictive power for the offering class, which is likely
affected by the imbalanced class distribution and the lowest number of labeled
instances for this class across each dataset.

3. We further note a direct relation between the size of source data and the
optimal number of Atoms (K) that is discovered using Cross-Validation pro-
cess as explained in Sect. 3.2 and shown in Fig. 1. Given a larger dataset may
contain more information, it would likely require more bases for information
representation.
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5.2 Limitation and Future Work

We presented a novel approach of transfer learning for efficiently identifying help-
seeking or offering intent in a future disaster event, in contrast to event-specific
supervised learning methods requiring large labeled datasets for the future event.
While we presented the experiments for disaster events of similar types (hurri-
cane and typhoon), future work could investigate the performance of transfer
learning of help intent across the types of disasters, such as earthquakes and
hurricanes. We considered English language tweets due to the complexity of
understanding intent from the short text and our natural next step is to lever-
age the proposed method for cross-language intent identification. Further, the
proposed method provides a general framework for boosting any input text rep-
resentation by adding a layer of Sparse Coding using the explained workflow in
Fig. 1. For instance, a future study can enhance the learning performance while
using more advanced input representations such as n-grams, word vectors, etc.
for different types of learning tasks.

6 Conclusion

This paper presented a novel approach of transfer learning with Sparse Coding
feature representation for the task of help intent identification on social media
during disasters. We experimented with four disaster event datasets ordered over
time and analyzed the performance of the proposed model for both single-event
source and multi-events source schemes to predict in a target (future) event. Our
results showed that using the Sparse Coding representation model in contrast to
the baseline model of Bag-of-Words representation allows the efficient transfer
of knowledge for intent behaviors from past disaster datasets. The application of
the proposed approach can enhance real-time social media filtering tools during
future disaster responses, when there would be insufficient event-specific labels
to train a supervised learning model.
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