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To our families and in memory of Thomas



About This Book

Experimental economic research has become an integral part of modern eco-
nomic research. Laboratory experiments, the central subject of this book, are 
now being used to address a wide range of economic issues in all areas of eco-
nomics. They can be found in business economics research, industrial econom-
ics, finance, capital market research, macroeconomics, health economics, and 
many other fields. The boom in experimental research has been accompanied 
by the development of an increasingly sophisticated methodology that has con-
tributed greatly to the fact that the quality of laboratory experiments has 
 continued to rise.

A consequence of this is that it has become increasingly important to know 
very precisely how a research question can be investigated in the laboratory in 
a methodologically sound way. This textbook aims to help researchers who 
want to use the laboratory to do just that. We have set ourselves the goal of 
writing a book that will help both scientists who have already gained experi-
ence in the laboratory and those who are starting to work with this method. 
No special prior knowledge is required to use this book.

Economic research is, of course, the focus of this book, but we hope that col-
leagues from other related disciplines in which laboratory experiments are 
starting to be used can also benefit from it. In any case, we have made an effort 
to assume as little knowledge of economic theory as possible. This is reflected, 
for example, in the fact that we have written two appendices in which, on the 
one hand, important game theoretical terms are explained and, on the other 
hand, important basic experiments that are used in economics are introduced.

The book is divided into four chapters (plus the appendices). The first chapter 
seeks to place the experimental method in the context of economic research. 
This seemed necessary and sensible to us because economics was traditionally 
not an experimental discipline and, in its beginnings, it clearly distinguished 
itself from psychology. We therefore need an explanation of how normative 
theory, with its axiomatic models, together with experiments and the increas-
ingly important field of behavioral economics came to dominate this scientific 
field today. We endeavor to provide such an explanation in the first chapter.

The second chapter of the book is in a sense its core, for it is devoted to the 
methodological foundations. We have sought to address what we consider to be 
the most important methodological questions. Of course, we do not claim it to 
be exhaustive and it naturally remains a subjective selection. We were assisted 
in this by regularly reading the newsletter of the Economic Science Association 
(esa-announce@googlegroups.com), which provided us with many valuable 
ideas. We would like to take this opportunity to thank the ESA Community.
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The third chapter of the book deals with the practical implementation of exper-
iments. This is important in view of the fact that both economists and social 
scientists are generally not accustomed to getting up from their desks and 
doing practical work in a laboratory. For this reason, it seemed important to us 
not only to give some useful advice on how to organize the work there but also 
to point out the most serious traps that lurk in laboratory work.

The fourth chapter of the book deals with the statistical analysis of the data 
generated in the laboratory. It was of importance to us to point out that this 
analysis should not begin only when the experiment is completed. On the con-
trary, it is advisable to already give some thought to the ensuing statistical 
analysis when designing the experiment. Errors made during the design of the 
experiment cannot be rectified by statistics. The fourth chapter posed the great-
est challenge for us when it came to selecting material since the literature on the 
statistical methods that can be used for laboratory data is very extensive and the 
number of possible methods is exceedingly large. We therefore had to carefully 
consider what we would include and how far we would go into the details of a 
procedure. We refer the reader to more specialized textbooks in many places 
because it would have gone beyond the scope of this book to report on the 
methods in even greater depth.

Sönke Hoffmann supported us in our work on chapter four. We cannot empha-
size enough how important his contribution is and would have liked Sönke to be 
a coauthor of this book. His contribution certainly justifies it. We would also like 
to thank the Springer Verlag staff, namely, Barbara Fess and Isabella Hanser, for 
their support and, above all, for their patience with us. Finally, we would like to 
express our appreciation and thanks to Brian Browne for translating this book.

We very much hope that our book will be put to use in teaching and that it will 
help those who conduct research in the laboratory to meet the ever-higher 
methodological standards that research demands. If everything goes well, there 
will be more editions of this book, and we would be very happy if those who 
read and use it could let us know if they feel something is missing or see things 
differently from the way we have presented them. And of course, we look for-
ward to receiving any positive feedback from readers who like the book. We can 
be reached at:

Joachim.Weimann@ovgu.de and
Jeannette.Brosig-Koch@ibes.uni-due.de
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1 Overview
In this first chapter of the book we are, in a sense, preparing the stage for what 
comes later. Experiments have only been part of the economic toolbox for a rela-
tively short time and it is important to understand how this instrument fits into the 
economic toolbox. It is also important to provide an idea of where it fits in the big 
picture of the discipline. The explanations on the history of the subject are help-
ful, but can be skipped by readers who are only interested in the methodological 
aspects.

The excursions into the history of the subject, in 7 Sects. 1.2 and 1.3, serve to 
explain how behavioral economics could emerge despite the long dominance of 
normative theory and why both should be understood as complementary parts.

7 Section 1.5 deals with the external validity of experiments. This refers to the 
question of whether experimental findings can be transferred to the real world or 
not. At the end of the first chapter, the reader should be able, on the one hand, to 
put experimental economics in the context of economics research, and on the other 
hand, to understand how economic experiments have been integrated into the divi-
sion of labor between the various disciplines. In addition, the reader should know 
that the issue of external validity is an important question that cannot be answered 
generally, but this does not mean that experimental economics research will fail on 
account of this. In the first chapter (as in the other chapters) there will be “questions” 
and summaries (“important”) and we have built in one or the other “box” in which 
interesting background information is conveyed.

1.1   Introduction

It is no longer possible to imagine the economic sciences without experimental research. 
It has become a well-established method and is used in virtually all branches of eco-
nomics. Today it is a matter of course that experimental work is published in nearly all 
international economic journals and are regularly featured in the top journals. This has 
not always been the case. Only 30 years ago, experimental work was an absolute rarity in 
important journals and experimental research on a wider scale has only existed since the 
1970s. Although economic experiments have been conducted since the 1930s, at the end 
of the 1960s it was still possible to present the whole body of literature on experimental 
research in a single survey paper. Even well into the 1980s, it was relatively easy to study 
economics without once learning in a lecture that economists also carry out experiments.

Experiments are used to study people’s behavior under controlled conditions. This 
can be done in the laboratory or in the field. These may be experimental setups designed 
by scientists (in the laboratory or the field); they may also be experimental designs that 
arise naturally. A good example of such a natural experiment is provided by a classical 
orchestra in Bremen, Germany, which decided 1 day to make as its home a school in an 
area populated by low-income families. Life within the orchestra became, to an extent, 
interwoven with life within the school. As a result, the number of applicants for a place 
at the school soared. The school authority did not know what else to do but draw lots 
for the few available places. Thus a wonderful experimental design was created since 

 Chapter 1 · The Study of Behavior
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the decision as to who was allowed to be at the school was made purely by chance. In 
this way, one could be sure that no systematic selection took place. It would, therefore, 
now be possible to investigate the causal effects of upbringing at an “orchestra school”,1 
although so far the school authority has unfortunately not been able to bring itself to 
take this step.

Economics is a “behavioral science” since it focuses on people’s decisions on the use 
of scarce resources. Since about the beginning of the twentieth century economics has 
stood apart from other disciplines dealing with human behavior in its broadest sense 
due to the fact that it uses formal mathematical models and abstract theories based on 
clearly defined assumptions. Its approach is deductive: by means of mathematical rea-
soning, consequences are deduced from the model’s assumptions. This method has very 
considerable advantages for experimentation. To put it more precisely, the existence of 
formal theories allows a perfect interplay between theory and experiment.

Economic research based on models allows the assumptions on which a scientific 
statement is based to be precisely stated in a mathematical sense, thus enabling us to 
very precisely specify the situation to which the theory is to be applied. The decisive 
factor here is that the formal method allows the conclusions that economists draw to be 
derived and proven from the assumptions with exactly the same precision. Economists 
can therefore make “if-then” statements whose clarity and precision would be unimagi-
nable without formal methods.

At first sight, economists pay a high price for the clarity of these statements. A real- 
world test of the theory is scarcely possible because the assumptions used in the models 
economists construct have a high degree of abstraction from the real conditions of the 
everyday economic world and because they use ideal-typical behavioral models. And 
what good is a theory that makes unambiguous and mathematically elegant statements 
if it is not possible to know whether these statements have any significance for economic 
reality? This “empirical weakness” is transformed into a strength when the possibility of 
verifying the theory experimentally under laboratory conditions is factored in. It is pre-
cisely because economic theory provides such detailed information about the assump-
tions it uses that these assumptions can be created in the laboratory. And since the 
mathematical formulation generates clear “if-then” statements, clear hypotheses as to 
what is to be observed in the laboratory also result if the conditions theory requires are 
created there. A high degree of internal validity can be achieved with experiments, i.e. 
in the laboratory the experimenter can create a representation of what the theoretician 
thought up at his desk. In this way, theory becomes verifiable in an ideal-typical manner 
and the contradiction between formal rigor and empirical lack of substance is resolved.

1 We thank Nora Szech, who told us this story.

Definition

Internal validity: This refers to how successfully a model or theory can be repre-
sented in the laboratory. An experiment that is internally valid tests exactly the 
model for which it was designed to test.

1.1 · Introduction



4

1

It is mainly thanks to two important characteristics that experiments are so well suited 
to testing formal theory. First, experiments make it possible to vary the conditions under 
which decisions are made in a targeted and controlled way. To give a simple example, 
the question of which information a decision-maker has and does not have available can 
be answered in every conceivable way in an experiment. The experimenter is in control 
of what information he provides the subject, and can thus systematically investigate 
what influence the extent to which the decision-maker is informed has on the decision. 
This possibility to adjust the variables that are important for behavior in a controlled 
way represents a second very important feature of experiments. It allows the researcher 
to pose the question that specifically interests him and to gather the data that is specifi-
cally relevant to this question. He is not reliant on economic reality to provide the data 
he requires to investigate a particular issue. Rather, he is in a position to generate the 
data to virtually every question that can be asked.

This means, though, that the opportunities offered by experimental research go 
beyond merely verifying theories. It can also be used to search for stylized facts, regu-
larities in behavior that have not, at least not yet, been described by theories. By this 
means, explorative experiments yield observations that could provide valuable infor-
mation as to how successful behavioral theories can be descriptively formulated. The 
range of application of the experimental method is therefore not limited to those areas 
determined by existing theories. Roth (1995) once aptly described this by attributing 
three main functions to experiments. They can “speak to theoreticians” by testing theo-
ries and helping to find new theories, they can “search for facts” by uncovering stylized 
facts, and finally they can “whisper in the ear of princes”, i.e. they can be used to provide 
policy advice.

 ? Question
Given the advantages of experiments as described in the last two paragraphs, how 
would you characterize research based on non-experimental field data?

If the experimental method is so universally applicable and so well in harmony with 
formal theory, why did it take so long for experimental research to become established? 
Considering all the advantages, isn’t making use of experiments an obvious thing to do? 
In order to understand what was preventing economists from investigating the behavior 
of real people for such a long time, it is necessary to spend a little time on examining 
the history of economics and to throw some light on the relationship between experi-
mental research and the rest of the discipline. This is very useful and helpful in order to 
gain an understanding of the experimental method, although not absolutely essential, 
The reader who is solely interested in the “techniques” of experimental research can 
therefore feel free to skip the following comments on the history of the research and 

Definition

External validity: This refers to the capacity of an experiment to make statements 
about reality. An externally valid experiment yields observations that can be trans-
ferred to reality.
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go straight to 7 Sect. 1.5, which deals with external validity, for it is a topic of major 
importance for anyone carrying out experiments.

1.2   Normative Theory and Behavioral Economics

If we were to take a bird’s-eye view of the methodological conventions of economics, 
we would be struck by a curious division. On one side, we have the empirical methods 
and, among them, the experimental method, with which actual observable behavior is 
studied. On the other side, we see the methods applied to the development of theories, 
without any apparent connection to the empirical parts of the discipline at all. Someone 
who, for example, deals with general equilibrium theory or works with game-theoretical 
models to address industrial-economic issues uses assumptions about human behavior 
that are not explicitly based on empirical findings. We will use the term “normative 
theory” to describe this part of economic research. This does not mean these theories 
contain normative statements in the sense of “should-be statements”, but that they make 
assumptions that are normative in the sense that they are not empirically based. For 
example, such models can show us what findings can be expected in situations where 
the assumptions used are fulfilled. They therefore provide a clear reference point for 
further analysis. This does not, however, alter the fact that normative theory exists and is 
applied quite independently of any empirical analysis. The connection to empiricism is 
not always made, and if so, then usually ex post, i.e. after the theory has been developed.

A major feature of neoclassical normative theory is the use of the “rational choice 
model”. This means that decisions are seen as a rational choice from a set of alternatives 
on the basis of a well-defined preference ordering that possesses particular characteris-
tics. This implies that neoclassical theory models decisions without recourse to psycho-
logical insights. The rational choice model uses a priori assumptions about preferences 
and otherwise uses only mathematics as its instrument of analysis. Psychology does not 
play a role in the formulation of assumptions. We will give some thought in the next 
section as to how it could come about that neoclassical theory could deal with decision 
behavior so successfully for almost a century without even taking notice of psychology.

Alongside neoclassical economic theory, behavioral economics has managed to 
establish itself over the past 30 years. We will also briefly describe how this came about 
in the next section. It differs from neoclassical economics in that it is focused on replac-
ing assumptions made in the rational choice model with empirically based behavioral 
assumptions. The roots of behavioral economics are to be found in psychology, but 
economists have used these roots to cultivate the growth of things that are very simi-
lar to those in neoclassical economics in one respect. Like neoclassical models, mod-
ern behavioral economics utilizes formal models to describe human decision-making 
behavior. This is a method that is quite foreign to psychologists, but it has the advantage 
that it affords the rigorous modeling of psychologically motivated hypotheses and the 
derivation of testable predictions.

 ? Question
Do you have a hypothesis as to why psychology largely abandoned the develop-
ment of formal models of decision-making behavior? If you do, it might be worth 
checking it in the light of the explanations in 7 Sects. 1.2 and 1.5.

1.2 · Normative Theory and Behavioral Economics
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It should be made clear at this point that behavioral economics cannot be equated with 
experimental research. It is true that behavioral economists very frequently use experi-
ments to gain information on human decision-making behavior. However, experiments 
may well have the result that the rational choice model of neoclassical economics deliv-
ers the best explanation for the data. This has, in fact, been observed in a number of 
studies. The experimental method is in the first instance nothing more and nothing 
less than an instrument with which human behavior can be observed under controlled 
conditions. And this textbook is about how one must proceed in order to obtain reli-
able results. In a way, the experimental method is a kind of bridge between neoclassical 
economic theory and behavioral economics.

Normative theory still dominates the development of economic theory, but behav-
ioral science approaches are clearly gaining ground.2 As a consequence, economics 
can be divided into two “camps”. While in one camp an effort is made to understand 
how people actually behave and actually reach decisions, in the other little attention is 
given to this question and consistent use is made of the assumptions that people behave 
strictly rationally and have well-defined, stable preferences. In order to avoid any mis-
understanding at this stage, it should be stressed that these are not hostile camps. On 
the contrary, not only is a peaceful co-existence possible between them, they can by all 
means support each other and can be regarded as complementary in the economist’s 
toolbox.

 ? Question
What do you understand by the terms

 5 normative theory?
 5 the rational choice model?

At first glance, however, they appear irreconcilable and contradictory. This is not  
necessarily worth worrying about. As long as the methods of one or the other camp (or 
both) are mastered, every researcher can be happy and make a successful career in the 
scientific community of economists. Whoever would like to resolve this contradiction, 
however, should take a closer look at the history of experimental research and the his-
tory of the entire discipline.

That is precisely what we will do in the following. First, we will have a look at how 
experimental research developed from its beginnings, and then we will attempt to place 
this in the “big picture” of the subject.

 > Important
In economics there are different approaches to the object of enquiry. Normative 
theory uses the rational choice model, which assumes that people make error-
free choices on the basis of a given preference ordering. Behavioral economics, 
on the other hand, tries to develop theories that describe the actual observable 
behavior of humans and that use assumptions that deviate from the rational 
choice model.

2 See DellaVigna (2009) for a survey.
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1.3   The History of Economic Experiments

Where does the history of a scientific method begin? When it was first used? Or when it 
first left its mark? Roth (1995) answered these questions by noting that it is not important 
when something is first discovered, but when it is last discovered. Someone, at some time 
or another, carrying out an experiment for the first time is inconsequential for the scientific 
community if only few people ever find out about it. A new method will only become a true 
discovery once it actually has some influence on the methodology of the whole profession. 
This makes it somewhat of a challenge to date the beginning of the history of experimental 
research since it was presumably only the combination of several pioneering achievements 
that led to economists as a group taking notice of the experimental method.

Even if it is difficult to characterize a clear chronology in its historical development, 
it is fair to say that before 1960 there was only little evidence for the existence of experi-
mental research in economics. That does not mean that this anecdotal evidence is with-
out significance – on the contrary, some of it is extremely important.

It is probably no exaggeration to say that the course of the history of experimental 
research would have been totally different had there not been another methodologi-
cal innovation whose birth year can be dated quite precisely. In 1944, “A Theory of 
Games and Economic Behavior” was published. With this book, the authors John von 
Neumann and Oskar Morgenstern laid the foundation for game theory and, in the pro-
cess, for the analysis of strategic interactions. At the same time, with the expected utility 
theory, they created a basis for the analysis of individual choices under uncertainty (von 
Neumann and Morgenstern 1944). It was above all John Nash, Reinhard Selten and John 
Harsanyi who extended this foundation in such a way that it became a solid basis for a 
gigantic research program, now equipping economists with a powerful instrument with 
which strategic interactions can be precisely described and analyzed: non-cooperative 
game theory. What is needed for this is first and foremost a formal description of the 
rules according to which participants of the game interact with each other. Put in very 
simple terms, these rules provide details on who is playing, which alternatives are open 
to each player (which moves they can make), what information is available to that player 
and what consequences every possible combination of moves has for each player.3

With a little effort and imagination, any possible description of a game can be read as 
the instructions on how to run an experiment. In other words, game-theoretical models 
virtually cry out to be tested experimentally because the games created on paper by 

3 At the end of the book is an appendix in which, among other things, the most important con-
cepts of game theory are briefly explained.

Definition

Two players A and B are in a strategic interaction when the payoffs of A depend on 
which action B chooses and at the same time the payoffs of B depend on which 
action A chooses. Non-cooperative game theory deals with the analysis of such stra-
tegic interactions.
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the theoretician can as a rule actually be conducted in the laboratory. It is only there 
that they can be carried out since the laboratory allows us to create the exact boundary 
conditions and incentives that are present in the model. Experiments make it possible 
to produce a one-to-one copy, so to speak, of the theory from paper to the laboratory. 
For example, if a theoretician is using a ceteris paribus clause in a model and is only 
investigating the role of a few endogenous variables, this can be accurately reproduced 
in the laboratory. Therefore, in the laboratory it is possible to achieve what cannot be 
achieved in the real world: to test a theory under the conditions which the theory itself 
formulates for its application and which systematically differ from the conditions that 
are met in the real world. By using monetary incentives and with the assistance of the 
“induced value method” – which we will discuss in more detail in 7 Sect. 2.2.1 of the 
second chapter – not only can the constraints and assumptions of a model be applied 
in the laboratory, but the preferences assumed in the model can also be induced in the 
experimental subjects.

With game theory, a methodology that facilitates the interplay between theory and 
experiment in an almost ideal way entered the stage of economic research. The game- 
theoretical method in a way forces the theoretician to formulate and formalize explicitly 
all that is necessary to create a well-defined decision-making situation in the laboratory. 
Creating this situation is sometimes significantly more difficult in models that employ 
other methods and do not model any strategic interactions. It is, however, possible and 
was done early on, i.e. before 1960.

 > Important
Economic experiments are closely related to game theory. Game-theoretical 
models contain all the information needed to accurately recreate the model 
in the laboratory. This has made game theory the ideal basis for experimental 
research.

As early as 1931 Louis Leon Thurstone addressed the question of whether it was experi-
mentally possible to test or represent a central concept of neoclassical economics that 
today is still as dominant as it was then (Thurstone 1931). He attempted to derive indif-
ference curves experimentally by offering subjects a (hypothetical) choice between 
alternative bundles of goods. Although the subject of this experiment concerned a core 
element of the economic rational choice model, Thurstone himself was not an econo-
mist, but a psychologist, and the experimental methods he used were more consistent 
with those of experimental psychology and less with those used by experimental econo-
mists today. The criticism that no less than Milton Friedman and Wilson Allen Wallis 
directed at this experiment in 1942 anticipated the classic criticism that economists 
voice about psychological experiments (Wallis and Friedman 1942). This is essentially 
that nothing can be learned from hypothetical questions because the subjects are not 
provided with the right incentives. This criticism was not actually leveled at experimen-
tal economics – which did not yet exist at that time – but at the attempts of psychologists 
to use their methods to investigate economic questions.

Of a somewhat different nature is the experiment published in 1948 by Edward 
Hastings Chamberlin (Chamberlin 1948). Chamberlin, along with Joan Robinson, is 
regarded as the founder of the theory of imperfect competition. He created the concept 

 Chapter 1 · The Study of Behavior



9 1

“monopolistic competition” and was the first to attempt to create markets in the labora-
tory, applying methods that are still also used today in an enhanced form to conduct 
market experiments. The aim of his experiment was to prove that it could not at all be 
expected that market equilibria come about in markets. Chamberlin himself regarded 
the results he obtained as supporting his skepticism concerning this. The further devel-
opment of his own method by such researchers as Vernon Smith, however, later led to a 
convincing confirmation in the laboratory that even under difficult conditions (e.g., in 
the case of very limited information) markets are indeed able to generate equilibrium 
prices.

No matter how Chamberlin’s findings are interpreted, his experiments are charac-
terized by three things: first, they were carried out by an economist; second, their objec-
tive was to experimentally test an equilibrium concept central to economic theory; and, 
third, Chamberlin paid his subjects on the basis of their behavior in the experiment. It 
is presumably these three things that led many economists to view Chamberlin’s experi-
ments as the birth of experimental economics. The name “experimental economics”, 
however, was coined by someone else: Heinz Sauermann, who together with his student 
Reinhard Selten made significant contributions to experimental research on oligopo-
listic markets (Sauermann and Selten 1959). Sauermann and Selten, two important 
German economists, undoubtedly rank among the pioneers of experimental research. 
In 1977 Sauermann founded the Gesellschaft für experimentelle Wirtschaftsforschung 
(German Society for Experimental Economics), which is still today the scientific asso-
ciation for German-speaking experimental economists and can claim to be the old-
est scientific association of experimental economists in the world.4 It is also thanks to 
Sauermann and Selten that the contributions of German-speaking experimental econo-
mists to the development of this still young methodology gained international attention 
in the 1960s and 1970s.

In contrast to Chamberlin’s market experiments, the oligopoly experiments of 
Sauermann and Selten were characterized by game-theoretical analysis. Important 
though the first experiments of psychologists and economists on economic issues may 
have been, it is game theory that gave the experimental method a decisive boost. Two 
experiments in particular provide key examples of this.

In 1950 Melvin Dresher and Merrill Flood devised a game that has since then had 
a remarkable career in economics: the prisoner’s dilemma (see Flood 1952, 1958). 
These two authors thought up this game with the intention of subjecting the concept 
of the Nash equilibrium to a particularly hard test (today this would be called a stress 
test). The payoffs in the original game developed by Dresher and Flood were as follows 
(. Table 1.1):

The row player and the column player can simultaneously choose between the first 
and second rows or columns. It is clear that the Nash equilibrium is (2, 1) since the 
dominant strategy for the row player is to select option 2, while the column player’s 
dominant strategy is to choose option 1. At equilibrium both players collect a payoff that 

4 Also see the anthology published on the occasion of the 30th anniversary of the German Society 
for Experimental Economics (Sadrieh and Weimann 2008) with which Reinhard Tietz, another Ger-
man pioneer of experimental research, was honored.
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is ½ lower than the payoff obtainable if they chose (1, 2). The equilibrium is thus highly 
inefficient, leading to the question of whether real people, in light of this, still select the 
rational solution and play their dominant strategies. Therein lies the stress test.

Dresher and Flood conducted this game as part of an experiment with (only) one pair 
of subjects, repeating the game 100 times, with the payoff being in US pennies.5 This 
means that, at equilibrium, the column player earns half a dollar and the row player 
comes out empty-handed. If both players act efficiently and choose (1, 2), each will gain 
half a dollar more than they do at equilibrium. The results of this experiment showed 
that the subjects neither played the Nash equilibrium, nor were capable of cooperat-
ing to obtain an efficient solution. It is not the result itself that lends significance to 
this experiment, but rather the fact that for the first time a game-theoretical prediction 
(rational players choosing dominant strategies) and at the same time a game-theoretical 
equilibrium concept were put under the microscope in an experiment. Since then, the 
prisoner’s dilemma and the closely related theory of public goods have been subjected 
to this countless times. With their experiment, Dresher and Flood opened up a whole 
world of research.

A similar lasting impact was achieved by an experiment that examined not an 
equilibrium concept, but expected utility theory, thus singling out another central 
building block of game theory and modern economic theory as a whole. Maurice 
Allais was not only awarded the Nobel Prize for his experimental work, but his name 
is inextricably linked to an experimental finding that stands in clear contradiction 
to the expected utility theory of von Neumann and Morgenstern. The Allais paradox 

5 The choice of the optimal sample size will be discussed in 7 Sect. 4.5.2.

       . Table 1.1 Prisoner’s dilemma payoffs (the first number is the payoff received by the column 
player, the second number is the payoff received by the row player, see Flood 1952, 1958)

Column player Option 1 Column player Option 2

Row player
Option 1

−1, 2 ½, 1

Row player
Option 2

0, ½ 1, −1

Definition

A dominant strategy is a strategy that is always the best response (i.e., always maxi-
mizes the payoff for this player) a player can provide to what other players do. Hav-
ing a dominant strategy frees a player from the need to form expectations about 
what other players will do. No matter what they do, the dominant strategy is always 
the best response.
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describes a choice between lotteries that systematically and reproducibly leads to 
results indicating that the decision-makers do not maximize their expected utility. 
This finding is just as momentous as that of Dresher and Flood since expected utility 
theory is still today the central theory used to describe choices under uncertainty, 
thus making it possible for economists to model how people deal with risk. By today’s 
standards, Allais’s experiment was methodologically inadequate owing to its use of 
hypothetical payoffs. But this is not critical for the significance of the experiment. 
What is more important is that, similar to the case of the prisoner’s dilemma, the 
Allais paradox provided a path that has since been taken by many experimental and 
theoretical economists. It is achievements such as these that are honored with the 
Nobel Prize.

 > Important
Research questions derived from early experiments to examine predictions of 
expected utility theory and game theory are still the subject of economic experi-
ments today.

The closeness of the relationship between game theory and experimental research is 
also evident in the fact that a number of outstanding game theoreticians are among 
the early experimentalists. In addition to Reinhard Selten, whom we mentioned earlier, 
there are also John Nash and Thomas Schelling, for example. Although Nash made only 
a relatively short foray into the world of experiment, Schelling was intensively involved 
with experiments on coordination games as early as 1957 (Schelling 1957). As close as 
the connection between game theory and experiment may be, the building of a bridge 
from theory to experiment is by no means a foregone conclusion. The reason for this lies 
in the difficulties for theory that arise from many experimental findings. Expected util-
ity theory and, as a consequence, also game theory use the notion of optimizing players 
who act strictly rationally as a basic premise. Beginning with the early experiments on 
the prisoner’s dilemma of Dresher and Flood and the experiments that tested expected 
utility theory, the history of experimental research has also time and again been a his-
tory of findings that are at odds with the assumption of rationality. This does not mean 
that experiments always show non-rational behavior, but it occurs relatively frequently. 
Theoreticians, who took it for granted that the agents in their models act hyper-ratio-
nally, were faced with results that showed that people systematically display bounded 
rational behavior. That does not make it easy to take up the path to experimentation. 
The fact that bridge building is nevertheless possible and very productive, despite the 
clashes and contradictions, is illustrated by an anecdote of an incident that took place 
at an annual conference of the Verein für Socialpolitik (German Economic Association).

Reinhard Selten held a plenary lecture at this conference. After the lecture, which 
dealt with the findings of experimental studies, the chairman of the plenary session, 
Hans-Werner Sinn, asked him whether he could not be accused of being, in a certain 
sense, schizophrenic. After all, he had received the Nobel Prize for studies in which he 
had pushed the rationality assumption of game theory to the limit, as it were; on the 
other hand, he was now searching for a theory of bounded rational behavior. Reinhard 
Selten responded by saying that he was not schizophrenic, but a methodological dualist. 
This was because it simply made sense, on the one hand, to investigate where perfect 
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rationality would lead or what characterized a strictly rational decision, only to concede, 
on the other hand, that people were not capable of this perfect rationality and then to 
set out to find a theory that could describe what real people actually do when they make 
a decision. It is difficult to argue with this assessment. It makes it clear that despite 
contradictions it is possible for normative theory and experimental research interested 
in real behavior to exist side by side.

The last two to three decades have shown that even more is possible. Behavioral eco-
nomics, using the methods of normative theory, attempts to develop models of human 
behavior that are consistent with the experimental findings of economists and psycholo-
gists. The breakthrough in behavioral economics can be dated relatively accurately. It 
came in 1979 with the publication of the article Prospect Theory: An Analysis of Decision 
under Risk by Daniel Kahneman and Amos Tversky in the renowned economics jour-
nal Econometrica (Kahneman and Tversky 1979). Both authors were psychologists and 
Kahnemann was awarded the 2002 Nobel Prize for this article, amongst others.6 Unlike 
neoclassical expected utility theory, prospect theory provides an explanation for deci-
sions under risk based on psychological findings and not on a system of axioms that is 
not empirically verified, such as that of von Neumann and Morgenstern.

Without prospect theory, the dynamism with which experimental research estab-
lished itself in economics would probably have been substantially less and the develop-
ment of behavioral economics would have progressed at a much slower pace. Prospect 
theory to an extent paved the way for studies deviating from the strict assumptions of 
the rational choice model and made them respectable in economics. Thus the number 
of publications based on experimental work grew dramatically and a culture of research 
geared to the special needs of experimental and behavioral economics research evolved. 
The current role of behavioral economics in the economic sciences is clearly demon-
strated by the Nobel Prize once again being awarded to a behavioral economist, Richard 
Thaler, in 2017.

In order to better understand this research culture, it is important to bear in mind 
that the nature of the knowledge gained in economic experiments is fundamentally dif-
ferent to that generated by theoretical papers. An experiment can only ever represent 
one individual observation made under particular conditions at a particular place at a 
particular time. Further experiments under at least similar conditions in other locations 
at some other time are necessary before the observations become a finding that can 
claim to possess a certain degree of generality.

This means that progress in experimental economics is rather slow. It simply takes 
time to carry out all the experiments needed to produce such things as stylized facts. It 
also means there needs to be some degree of coordination between those who conduct 
experimental research. It is necessary to reach agreement on which phenomena will 
be investigated in order to find out which observations are reproducible patterns of 
behavior and which are merely artifacts of a particular experimental design. This type 
of coordination has become increasingly successful since the beginning of the 1970s. 
Series of experiments have emerged from this, i.e. many experiments are conducted on 

6 He shared it with Vernon Smith. Amos Tversky would probably have been awarded the Nobel 
Prize as well had he not passed away in 1996.
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one and the same “basic issue”, each with variations that can be exploited to separate 
the wheat from the chaff amongst the findings. It has also seen the emergence of spe-
cific issues that are almost solely handled in cooperation between experimentalists and 
behavioral economists. Evidence for the existence of social behavior and its character-
ization is one such issue, parts of auction design can be seen in a similar light, and the 
basic assumptions of prospect theory are still today the subject of experimental studies 
in the laboratory and in the field.

Today, no one seriously doubts the value of experimental research in economics. Labo-
ratory experiments are an important addition to the toolbox of economists. They allow 
us to ask and answer questions that could not be answered solely on the basis of theoreti-
cal models and classical empiricism (i.e. statistics and econometrics based on field data). 
The development of experimental research has become possible thanks to expected util-
ity theory and game theory, which, like no other sub-disciplines of economics, pro-
vided the basis for experimental work and which to a certain extent had already created 
experiment in their own methodology. Without the assistance of expected utility theory 
and game theory at its beginning, experimental economics could never have developed 
into what it is today. This insight provides us with the key to answering the question 
we posed at the beginning and which we have not yet been able to answer: how did it 
come about that economics became a discipline in which it is not unusual to make use 
of experiments?

 ? Question
Food for thought: Do you tend to see similarities or differences between experimen-
tal research in economics and experimental physics?

1.4   The History of the Neoclassical Rational Choice Model 
and the Return of Psychology

At the beginning of the 20th century, the transition from classical to neoclassical eco-
nomics began to take shape. The objective theory of value of classical economics was 
superseded by the subjective theory of value, which ascribed the value of objects to 
their scarcity and their utility for people. During this phase of its history, in search 
of basic principles, economics was only just beginning to become established as an 
independent discipline. Its connections to philosophy and, in particular, psychology 

Box 1.1 Prospect Theory
Prospect theory assumes that the valuation of lottery payoffs is based on a reference point. The 
reference point is not fixed, but can change. Based on the reference point payoffs are evaluated 
as gains or losses. The value function is concave in the gain area and convex in the loss area. 
In addition, it is steeper in the loss area than in the gain area. This is an expression of so-called 
loss aversion: losses carry more weight than equivalent gains. Note that, besides the valuation 
of payoffs, prospect theory also assumes a weighting of probabilities.
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were still very strong. We know from Pareto’s correspondence that it was his express 
goal to make economics an independent discipline possessing its own object of enquiry 
and methodology that clearly distinguished it from its neighboring disciplines.7 It was 
precisely the subjective theory of value, however, that at first stood in the way of such 
independence. Bruni and Sugden (2007) point out that there were some early expo-
nents of neoclassical economics who even wanted to intensify the relationship to psy-
chology. Francis Ysidro Edgeworth and William Stanley Jevons, for example, regarded 
“utility”, which constituted the heart of the subjective theory of value, as a psychological 
category. It was Edgeworth, in particular, who wanted to make this more objective by 
applying the Weber-Fechner Law, which describes the logarithmic relationship between 
the intensity of a stimulus and its resulting subjective perception, to the measurement 
of utility. The notion that utility could be measured and compared intersubjectively 
represented an obstacle, so to speak, to the independence of economics. Edgeworth’s 
research program could only have been feasible if it had been possible to examine the 
nature of utility. It would have been necessary to investigate what utility actually is, 
what it depends on and how it can be measured, compared and evaluated. An intensive 
psychologization of economic research would have been needed to manage all these 
tasks. However, the methodology of psychology research would then have become the 
most important instrument of economics, and this would have had consequences that 
many neoclassical economists would have found difficult to live with.

The claim to the uniqueness of economics would have practically been abandoned. 
Economic research would have become some kind of specialized area of psychology, 
which above all else dealt with the question of how people perceive pleasure and pain and 
how they seek one but avoid the other. Not only would its independence have receded 
into the distant future, but its claim to being scientific would also have been severely 
jeopardized by a close proximity to psychology. Despite the methodological advances 
made in psychology at the beginning of the twentieth century thanks to the work of 
Ernst-Heinrich Weber (1795–1878) and Gustav Theodor Fechner (1801–1887),8 there 
was always some controversy associated with the issue of whether psychology was sci-
entific. For example, although quantitative methods were used, introspection remained 
an important methodological instrument despite it obviously not being suitable for gen-
erating objective, intersubjectively comparable data (Bruni and Sugden 2007, pp. 150). 
Psychology’s preoccupation with pleasure and pain therefore led to the suspicion, and 
this was not completely unjustified, that a certain degree of arbitrariness was permitted, 
resulting in the accusation that psychology was not a true science.

The alternative to a psychology-based research program consisted of the attempt to 
liberate economics completely from metaphysics and to align it with the natural sciences 
with respect to objectivity and scientificity. It was precisely this that Pareto wanted to 
achieve with his research program. But how are we to eliminate psychology if we want 

7 See the very interesting essay by Bruni and Sugden (2007), which strongly inspired our explana-
tions in this section.

8 Fechner is regarded as the founder of modern psychology. 1860 saw the publication, in two vol-
umes, of his main work “Elements of Psychophysics”, containing the description of methods which 
made it possible to make quantitative statements on feelings and sensations and which were 
based on the earlier work of Weber (Fechner 1860).
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to analyze people’s actions and decisions? At first glance, it might seem somewhat far- 
fetched that psychology should not play a role in this, but it is actually possible. The trick 
is that Pareto’s economics is not concerned with the essence of things – for example, the 
question of the nature of utility and its measurement – but with secondary principles 
that can be derived from the essence of things. Specifically, this means economic analysis 
is not based on a metaphysical consideration of the nature of utility, but only on objec-
tively observable decisions that individuals base on their own subjective calculation of 
utility. The idea is remarkably simple. Let us suppose that every person is precisely aware 
of how much utility he will gain from a certain level of consumption or a certain choice. 
Let us also suppose that the way people behave depends on their perceived utility, i.e. in 
a choice between two alternatives they select the one providing them with greater ben-
efit. Based on these assumptions, it must then be possible to infer the underlying utility 
concept from observing people making a choice. The question is, however, when can 
we make these assumptions? When can we conclude from people’s observable decisions 
that they make these decisions precisely because they maximize their utility?

Pareto used this to create the concept of rational actions. Essentially, it is based on 
the idea that people act as if they are constantly optimizing. They use a utility function 
that assigns a value to every available alternative in order to measure the benefit they 
could realize: the higher the value, the better the alternative. The optimization problem 
consists of choosing precisely the combination of goods for which the utility function 
takes on the highest possible value at the given prices and income. But when can we 
conclude from observing people making a choice that their actions are indeed based 
on a utility maximizing calculus? A substantial part of the Paretian research program 
consisted of the question “When may it be assumed that people have a preference order-
ing that can be represented by means of a utility function?” This question is referred to 
as the integrability problem and it intensely occupied some of the best economists of the 
last century (Bruni and Sugden 2007, p. 159).9

It is important to note that if the integrability problem is solved, economics can 
dispense altogether with psychology. If it is permissible to assume that people make 
choices as if they maximize some utility function, any decision can be described as the 
result of an optimization calculation, and mathematics takes the place of psychology. It 
is a matter of discussion whether the integrability problem has actually been solved in 
all its generality and sufficiently comprehensively or not. What is important is the fact 
that the economics profession views this problem as having been adequately solved for 
more than 70 years and does not attach any particular importance to any questions that 
may still be open. The solution consists essentially of the revealed preference theory, 
which was decisively influenced by Paul Samuelson (1938). This is not a suitable place 
to go into details and analyze the differences between the various axioms of revealed 
preference theory. Explaining the basic principle will suffice.

The Weak Axiom of Revealed Preference can be described in a rather loose way as 
follows. Suppose you want to buy yourself or a friend a new tie. The sales assistant offers 
you 20 different ties and you choose the one with red stripes on a white background. The 

9 The two last paragraphs have been adapted from the manuscript of the book “Measuring Hap-
piness. The Economics of Well-Being” by Andreas Knabe, Ronnie Schöb and Joachim Weimann 
(Weimann et al. 2015).
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weak axiom requires that you also make this choice if you are not offered 20, but only 18 
or 15 ties. As long as the one with the red stripes is included, you will choose it and thus 
fulfill the requirements of the weak axiom. Samuelson showed that it is then possible to 
describe your decision as the result of utility maximization and it can be assumed that 
you have constructed a system of ranking the ties that allows you to indicate which tie 
you prefer whenever you compare any two of the ties.

In this way, an important part of Pareto’s program was realized. Since we only need 
to assume that, to apply the rational choice model, an ordinal ranking of the alternatives 
(the ties) exists, and it is the fulfillment of the weak axiom that allows its existence to be 
assumed, it is no longer necessary to have any kind of psychology to ask the question 
of why of all the ties it is the red-and-white striped tie that generates the highest level 
of utility. Moreover, the economist is permitted to describe the decision by maximizing 
a utility function whose concrete functional form is left to his own discretion, since 
many functions are suited to describing ordinal preference rankings. Metaphysics was 
thus completely eliminated from the description of the individual act of choosing and 
economics’ claim to being scientific was secured since the basis of all analyses was now 
the objective observation of people making a choice.

This did not mean, however, that the full implementation of the Paretian research program 
had been completed. This is because economic research is concerned not only with the indi-
vidual act of choosing, but also with the resolution of conflicts arising from this act. In the 
final analysis, economists are interested in the question of how to allocate resources in the 
face of a fundamental scarcity problem that prevents the demands of all individuals from 
being met at the same time. Is it not necessary to bring psychology back on board if we want 
to solve this problem? Assuming there are resources available that can be used for, say, the 
construction of a home for the aged, a street, a kindergarten or a bowling center, shouldn’t 
we weigh up the advantages of each use against the other and at the same time determine 
the utility each individual measure generates? This would in fact mean we were back to the 
“essence of things”, having to deal with “utility” in the way Pareto wanted to avoid.

The completion of the Paretian research program only came about with the concept 
of Pareto efficiency. This requires that resources be allocated in such a way that it is no 
longer possible for an individual to become better off without at the same time another 
individual becoming worse off. As long as we fail to achieve Pareto efficiency, we are 
clearly wasting resources.

Box 1.2 Rational Choice Model
The rational choice model is based on the assumption that people make decisions on the 
basis of a preference ordering of all available alternatives. In general, it is assumed that this 
order is complete, reflexive and transitive. The preference ordering permits the decision-
maker to specify which alternatives are preferred or whether the decision-maker is indif-
ferent between the alternatives. Formally, this preference ordering can be represented by 
a utility function that assigns a number to each alternative, whereby the greater the num-
ber, the higher up the alternative is in the preference ordering. The rational choice model 
assumes that all the acts of choosing made on the basis of this preference ordering are car-
ried out without error, i.e. we always choose the alternative which is “as high as possible” in 
the preference ordering, or which has the highest utility index of all achievable alternatives.
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 ? Question
Why does the Pareto criterion include a value judgment? What other value judg-
ments could be used in its place when it comes to the question of how to use scarce 
resources?

The Pareto criterion interacts perfectly with the rational choice model, which is based 
on the concept of ordinal utility. Together they provide neoclassical economics with 
a tremendously powerful methodological tool, allowing whole areas of research to be 
opened up and explored. The massive success of neoclassical economics over the last 
70 years can be attributed to its methods being largely value-free, the universal applica-
bility of mathematics as a “behavioral model” and the flexibility that has so far enabled 
neoclassical economics either to nullify all criticism or to assimilate the critics. This 
flexibility arises from the straightforwardness of revealed preference theory, which 
says nothing about what choices are available and still less about what is preferable. 
Neoclassical economics does not specify what people prefer and so pointing out, for 
instance, that people are not only self-interested (as is assumed in many neoclassical 
models) cannot undermine neoclassical economic theory. It allows people to have a 
preference for giving something to others (Samuelson 2005). The “neoclassical repair 
shop”, which has incorporated many critical movements in the neoclassical edifice, is 
so successful because neoclassical economists ultimately do not commit themselves to 
very much.

The fact that many people nevertheless gain the impression that the neoclassical 
“homo oeconomicus” is “completely selfish” (Levitt and List 2008, p. 909) can be attrib-
uted to the fact that neoclassical economics has no other choice than to make very 
concrete assumptions about preferences. If this were not the case, the theory would 
more or less be devoid of content. On account of this, the assumption of “more is better 
than less” is made after all and used to assert that people always prefer a higher income 
to a lower income. The reason may well be that a higher income provides more oppor-
tunities for consumption and we observe that people have a certain preference for hav-
ing more opportunities. Thus both are correct: neoclassical economics is, in principle, 
open for any assumption concerning what generates benefits for people, but the premise 
that people selfishly strive for higher income is, in fact, the dominant assumption in 
neoclassical economic theory. This conflicting nature is very nicely illustrated by the 
avowed neoclassicists Binmore and Shaked (2010). At first they report that experimen-
tal findings do not put neoclassical economics at risk of being refuted since it makes no 
assumptions concerning people’s preferences (p. 88). Later, however, they only speak 
about money maximization as the behavioral hypothesis that has proven superior to 
inequity aversion models. This does not represent a contradictory argumentation, but 
rather an expression of the flexibility of neoclassical economics. In principle, it assumes 
that people behave selfishly in a material sense. However, in situations in which this is 

Box 1.3 Pareto Criterion
Among other things, Vilfredo Pareto was an engineer and he used the criterion named after 
him for the construction of machines: a machine is not yet optimally designed if it is possible to 
improve a performance parameter without compromising another parameter value.
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clearly not the case, it is by all means open to accepting that people can also be moved 
by other motives. This flexibility regarding assumptions on the content of preference 
ordering preserves the very essence of neoclassical theory: the assumption that given 
their preferences people behave rationally.

 > Important
The core of neoclassical economics is the assumption that the rational choice 
model is capable of representing human behavior. In contrast, the assump-
tion that humans behave selfishly is not essential for neoclassical economics, 
although it is used in many neoclassical models. In fact, neoclassical economics 
can be reconciled with many assumptions concerning the content of individual 
preferences. This gives it considerable flexibility, because by varying the assump-
tions of preference, it is possible to rationalize behavior that would not be ratio-
nal under the condition of strictly self-interested preferences.

In view of the success of neoclassical economics and its “ability to put up a fight”, the 
question naturally arises as to how the return of psychology to the world of economics 
could come about. It should be noted here that for all the flexibility of the neoclassical 
method, it succeeded in keeping psychology out for a long time. This was achieved, on 
the one hand, by incorporating into the rational choice model the possibility of people 
having social preferences. In this way, it was possible to integrate into the neoclassical 
edifice a considerable share of the experiments yielding intractable deviations from the 
standard model without having to make compromises to the rationality assumption. 
On the other hand, the demarcation from psychology was also achieved by experimen-
tal economics taking methodological approaches different to those used in (the older) 
experimental psychology. Two major differences are worth noting.

In general, real incentives are provided in economic experiments, i.e. these experi-
ments are always about money.10 Psychologists, in contrast, do not generally use mone-
tary incentives. The second difference is that experimental economists utterly disapprove 
of manipulating experimental subjects by not informing them of the complete truth 
about the experiment. The reason for this is that the reputation of the experimenters 
and, thus, the control over the decision environment would otherwise be jeopardized. 
The subjects would not believe the instructions placed before them and their behavior 
would no longer be open to meaningful interpretation because it would not be clear 
what game they had actually played (or they thought they had played). Psychologists 
are usually less sensitive in this respect and lie to their subjects at first, only to explain 
during the “debriefing” afterwards what really happened in the experiment.11

These methodological differences made it possible to clearly define the boundaries 
between experimental economics and psychology. In so doing, experimental research 
could be incorporated into neoclassical economics without it being necessary for it to 
open up to psychology in the process. Experiments in economics still deal to a great 
extend with rational behavior and attempt to establish what the preferences of subjects 
look like. As in the past, the analysis of both the psychological basis of the perception of 

10 We will go into this in more detail in 7 Sect. 2.2.
11 This point will also be covered in more detail in 7 Sect. 2.3.
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utility and the choices derived from it are still not the object of neoclassical economics. 
So how did psychology manage to return to economics?

The initial push unmistakably came from the side of psychology. As mentioned earlier, 
in 1979 an article by Daniel Kahneman und Amos Tversky, “Prospect Theory: An Analysis of 
Decision under Risk”, was published in Econometrica. With this article, behavioral econom-
ics took the academic stage, as it were. What was special about Kahneman and Tversky’s 
work was that psychologists had presented a formal theory that was able to explain a num-
ber of observations that the standard economic theory, expected utility theory, could not 
explain. This was achieved not with a priori assumptions on the rationality of the actors as 
a starting point of the modeling, but rather with experimentally substantiated findings in 
psychology on how real people deal with uncertainty. This was an approach that differed 
fundamentally from that of neoclassical economics since it cast doubt on the premise that 
people always behave rationally. Psychology pointed out that there were findings indicat-
ing that people could deviate systematically from that which would be considered rational 
in the sense of neoclassical economic theory, with these results for the most part being 
obtained by experimental research. This brought together two things that combined to 
promote the development of behavioral economics on a massive scale. On the one hand, 
the objection of psychologists, which could not be dismissed out of hand, and on the other 
hand, experimental economics, which made experiments in economics acceptable to econ-
omists, thus building the bridge that enabled psychological findings to cross to economics.

From that time on, it has been necessary to address the question of in which cases 
the rational choice model of neoclassical economics is applicable and in which cases it is 
not. The answer to this question is by no means trivial. It is not enough to have observed 
once in an experiment that people are not behaving as the rational choice model pre-
dicts. It is, in fact, also necessary to clarify the nature of the deviation and whether it can 
be considered systematic.

In order to identify deviations, it is first necessary to reach agreement on what is 
meant by the rational choice model. Two variants are worth considering: on the one 
hand, models that solely assume people behave rationally when pursuing given but 
arbitrary goals and, on the other hand, models that additionally employ assumptions 
that people behave strictly selfishly, i.e. they will always prefer a higher income to a 
lower income. In the following, we will take the first variant as our starting point since 
the assumption of strict self-interest is not essential for the rationality of behavior. The 
second variant corresponds to standard neoclassical economic theory where actors are 
generally assumed to be self-interested.

Given this interpretation, deviations from the rational choice model are reduced 
to cases in which people systematically make decisions that are not consistent with 
the goals they are pursuing – no matter what those goals are. This means that devia-
tions from standard neoclassical economic theory that can be resolved by replacing the 
assumption of self-interested motives with some other assumption of preferences are 
not to be interpreted as deviations from the rational choice model. For example, many 
cases in which experimental observations contradict standard theory can be recon-
ciled with the rational model of choice by assuming people have “social preferences”.12 

12 The literature on social preferences is in the meantime very extensive. The term social preferences 
basically means that people not only consider their own well-being, but also that of others when 
making decisions.
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A  significant proportion of the experimental economics literature deals with the ques-
tion of what kind of preferences are suitable for organizing observations in such a way 
that they can be reconciled with the assumption of rational behavior. For instance, the 
inequity aversion models of Bolton and Ockenfels (2000) and Fehr and Schmidt (1999) 
suggest that people have a preference not only for their own absolute payoff, but also for 
their own relative payoff. Another prominent thesis is that people behave reciprocally, 
i.e. they are willing to do something good for people who were “nice” to them before and 
punish people who treated them unfairly.13 Charness and Rabin (2002) assume people 
have both an inequity aversion and a respect for efficiency. This branch of literature has 
with some justification also been called the “neoclassical repair shop” because the core 
of the neoclassical model – the assumption of rational behavior – can be protected by 
suitably modifying the assumptions concerning the underlying preferences. However, 
in complex decision-making situations it becomes apparent that the deviation from the 
assumptions of strictly selfish behavior alone is not sufficient to reflect the observed 
behavior (e.g., Bolton and Brosig-Koch 2012).

Therefore, the neoclassical repair shop cannot integrate all the behavior observed 
under controlled conditions in the laboratory. A whole host of deviations remain 
for which the only possible explanation is that people do not actually act rationally. 
Behavioral economics refers to heuristics and biases in this context: people use heuris-
tics to simplify complicated decisions, and they are subject to biases, i.e. they take deci-
sions that are not truly in their interest. The causes and manifestations of such biases are 
diverse. Chetty (2015) and DellaVigna (2009) propose a formal characterization that 
basically identifies three areas in which deviations from the rational choice model can 
occur. First, the preference ordering does not exhibit the standard properties that the 
neoclassical model requires. For example, the dependence of preferences on a reference 
point, as assumed in prospect theory, violates the standard assumptions of neoclassi-
cal economics. Second, people do not form rational expectations. For instance, they 
systematically overestimate their own abilities, which, for example, can lead to time-
inconsistent decisions. The inability to form Bayesian expectations leads to phenomena 
such as the “gambler’s fallacy”. Third, in the case of given expectations and preferences, it 
is not possible for the decision- making process itself to take place rationally. People, for 
example, allow themselves to be influenced by the manner in which decisions are pre-
sented (this is termed “framing effects”), or they do not, or do not sufficiently, consider 

13 See Camerer (2003), Fehr and Schmidt (2006) and Cooper and Kagel (2015) for a survey.

Definition

Time-inconsistent behavior occurs when, at time t, a decision is made on the behav-
ior at time t + 1 and the actual behavior at time t + 1 deviates from this decision. The 
gambler’s fallacy is understood to mean that it is mistakenly assumed that random 
draws out of a hat occur without replacement although replacement does in fact 
take place. It is for this reason that a roulette player who is subject to the gambler’s 
fallacy believes that the likelihood of the ball falling in red is greater than that of it 
falling in black after a long run of black previously.
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important factors in the decision because they do not pay attention to these or because 
they are influenced by social pressure.
Chetty (2015) proposes a simple characterization of the biases relevant to behavioral 
economics. Whereas in the neoclassical model the preference ordering of the decision- 
maker is accurately represented by a utility function, which is maximized to eventually 
provide the rational decision, in behavioral economics a distinction is made between 
experienced utility u(c) and decision utility v(c). The former is the utility that the decision- 
maker actually experiences when her decision takes effect. The latter is the utility that 
the decision-maker believes to be her true utility at the time of making her decision. 
While neoclassical economics assumes that u(c) = v(c), behavioral economics permits 
the two to differ from one other. By analogy to an external effect, e(c) = u(c) – v(c) can 
be interpreted as internality, a wedge that the decision-maker herself drives between her 
true utility and the utility she uses as the basis for her decision.14

The papers of Chetty (2015) and DellaVigna (2009) mentioned earlier provide a very 
good survey of the various forms that heuristics and biases can assume and demon-
strate, moreover, that these are not phenomena that can only be observed in the labora-
tory, but that there are in the meantime a whole host of empirical findings indicating 
that these deviations from the rational choice model can be found in the field as well. 
This means that the findings of behavioral economics not only reveal contradictions to 
the rational choice model, but that they also possess a high degree of external validity, 
i.e. they can be also be detected outside the laboratory. Thus we come to a point that is 
of great significance for experimental economics research as a whole. For this reason, a 
separate section is devoted to it.

 > Important
Since economic experiments are methodologically different from those typically 
carried out in psychology, it was possible to include the experimental method 
in the toolbox of economics without endangering the autonomy of econom-
ics. With the publication of prospect theory and the resultant strengthening 
of behavioral economics, however, the rational choice model of neoclassical 
economic theory found itself being put to the test. Rationality means “consis-
tent behavior in relation to given goals”. The test concerns the consistency of 
the behavior. Inconsistency can generally be characterized as an internality. 
This refers to the difference between the decision utility (the utility assumed at 
the time of the decision) and the experienced utility (the utility that is actually 
experienced).

The decisive advantage of this criterion is that, as is the case with revealed preference 
theory, a comparison of “utility” is not needed. It may well be the case that this crite-
rion does not assist in deciding between the kindergarten and the home for the aged, 
since both uses are efficient in the sense of Pareto, but economists can live with this due 
to the great advantages this efficiency criterion offers. It enables economics to make 

14 Parts of this section have been taken from Weimann (2015).
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statements concerning the preferability of social conditions without having to resort to 
value judgments that go beyond the acceptance of the Pareto criterion – and who would 
reject a call to avoid wasting resources?

1.5   External Validity

Internal validity deals with whether an experiment does in fact test the model or theory it 
is supposed to test. External validity concerns the question of whether what is observed 
in the laboratory can be translated to the real world outside the laboratory. There is a 
vitally important relationship between the internal and external validity of experiments 
that occasionally gives rise to confusion. Some researchers hold the view that external 
validity does not play a significant role, at least in classical experiments, since the purpose 
of experiments is to verify theories, and so the question of whether experimental results 
are also an indicator of what happens in the real world is irrelevant (Schram 2005). Even 
if one shares this view, there remains the question as to what the point then is of testing 
theories in the laboratory. There must be some connection to the real world; otherwise 
research (theory and experiment) would abandon its claim to being empirically relevant. 
Purely normative theories that quite deliberately construct counterfactual alternatives to 
reality are permitted to do this. But these need not be tested experimentally. The empiri-
cal testing of theories really only makes sense if the aim of the research is ultimately to 
explain real-world phenomena. This means, however, that issues of internal and external 
validity always occur together. Successful research requires that the experiment does in 
fact test the theory it wants to test, and that this results in observations that contribute to 
a better understanding of real phenomena. In the process, internal and external validity 
grapple with the same problem in the same place.

Economic theory is very careful to derive as general statements as possible. Specific 
assumptions concerning utility functions or production functions are therefore only 
made if statements that are even more general are not possible without them. This goal 
of modeling is very useful in its own right. It does also mean, however, that almost 
all economic models function without any context. They are not limited to particular 
conditions that have to be fulfilled in the “setting” of the phenomenon being studied, 
since this setting is considered irrelevant. Experimenters take advantage of this. If the 
context does not play a role, then a theory can also be tested in the artificial environ-
ment of a laboratory, since it claims to be valid there too. Should a theory be refuted in 
the laboratory, however, then the theoreticians are certain to counter by pointing out 
that they constructed the model for a real economic context and not for the labora-
tory. Bolton (2010) describes this problem using a very nice metaphor. Theories can 
be understood as maps that do not provide any details so as to highlight the generally 
valid abstract context. If you want to go from A to B, the context of the streets, the 
building development along the streets and the number of trees on the sides of the 
streets are all irrelevant as long as the streets you need are shown. The level of abstrac-
tion, i.e. the degree of generality of the model, depends on the context. Bolton refers to 
a subway map as an example. Such maps are well known, showing only straight lines 
but neither streets nor public squares. They are extremely helpful if you want to know 
which line to take to get from A to B and where you have to change lines. But they are 
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only useful to the subway rider; they are totally unsuitable for pedestrians. So, if an 
experimenter comes up with the idea of testing the subway map on a pedestrian, he 
will come to the conclusion that the map is no good. This test, however, neglects the 
context in which the map should be seen. This is not a problem in the case of subway 
maps since information on the context for which they were designed is always given. 
Economic models do not have this information and, for this reason, it could happen 
that an experimenter sends a pedestrian, although it would only be reasonable to send 
a subway rider.

This problem actually puts experimenters in a comfortable position. After all, they 
can quite rightly point out that it is theory that makes a claim to generality and it is 
theory that should be measured against this claim. If theoreticians are going to claim 
that their theory is only valid for a particular context, then the context ought to be 
incorporated into the modeling. As long as this is not the case, experimenters are off 
the hook. They should not celebrate too soon, though, because they are faced with the 
same problem with external validity. If context plays a role in making decisions, then 
the laboratory context is relevant and observations made in the laboratory cannot be 
applied to the real world – not so easily at least.15

A biologist observing a rare species of animal in the wild does not need to worry 
about whether his observations are “externally valid”. The situation is no longer so 
clear if the same scientist is observing animals kept in the laboratory. This is because 
the living conditions in the laboratory are simply quite different from those that 
prevail in the wild, and is not clear whether behavior displayed in the laboratory 
is also found under natural conditions. The situation in experimental economics 
is very similar. People in the laboratory are in an artificial environment and they 
have to make decisions in a way and under conditions they would probably never 
encounter in real life. Can we still assume that experiments are externally valid? Is it 
permissible to simply extrapolate findings obtained in the laboratory to real-world 
situations?

When dealing with this question, two methodological aspects must be clearly sepa-
rated. The first concerns the opportunities and limitations of inductive conclusions, and 
the second pertains to the fact that the individual observations from which these con-
clusions are drawn have been made in a laboratory environment. A question that also 
arises outside the laboratory is: what possibilities does induction offer? The biologist 
carrying out field research by watching animals in their natural habitat gathers indi-
vidual observations which in themselves do not yet allow any general statements about 
the typical behavior of a species to be made. Only repeated, independent observations 
of one and the same behavior allow the conclusion to be drawn that the behavior is 
highly likely to be species-specific. Such inductive conclusions cannot be drawn with 
a high degree of certainty. No matter how many white swans have been observed, this 
does not allow the conclusion to be drawn that all swans are white. This would be an 
example of invalid inductive reasoning. Despite the logical impossibility of deriving 
general statements from individual observations, induction is an indispensible method 

15 The issue of the context dependency of experimental findings has recently been intensely dis-
cussed. We will return to this discussion several times. See, for example, Smith (2010).
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without which many natural sciences, especially all the experimental disciplines, would 
be inconceivable.16

The experimental method is fundamentally dependent on the fact that its observa-
tions can be used to deduce general relationships (that hold at least with a high proba-
bility). This does not, however, apply to single observations made in a single experiment. 
The existence of general relationships can only be presumed if the observations are repro-
ducible and prove to be robust to any changes in the experimental design. This applies to 
all types of experimental inquiry. It does not matter whether it is an experiment to test 
a model or to provide advice on policy or to gather facts about behavior. Generalized 
conclusions can only be drawn if a large number of independent  observations display-
ing the same, or at least similar, relationships are available. What are sought are stylized 
facts of behavior that can be confirmed time and again and reproduced under a wide 
variety of conditions.

That is not to say that a sufficiently large number of independent observations must 
be made within one experiment. As undoubtedly necessary this is – we will look at this 
in more detail in our discussion on statistical methods in 7 Chap. 4 of this book – it is, 
however, only a precondition for obtaining one single statistically significant observa-
tion. But this observation only applies to the subjects who participated in this particular 
experiment and it only applies to the place and time at which the experiment took place. 
It is, in the first instance, another question entirely as to whether it also applies to differ-
ent places, at different times, and to other subjects. Only if there are identical findings 
from different experiments can we assume that there is a high probability that we are 
dealing with a pattern of human behavior.

 ? Question
Make sure that you have understood the following terms and are able to classify 
them correctly:

 5 Induction or inductive reasoning
 5 Singularity of an observation
 5 Reproducibility of observations

The reproducibility of experiments is then of the utmost importance  – which poses 
something of a problem. However necessary reproducing experiments may be, they 
are not popular amongst experimentalists. Repeating somebody else’s experiment is 
boring and generally there is no particular promise of success in getting the work pub-
lished since only few journals are prepared to publish results that can be found else-
where. As a result of this, straight replications are exceedingly rare. As a general rule, 
they are “hidden” in published papers investigating a new aspect of an old problem. 
These papers usually require a “baseline treatment” to which the results of the new 
experimental design can be compared. Since these baseline treatments are frequently 
identical in many experiments, the necessary replications are obtained in passing, as 

16 Francesco Guala’s book “The Methodology of Experimental Economics” (Guala 2005) intensively 
explores induction as a scientific method, putting experimental economics in a greater method-
ological context in the process. We will not be dealing with the theoretical aspects of science in 
any greater depth and therefore refer the interested reader to Guala’s book.
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it were. Charness (2010), who makes the same point, quite rightly points out on this 
issue that the necessity for replications is a powerful argument for using experiments. 
In contrast to field experiments, experiments conducted under laboratory conditions 
have the advantage that the experimental design can be easily reproduced. To this end, 
the instructions the subjects receive are also published, thus effectively allowing experi-
ments to be repeated one-to-one.

 > Important
 5 The external validity of experimental results is important because experi-

ments are as a rule always accompanied by a claim to be able to provide an 
empirical explanation.

 5 The context of a decision may play a role. This is a problem both for formal 
models (which generalize from the context) and for laboratory experiments, 
because they take place in a specific laboratory context.

 5 Experiments must be reproducible. Only then will the transition from single 
observations to stylized facts succeed.

At this point, we should draw the reader’s attention to an aspect concerning not only 
replication studies, but also “completely normal” experiments. A goal of experimental 
research is to identify effects that are sufficiently robust. It is therefore not necessarily 
desirable that all the experiments in a series of experiments are always identical in all 
respects. On the contrary, it makes complete sense to incorporate minor variations. For 
example, one might be of the opinion that it is necessary for all the sessions of an experi-
ment to be conducted by the same person, because some aspect of the experimenter 
might have an influence on subjects’ behavior. This could of course be the case. For 
instance, the gender of the experimenter could possibly be important. This raises the 
question of whether we should really be interested in effects whose occurrence depends 
on whether it is a man or a woman who conducts the experiment! This certainly could 
not be described as a robust effect.

But even if the replications are successful and the effect can indeed be described as a 
stylized fact that is robust, it still only applies to a laboratory environment. The biologist 
who has observed a thousand white swans can justifiably claim that the next swan is 
very likely to be a white swan, in the process making a statement about the real world. 
An experimental economist who has carried out a dozen labor market experiments and 
found his results to be in line with those of comparable studies of other researchers 
can nevertheless still not claim that what happens on real labor markets is the same 
as that observed in the laboratory. It certainly is valid to criticize experimenters that 
their observations come from an artificial environment and therefore cannot readily be 
extrapolated to the real world.

For a time, experimental economists provided quite a clever reply to this criticism 
(for example, Plott 1982, Falk and Heckman 2009). They pointed out that decisions 
made by people in the laboratory are not artificial at all, but that they are most definitely 
real! That is indeed true. Subjects in economic experiments are faced with “real” deci-
sions involving “real” money that they receive as a real payoff. They are not just pretend-
ing to make decisions in the laboratory; they really are making decisions. To this extent 
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experimentalists are right when they say they do their utmost to bring about real deci-
sions in the laboratory. The fact that experiments in economics always operate with real 
incentives makes this effort particularly evident. This means that the subjects’ decisions 
have very real consequences for them – due to the more or less generous payoff they can 
pocket at the end of the experiment.

But if we are honest, we must admit that using real monetary incentives primarily 
serves to establish internal validity and only has something to do with external validity 
as a secondary consequence. By paying money, we are ensuring that those incentives the 
model assumes are effective actually exist in the experiment. Only then can experiments 
claim to represent theoretical models. They cannot by any means claim that because 
they offer monetary incentives they also directly apply to real situations. The response 
from experimenters really is very clever, but it does not of course solve the problem. The 
question of whether the observation of real laboratory decisions permits statements to 
be made about real decisions outside the lab therefore continues to remain unanswered.

In the end, it may not be possible to answer the question of external validity with 
greater generality since it is ultimately an empirical issue. Ideally, it would even be pos-
sible to experimentally check the transferability of experimental results. A closed meth-
odological chain is required to design such an ideal case. It begins with a model. As an 
example, let us take a model investigating how rational bidders behave under the rules 
of an eBay auction. For this purpose, the theoretician determines the Nash equilibrium 
bidding strategy and derives a prediction of the behavior in the auction. He takes this 
model to the experimenter, asking him to test his theory-based prediction. The difficulty 
with testing the model empirically is that although each bidder’s willingness to pay is 
decisive for his bid, it cannot be observed directly. This problem can be solved quite eas-
ily in the laboratory. Prior to the auction, the experimenter informs each subject of the 
value the item being auctioned has for him or her, i.e. how much the payoff will be for 
the winner of the auction. The price determined by the auction will be subtracted from 
this payoff. The winning subject can keep the rest. When the auction is then carried out, 
the experimenter knows how high each bidder’s maximum willingness to pay is – he 
has just “induced” it himself. Inducing preferences is only possible in a controlled labo-
ratory experiment. Friedman (2010, p. 29) referred to this technique, which is clearly 
described by Smith (1976), as a cornerstone of experimental economics.

With the aid of the induced value method, experiment provides observations that 
make it possible to measure the quality of theoretical predictions. Let us assume that 
the experiment has confirmed the theory, i.e. the subjects have submitted bids corre-
sponding to those expected in the Nash equilibrium of the game. The model has thus 
been confirmed in the laboratory with an internally valid experiment. The next step is 
to repeat the whole thing outside the laboratory, using a controlled field experiment. 
Let us suppose this form of auction is to be deployed on an Internet platform. This 
platform, with all the real properties it possesses, is used as the experimental environ-
ment in the field experiment. The subjects recruited by the experimenter will now be 
sitting comfortably at home, and not in front of a PC in the laboratory. This means they 
are in exactly the same situation as the “real” platform users. In all other respects, the 
field experiment proceeds just as it does in the laboratory, i.e. the subjects are informed 
of the value the item has for them and make a bid. Suppose that the theoretical model’s 
predictions also appear to be correct in this environment. The last step is then the 
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natural field experiment, in which the behavior of real users (who do not know they 
are participating in an experiment) is observed on the Internet platform. Since their 
willingness to pay is of course unknown, the method admittedly has to be varied some-
what. For example, two dissimilar auction designs that lead to different Nash equilibria 
could be used. If we assume the model then provides a qualitative prediction by saying 
which design leads to a higher price (with identical goods being auctioned), it would 
be possible to set up controlled forms of real auctions that permit us to test this qualita-
tive prediction. If this test also leads to a positive result, it demonstrates that there is a 
high probability that the theoretical model correctly describes the actual behavior of 
real bidders in real auctions.

Sometimes methodological chains also work in reverse order. Bolton et al. (2013) 
report such a case. eBay offers its users the possibility to provide feedback on the trans-
actions they have conducted. Buyers and sellers can relate their experiences with each 
other, thus enabling the parties involved on eBay to create a positive reputation for 
themselves by collecting as much positive feedback as possible. What is striking is that 
the proportion of negative feedback is very small, also when compared internation-
ally – with one exception. In Brazil, the proportion of negative feedback is significantly 
higher than in any other country. Do Brazilians have a different mentality? Does cul-
tural background play a role in this? Or is this due to the different design of the reputa-
tion mechanism used in Brazil? In Brazil, the various parties can conceal the negative 
ratings they submit by giving blind feedback. In other words, they are protected from 
retaliation (in the form of bad ratings they might also receive in return). Bolton et al. 
(2008) managed to answer this question by conducting an experiment in which the 
effects of the two reputation mechanism designs were investigated in isolation. The 
findings showed that blind ratings led to a significantly higher proportion of negative 
feedback.

The auction experiment by Brosig and Reiß (2007) is also motivated by empirical 
findings. For example, empirical studies on procurement auctions showed that compa-
nies that had not won in previous auctions were more likely to participate in later auc-
tions than those that had won in previous auctions (Jofre-Bonet and Pesendorfer 2000, 
2003). It also turned out that companies that had lost in the morning auctions bid more 
aggressively in the afternoon than the winners of the morning auctions (De Silva et al. 
2002). It was suspected that capacity constrains were responsible for this behavior. This 
was tested by Brosig and Reiß (2007) under controlled laboratory conditions. In fact, 
they observed similar behavior in their procurement auctions, which in their laboratory 
experiment can clearly be traced back to the limited capacities.

The methodological chain permits a direct verification of external validity, as is the 
case above, because it lets us conduct controlled field experiments, thereby extending 
the chain into real life. This is possible in our example because electronic market-
places possess a wonderful property for experimentalists. On the one hand, they can 
be recreated one-on-one in the laboratory and, on the other hand, they can be used as 
a laboratory in their natural setting. Unfortunately, this is an exception. Generally the 
methodological chain cannot be extended as far as this since the leap from the labora-
tory to the field does not succeed completely. For instance, if in the laboratory we set 
up a labor market in which the those who provide jobs and those who seek jobs meet 
to negotiate wages and decide how intensively they would like to work, we need to be 
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aware of the fact that there are many factors that play a decisive role in determining 
wages and work effort in a real labor market that are not to be found in this laboratory 
labor market. For this reason, the external validity of experimental labor markets is 
very limited.

This does not mean, however, that the things observed in a labor market in the 
laboratory do not play a role in real labor markets. On the contrary, it may well be 
that experiment reveals patterns in the interaction between employers and jobseekers 
that are hidden from the eyes of observers of real markets. Whether this is indeed the 
case, or whether what is observed in the laboratory is an experimental artifact cannot, 
however, be deduced solely from the laboratory experiment. Further empirical investi-
gations using real markets are necessary for this, and these are considerably more dif-
ficult than the field experiments used in the Internet auction. The great advantage that 
experimental analysis provides in this case is that it focuses the empiricists’ attention, 
showing them precisely where they should be looking.

 > Important
 5 Experiments should generate robust results. But even robust stylized facts 

are not necessarily externally valid.
 5 Monetary incentives ensure internal validity, but do not automatically create 
external validity.

 5 Ultimately, the question of the external validity of an experiment can only 
be answered empirically. Methodological chains that range from theory to 
field tests are of great assistance.

Can’t we simply assume external validity without any empirical confirmation? Why 
should people in the laboratory behave completely differently than in “real life”? After 
all, the subjects of the experiment do not leave their personality, their attitudes, values 
and preferences at the laboratory door. So why should what they do in the laboratory be 
different to what they do outside? The decision-makers in the laboratory are the same as 
those outside, but are the decision-making situations in front of and behind the labora-
tory door the same? Definitely not, and the decisive question is, therefore, how much 
the actual form of the decision problem influences the behavior of the individual actors. 
An example may make this point somewhat clearer.

The dictator game is used in experimental research to gain insights into how people 
behave when they have a choice between a payment they receive themselves and effect-
ing a payment to another person. For this purpose, one subject (the dictator) receives a 
cash endowment (of, say, 10 euros) while being informed that there is a second subject 
who has received no money. The dictator can then decide whether he will give part 
of his endowment to the other subject or keep the 10 euros for himself. It is a styl-
ized fact that the dictators in such experiments give, on average, a considerable share 
to the second subject. This is a astonishing result and differs substantially from what 
we observe outside the laboratory, where it virtually never happens that people give 
money to people who are complete strangers and about whom they know practically 
nothing. People donate money, but for charitable purposes, not just to anyone. People 
give presents, but they generally also have good reasons for doing so, which are mostly 
related to the receiver. All this is not the case in dictator games. The dictators do not 
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know whether the other subject is male or female, needy or well off. They know neither 
the person’s name nor anything else about him or her – and yet they give a gift to this 
unknown person. Obviously, this happens because the specific experimental situation 
the experimenter has put them in encourages this behavior. However, it is not possible 
simply to conclude that the same subjects who give away money in the experiment will 
also give money to strangers in the real world. We will discuss this point in more detail 
in 7 Sect. 2.5 of this book.

This example makes it clear that external validity presumably depends on how simi-
lar the decision situations inside and outside the laboratory are. Cherry et al. (2002), for 
instance, show that the amounts given in dictator experiments decrease markedly when the 
dictators do not receive their initial endowment as a gift from the experimenter, but have to 
earn it. This laboratory situation thus approaches the real-world situation since the money 
that is donated is not generally received as a gift but earned through paid work. In this con-
nection, Smith (2010, p.13) demands that experimenters should always try to imagine how 
the subjects would probably act if they had to play with their own money. Using one’s own 
money creates a kind of parallelism between laboratory experiments and the real world. 
The sooner such a parallelism exists, the sooner we can assume that the experiments are 
externally valid. The importance of ensuring that parallelism is as conspicuous as possible 
becomes apparent in relation to the phenomenon of social preferences. DellaVigna (2009) 
notes that considerably more “social behavior” can be observed in the laboratory than in 
the real world. It is an important task of experimental economics to find out why.

The issue of the external validity of laboratory experiments has moved to center stage 
in the discipline in the last few years due to a discussion revolving around the ques-
tion of whether there is a qualitative difference between laboratory experiments and 
field experiments resulting from the fact that field experiments possess a higher exter-
nal validity than laboratory experiments. This claim was made mainly by Levitt and List 
(2007, 2008) and it led to a controversy that has in part been carried out at the highest 
scientific level (measured by the importance of the journals in which the relevant articles 
were published). For instance, “Science” published both a paper by Levitt and List (2007) 
critical of laboratory experiments and a vehement defense of laboratory experiments by 
Falk and Heckman (2009). In our view, this discussion is of great interest, not because 
there is actually a hierarchy of methods, but because it has very clearly revealed potential 
weaknesses of the experimental method. The remarks we made on the importance of 
methodological chains demonstrate that we assume a strictly complementary relation-
ship between laboratory and field experiments. They are not alternatives and each has its 
own strengths and weaknesses. However, it is worth using the discussion that unfolded 
between “field” and “laboratory” to highlight some methodological points where caution 
needs to be exercised. We will discuss these points in detail in 7 Chap. 2.

In their article from 2007, Levitt and List present a list of shortcomings they identify 
in laboratory experiments and which they claim field experiments do not have, or at 
least have in a less pronounced form. Falk and Heckman (2009) take this list and attempt 
to rebut the individual points of criticism (Croson and Gächter 2010). The first item on 
Levitt and List’s list concerns the choice of subjects for the experiment. They contend 
that this involves a selection effect that distorts the results of the experiment. This selec-
tion bias is not confined to the fact that generally only students serve as subjects; it also 
includes the fact that it is only particular students who volunteer for the experiments. 
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It is, in fact, quite conceivable that certain personality traits or characteristics are more 
common among the experimental subjects than in the general student population. For 
example, before their initial visit to the laboratory the subjects do not know exactly 
what to expect. People who are eager to try out new things and prepared to take risks 
are likely to see this uncertainty as something positive and therefore participate in the 
experiment to find out what will happen in the laboratory, whereas risk-averse students 
are likely to be deterred by the uncertainty.

Falk and Heckman (2009) counter this objection by arguing that the influence 
of personality traits on laboratory behavior can be controlled. This can be done by 
having the subjects fill out a questionnaire that can assist in determining these char-
acteristics. Some well-known examples are the Big Five Personality Test or the NEO-
FFI, a further development of the Big Five (Simon 2006). In this way, the personality 
structures of the subjects become a further explanatory variable for the observed 
behavior. Furthermore, Falk and Heckman note that selection bias can, of course, 
also occur in field experiments. While this is true, it must also be acknowledged that 
field experiments in which the experimenter does not actively select the subjects 
struggle less with this problem. This discussion on possible selection effects in the 
choice of subjects clearly demonstrates that this process deserves special attention. 
We will therefore deal with this issue in some detail in 7 Sect. 2.3. However, there 
is now experimental evidence that a systematic selection bias in the recruitment of 
student subjects cannot be established (Falk et al. 2013).

The next point on the list concerns subjects’ behavior in the laboratory. Levitt and 
List suspect that the fact that subjects are being observed will change their behavior. 
There is indeed no denying that the laboratory situation differs from the real world 
on this point  – even if there are definitely situations in real life in which people are 
also under observation. It may be the case, for example, that the subjects display the 
behavior they assume the experimenter expects from them. It could also be the case 
that they avoid egotistical decisions because they do not want to be observed behav-
ing selfishly. This objection to the external validity of laboratory experiments can be 
countered, however, by using a double-blind design to “protect” the subjects from being 
directly observed by the experimenter. A double-blind design leads to a situation in 
which the experimenter knows how the subject with the number X behaves, but does 
not know who, among all the people in the laboratory, had the number X. Such a design 
can of course only have the desired effect if this has been made sufficiently clear to the 
subjects so that they can actually be certain nobody can find out how they behaved. 
In 7 Sect. 2.5.2, we will return to this point and explain how transparent double-blind 
designs can be created.

The next point on the list of Levitt and List is in a sense old hat. It is the concern that 
the monetary amounts used in laboratory experiments might be too small and insig-
nificant to in fact provide the required incentives. This objection has been raised against 
laboratory experiments from the very beginning and Falk and Heckman rightly point 
out that it can in fact be considered to have been dealt with. It is obviously quite straight-
forward to vary the payoffs in experiments in order to check whether choosing signifi-
cantly higher payoffs than usual in experiments makes a difference. The experimental 
findings on the question of how higher payoffs affect laboratory behavior are mixed. For 
instance, Carpenter et al. (2005) could not find any difference between treatments with 
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$10 stakes or $100 stakes, whether in ultimatum experiments or dictator experiments. 
In the ultimatum experiments, however, they could only make statements about the 
proposer because all (but one) of the offers were accepted and nothing could therefore 
be said about the rejection rate of the responder (who accepts or rejects). Andersen et al. 
(2011) demonstrate that this rejection rate tends to decrease at higher payoffs, claiming 
that it would approach zero for sufficiently high stakes. Slonim and Roth (1998) observe 
that the variation in behavior decreases as the stakes increase. In contrast, Camerer and 
Hogarth (1999), using a meta-analysis, find no evidence that the size of the payoff has 
any noticeable impact, while Fehr et al. (2014) likewise cannot determine any difference 
between high and low stakes. Summing up, although it appears that the payoff amount 
is important to some extent, the comparatively low payments in experiments do not 
seem to represent a fundamental problem. We will also return to this point in more 
detail in 7 Sect. 2.2.2.

Some criticize that subjects of laboratory experiments do not generally have suf-
ficient opportunity to gain experience and to learn from it. This objection should be 
taken more seriously, since it is often actually the case. Laboratory experiments usually 
take no longer than an hour or two. This short duration obviously offers very limited 
opportunity to gather experience. Falk and Heckman point out that the influence of 
learning and experience on behavior can be tested experimentally. However, the fact is 
that this hardly ever happens. This is another point we will come back to.

In addition to the individual points Levitt and List present, they criticize that 
laboratory experiments are simply too far removed from the real world for it to be 
possible for their findings to be transferable to it. What is of utmost importance here 
is the context already mentioned earlier in which economic processes and decisions 
take place and which, according to the firm belief of many economists, still has a 
significant impact. If this context dependency is ignored, it is not possible to draw 
analogies between the laboratory setting and the real-world setting. However, the 
question arises as to why this point is often only raised in connection with laboratory 
experiments. If there is a context dependency, it has to be taken into account on all 
methodological levels, i.e. in the models and field experiments as well. In striving for 
maximum possible generality, economic theory has thoroughly banished all thoughts 
of context dependency from its thinking. The fact that context also hardly plays a role 
in the laboratory is a direct consequence of this since if experiment is to test theories 
that are free of context, then the experimental design must also be free of context 
(Alekseev et al. 2017). In the debate on external validity, focusing only on the issue of 
laboratory experiments being too far removed from the real world falls short of the 
mark. If at all, then this issue must be applied to all the methodological tools used by 
economists.

By means of the assumptions of his model, the theoretician developing a labor market 
model also creates a very special space within which actors, with attributes also created 
by assumptions, make decisions. It is not at all clear a priori whether this space and the 
assumptions of the model are suitable for deriving statements that can also claim valid-
ity outside the model, in the real world. In many cases it is even highly uncertain. For 
example, in order to determine Nash equilibria, game-theoretical models require very 
far-reaching assumptions about the behavior of individual players. Not only must they 
be assumed to behave completely and strictly rationally, but it must also be assumed that 
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this rationality is “common knowledge”.17 Furthermore, the expectations of the players 
(their beliefs) must also be common knowledge. In many cases, it can definitely not be 
presumed that these assumptions are fulfilled outside the model. They can best be met 
in the laboratory - at least the beliefs of the players can be controlled and induced there.

Whether models say something about the real world or not is a question that is 
closely related to the question about the external validity of experiments. The easiest 
way to answer this question is to use methodical chains, as described above using the 
Internet auction as an example. Seen in this light, theoreticians and experimental econ-
omists are sitting in the same boat on this issue. Should theorists reject experiments 
because their external validity is not guaranteed, they overlook the need to demon-
strate the external validity of the theory and overlook the fact that they can best do this 
together with the experimenters.18

 > Important
In order to ensure the external validity of laboratory tests, the parallelism 
between the situation in the laboratory and real decisions is very important. The 
more marked the parallelism, the more likely it is that externally valid results can 
be expected.

Experimental research has some specific problems that have been discussed 
intensively in literature: possible selection effects during the acquisition of exper-
imental subjects, changes in behavior due to being observed, a lack of opportuni-
ties to gain and to learn from experience, as well as payoffs that are potentially 
too low. All these points are discussed in specific sections of the second chapter 
in this book.

The objection that experiments are too artificial or too abstract to provide 
externally valid findings must be directed against all instruments of economic 
research that work with simplifications and abstractions, including formal model-
ing. Whether it is justified or not is in any event an empirical question that needs 
to be answered.

In summary, it can be said that the question of external validity is so important for exper-
imental research because economics is essentially an empirical discipline whose aim is 
to develop statements about what happens in real economies. If we try to investigate 
economically relevant decision-making situations in the laboratory, the question of what 
we can learn about the real world is obvious. And it really is a pressing question. That is 
why experimental researchers are repeatedly faced with this question – and rightly so. 
An answer that is generally valid is not possible, but can only be given on a case-by-case 
basis, with the external validity of different experiments varying considerably.

17 Everyone is rational, everyone knows that everyone is rational, everyone knows that everyone 
knows that everyone is rational, etc.

18 See Weimann (2015) or the discussion in the fourth chapter of the “Handbook of Experimental 
Methodology” (Fréchette and Schotter 2015).
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 ? Question
Does the question of external validity also arise in natural science experiments, for 
example in physics or chemistry?
Under which conditions can it safely be assumed that experiments in the natural sci-
ences are externally valid?

1.6   Behavioral Research: An Interdisciplinary Issue

Human behavior is not only the subject of economic research. In fact, for a long time 
economists were not particularly interested in investigating the behavior of real people. 
Other disciplines have been much more active in this respect and therefore boast a long 
tradition and a large pool of knowledge. Most notably, psychology has of course from 
the very beginning been interested in what drives human behavior. Social psychology 
studies such behavior in social contexts and focuses not only on individuals, but also 
on groups and their behavioral dynamics. The neurosciences and genetics, admittedly 
much younger than psychology, have a more medically oriented view of behavior.

How does experimental economic research relate to these neighboring disciplines? 
What can economists learn from psychologists, neuroscientists and geneticists? Of 
 particular interest for this book are, of course, the questions as to which methodological 
differences exist between the disciplines and how collaboration can be organized – pos-
sibly in the face of existing methodological differences.

 z Economics and Psychology
We have already seen that the neoclassical research program was accompanied by 
an attempt to completely decouple economics from psychology and to conduct 
“psychology- free research”. With experimental economics research on the one hand and 
behavioral economics on the other, the connection to psychology has returned and, at 
first glance, this seems to have led to a broad rapprochement of these disciplines. The 
fact that Daniel Kahneman, a psychologist, was awarded the Nobel Prize for Economics 
is indeed a visible sign of this. Nevertheless, there are still considerable methodological 
differences between experimental economic research, including behavioral economics, 
in which many psychologists are employed, and large parts of experimental psychology.

Psychology has a much longer experimental “history” than economics. Therefore, one 
could imagine that experimental economic research is more or less an application of 
psychological methods to specific  – namely economic  – questions. However, econo-
mists have once again chosen to go their own way in this regard, and nowadays one has 
to admit that psychologists who deal with issues of behavioral economics tend to draw 
more on the methodology of economics rather than the other way around. What is the 
difference between experiments in economics and psychology?

Apart from a few minor details, it is mainly two fundamental methodological deci-
sions that distinguish the two disciplines. The first is that economists generally only 
accept experiments in which the subjects are exposed to real incentives. In almost all 
cases, these incentives are money. The background to this principle of economic experi-
ments is the theoretical basis on which research in experimental economics takes place. 
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Economic models usually describe human behavior as the outcome of optimizations in 
which material incentives play a very significant role. These incentives are formally rep-
resented by utility functions and can be incorporated into the experiment by means of 
payoff functions. In this way, the aforementioned close connection between experiment 
and theory is accomplished. This connection is inevitably looser in psychology because 
psychologists do not usually formulate their models using mathematical equations or 
other formal language that can be translated one-on-one into the laboratory. Therefore, 
the use of monetary incentives is not mandatory for psychological experiments to the 
extent they are for those of economics.

Two questions are repeatedly discussed in relation to whether monetary incentives 
should be used or not. The first is obvious: does it make a difference whether experi-
mental subjects play for real money or will they behave in the same way with purely 
fictitious payoffs? This question has of course been investigated experimentally and the 
results can be summarized very easily: sometimes it does not make a difference, often it 
does.19 Economists draw a simple conclusion from this: it is better to use real incentives, 
because you are then on the safe side.

The decision in favor of monetary incentives has a pleasant side effect. It facilitates 
the acquisition of subjects for experiments. This is a very important point, as a large 
number of subjects are sometimes required in order to obtain a sufficiently large num-
ber of independent observations. Students in particular generally appreciate the fact 
that by participating in experiments they can earn a little extra money. This effect should 
be taken into account when choosing the size of the payoff. A laboratory that has a repu-
tation for paying well will have little difficulty in finding subjects. On the other hand, 
being too frugal in the use of experimental funds can quickly mean that a lot of money 
has been saved in the wrong place. Although there is still money left to carry out further 
experiments, there are unfortunately no more subjects for the experiments.

On the other hand, refraining from using real incentives makes recruiting subjects a 
real problem. In psychology, this is sometimes solved in a way that is capable of creating 
new problems. Psychology students are simply obliged to participate in a certain number 
of experiments during their studies. This naturally raises the question of what motives a 
subject who compulsorily participates in an experiment follows. It is possible to imagine 
many things. Anger over the time sacrificed could just as well play a role as the desire 
to please the experimenter. The point is, we do not know – in other words, we have no 
control over it. It is thus very difficult to interpret the behavior of people who are forced 
to participate in the experiment.

The second fundamental decision made by economists, and which clearly distin-
guishes them from their psychology colleagues outside behavioral economics, is that 
they never lie to the subjects of experiments. The manipulation of subjects is highly 
frowned upon in experimental economics  – and for good reason. The only way to 
learn from the behavior of subjects in an experiment is to know the conditions under 
which they have made their decisions. And that is the advantage of experimentation. 
It is possible to control the circumstances in which decisions are made. However, this 
is no longer possible if we cannot assume that the subjects believe the experimenter. 

19 See 7 Sect. 2.2 and Lichters et al. (2016), where the importance of real incentives for experiments 
in market research is discussed.
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The experimental community needs the reputation that it tells the subjects exactly what 
actually happens in the experiment. If it squanders this reputation, no experimenter will 
know what the subjects consider to be the true experimental setup. Editors and review-
ers of scientific journals therefore ensure that the rules that were implicitly agreed upon 
are observed. We will deal with this point in more detail in 7 Sect. 2.3.1.

The argument for dealing honestly with the subjects is in fact very convincing. But 
not all psychologists are prepared to accept it. Sometimes they argue that many interest-
ing issues cannot be addressed if the truth always has to be told. Economists do not 
believe that. They are convinced that it is possible to conduct experiments on any ques-
tion without lying. However, it may take a little longer and it might be more expensive 
than an experiment in which falsehoods are told. What is also not very convincing is the 
suggestion that psychologists are always honest in the end because after the experiment 
the subjects undergo a debriefing, i.e. at the conclusion of the experiment the subjects are 
informed about what really took place. Basically, this only makes things worse, because 
then word really does get around that lies are told at the beginning of the experiment.

 z Neuroscience and Genetics
In recent years, the natural sciences have become significantly more important for 
research into human behavior. This development was mainly due to technological inno-
vations in the field of imaging techniques in neuroscience and the considerable progress 
made in decoding the genetic code. Let us begin with neuroscience, which has already 
developed very extensive collaborations with experimental economics.

Today, neuroscience employs a variety of techniques to render processes in the brain 
visible. The EEG (electroencephalography), in which voltage variations on the scalp are 
recorded, has long been well known. These fluctuations in electrical potential are due to 
the voltage changes of individual brain cells. The cumulative changes can then be mea-
sured on the scalp. The disadvantage of this method is the relatively poor spatial resolu-
tion, which can be several centimeters. Furthermore, only voltage changes originating 
from superficial areas of the brain can be detected. Areas situated deeper within the 
brain are not captured by the EEG. The advantage of this method is the high temporal 
resolution, i.e. very little time passes between the brain activity and its recording.

Imaging techniques in a narrower sense have in the meantime acquired considerably 
greater significance for neuroscience, above all fMRI (functional magnetic resonance 
imaging). In simple terms, this procedure measures the blood flow in the brain. In doing 
so, it takes advantage of the fact that hemoglobin as an oxygen transporter possesses 
different magnetic properties in the oxygenated state than in the deoxygenated state. In 
layman’s terms, this can be exploited to show where in the brain oxygen is consumed 
and therefore where there is increased activity of the brain cells, thus measuring what is 
referred to as the blood oxygenation level-dependent (BOLD) effect.

In order to be able to interpret fMRI images correctly, it is important to know that 
these images represent statistically significant differences between brains in different 
situations. Normally, the MRI scanner first scans the brain in its resting state. Subjects 
are then presented with a task and, while they are solving it, a scan is made again. The 
measured neural activation of the individual brain areas is compared with those at rest 
and the statistically significant deviations are depicted. This kind of representation is 
now well known, with an image showing a cross-section through the brain with red 
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and yellow patches. Such representations lead to the assumption that only these areas 
are currently active. In fact, the entire brain is permanently in action and the “patches” 
indicate only those areas that are more active than in the resting state.

The key point is that in this way it is possible to identify which parts of the brain are 
active at the moment when the subject is making a decision or taking action. This allows 
conclusions to be drawn as to what kind of “thoughts” the subjects might have if it is 
known which functions the individual brain regions are responsible for. Neuroscience 
obtains such information from various sources. An important role is played by the 
examination of patients with lesions of individual brain areas. If a certain brain region 
fails, it is possible to observe which brain function is no longer available. Animal experi-
ments (especially research on apes) provide further information, and fMRI examina-
tions themselves help to understand which part of the brain is carrying out which task. 
Recently, there has been also an increase in the use of transcranial magnetic stimulation 
(TMS), in which strong magnetic fields can either stimulate or inhibit certain parts of 
the brain.

These imaging techniques are still relatively new. The first images of brain activity 
date back to 1992 and are thus only 27 years old. The possibilities and limitations of 
these techniques are therefore very difficult to assess at this stage. The decisive factors 
will be whether the resolution of the images can be further increased and whether 
the temporal resolution, which is significantly worse than that of the EEG, can be 
improved, and also which knowledge is generated with regard to the functions of brain 
areas and how they interact. Of course, future developments will also determine how 
well economic issues can be addressed with the help of imaging techniques. But neu-
roeconomics, i.e. the combination of classical experimental methods of economics with 
the imaging techniques of neuroscience, is already on its way to securing a firm place 
in the scientific world. Although a number of experimental economists are now using 
methods of neuroeconomics, very few neuroeconomics studies have been published 
in economic journals. This is probably due to a certain skepticism on the part of many 
economists.

One example at this point is Douglas Bernheim (2009), who put forward some pow-
erful arguments against neuroeconomics. From economists’ point of view, the brain is a 
black box. We can observe what goes in (information) and what comes out (decisions), 
but not what happens in the box. Bernheim asks whether we need to open this box 
for the analysis of economic issues. Is it not enough, for example, to know that people 
behave reciprocally in certain situations? Do we have to know why they are doing this? 
We don’t study process engineering in order to pursue production theory. The point is 
we do not have to open every black box. Sometimes it is better to leave it closed because 
this saves resources that can be better put to use elsewhere.

From Bernheim’s point of view, neuroeconomics only makes sense if it meets at least 
one of two conditions. First, it must make it possible to discriminate between alterna-
tive theories where this would not be achievable without the use of imaging techniques. 
Second, knowledge of neural processes must have economic consequences. These two 
demands make sense and that is why we want to pick up the thread that Bernheim was 
spinning with them.
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The theory of revealed preferences is based on observations of acts of choosing 
and it is not possible to observe the motives behind these actions. However, imaging 
techniques may open up the possibility of observing such motives. For example, with 
the scanner it is possible to determine whether and to what extent certain emotions 
have played a role in a decision or whether the decision-maker has struggled with a 
conflict or not, and much more. If we take Bernheim’s demands seriously and regard 
the observability of motives as the decisive innovation in neuroscience, it follows that 
 neuroeconomic research makes sense if it is then possible to choose between alternative 
theories on the basis of more precise information on the motives underlying actions or 
when the awareness of motives has economic consequences.

In this way, we have a criterion that allows us to decide whether the use of neuro-
scientific tools is justifiable and worthwhile or not. One more question remains to be 
answered: why should neuroscientists be interested in economic questions? The fact 
that they are indeed interested in this is a crucial prerequisite for neuroeconomic work; 
without the cooperation of neuroscientists, the vital expertise needed for this work 
would be lacking. Fortunately, some neuroscientists are very interested in collaborating 
with economists because they provide something that the natural sciences lack: struc-
tured and theoretically developed concepts of how decisions are made and what kinds 
of decisions need to be identified. It is simply not enough just to collect data on the 
brain. It is also necessary to have a theoretical framework in order to interpret the data 
meaningfully. The following quote illustrates this point quite clearly.

 » “Within neuroscience, for example, we are awash with data that in many cases lack 
a coherent theoretical understanding (a quick trip to the poster floor of the Society 
for Neuroscience meeting can be convincing on this point).” (Cohen and Blum 2002, 
p. 194)

In contrast to neuroscience, which in the meantime has entered into a well-running col-
laboration with experimental economics,20 the connection between experimental eco-
nomics and genetics is still in its relatively early stages. Here, too, the question naturally 
arises as to whether close cooperation makes sense from the point of view of economics. 
Is it of any use to economists to find out which genes are responsible for the fact that 
people are more or less cooperative or possess other traits that could be relevant for 
economic decisions? It is much more difficult to find a convincing answer to this ques-
tion than to the analogous question in the neurosciences. In the field of genetics, the 
natural science and medical disciplines concerned with behavioral genetics benefit from 
the models and methodology of experimental economic research because this makes it 
easier to find experimental designs that can provide information on the genetic deter-
minants of certain behaviors. What benefits this cooperation has for economic research 
still remains to be seen.

20 A summary of the current state of the art can be found in Glimcher et al. (2013).
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 > Important
Collaboration between experimental economists and psychologists is well 
developed and unproblematic in the field of behavioral economics. In parts of 
psychology, however, experimental methods are used that economists cannot 
adopt. Psychology experiments, for example, frequently do not use monetary 
incentives and at times do not truthfully inform subjects about the experimental 
setup. Cooperation with the neurosciences is well advanced and has led to the 
emergence of neuroeconomics, whereas cooperation with geneticists is still in its 
infancy.
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Overview
Now that we have prepared the stage for experimental economics in the first 
 chapter, the second chapter deals with the methodological foundations. The times 
are long gone when economists “just did an experiment” to see what happens when 
you let subjects make specific decisions. In the meantime, methodological standards 
and procedures have evolved. Following these procedures is an important prerequi-
site for obtaining experimental results that can claim to meet the scientific standards 
of the economics profession.

We have put the most important methodological fundamentals into groups, 
each of which is based on one component of an experiment. As in 7 Chap. 1, there 
will also be summaries and questions in 7 Chap. 2, and we have included one or 
two boxes in which interesting (marginal) aspects will be explained in more detail.

2.1   Introduction

 » However, there is an aspect of experimental design that is probably closer con-
nected to theory than empirical work: As designers, we are responsible for the envi-
ronment in which the data are generated. (Muriel Niederle 2015, p. 105)

This quote from the “Handbook of Experimental Economic Methodology” (Fréchette 
and Schotter 2015) explains why it is so important to deal with the methodological 
foundations of experimental research. It all comes down to the design of an experiment 
and how the experiment is carried out in practice. Therefore, in this second chapter we 
will first deal with the fundamental questions of the design of an experiment and in the 
third chapter we will present a description closely based on experimental practice of 
how a concrete experiment can proceed.

All these considerations naturally raise the question of the benchmark. What is 
actually a good experiment? In Muriel Niederle’s article, from which the above quote 
is taken, it is argued that a good experiment succeeds in testing the most important 
effect a theory describes, while at the same time controlling for all plausible alternative 
explanations. This is based on the fact that there can often (if not always) be more than 
one potential explanation for an empirically observable regularity. Good experiments 
are undoubtedly those that, from the many alternative causal relationships, can find the 
one that actually explains the observed phenomenon.

It should be borne in mind, however, that this is a very ambitious goal that can only 
relatively rarely be achieved. This is simply because not all the alternatives are always 
known. Therefore, the design of an experiment should eliminate the possibility that the 
results are influenced by factors that are not connected to the assumed causal relation-
ships. If a faulty design or the inept execution of an experiment is responsible for the 
observed regularity, then one has certainly not carried out a good experiment. For this 
reason, it is worth considering the way in which various elements of an experiment’s 
design can influence the behavior of the subjects. This is the only way to be certain that 
the results obtained are an empirically significant regularity and not just an artifact of a 
bad experiment.

2.1 · Introduction
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This is also the case when experiments are primarily used to look for stylized facts. 
Here, too, there are certain elements of the design that, directly or indirectly, are not 
involved in designing empirically relevant effects in the laboratory. It must be avoided 
that these factors impact on the behavior of the subjects. The following example illus-
trates this. When subjects do certain things to please the experimenter (often referred to 
in this context as experimenter demand effects), a design element that should not actu-
ally play a role is responsible for the result, thus preventing the experiment from making 
statements about an empirically relevant relationship. The following considerations are 
intended to protect against a “bad design” in this sense.

2.2   It’s About Money

2.2.1   The Induced Value Method

At the heart of all experimental investigations is the ability to make observations under 
controlled conditions. For example, experiments with animals attempt to study their 
learning ability. For this purpose, certain signals are combined with rewards (in the 
form of food) and the researchers observe whether the laboratory animal is able to make 
a connection between the signal and the reward associated with it. By controlling the 
variation of signals and rewards, conclusions can be drawn about the animals’ ability to 
learn. It is implicitly assumed in such experiments that the animals like the food offered 
as a reward and that they prefer to have more of it. Only then is it justifiable to assume 
that the animals are making an effort (learning is strenuous) to obtain the food. Now 
the assumption that apes, for example, like to eat sweet fruit and are particularly keen 
on certain “treats” is not too daring. It is easy to see that this is the case. The behavioral 
hypothesis for an ape is therefore “I prefer more bananas to fewer bananas”.

But what about experiments with humans? Ultimately, economic theory describes 
above all else how people make decisions. Of central importance are the preferences that 
are attributed to the actors. Rational choices are always related to the goal being pursued. 
Thus, it is not possible to make a prediction about what a rational decision-maker will 
do if it is not known which goal this person is pursuing. Experiments that test theories 
and also experiments that are not based on theory would therefore be worthless without 
assumptions about the underlying preferences. The problem is that people’s preferences 
are doubtlessly more differentiated than those of apes. In other words, it makes little 
sense to assume that people prefer more bananas to fewer bananas. Fortunately, how-
ever, the difference between us (humans) and our closest genetic relatives is not so great, 
thanks to the fact that there is a banana equivalent of sorts for us, and that is money.

Vernon Smith introduced this equivalent systematically into experimental methodol-
ogy in 1976 and gave it a name: the induced value method (Smith 1976). The idea is very 
simple. It is assumed that the consumption of every good generates utility, for which there 
is a monetary equivalent – the willingness to pay for the good in question. If each utility 
value can be expressed in terms of money, then the utility function can also be replaced 
by a “money function”, and by introducing this money function into the experiment as 
a “payoff function”, one has induced from the outside the utility function that is used for 
the evaluation of options for action. The following example best illustrates this process.
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Public goods are characterized by the fact that it is not possible to exclude people 
from their consumption. For example, all residents benefit from improved air quality 
in a given region, but nobody can be barred from consuming clean air. Since this is 
the case, standard neoclassical economic theory predicts that public goods cannot be 
offered privately. No one would be willing to pay a price for them, because consumption 
is also possible without having to pay. A serious problem with the research on and the 
provision of public goods is that the real utility people gain from the consumption of 
such goods is not known due to it being private information. Only the individual resi-
dent knows what benefits can be gained from the public good “better air quality” and 
what its real value is. How, then, should an experiment investigate whether and under 
what circumstances people are willing to participate in the provision of a public good? 
If someone makes a contribution, it is not possible to know whether or not this is to his 
advantage.

Using the induced value method, it is not a problem to create a public good in the 
laboratory where the experimenter has full control over the subjects’ preferences. To 
this end, he employs what is known as the voluntary contribution mechanism, which 
was first introduced by Isaac et al. (1984). The subjects receive an initial endowment 
amounting to zi. Any share of this can be contributed towards the public good. Each 
investment of one euro in the public good results in all N subjects receiving a payoff 
of ai each. The money that is not invested in the public good can be kept by subject i. 
The payoff function is designed in such a way that Nai > 1 and ai < 1, which means 
that it is not worthwhile for the individual – self-interested and rational – player to 
invest in the public good. The payoff that results from this for the player is less than 
that received from keeping the money. If subjects follow this strategy, they all realize 
a payoff of zi. At the same time, however, it is best for the group if all subjects invest 
their entire initial endowment in the public good, because each subject then receives 
a payoff of Nziai > zi. The payoff function of the voluntary contribution mechanism 
thus ensures that precisely the dilemma arises, which in the real world also constitutes 
the problem of public goods: individual rational behavior leads to collectively non-
rational choices.

This example should demonstrate the principle of the induced value method. The 
subjects do not consume “clean air” or any other public good, but rather money. The 
induced value method requires that people react to money in the same way as apes react 
to bananas – more of which is always better than less. This is also one of a total of three 
requirements that Smith (1976) specifies need to be met for the induced value method 
to be applied. First, the utility function must grow monotonically in terms of money. 
In slightly more technical terms, if a decision-maker can choose from two alternatives 
and one of them has a higher payoff than the other, then the decision-maker will always 
choose the alternative with the higher payoff (Smith 1976, p. 275).

Second, the payoffs have to be salient. The so-called salience requirement is under-
stood as meaning that the decision to be taken by a subject in an experiment must also 
be payoff-relevant. It is worth considering a little more deeply what this implies. In an 
essay published in 1989 in the American Economic Review, Glenn Harrison launched a 
debate on what characteristics a payoff function must have in order to properly induce 
preferences. His point was that it is important that the payoff function is not too flat. 
If it is, taking different decisions has little impact on the resulting payoffs, which can 
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result in subjects not putting much effort into actually making what for them is the best 
decision, because a mistake has little financial impact. Harrison’s article resulted in an 
intense debate, into which we will go into more detail later (see 7 Box 2.1).

The third requirement that Smith lists is the dominance of the payoffs. As an experi-
menter, one has to be aware of the fact that experimental subjects could also have other 
things on their minds than the money they can earn in an experiment. For example, 
people dislike getting bored or thinking that their precious time is being wasted. 
Boredom may lead to subjects having an incentive to make things more interesting by 
trying things out without paying too much attention to their payoffs. There are many 
other factors that might discourage subjects from focusing exclusively on maximizing 
their payoffs. They could form expectations about what the experimenter wants from 
them and behave accordingly (the experimenter demand effect mentioned earlier). 
They might also make social comparisons and try to outperform the other subjects by 
doing things that adversely affect them. They may even develop altruistic feelings or 
think about fairness. All this and much more is possible. What Smith means by “domi-
nance” is that, despite all these distractions, the pursuit of the highest possible payoff 
still comes first, and in case of doubt, the alternative that ensures the highest payoff is 
chosen.

At this point, we would like to draw the reader’s attention to the explanations in 
the first chapter. We referred there to the development of behavioral economics and 
its fundamental assumptions, which mainly stem from psychology. Any assessment of 
whether the induced value method works or not depends on the strength of the vari-
ous motives that drive people in the laboratory. Economists tend to assume that the 
desire to earn more income overshadows everything else and is much stronger than the 
above- mentioned “distractions”. Psychologists take a slightly different view. Behavioral 
economics deals with phenomena that lead people to make distorted decisions precisely 
because they allow themselves to be distracted from their actual goal. And psycholo-
gists know that people are probably much more susceptible to such distortions than 
economists generally believe.

Even if it is the case that the motive to earn money dominates the experiment, it 
may be that more money is not always better. Two examples are worth mentioning. 
First, it is possible that within the experiment there are non-monetary subjective costs 
which are not taken into account in the payoff function but which nevertheless influ-
ence the decision of the subjects. A simple example is the cost associated with reading 
and understanding instructions. How high these costs are depends on the complexity of 
the experimental design, on the one hand, and on the ability of the subjects to grasp the 
facts, on the other. The experimenter can control the former and design the experiment 
as skillfully as possible, while he is not able to observe the latter directly but can influ-
ence it very indirectly by recruiting from a suitable pool of potential subjects. If a subject 
finds it difficult to understand the task presented in the experiment, he will probably 
deviate from a payoff-maximizing decision due to the much greater effort required to 
determine it. A second example is the existence of altruistic preferences. If a decision- 
maker has such preferences, it is obvious that more own money need not always be bet-
ter than less own money. However, this raises the question of whether the existence of 
altruistic or – more generally – social preferences is in fact a case in which the induced 
value method cannot be used meaningfully.
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What would happen if an experiment were perfectly designed in every respect, i.e. if 
all the requirements of the induced value method were met in full, and if it could also be 
assumed that the subjects were able to make a rational decision – for example, because 
the experiment was so simple that it would be very easy to act rationally? Basically, there 
are then only two possibilities. Either the subjects would do exactly what the theory 
of rational choice would predict under the assumption of a utility function increasing 
monotonically in terms of their own monetary payoff, or the subjects would have other 
motives than maximizing their own income. This means that even a perfectly controlled 
experiment still has degrees of freedom. And that is a good thing, because if this were 
not the case, the experiment would not have to be carried out. However, this also means 
that a correctly applied induced value method is capable of revealing individual prefer-
ences that do not follow the standard assumption that more is always better than less. In 
other words, the discovery that people may have social preferences would hardly have 
been possible without the induced value method.

 > Important
In economic theory, the motives for individual action are modeled using a pref-
erence ordering, which in turn can be represented by a utility function. In game 
theory, this becomes a payoff function, with payoffs in the form of utility units. 
Experimental research replaces the utility payoffs with monetary payoffs and thus 
induces a utility function. This can only be achieved if three conditions are met:
 1. The actual perceived utility from the income must increase monotonically 

with the payoff.
 2. The payoffs in the experiment must be salient, i.e. they must noticeably 

depend on the subject’s decision.
 3. The payoff must be dominant, i.e. the income motive should dominate other 

motives (such as avoiding boredom).

Even if all of these conditions are met, subjects still have the freedom to follow 
motives other than that of maximizing payoffs. This opens up the possibility 
using experiments to reveal precisely these motives.

What can be done to achieve the best possible control of the subjects’ preferences? There 
are a few things to watch out for:

The payoffs should be noticeable This means that the subjects can only be expected to 
pay attention to the payoffs if they are structured in such a way that it is worth paying atten-
tion to them. We will shortly be dealing a little more closely with the question of how high 
the payoffs should ideally be on average, but here we can already suggest as a guideline the 
opportunity costs incurred by the subjects by participating in the experiment. For students 
this could, for example, be the hourly rate that they would receive as student assistants for 
the duration of the experiment.

Subjective costs should be minimized This means that it should be made as easy as pos-
sible for the subjects to understand the task presented in the experiment and to make the 
best decision for them. This is one of the reasons why experiments should be simple. One 
of the pitfalls of confronting subjects with complex decision-making problems is that it is 
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difficult to know whether they understand them at all, or even whether they want to under-
stand them. For this reason, the design of the instructions is important. They should be as 
simple and easy to understand as possible. A very sensitive question in this context is how 
to deal with questions that individual subjects have about the instructions. Should they be 
answered out loud in front of the whole group or should they be answered privately? Since 
this is more a question of experimental practice, we will deal with it in 7 Chap. 3.

Use neutral language The main aim is to avoid experimenter demand effects. This 
means that the subjects should not be given the impression that the experiment serves a 
specific purpose. Let us give a simple example. Several experiments were carried out to 
find out whether East German students behave differently from West German students 
(Ockenfels and Weimann 1999; Brosig-Koch et al. 2011). In such an experiment, it must of 
course be checked whether a subject belongs to one group or the other. When it comes to 
comparing the decisions, the overall structure of the experiment must not reveal to the 
subjects that an East-West comparison is involved. In other words, it should not be possible 
to deduce this information from the recruitment method or from the instructions. If the 
subjects were to assume that such a comparison was at issue, it would most likely result in 
a kind of competition between the two groups, and this would no longer allow any conclu-
sions to be drawn about the question of interest.

Provide an opportunity to learn Experiments should be simple – as we have already 
pointed out. Even simple games should, however, be practiced by the subjects before the 
actual experiment takes place. It is quite possible that learning processes take place in the 
first few rounds of an experiment. If the experiment is not designed to observe these learn-
ing processes, then learning the game has no place in the actual experiment. The aim is to 
test whether the subjects who know and understand the game behave as predicted by the 
experimental hypothesis or not. Therefore, the learning process must take place before the 
experiment. This can be done, for example, by playing practice rounds against the com-
puter. The advantage of this is that the subjects in the practice rounds all have the same 
experience. On the other hand, practice rounds involving the subjects playing with each 
other should be avoided. Experiments must be carried out with several groups in order to 
obtain independent observations. If the practice rounds are played within each group, it is 
possible that the subjects in different groups gain very different kinds of experience prior 
to the experiment. These can then serve as reference points in the experiment and influ-
ence the behavior there. This should be avoided.

A very controversial question is whether to conduct an experimental session only 
once or whether to provide the subjects with a repeated opportunity to experience the 
experimental situation – for instance, by carrying out the experiment again at intervals 
of 1 week. It is not a matter of repeating the experiment within a session (this is quite 
common), but of repeating the session as a whole. This is the case if observing “mature” 
behavior is the actual point of interest, i.e. behavior that is not influenced by the fact that 
the decision situation is new and unfamiliar. In addition, repetition tends to increase 
external validity, since most of the decision problems that are explored in experiments 
are in fact not one-off occurrences in the real world, but recur at irregular intervals. 
The disadvantage of repeating the session is that the experimenter has no control over 
what happens between the repetitions. It may well be that the subjects in the meantime 
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gain experience which has a strong influence on their behavior. The problem is that 
there is no way of knowing what experience this is. It is presumably this methodological 
problem that has hitherto prevented experimenters from repeating sessions to any large 
extent.1 We will return to this issue at various points in this book.

2.2.2   The Size of Payoffs

It’s about money. But how much money we are actually talking about is a question we 
have sidestepped a little so far. Do monetary incentives have an effect and if so, to what 
extent does it depend on the size of the payoffs? This is a question that is frequently 
directed at experimental economic research. Two extreme positions are conceivable. 
One of them assumes that it makes no difference at all whether monetary incentives 
are used or not. Should this hypothesis prove to be correct, it would mean that in the 
last decades quite a considerable amount of money has been wasted due to it then hav-
ing been used unnecessarily in economic experiments as payoffs to subjects. The other 
extreme position is that all the deviations from the model of rational choice that can be 
observed in experiments disappear if the payoffs are set at a sufficiently high level. If this 
thesis were correct, the implications would not be so clear. In principle, it would mean 
that economic rational choice theory could only be applied to those decision-making 
situations in which large sums of money are at stake. However, most of the decisions that 
people make every day are not of this kind. Consequently, research dealing with devia-
tions from the rational choice model would still have a very broad field of application.

In 7 Sect. 1.4, we already referred to some experimental findings on the question 
of how the payoff level impacts on subjects’ behavior. The majority of studies conclude 
that the effect is not substantial. Nevertheless, it is worth taking a closer look at the 
findings. Meta-studies that have been carried out on this question are fruitful because 
they evaluate a large number of experiments (not only economic ones).2 In their study, 
Camerer and Hogarth (1999) analysed 74 papers in which the effect of different payoff 
levels was investigated. The most important message from their study is that the two 
extreme positions described above are wrong. Monetary incentives are not ineffective 
(i.e. decisions should not be elicited hypothetically, but provided with appropriate mon-
etary consequences) and deviations from the rational choice model do not disappear at 
higher payoffs. The last point can be expressed a little more precisely. The authors have 
not found a single study where a deviation from the rational choice model observed at 
low payoffs disappears when the payoff is increased.

Nevertheless, the work of Camerer and Hogarth also shows that the effect of incen-
tives is not always the same. It may well depend on the special circumstances of the 
experiment. For instance, an increase in payoffs has an impact if the payoff a subject 
receives at the end of the experiment depends on the effort involved. A good example 
is provided by experiments testing memory ability. Here it is profitable for the subjects 
to be more attentive and the more they can earn, the more attentive they actually are. 

1 The exceptions are Volk et al. (2012), Carlsson et al. (2014), Sass and Weimann (2015), Brosig-Koch 
et al. (2017), and Sass et al. (2018).

2 For a survey see Feltovich (2011).
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It is also evident that the allocations in the dictator game are certainly sensitive to the 
size of the payoffs. The more money allocated to the dictator, the smaller the proportion 
that is given to the receiver. One possible explanation for this could be that the dictators 
assume that the “other player” had to incur transaction costs to participate in the experi-
ment and are willing to compensate him. As the transaction costs are independent of 
the amount initially allocated, this would explain the negative correlation between the 
size of the payoff and the relative share that is given away.

The size of the payoff, on the other hand, has no influence in experiments in which 
the subjects already have a sufficiently high level of intrinsic motivation3 or in which any 
additional effort is not worthwhile because the payoff function is flat. Such experiments 
show, however, that the variance decreases, i.e. the average amount given remains the 
same, but there are fewer deviations upwards or downwards. The size of the payoff also 
has little influence on the behavior under risk. At best, there is a slight tendency towards 
more risk-averse behavior.

The results of Camerer and Hogarth are more or less clearly confirmed in some 
other smaller meta-studies, so that the following conclusion can be drawn. Incentives 
are important (who is to believe this if economists do not) and they have an impact 
when it is possible for the subjects to earn more money through greater effort. This 
is not surprising. On the other hand, the size of the payoff has less influence in many 
economic experiments in which the level of effort does not matter. To the extent that 
we are concerned with such experiments, the following rule of thumb should suffice: it 
is necessary to set noticeable but not exorbitantly high incentives. As a rule, the size of 
the payoff should be based on the opportunity costs of the subjects in the experiment.

Box 2.1 Flat Payoff Functions
In 1989, an article by Glenn W. Harrison entitled “Theory and Misbehavior of First-Price Auc-
tions” was published in the American Economic Review (Harrison 1989). Contrary to what the 
title suggests, the paper is not primarily concerned with auctions and their analysis, but rather 
with a methodological point of general interest. This is probably the reason why, in 1992 alone, 
five contributions were published in the AER on the subject (including Harrison’s reply to his 
critics).4 It is quite entertaining to look at these contributions. One example is when Harrison 
points out that individual aspects of the other authors’ works are as urgent as studying the 
breakfast menu on the Titanic (Harrison 1992, p. 1437). Nonetheless, in essence it involves an 
important methodological question.

The starting point for the discussion was an observation that Cox et al. (1982) made con-
cerning experiments in the first-price auction. Bidders place higher bids in these auctions than 
the Nash equilibrium assuming risk-neutral behavior predicts. An explanation for this deviation 
from rational choice theory could be that bidders are not risk-neutral but risk-averse. Harrison 
(1989) mistrusts the findings made in the various experiments for the following reason. It is 
fundamentally necessary to distinguish between the message space and the payoff space of an 
experiment. The message space comprises the strategies or actions that the subjects can choose. 

3 However, there is also evidence that monetary incentives can destroy intrinsic motivation (see, for 
example, Frey and Oberholzer-Gee 1997, Gneezy and Rustichini 2000, Mellström and Johannes-
son 2008, Fryer 2013).

4 Cox et al. (1992), Friedman (1992), Harrison (1992), Kagel and Roth (1992) and Merlo and Schotter 
(1992).
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In an auction experiment, these are the bids they can make. The payoff space, on the other 
hand, is defined by the monetary payoffs resulting from the bids of all the subjects. The devia-
tion from the Nash equilibrium was measured by Cox et al. (1982) in the message space, where 
it was very clear. Harrison points out that the deviations in the payoff space are extremely small. 
In one example, he calculates that a significant deviation of 13 cents in the message space leads 
to deviations in the payoff space, which (depending on the induced valuation of the good being 
auctioned) are between 0.1 and 0.6 cents. Why, Harrison concludes, should subjects worry about 
what the optimal bid is if they can only gain a fraction of a cent? This is a legitimate question and 
the methodological consequence of accepting Harrison’s criticism is that payoff functions must 
not be flat. Strong deviations from the prediction must not lead to minimal differences in payoffs.

Ultimately, the main issue in the discussion is how important the criterion of dominance is. 
Harrison criticizes that it was violated in the experiments of Cox et al. (1982). From the subjects’ 
point of view, the monetary consequence of deviating was not dominant enough to have a deci-
sive influence on the decision. Therefore, according to Harrison, one cannot draw the conclusion 
from the experiments that people in first-price auctions make excessively high bids. Whether 
they are risk-averse or risk neutral in such auctions is therefore at best a secondary question (just 
as important as the breakfast menu on the Titanic after the collision with the iceberg).

Not all researchers were completely able to accept this line of argumentation, resulting in 
the already mentioned discussion in the AER. However, this was only to a lesser extent concerned 
with the methodological core of Harrison’s criticism and to a greater extent with the interpreta-
tion of first-price auction experiments. For example, Friedman (1992) criticizes Harrison for not 
being able to explain the excessively high bids in the first-price auction with the metric he pro-
posed (the deviations from the payoff in the Nash equilibrium), to which Harrison (1992, p. 1436) 
replies that was not what he wanted to do anyway. Kagel and Roth agree in principle with Har-
rison’s methodological criticism and Merlo and Schotter (1992) also refer to Harrison’s point as 
“undoubtedly correct” (p. 1413). Cox et al., whose experiments were directly attacked by Harrison’s 
criticism, suggest that Harrison had implicitly introduced a cardinal utility function, which was 
incompatible with subjective expected utility theory. Regardless of the question as to whether 
this is actually the case (which Harrison 1992, p. 1438 doubts), this objection ignores the actual 
criticism that payoff functions that are too flat violate the requirement of dominance and also that 
of salience. Strangely enough, Vernon Smith, who formulated these criteria when he introduced 
the induced value theory, is one of the authors in Cox et al. (1992) and Cox et al. (1982).

A point of criticism raised by Merlo and Schotter (1992) against Harrison’s criticism is worth 
taking a closer look at here. They argue that the point Harrison makes is undoubtedly correct, 
but only really plays a role if the subjects actually perceive the payoff function as flat. In their 
view, two arguments speak against this. On the one hand, there are people among the subjects 
who approach their tasks analytically. Merlo & Schotter describe such people as “theorists”, who 
calculate the optimal solution on the first run of an experiment and then play it consistently. 
In contrast to this, there are subjects who try out what might be the best strategy during the 
experiment (these are the “experimenters”). It is clear that Harrison’s criticism can only apply to 
the second group and only if it becomes clear during this testing that the payoff function is flat. 
In fact, the information obtained by the subjects during an experiment may not suffice to make 
the payoff function sufficiently clear.

Merlo & Schotter’s objection cannot be dismissed entirely, but it does not change the 
significance of Harrison’s criticism. It would not be good methodological practice to use flat 
payoff functions and then hope that the subjects will not notice that it is actually hardly worth 
considering in depth what the rational (payoff-maximizing) strategy is.

In summary, founded on the discussion surrounding Harrison’s criticism, our recommenda-
tion is to take the safe side when it comes to methodology. A payoff function that is too flat can 
be criticized and with some degree of probability the criticism is justified. A steep payoff func-
tion is safe from such criticism and is suitable for taking into account the criteria of dominance 
and salience, the importance of which no one in experimental research actually doubts. For 
this reason, we recommend the use of sufficiently steep payoff functions.
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2.2.3   Is It Okay to Take Money from Subjects of Experiments?

The title of this section might seem a bit provocative, but it addresses an important 
methodological problem fairly accurately. In economic contexts, but also in other 
important situations in society, it is possible that decisions taken by people result in 
losses. Sometimes it is even the case that people may only be able to exert an influence 
on how high a loss is and are no longer able to avoid it altogether. An important and 
interesting question is whether decision-making behavior in the event of losses mirrors 
that of gains or whether there are systematic differences. The only way forward experi-
mentally is to conduct experiments in which subjects actually face the risk of loss or 
even have to accept a loss with certainty. In such a case, the experimenter takes money 
away from the subject. Is he allowed to do this? Should he do this?

It is sometimes claimed that it is unethical to take money from subjects of experi-
ments if they make losses in the laboratory. The reason for this assessment is that 
the subjects incur costs by participating in an experiment and can therefore expect a 
“fair” reward. They also come to the laboratory expecting to earn money there and are 
extremely disappointed if they lose money. However, these ethical concerns can easily 
be eliminated by pointing out in the invitation that it is possible that in the experiment 
losses may occur, which have to be borne by the subjects. It is highly likely, however, that 
it will not be the experimenters’ twinges of conscience that prevent them from carry-
ing out experiments in which the subjects have to pay. There is a much more mundane 
reason behind this. A laboratory that carries out such experiments will very quickly 
encounter major problems in recruiting subjects. The motivation to be available for an 
experiment decreases rapidly if the subject expects to be asked to pay at the end.

This poses a dilemma for the experimenters. On the one hand, it is important to 
find out how people react to possible losses. On the other hand, experiments must be 
designed in such a way that the subjects end up receiving money and not having to pay 
anything. A popular method of overcoming this dilemma is to design experiments in 
such a way that, although there is a possibility that losses may occur in individual parts 
of the experiment, on average there will be no loss at the end of the experiment. A nice 
example of this variant is the experiment by Rydval and Ortmann (2005). The ques-
tion was whether negative payoffs in what is known as the “stag-hunt game” led to an 
improvement in the players’ ability to coordinate.

Starting from a stag-hunt game with positive payoffs, the payoff was transformed 
by affine transformations into one with negative values. The two . Tables 2.1 and 2.2 
provide an example of this:

. Table 2.2 is obtained by subtracting 60 from the values of the first table and then 
multiplying the result by 3. Transformations of this kind (affine transformations) do 

 ? Question
In game theory, the terms “utility function” and “payoff function” refer to almost 
identical things. However, in experimental research when we refer to payoff func-
tions, we mean something else. What exactly is the difference?

The terms “dominance” and “salience” are used to describe payoff functions. What 
are the differences in this case? Can a payoff function be dominant but not salient, 
or salient but not dominant?
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not change the strategic structure of the game and should therefore have no impact on 
the choice of strategy. In both games, (A, C) is the payoff-dominant solution and (B, D) 
the risk-dominant solution. It is well known that subjects find it difficult to coordinate 
to find the efficient solution and the question that interested Rydval and Ortmann was 
whether this would change when using a game in which the risk-dominant strategy 
would surely lead to a loss. In fact, this was the case. The attempt to avoid losses and the 
expectation that the other player would do the same led to a more frequent realization 
of the payoff-dominant solution. This result is not so important for us. The way in which 
losses were introduced into the experiment is of greater importance. The subjects not 
only played the game of . Table 2.2, but also five different games in total, with only two 
of them suffering losses. As a result, there were only two subjects who actually realized 
a loss in the experiment. One of them never appeared to settle the loss and the other 
was given the option of settling the loss or not. The authors write: “Individual rationality 
suggests what happened.” (Footnote 5 on p. 104).

Incorporating losses without any actual losses being incurred is one way of avoid-
ing the dilemma described above. Cachon and Camerer (1996), for example, followed 
a similar approach. They offered their subjects the possibility of an “opt-out” which 
allowed them to avoid losses. However, such approaches are compromises since they 
only reflect real losses in a limited sense. Not paying for all the losses that result in an 
experiment can bias decisions. A frequently implemented alternative to this is to pay the 
subjects a sufficiently high “show-up fee”, from which the potential losses can be paid 
(see 7 Box 2.2). Kroll et al. (2014) offer another possibility. They investigated the Nash 
bargaining solution in an experiment in which losses were also negotiated. The trick 
is that losses were not represented by negative payoffs, but by waiting times that the 
subjects had to accept before they received their payoffs. The subjects thus experienced a 
“loss of time”, for which there was naturally a monetary equivalent without the unpleas-
ant situation of having to “ask the subjects to pay”. On the contrary, at the end of the 
waiting period a payoff took place, i.e. the experiment ended with a positive experience, 
which should help to maintain the reputation of the laboratory and not complicate the 
recruitment of further subjects. However, this procedure also leads to a loss of control 

       . Table 2.1 Payoffs of a stag-hunt game

C D

A 80, 80 10, 50

B 50, 10 50, 50

       . Table 2.2 Transformed payoffs of a stag-hunt game

C D

A 60, 60 −150, −30

B −30, −150 −30, −30
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on the part of the experimenter over the size of the subjects’ losses, which can only be 
determined exactly if one knows the exact opportunity costs the waiting time incurs for 
the subjects.

The closest approximation to achieving real losses is probably offered by using the 
following approach. First of all, an experiment is carried out in which it is certain the 
subjects earn money. This experiment serves to provide them with an income that 
can later be used for the actual experiment, in which losses can occur. In order for the 
whole thing to work, however, a certain amount of time has to elapse between the two 
experiments, so that the subjects really do regard the money they have earned as their 
own money and not as the initial endowment provided by the experimenter. However, 
finding the right time span between the two experiments is not easy. If it is too long, 
the subjects will have forgotten that they recently earned money in the laboratory and 
now have to return a part of it. If the time span is too short, they will not really see the 
money as their own money, which they have to sacrifice to compensate for the loss. The 
approach has another disadvantage. Experience shows5 that it takes only 3 days for sub-
jects to regard the money they have received as their own and they may then react very 
indignantly if the experimenter expects them to pay for participating in an experiment.

 ? Question
In total, there are four “tricks” that allow experiments to be carried out in which 
losses are incurred without the subjects actually having to pay anything out of their 
own pockets. Name and describe them.

In general, it must be concluded that it is very difficult to implement losses in laboratory 
settings. Subjects react to this and there is a not inconsiderable risk of harming one’s 
own experimental pool with such experiments.

Box 2.2 Should a Show-Up Fee Be Paid?
A “show-up fee” is a payment subjects receive for participating in the experiment, regardless 
of which decisions are made there. Apart from possible income effects, such a fixed amount 
has no direct effect on the experimental behavior. So why pay it? One possible function of this 
payment is to create a kind of buffer in experiments in which losses may occur, cushioning the 
impact of possible losses by ensuring that the subjects receive a positive payoff in any case. 
More often, however, the show-up fee is used to ensure that even those subjects who end up 
with a less profitable role in the experiment receive an appropriate reward. Generally, there 
will be a certain budget available for the payments to the subjects, which then has to be split 
between the show-up fee and the payoffs, depending on the individual decisions. There is no 
rule according to which the apportionment should be carried out, but there is a conflict of 
objectives which one should be aware of. The higher the show-up fee, the lower the incentiv-
izing effect of the “decision-dependent” payoff. Therefore, a prudent balance must be struck 
between the objectives of not disappointing the subjects, on the one hand, and providing 
sufficiently strong incentives, on the other. The show-up fee can, however, also be used in a 
completely different way. Anderson et al. (2008) generate asymmetry between the subjects in 
a public good experiment due to different amounts of fixed payments. Incidentally, if this is 
made public, contributions to the public good will fall overall.

5 This experience was gained by talking to an experienced experimenter who had often conducted 
such experiments.
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2.2.4   The House Money Effect

Monetary incentives are usually created in the experiment by, in a sense, pressing money 
into the hands of the subjects, who then can use it in the experiment. The basic idea here 
is that the value of money does not depend on where it comes from. Whether you work 
hard for 10 euros, find it on the street or win it in a lottery, it makes no difference to the 
quantity of goods you can buy for that money. So why should 10 euros received as a gift 
be worth less than the 10 euros earned? This view stems from rational choice theory. The 
notion that money always has the same value cannot be shaken, and under the require-
ments of the neoclassical rational choice model it would simply not be reasonable to 
value endowed money any differently from earned money.

As early as 1994, however, Loewenstein and Issacharoff showed in an experiment 
that the question of where income comes from is important for the valuation of this 
income (Loewenstein and Issacharoff 1994). It obviously makes a difference whether the 
money used in an experiment is “your own money” or money provided by the experi-
menter. This endowed money is something like a windfall profit, i.e. income that simply 
lands in your pocket without you having to do anything about it. Imagine you are shop-
ping in the city with a friend. During a break, you go to a restaurant to have a cup of 
coffee, and there is a gambling machine in the restaurant. Your friend persuades you to 
put one euro into the machine and you win 50 euros straight away. How will your shop-
ping tour continue? As it would have without the windfall profit of 50 euros? Or will 
you spend more? And will you give some of your winnings to your friend? Compare this 
situation with one in which you ignore the gaming machine, but earned 50 euros more 
the day before by doing extra work. In both cases you have the same amount of money 
at your disposal – do you behave the same way?

It is quite obvious that the unexpected gain changes your behavior – even if this is 
difficult to reconcile with rational behavior. It can be assumed that after a windfall profit, 
the propensity to consume increases just as much as the willingness to take risks. If that 
is the case, then of course this is highly relevant for the design of the payoffs in an experi-
ment. The only question is how to experimentally test the effect of monetary gifts. How 
do we get people to use their own money in an experiment? Such an experiment is likely 
to make recruiting subjects quite difficult. For this reason, a different approach is taken.

Instead of the subjects having to spend their own money, the experimenter has them 
perform a task for the money they receive. The type of task can be freely chosen. We will 
deal more extensively with the most common methods used in this context in 7 Sect. 2.7.2. 
At this point, we will confine ourselves to the example of having subjects answer quiz ques-
tions so that they can be paid according to their results in the quiz. The crucial point is that 
the subjects no longer have the feeling that they have been given the money to use in the 
experiment. This is not quite the same as using their own, self- earned money, but if it turns 
out that in this sense money that is not endowed is treated differently from money that is, 
then it is safe to assume that it is the “house money effect” that describes this.

Clark (2002) investigated the effect of house money in a public good experiment. 
In such experiments, it is often observed that the subjects cooperate more by making 
significantly higher contributions to the public good than rational choice predicts. One 
possible explanation for the strong deviation from the Nash equilibrium could be that 
people are more willing to think about the group and cooperate when using house 
money. However, Clark finds no significant difference between the contributions of the 
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groups with and without house money. This result was re-examined 5  years later by 
Harrison (2007), who was able to show that a house money effect can be demonstrated 
in Clark’s data by looking at the individual data and taking into account that they have 
the structure of panel data.6 Cherry et al. (2005), however, do not find a house money 
effect in a public good game. It is therefore possible to state that the effect is not very 
pronounced in this connection, if it exists at all. In any case, it does not provide an 
explanation for the comparatively high contributions in public good experiments.

Kroll et  al. (2007) investigate the house money effect in a best-shot experiment 
with heterogeneous actors. This is a sequential public good game, which, in terms of 
the experimental results, is known to be very different from simultaneous public good 
games. While in the latter, as has already been mentioned, there are significant devia-
tions from the Nash equilibrium, this is not the case in the best-shot game, where sub-
jects’ behavior is in relatively close agreement with the Nash prediction and where a 
clear house money effect can be seen. Kroll et al. ascribe the different strengths of the 
house money effect in the two experiments to the fact that both the Nash equilibrium 
in the simultaneous public good experiment (all players make no contribution) and 
the efficient solution (all players invest their entire endowment in the public good) are 
symmetrical, while the equilibrium in the best-shot game is asymmetrical. It is not clear, 
however, why symmetry should play such a major role.

Muehlbacher and Kirchler (2009) are also able to detect a house money effect in 
a public good experiment. They do not compare the contributions with and without 
house money, but vary the effort that must made to “earn” the experiment money. It 
turns out that the willingness to cooperate is less when the effort is high, so people have 
to work hard for their money.

A particularly pronounced house money effect has been observed in dictator game 
experiments. Cherry et al. (2002) show that if two circumstances coincide, the amount 
given to the receiver actually drops to almost zero. First, the subjects have to work for 
the money they can then share between themselves and the receiver. Second, the alloca-
tion is completely anonymous, i.e. in a double-blind design.7 This is an observation that 
is quite plausible, as it is unclear why people give money to strangers in dictator game 
experiments but hardly do so in their real lives. The double-blind design could eliminate 
a possible experimenter demand effect, and avoiding the use of house money could 
make it easier for subjects to convince themselves that there is no obligation to give any-
thing to the other person. Remember our example of winning on the gaming machine 
on the shopping tour. Most people would at least invite the friend to join them for din-
ner afterwards – which they might not have done without the house money, assuming 
their total income did not change. Cherry and Shogren (2008) are able to confirm the 
house money effect in the dictator game experiment as well.

Oxoby and Spraggon (2008) extended this finding by adding an interesting facet. 
In their baseline treatment, the subjects were given the money as usual. In this case, 
the dictators gave, on average, about 20% of their endowment to the receivers. This is a 

6 The statistical analysis of panel data differs from that of a time series, where the individual obser-
vations are independent. We will discuss this point briefly in 7 Chap. 4.

7 This means that neither the subjects among themselves nor the experimenter can observe what a 
subject is doing. How such designs can be achieved and what effects they have will be explained 
in more detail later in 7 Sect. 2.5.2.
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value that has been similarly demonstrated in many other dictator game experiments. 
In the second treatment, the dictators had to work for the money they could then hand 
out. The result was identical to that of Cherry et al., with the dictators keeping almost 
everything to themselves. In the third treatment, it was the receivers who were obliged 
to earn the money, which was subsequently made available to the dictators. In this case, 
the dictators were in fact more generous, giving over 50% to the receivers. Without fur-
ther evaluation of this behavior, it is again evident that the question of where the money 
comes from may play an important role. Carlsson et al. (2013) were able to show that in 
a field experiment a clear difference occurs between windfall money and earned money. 
In the case of the field experiment, too, dictators who benefited from a windfall profit 
gave significantly more than those who had to earn the money.

The methodological lesson that can be drawn from these findings is that the way in 
which subjects obtain money can play a role. If the house money effect is to be avoided, 
it is necessary to have the subjects work for the money. This is not always absolutely 
essential, though. If house money is used in all the experimental treatments, the effect 
could be neutralized to an extent and it might be possible to conduct causal analyses of 
the remaining differences between the treatments.

 > Important
In laboratory experiments, the subjects do not have to invest their own money. 
Rather, they are usually provided with money by the experimenter that can then be 
used in the experiment. This money is called house money. Basically, it is possible 
that people behave differently when they handle endowed money than when they 
use money they have earned themselves. When this happens, it is referred to as a 
house money effect. It is possible that such an effect will occur, but it is not neces-
sarily the case. While pronounced house money effects have been found in dictator 
games, this effect seems to be only relatively weak in public good experiments.

If it is desirable to eliminate house money effects, it is advisable to have the 
subjects carry out a task for which they are then paid. In this way, endowed 
money becomes earned money and the house money effect is mitigated or, 
ideally, disappears altogether.

2.3   The Subjects of the Experiment

Ultimately, an experiment revolves around the people participating in the experiment, 
the subjects. Their behavior determines the outcome of the experiment, and all the inter-
est of the researchers working in the laboratory is focused on their decisions. In view of 
this importance, no mistake should be made in the selection and treatment of the sub-
jects involved. That sounds easy, but there are some important things to keep an eye on.

2.3.1   Is It Permissible to Lie to Subjects of Experiments?

Experiments in which the subjects can suffer losses are very rare and even rarer are exper-
iments in which they actually have to pay something. Most seldom, however, are experi-
ments in which subjects are lied to – at least in experimental economic research. At first 
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sight, this seems to be self-evident, since lies seem to be at least as unethical as asking 
for money. In light of this, it should be clear that such a thing is simply not done. On 
closer inspection, however, it can be seen that honesty in the laboratory is a specialty of 
 economists and that there are other disciplines which are far from being as strict about 
this as economics. It is therefore worth taking a look at why economists insist on hon-
esty and why, for example, experimental psychologists often fail to do so. So what speaks 
for and against the manipulation of subjects by the experimenter?

If readers of this book intend to publish an experimental work in an economics 
journal, they can only be strongly advised against lying to the subjects. Such a “decep-
tion” would immediately push the probability of acceptance of the paper to zero for the 
simple reason that the editors of economics journals are extremely strict on this issue, 
and not without good cause. There is a very broad consensus within the scientific com-
munity of experimental economists that deception cannot be tolerated. The justification 
for this is essentially an argument based on game theory.

If lying were to occur in experiments, it would not happen in secret, but would be 
stated in the respective publications. Furthermore, after such an experiment, a debriefing 
in which the subjects would be informed that they had been lied to would typically take 
place for ethical reasons. This would mean that the experimenter’s dishonesty would always 
become public. However, according to the argument, this would lead to the experimenters 
gaining a reputation of not being honest. This, in turn, would have disastrous consequences 
because, if the subjects were to suspect that they were being lied to in the laboratory, how 
would it possible to monitor their preferences? If the experimenter did not know which 
game the subjects thought they were actually playing, he could, strictly speaking, no longer 
draw any conclusions from their behavior. Such a scenario must be prevented and can only 
be achieved by the experimenters defending their reputation of being honest.

When subjects enter an economics laboratory, it is safe for them to assume what 
is written in the instructions for the experiment is what actually happens. There is no 
way of being sure of that in a psychology laboratory. Does that change the behavior of 
the subjects? The question is whether the economists’ assumption that deception “cor-
rupts” the subjects is justified or not. Bonetti (1998) is one of the few people who have 
doubts about this, suspecting that subjects’ finding out that they are being lied to has 
hardly any effect. This provoked vehement protests, for example from Hey (1998) and 
McDaniel and Starmer (1998). It is true there are studies in psychology that do not find 
any significant effects of deception.8 However, these experiments have been conducted 
with psychology students, whose experience it is that they are regularly lied to. If this 
means that it is not possible to draw any conclusions from their behavior, then of course 
this also applies to the experiments investigating the impact of deception.

Economists face a certain dilemma when trying to experimentally test the effect of 
deception. In order to be able to carry out such an experiment, they would also have 
to experiment with a design in which lying takes place – but this is what is forbidden 
by the methodological standard they feel obliged to follow. Jamison et al. (2008) found 
a way around this dilemma. At the University of California at Berkeley there are two 
pools of experimental subjects. In one of them (used by economists) what has come to 

8 See Ortmann and Hertwig (2002) for a survey.
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be known as the “no-deception rule” prevails, whereas in the other one it is permissible 
to use deception. This opens the way for lying without corrupting the pool of subjects. 
In their experiment, there were two designs, one with deception followed by a debrief-
ing and one without deception. The deception consisted of the subjects playing against 
a computer and not, as explained in the instructions, against another person. The sub-
jects played a “trust game”, in which a player could send money to a partner (who then 
received three times the amount sent) in the hope that in the second step the partner 
would send money back and share the total payoff fairly. After 3 weeks, the subjects 
were invited again by another experimenter and three experimental designs were then 
used: the prisoner’s dilemma game, a dictator game and a lottery choice. The research 
question was whether the deception in the first experiment had an influence on the 
willingness to participate and on the behavior in the second experiment. It was found 
that both were the case and that the “deception effects” were particularly pronounced in 
women. Deceived women were less willing to take part in the second experiment, espe-
cially if they were unlucky enough in the first experiment not to have had their trust in 
their partner rewarded. The subjects in the second experiment were more inconsistent 
in their lottery choices when they had been lied to in the first experiment and were less 
generous in the dictator games. In addition, women who had been deceived were less 
willing to cooperate in the prisoner’s dilemma.

This seems to demonstrate that deception can actually lead to behavioral changes 
that make it difficult to properly interpret the results of an experiment. How should the 
behavior in dictator games be interpreted, when selfish behavior can be a result of the 
experience of having played against a computer in the past rather than a human being as 
promised? Barrera and Simpson (2012) replicated the experiment with a few modifica-
tions. For example, the subjects had to participate in both experiments (otherwise there 
were no credit points). This was done to eliminate the self-selection observed by Jamison 
et al. Unlike Jamison et al., Barrera and Simpson do not find any effect of deception.

Alberti and Güth (2013) also attempted to circumvent the dilemma mentioned 
above and to investigate the effect of deception in an experiment. Their trick was to use a 
subject as an experimenter who can either be honest or deceptive. In this way, the actual 
experimenters are taken out of the line of fire, so to speak, because it cannot be inferred 
from the experiment that experimenters might not be telling the truth. Alberti & Güth 
showed that deception did not have any effect in this case. This suggests that deception 
which is part of the behavior of a subject is perceived differently from deception for 
which the experimenters or “the laboratory” are responsible.

An interesting opinion on whether or not deception is permissible is provided by 
Cooper (2014). On the one hand, he certainly argues along the lines of the argument of 
game theory presented earlier, but, on the other hand, he also discusses cases in which 
deception may not be so bad. For example, in those cases in which it would be very diffi-
cult to carry out the study without lying to the subjects, or when there is a large amount 
of knowledge to be gained from the experiment, but the detrimental effect of the decep-
tion is comparatively small. The question is, however, how (and by whom) should a 
decision be made as to when results are important enough or when an honest experi-
ment is difficult enough to justify deception? Much the same is true of Cooper’s state-
ment that, as an editor of the “Journal of Experimental Economics”, he would strictly 
reject papers in which deception occurs but would be much more generous as an editor 
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of the “Journal of Wine Economics”. He conjectures: “The reputation of experimental 
economics is probably little affected by papers published in JWE, and evidence for an indi-
rect effect is weak in any case.”(Cooper 2014, p. 113). Here, too, the question arises as to 
when a journal is sufficiently distant from the experimental scene to avoid undesirable 
reputational effects. Perhaps it is a good idea to avoid all these difficult considerations 
and judgments by simply following the general rule that deception is not allowed at all. 
Then it is not necessary to worry about the rather ambiguous experimental findings. By 
being honest, you are always on the safe side (almost like in real life).

An important question does remain to be resolved in this connection, however. 
When does dishonesty begin? Is it already deception if the subjects are not informed 
about everything? For example, in some experiments it is important that the subjects do 
not know in advance how long the experiment will take or how often it will be carried 
out. In the case of public good experiments, for instance, a study was conducted into what 
happens when the subjects, after they have run through the experiment once (over ten 
rounds, for example), surprisingly run through the same experiment again. What is of 
interest here is whether, after such a restart, the subjects continue where they left off in 
the last round of the first run-through (that is, with generally very low levels of coopera-
tion), or whether they start again and behave similarly to the start of the first experiment.9 
What is decisive is that the subjects do not know that there will be a second run-through 
when they start the first one. There are many variations of subjects’ receiving incom-
plete information. The convention is not to regard this as deception. The rule could be 
formulated as follows. Everything that is said to the subjects must be true. However, the 
whole truth does not always have to be told all at once. Cooper (2014) puts it this way: 
“Deception is generally considered a sin of commission rather than omission.” (p. 112).

 ? Question
In each of the following cases decide whether or not the subjects have been inad-
missibly manipulated (i.e. deceived).
 1. In an experiment involving a group of subjects (for example, a public good 

experiment), the subjects are told that the group consists of 60 people. Actually, 
it consists of only six people.

 2. At the beginning of the experiment, the subjects are told that the game will be 
played exactly once. However, once this has been done, the game is repeated.

 3. The game is explained to the subjects without any reference to how often it will 
be played. It is then played three times and the subjects do not know whether 
they will be expected to play one more time.

2.3.2   Are Students the Right Subjects?

We are not aware of any statistics on this, but we are fairly certain that well over 90% 
of all laboratory experiments are carried out with student subjects. And this not only 
applies to laboratory experiments in economics. Is this the right choice? This is a 

9 In fact, this is exactly what they do (cf. Andreoni 1988).

 Chapter 2 · Methodological Foundations



61 2

question which is constantly being raised with concern. Is it really possible to learn 
something about the behavior of people in general from the behavior of students? Or are 
students actually too “special”, i.e. not sufficiently representative? Some critical voices 
fear precisely that.10

Let us start by explaining why students are so popular with experimenters. They sim-
ply have many advantages (Feltovich 2011). First of all, they are readily available, being 
represented in large numbers at universities and blessed with a relatively large amount of 
freely available time. That is why they can take part in an experiment, for example, at 2 in 
the afternoon or at 10 in the morning. Another advantage is that it can be assumed that 
students generally understand relatively easily and quickly what is expected of them in the 
experiment. A well-executed experiment ensures that the subjects have understood the 
instructions and know the rules of the game. It is quite certain that students are able to do 
this. From the point of view of the experimenters, it is also an advantage that students are 
often short of money and therefore gladly take the opportunity to earn something by par-
ticipating in an experiment. The relatively low opportunity costs in terms of time mean 
that the monetary incentives set in the experiment do indeed carry a high weighting.

These advantages are to a degree mirror images of the disadvantages of conducting 
experiments with non-student subjects. Recruiting the latter is much more difficult and 
time-consuming. If they are working people, only laboratory hours after work can be 
considered. In other words, it is necessary to get people to spend their scarce free time 
in the evening in the laboratory instead of at home with their families. In addition, it is 
difficult to establish initial contact. Students can be recruited relatively easily in lectures 
and are therefore usually represented in large numbers in a database of experimental 
subjects. Recruitment can be done at the push of a button or with a few clicks. This is not 
the case for non-students. The normal procedure is to make a random selection from 
the phone book and then either call or write a letter. Both are costly and the success rate 
is not very high, which is why a large number of contacts are needed to gain the required 
number of subjects.

We have said elsewhere that the opportunity costs of the subjects of the experiment 
are the lower limit for the payoffs that should be made in the experiment. These costs are 
significantly higher for employed people than for students, with experiments with non-
students, therefore, always being more expensive than those with students. The more 
difficult recruitment and higher costs increase the effort required for an experiment, but 
they do not make experiments with non-students impossible. Some other difficulties are 
harder to resolve. First of all, there is no control whatsoever over the background of the 
subjects, their experiences, their level of educational attainment, etc. Although a lot of 
questions can be asked afterwards, at the recruitment stage it is not clear who it is that 
is being invited. This especially applies to the attitude of the subjects towards an experi-
ment and the experimenters. Two effects are possible. In particular, non-academically 
trained individuals could be intimidated by the atmosphere in a laboratory and the 
fact that they are at a university. This could cause them to be subject to a particularly 
pronounced experimenter demand effect because they try hard to do exactly what they 
think is expected of them in this situation.11

10 One example is Harrison and List (2004).
11 We will come back to this point in 7 Sect. 2.5.1.
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The opposite effect is also conceivable. One of the authors of this book once expe-
rienced that in an experiment with non-students, a small number of subjects left the 
laboratory immediately after studying the instructions and made comments such as 
“waste of taxpayers’ money!”, “Such nonsense!” and similar things – in one case under-
lined by loudly slamming the doors. Students are by and large familiar with the sense 
and purpose of experiments, but for non-students it is quite possible that this method 
can occasionally cause them to shake their heads.

In view of the advantages that students have as experimental subjects and the disad-
vantages that non-students have, it is not surprising that experiments with non-students 
are so rare. So far, however, we have only listed the advantages of student subjects. We 
have up to now concealed their biggest disadvantage. Inviting students into your labora-
tory may create a double selection bias.12 First, students differ systematically from the 
average population. On the one hand, they are younger and better educated; on the 
other hand, they do not have the experiences of an average adult. For instance, they have 
no professional experience, do not know what it is like to pay income tax or to negotiate 
for their salary. These systematic differences make it difficult to transfer the decisions 
observed by students to the average population.

The second selection bias comes into play when students participate voluntarily in 
experiments. It cannot be ruled out that only certain types of students participate in 
experiments. What is particularly worrying is that this self-selection process affects the 
preferences of the subjects, both their risk preferences and their social, or other regarding, 
preferences.

Harrison et al. (2009) are mainly concerned with possible selection bias with respect to 
risk attitudes. Since the subjects of experiments are randomly assigned to the individual 
treatments, they can be lucky or unlucky in how they are classified. For example, in a 
dictator game experiment one can either play the role of a dictator or the receiver. The 

12 There is now a large body of literature on the selection biases that can be associated with student 
subjects. For example, Harrison et al. (2009), Feltovich (2011), Anderson et al. (2013), Cleave et al. 
(2013), Exadaktylos et al. (2013), Falk et al. (2013), Abeler and Nosenzo (2015), Belot et al. (2015) as 
well as Cappelen et al. (2015).

Definition

The term “risk preference” refers to an individual’s attitude towards risk. The person 
can be risk-seeking (risk-loving), risk-neutral or risk-averse. The precise definition of 
these terms will be described in 7 Sect. 2.4.1.

“Social preference” refers to a person’s tendency to deviate from purely self-
interested behavior in certain situations. This may be because the welfare of oth-
ers also plays a role (altruism), for example, or because people do not like the fact 
that benefits are very unequally distributed (inequity aversion). Reciprocity, i.e. the 
desire to “reward good with good”, can also be a reason for showing “pro-social 
behavior”.
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former is certainly more advantageous than the latter. This risk aspect could discour-
age risk-averse students from participating in an experiment or entice more risk-averse 
students to take part in the experiment. The result would be a selection of subjects who 
are prepared to take above-average risks. Harrison et al. point out that the effect can, 
however, also go in the opposite direction if generous show-up fees are regularly paid in 
a laboratory, i.e. appearance fees that a person can be sure of as soon as he participates 
in the experiment (see 7 Box 2.2). High, guaranteed payoffs could attract higher-than-
average risk-averse individuals to participate.

It is of course possible to experimentally test the various hypotheses on potential 
selection biases. Harrison et al. have done this and they conclude that there are in fact 
such effects. In the case of randomized experiments (with uncertain payoffs), the will-
ingness to take risks generally increases within the group of subjects, although there 
is no change in the proportions of relative risk aversions. The risk-averse individuals 
become just as willing to take risks as those who are already risk seeking. Harrison et al. 
have also demonstrated the opposite effect, i.e. using show-up fees results in groups of 
subjects who are less risk seeking than those who do not receive such fixed payments.

The finding of Harrison et  al. is put into perspective by a study by Cleave et  al. 
(2013). In their experiment, 1173 students initially took part in a lecture hall experi-
ment, which included among other things a lottery choice. Afterwards, all the students 
who had participated in the lecture hall experiment were invited to a laboratory experi-
ment. In this way, the group was divided into two subgroups: those who accepted the 
invitation to the experiment and those who declined the invitation. In the last step, the 
risk attitudes in both groups were determined with the data from the first experiment 
and it was found that there was no significant difference. This finding suggests that there 
is no systematic selection that leads to predominantly risk-seeking people participating 
in an experiment.

It is not only the risk attitude of the subjects that is suspected of playing a role in the 
selection process; social preferences could also have an impact. It is conceivable that 
people with strong social preferences are less likely to take part in experiments involving 
money and income motives. However, the opposite notion would not be absurd either, 
since participation in an experiment also serves science (and thus the general public) 
well. Falk et al. (2013) have investigated whether this leads to a selection of students 
who tend to have a stronger prosocial attitude. To this end, they first carried out a field 
experiment that involved some degree of social behavior on the part of the subjects. In 
the second step, the subjects were invited to a laboratory experiment. It turned out that 
the question of how prosocial one was in the first experiment did not have a significant 
impact on the decision to participate in the second experiment. The authors conclude 
from this that it can be assumed that there is no selection bias associated with voluntary 
participation in an experiment.

Anderson et al. (2013) come to a similar conclusion with regard to selection bias in 
relation to non-students, i.e. (as the authors write) “adults”. The experiment, in which 
the subjects revealed more or less pronounced “other-regarding preferences”, was car-
ried out with three groups: college students, adults who voluntarily responded to a call 
for participants (and who could therefore have been influenced by selection bias due 
to self-selection) and a group of truck drivers who were in a training program. In the 
last group, 91% of all those solicited took part in the experiment, so it is unlikely that 
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a selection bias occurred. The low opportunity costs of participation are likely to have 
played an important role here. As with Falk et al. (2013), this experiment did not show 
any significant difference between the voluntary adults and the truckers, for whom no 
selection bias had taken place. In fact, there is some evidence that as far as social prefer-
ences are concerned, no selection bias is to be feared when recruiting subjects.

So far, we have only talked about the second selection effect resulting from students 
volunteering for an experiment. What about the first one? Are students different from 
non-students? Exadaktylos et al. (2013) conclude that there is no significant difference in 
social behavior between student volunteers and non-student volunteers. These findings 
admittedly contrast with a whole series of observations showing significant differences 
between students and non-students. For example, Falk et al. (2013) found that in a trust 
game, non-students paid back significantly higher amounts to the first movers than stu-
dents did. In the experiment already mentioned by Anderson et al. (2013), it can also be 
seen that students behaved much more selfishly than the adult volunteers and the truck 
drivers. Cappelen et al. (2015) examine social behavior in a dictator game experiment 
and in a trust game experiment. They also find significantly more pronounced social 
preferences in a group of subjects consisting of representative persons (of Norwegian 
society) compared to a group of students. Belot et al. (2015) come to the same conclu-
sion. They also find that students are more likely to be able to think strategically than 
“normal citizens”. Belot et al. conclude that:

 » Experiments using students are likely to overestimate the extent of selfish and rational 
behavior in the general population. (p. 26).

The question arises as to whether this conclusion can be drawn quite so easily. We have 
already pointed out that non-student subjects may be exposed to a strong experimenter 
demand effect. This could play a decisive role when it comes to the question of whether 
a person should act more selfishly or socially. Imagine being in the position of a person 
who has never studied and who, as a non-student, is invited to an experiment in a sci-
entific laboratory. Not familiar with the experimental methods in economics and social 
sciences, such a person will probably be very uncertain about what exactly is expected 
of him. Moreover, he will not know how far the experimenters can be trusted, how 
closely he is being observed and whether non-social behavior is penalized after all. In 
view of this uncertainty, the question “What do they want from me?” inevitably arises. 
In such a situation, it is perhaps very difficult to act selfishly, even though that is exactly 
what the person would do if they were not sitting under observation in a laboratory. 
Students, especially those who regularly take part in experiments or who are informed 
about experiments in lectures, are likely to find it easier at this point because they are 
familiar with the situation and have learned from experience that their behavior in the 
laboratory only involves monetary consequences. Such an asymmetric experimenter 
demand effect cannot be ruled out, but it is, of course, not certain that it exists. To clarify 
this issue, it would be necessary to conduct experiments with an experienced pool of 
non-students to check whether experience leads to an increase in the willingness to 
behave selfishly.

Bortolotti et al. (2015) observed an interesting difference between students and non-
students. From the experimental literature, it is known that possibilities to punish in 
public good games lead to a strong increase in the willingness to cooperate (Gächter and 
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Fehr 2000). Bortolotti et al. (2015) have also observed this effect when using students 
as subjects. With non-students, however, this effect failed to materialize and threats of 
punishment remained without effect. As a result, the sequence of the ability to cooper-
ate was reversed: without punishment, non-students cooperated more closely than the 
students, and with punishment it was vice versa.

So far, we have been able to establish that there are differences between the behavior 
of students and that of non-students, although it is not entirely clear how marked these 
differences are. Thus, the question of the transferability of observations made with stu-
dents to the general population has not yet been settled conclusively. The point remains 
that students lack a whole series of experiences that the general population has already 
had in their lives. In addition, sometimes it is questioned whether conclusions about 
the behavior of experts can be drawn from student behavior. This is a truly important 
question because the phenomena that are often of interest in experimental research are 
those where experts make decisions in the real world. This is the case, for example, in 
negotiations, at the stock exchange, in medical practices or in many of the decisions 
made in companies. Should experiments that reproduce specific situations therefore be 
carried out with experts who are very well versed in such situations?

The results are mixed. For example, it has been shown that experts perform better 
than students when the  experiment requires exactly the kind of decisions they have 
practiced in their everyday lives. Feltovich (2011), however, points out that the use of 
experts in experiments can also be counterproductive. If the decision situation is not 
completely identical to that of everyday life, experts tend to use their trained routines 
even though they do not exactly fit the decision problem. This means that it takes them 
a while to adapt to the new situation as compared to everyday life and therefore they do 
not perform better than students in such experiments.

All in all, students are not the worst possible choice. The differences to the rest of the 
population tend to be moderate, while the use of experts in experiments is not unprob-
lematic. Therefore, using students as subjects may well represent a good alternative in 
the vast majority of cases. This does not rule out the possibility that there may be specific 
questions in which it seems advisable to conduct experiments with a more representa-
tive population. However, it is important to be aware that this can massively increase 
the effort involved in recruiting. But even if we remain within the group of students, 
there are a few things to consider when it comes to recruiting, because students are not 
always the same.

2.3.3   What Role Does the Student’s Subject of Study Play?

Since the famous article by Marwell and Ames (1981), it has been known that eco-
nomics students behave differently from non-economics students. Above all, students 
of economics seem to be less cooperative than students of other disciplines. Frank et al. 
(1993) confirm this observation. It is not really important for the methodology of exper-
imental economics research to assess this observation. However, it is essential to know 
that selection bias occurs in experiments if attention is not paid to the students’ subject 
of study when choosing participants for experiments. For example, if the number of 
economics students in a public good experiment is significantly higher in one treatment 
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than in another, this selection of participants could lead to effects that do not occur if 
both treatments are carried out with non-economists or only with economists.

We do not want to leave it at this comment alone, however, because it is worth 
taking a closer look at the effect of economists. Rubinstein (2006) further fuelled the 
discussion on this effect and gave it a new direction using an experiment that did not 
involve strong monetary incentives, but was essentially based on a survey. Economics 
students and students of other faculties were faced with a fictitious corporate decision, 
having to put themselves in the position of a manager who has to decide how many 
workers are to be employed in the future. The decision was based on a table or formula 
that indicated the relationship between the employment level and the net profit of the 
enterprise. In order to realize the maximum profit, a large number of employees would 
have to be dismissed due to the company’s difficult economic situation. Rubinstein 
examined the question of whether the number of layoffs depended on which subject 
the participants studied and on whether they were provided with a table or a math-
ematical formula as a basis for their decision. The result was clear: economists dismiss 
more people than non- economists and the formula leads to more redundancies than 
the table.

The conclusions Rubinstein draws from his findings are very far-reaching. For 
example, he calls for a critical examination of mathematical education in economics 
because it tends to result in students not developing a “social conscience” or “social 
responsibility”. There seems to be a fundamental lack of these two things among eco-
nomics students, which leads Rubinstein to take a very critical view of economics 
courses.

The question is, however, whether the Rubinstein experiment really does allow such 
conclusions, since there are some methodological problems that this experiment raises. 
For example, it could be that the economics students in particular have been exposed 
to a strong experimenter demand effect. A degree in economics is often completed with 
the aim of working in a company at some point in the future and making decisions 
there. A well-trained manager should first and foremost have an eye on the interests of 
the company. Anything else would be rightly criticized by his employer as mishandling 
the situation. The students of economics are therefore familiar with the perspective of 
management and the experiment is therefore an ideal opportunity to see whether they 
have learned something during their studies. In addition, students of economics learn 
that a dismissal is not necessarily a fateful blow if the labor market can be assumed 
to be functioning properly. The fact that Rubinstein attributes the difference between 
economists and non-economists to their education and fails to consider selection bias 
is also a point of criticism. Perhaps those who decide to study economics have different 
attitudes to others per se.

Brosig et al. (2010) repeated the Rubinstein experiment and modified it in such a 
way that it was possible to investigate whether the problems mentioned above actually 
came into play. An important modification was that the experiment was carried out with 
beginners in the first semester as well as with advanced students of higher semesters. In 
addition, the subjects were asked to put themselves in the position of a manager who 
is on the verge of retirement and only has one more decision to make and that is how 
many people should be dismissed. Through these two modifications, it was possible 
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to test whether economic education is responsible for people giving little attention to 
the fate of workers and whether the specific role in which decisions had to be made 
had an impact. The findings revealed that there was no significant difference in the 
behavior of the first-year students and the advanced students (neither economists nor 
non- economists). If at all, the older students laid off somewhat fewer people than the 
freshmen did. This would suggest selection bias occurred and contradicts Rubinstein’s 
thesis that studying changes people. The role that the subjects were expected to adopt 
also had an impact. When taking on the role of a person who is about to retire and 
whose career no longer depends on doing what the employer expects of the person, 
economic students lay off significantly fewer employees than they do in the role of active 
managers.

Nevertheless, the overall results of Brosig et al. (2010) show that economics students 
are more willing to lay people off than non-economics students. Moreover, presenting 
the decision task with the help of a mathematical formula leads to more people being 
fired and, more specifically, the maximum number of layoffs being chosen more often. 
Yet, there could also be an experimenter demand effect behind this. When presented 
with a profit function, it is self-evident for someone who is mathematically trained that, 
first of all, it has to be maximized. Few people would understand this kind of presenta-
tion as an instruction to derive a table from the function. And it is also obvious that 
the subjects would develop the idea that the experiment is all about correctly deter-
mining the employment level that results in maximum profit. This demand effect (see 
7 Sect.  2.5.1) could explain why even non-economists often achieved the maximum 
profit when the formula was presented to them.

Ockenfels and Weimann (1999) have a slightly different view on the question of 
how economics students behave. Their experiment is concerned with the question of 
whether students from eastern and western Germany behave differently. To this end, 
they conducted experiments in two cities in the west and one in the east of Germany, 
in each of which students from different faculties participated. A public good experi-
ment and a solidarity experiment13 were played. Both the students’ subjects of study and 
the gender of the students were controlled for. The results showed that an interaction 
effect between the subject of study (economics or not economics) and gender existed 
in all three cities. In the solidarity experiment, there was no difference between female 
economics students and non-economists, but certainly between male economics stu-
dents and non- economists. This suggests that the “economics effect” is limited to male 
students. This rather incidental finding could explain why studies investigating gender 
effects have not always yielded clear results. If the subject of study is not controlled for, 
it may happen that a more or less high proportion of male economics students leads to 
gender effects, but sometimes it may not.

The main question in the experiment of Ockenfels and Weimann (1999), however, 
was whether the different cultural backgrounds of students who grew up in a socialist 
or a capitalist system played a role. This is the question that we will address in the fol-
lowing section.

13 This will be explained in more detail in the next Section.
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 > Important
The vast majority of experiments are carried out with students as subjects. 
Generally speaking, there is a risk of selection bias because students may behave 
differently from the general population of people. There is also clear evidence of 
this, but the differences do not seem to be very marked. Students have signifi-
cant advantages over non-student subjects because it is relatively easy to recruit 
them, they have a high level of understanding and it is comparatively easy to cre-
ate monetary incentives that are noticeable.

In the process of deciding how to recruit the subjects, it must be borne in 
mind that even when drawing on students, selection processes can play a role. 
There is less need to worry about risk attitudes and social preferences, but it is 
important to control the students’ subject of study because economics students 
might behave differently from non-economics students.

2.3.4   Cultural Differences

The experimental method has long been used worldwide. The papers that result are 
published internationally and are recognized by the international scientific community, 
for whom national borders are not really important. But all this does not change the fact 
that the subjects of the experiments are almost always recruited within the region in 
which the laboratory is located. This raises the question of whether experimental results 
obtained in different countries can be easily compared. In other words, does it matter 
which country the subjects come from and what cultural background they have? In 
the meantime, there are a large number of studies on this issue and it is not possible to 
report on all of them here. The tenor that emerges from all the literature is that cultural 
background plays an important role. This is best explained using a few examples.

Let us begin with a study that subsequently acquired a certain degree of political 
topicality, not to say controversy. Csukás et al. (2008) investigated a trust game with 
student subjects in each of four countries: Brazil, Greece, Hungary and Russia. First, 
the study examined the level of trust of the first movers (trustors), which was reflected 
in the amount of money given to the second movers (trustees). The higher the amount 
sent, the more likely the sender is to trust that the trustee will compensate him or her 
at the second stage of the game by sending something back. Second, it examined the 
extent to which the trustees behaved reciprocally and justified the trust placed in them 
by sending back a significant proportion of the money they received to the trustor.

Csukás et al. found that there are differences between the countries. One finding 
was that reciprocal behavior was very strong in Russia, much stronger than in the 
other three countries. However, the most important and meanwhile somewhat conten-
tious finding is that Greek students differed significantly from non-Greek students. In 
Athens, much less was sent to the receiver than in other countries. The Greek trustors 
did not trust that they would get a lot back from their compatriots. As it turned out, 
this mistrust was justified, since the trustees sent back significantly smaller shares of the 
money received than the trustees in other countries. The trust game enables the subjects 
to consideraby increase the total payoff by trusting each other and proving to be trust-
worthy. The extent to which trust and reciprocity are expressed in the form of behavior 
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makes it possible to realize this increase of the total payoff. Obviously, the capacity to do 
this was significantly weaker in Greece than in the other countries.

Studies in which cultural differences are investigated usually have to contend with 
methodological problems resulting from the need to ensure that experiments in differ-
ent countries differ only in terms of the cultural background of the subjects involved. 
This is not trivial because two experiments taking place in two countries can also differ 
in other dimensions, for example frequently in the language spoken and possibly also in 
the currency in which the money is paid out. The language difference may necessitate 
the use of different experimenters who speak the national language, thus leading to 
a further difference. All these problems, which can render intercultural comparisons 
more difficult, did not occur during the cultural comparison experiment of Ockenfels 
and Weimann (1999) because it compared the behavior of eastern and western German 
students. Both groups spoke the same language and had the same currency. The experi-
menters were also the same. The only difference was the cultural background of the 
subjects. The eastern German students who took part in the experiments all grew up 
and were socialized in a socialist system (the experiments took place in 1995/96). The 
western Germans, on the other hand, grew up under capitalist conditions.

As already mentioned, two experiments were used for the intercultural comparison: 
a public good experiment played in groups each consisting of five subjects and a solidar-
ity game experiment that ran as follows. Three subjects formed a group, but remained 
anonymous (double-blind design). By rolling a die, each subject had a 2/3 probability 
of winning an amount X. Before rolling the die, however, the subjects had to decide 
how much of their winnings they would give to the potential losers (if they won). They 
therefore had to state how much they would give to a loser and how much to two losers. 
Only then did the die decide whether a subject was one of the winners in the group or 
one of the losers.

The results of the East-West comparison were unequivocal and quite surprising. It 
turned out that the eastern German subjects were significantly less cooperative (in the 
public good experiment) and also gave much less to the losers in the solidarity game 
than the western German subjects. Obviously, the formative influence they had experi-
enced in a socialist system did not have the effect one would expect. On the other hand, 
the experiment showed very clearly that market systems do not morally deform people. 
In fact, the opposite seems to be the case. In order for decentralized systems to work, a 
certain degree of willingness to cooperate and solidarity may be required.

Brosig-Koch et al. (2011) carried out an identical replication of the solidarity game 
experiment of Ockenfels and Weimann (1999). In contrast to the first experiment, it 
could no longer be said that the eastern German subjects of the second experiment had 
grown up under the conditions of a socialist system, because they were, on average, 
just over 2 years old at the time of the German reunification. Surprisingly, however, the 
finding was the same. The data were almost identical to those collected in 1995/96. This 
suggests that the cultural background of parents plays an important and enduring role 
in the development of social norms.

An important observation in the experiments of Ockenfels and Weimann (1999) 
and Brosig-Koch et al. (2011) was that the subjects in the solidarity experiment made 
very precise predictions about the average amount of money that the other subjects 
would give. The social norms governing gift behavior were evidently well known to all 
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those involved and differed between eastern and western Germany. This finding was 
also obtained in a similar way in a completely different location. Goerg et al. (2016) 
carried out an experiment comparing cultures in a particularly volatile place. They con-
ducted the trust game experiment with Palestinians and Israelis. The most important 
result was that both groups held very clear positions of trust and reciprocity and that 
these positions were very different. While the Palestinians were exceedingly trusting and 
gave large amounts to the trustee, the Israelis were considerably less trusting. The situ-
ation with regard to handing money back was similar. While the Palestinians returned 
large amounts, the Israelis were clearly more restrained. All these findings applied both 
to mixed pairings (Israeli plays Palestinian) and to the experiments in which the two 
groups were not mixed. Cultural differences of this kind can lead to considerable con-
flicts. For example, if an Israeli is in the role of trustor and a Palestinian is in the role of 
trustee, the Israeli will give little according to his “level of trust”. The Palestinian may not 
interpret this as the “normal behavior of an Israeli”, but as discrimination.

In the meantime, intercultural studies have made it clear that social norms can be 
assumed to develop very differently on a local level. It should be noted at this junc-
ture that this is an important insight in two respects. First, it once again demonstrates 
that human decisions are also massively influenced by social norms – and not just by a 
rational, materialistic process of evaluation. Second, it again renders invalid the rational 
choice theory’s claim to provide an explanation for all behavior. It appears that certain 
behavioral differences can often only be explained by resorting to local social norms. 
It is an important research question of the future for which type of decisions this is 
valid and for which the universal claim of the rational choice model can still be made. 
However, given all the cultural differences revealed by the experimental research con-
ducted so far, it should be emphasized that these are mostly limited to differences in 
degree and only very rarely include qualitative differences. In other words, the patterns 
of human behavior demonstrated in laboratory experiments seem to be very similar 
across cultural borders.

 ? Question
How do you judge the external validity of the experiments on cultural differences 
presented in this section?

2.4   Preferences, Payoffs and Beliefs

2.4.1   Risk Behavior in the Laboratory

In the context of the economic model of rational choice, a person’s decision is basi-
cally understood as an act of choosing from a well-defined set of alternatives, taking 
into account the respective restrictions. The prerequisite for this is the existence of a 
preference, which transforms the alternatives available into an ordering. This preference 
ordering is represented by a utility function that assigns values to the elements of the set 
of alternatives according to their position in the preference ordering. In this way, three 
different types of choices are presented: first, the choice between alternative bundles of 
goods; second, the decision on when to consume (consumption today or in the future); 
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and thirdly, a choice between lotteries, i.e. between a number of different alternatives 
involving risk.

The first decision is taken on the basis of a preference ordering for bundles of goods, 
while the second decision presupposes the existence of a rate of time preference. This rate 
is used to place a valuation on current and future consumption. As a rule, the shift of 
consumption into the future means that it is necessary to temporarily forego consump-
tion, which leads to a utility loss. Depending on the extent of this loss, the rate of time 
preference indicates how much higher future consumption must be in order to corre-
spond to current consumption.

The third choice presupposes that the decision-maker has an idea of how he evaluates 
the risk associated with different lotteries. This is referred to as a risk preference. Based 
on expected utility theory, in economics three classes of risk preference are frequently 
distinguished. Risk neutrality occurs when a decision-maker is indifferent between 
choosing a lottery and a guaranteed payoff that corresponds exactly to the expected 
value of the lottery. In this sense, the decision-maker does not pay any attention to 
the risks associated with the lottery. Risk-averse decision-makers prefer the guaranteed 
payoff to the lottery with identical expected value because by doing so they can elimi-
nate the risk. Risk-seekers, on the other hand, prefer the lottery to the guaranteed payoff 
because they value the chances of winning offered by the lottery.14

What does all this have to do with experimental research? In the laboratory, all three 
types of preferences (goods preference, time preference and risk preference) can in prin-
ciple play a role. Using the induced value method, we have already explained how pref-
erence for goods is modeled. Time preferences rarely play a role in experiments because 
decisions in the laboratory usually have consequences immediately and not first at some 
time in the distant future. Therefore, knowledge of the relevant time preference is not 
usually so important for conducting an experimental study – unless it is specifically the 
focus of the investigation. The picture is entirely different when it comes to risk prefer-
ence. In many situations, it is essential for the experimenter to know the risk attitude 
of the subjects. This is quite obvious when models on the risk attitudes of the actors are 
being tested. For example, if an auction model requires that bidders behave in a risk- 
neutral manner, and if the Nash equilibrium is based on this assumption, the model can 
only be tested in the laboratory with subjects who are actually risk-neutral. Testing the 
model with risk-averse subjects may mean that the Nash equilibrium is not observed, 
although the model might have been confirmed with risk-neutral subjects.

The question is, of course, whether risk preferences cannot be induced in a similar 
way to preferences for bundles of goods. Roth and Malouf (1979) describe a method 
offering a relatively easy way to do this. Let us assume that the payoff in an experiment 
does not consist of money but of lottery tickets for a binary lottery, i.e. a lottery in which 
there are only two possible payoffs (frequently a non-zero payoff with a probability of x 

14 Strictly speaking, the second derivative of the utility function is decisive for the distinction 
between risk neutrality (second derivative equals zero), risk aversion (second derivative is nega-
tive) and risk seeking (second derivative is positive). There are also characterizations of risk prefer-
ences that are based on higher derivatives of the utility function, such as prudence (positive third 
derivative of the utility function, see Kimball 1990) and temperance (negative fourth derivative of 
the utility function, see Kimball 1992).
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and a zero payoff with a probability of 1 − x). Assuming strict self-interest and complete 
rationality, the subjects in this experiment should maximize the number of expected lot-
tery tickets – which is nothing more than risk-neutral behavior. By simply restructuring 
the payoffs it does appear to be possible to induce risk neutrality. This would of course 
solve the problem that has just been discussed, because if risk neutrality can be induced, 
it is no longer necessary to determine the risk preference of the subjects.

Unfortunately, Selten et al. (1999) quite badly undermined the belief that this method 
works. They conducted experiments in which they varied the payoff mechanism by pro-
viding either money or tickets for a binary lottery. The reference point was the behavior 
that would have been expected in the event of risk neutrality. It was found, in fact, that 
risk-neutral behavior could not be induced with monetary payoffs. The lottery tickets, 
however, were not any better in this regard. On the contrary, the deviations from the 
risk-neutral decision were even greater than in the treatment with money. Harrison 
et al. (2013) made another attempt to save the cause. In their experiment, they were able 
to show that when very simple non-repeated games were considered, the use of lottery 
tickets actually led significantly more frequently to risk-neutral behavior. However, even 
though the rise in the rate was significant, it was only a very slight increase of just 14%.

It is highly debatable whether a similar result would emerge for repeated games, 
since Harrison et al. reported a finding in another paper (Harrison et al. 2015) that is a 
cause for concern in this respect. In order for risk neutrality to be induced, it is neces-
sary to fulfill an axiom that says something about how individuals maximizing expected 
utility behave when dealing with a compound lottery, i.e. a lottery whose winnings are 
lottery tickets. The Reduction of Compound Lotteries Axiom (ROCL) says that little 
attention is paid to the fact that there are several lotteries in play. Ultimately, only the 
final payoffs weighted with the probabilities of the occurrence of the different lotteries 
are considered, i.e. the compound lottery is equivalent to the simple lottery obtained 
by combining the probabilities of the choice of a lottery and the corresponding payoffs.

Let us take an example. In a game, the respective probability of being able to win 
lotteries L1 or L2 is 12 . There is a 13  probability in L1 of winning 10 euros and a 23  
probability of 0 euros. L2 pays 5 euros or one euro, each with a probability of ½. This 
results in the compound lottery

L L LG = { }1 21
2

1
2, ; ,

The ROCL states that a decision-maker is indifferent between this compound lottery 
and the lottery

L = { }0 1
3 1 1

4 5 1
4 10 1

6, ; , ; , ; , .

L is obtained by multiplying the probabilities for the outcomes {0,1,5,10} in both lot-
teries by the probabilities for the occurrence of the lotteries. The sum of the resulting 
probabilities is 1. The experiment by Harrison et al. (2015) shows that the ROCL does 
seem to hold in simple decision-making situations. However, if several decisions are to 
be made and at the end a random determination is carried out as to which of the deci-
sions is relevant for payment, the ROCL is violated. This means that in experiments with 
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more complex decision-making situations the theoretical justification for the assertion 
that binary lotteries induce risk neutrality no longer exists.

Given these findings, it is unlikely that we can get around revealing the risk prefer-
ences of the subjects. A whole series of methods for doing this have been intensively 
discussed in the literature. It should be noted that this literature is now so extensive 
that one could easily write a textbook on the question of risk preferences.15 All we can 
do here is concentrate on the most important methods and attempt to sketch out their 
advantages and the problems associated with them.

The most widespread and best-known method is the multiple price list (MPL), 
which was used especially by Holt and Laury (2002) and is therefore also known as the 
Holt-Laury method. In this procedure, the subjects have to make a series of choices 
between two binary lotteries. Lottery A has payoffs that are relatively close to each other, 
for example $2.00 and $1.60.16 Lottery B has more divergent payoffs, such as $3.85 and 
$0.10. The ten choices between the two lotteries differ in terms of the probabilities of the 
payoffs. . Table 2.3 provides an example:

Up to and including the fourth choice, lottery A has a higher expected payoff than 
lottery B, i.e. a risk-neutral decision-maker should choose lottery A for the first four deci-
sions. A risk-averse decision-maker will not switch over to lottery B at the fifth decision 

       . Table 2.3 Choices in the Holt-Laury method

Lottery A Lottery B

p($2.00) p($1.60) p($3.85) p($0.10) Expected 
value A

Expected 
value B

Difference

0.1 0.9 0.1 0.9 1.64 0.48 1.17

0.2 0.8 0.2 0.8 1.68 0.85 0.83

0.3 0.7 0.3 0.7 1.72 1.23 0.49

0.4 0.6 0.4 0.6 1.76 1.60 0.16

0.5 0.5 0.5 0.5 1.80 1.98 −0.17

0.6 0.4 0.6 0.4 1.84 2.23 −0.51

0.7 0.3 0.7 0.3 1.88 2.73 −0.84

0.8 0.2 0.8 0.2 1.92 3.10 −1.18

0.9 0.1 0.9 0.1 1.96 3.48 −1.52

1.0 0.0 1.0 0.0 2.00 3.85 −1.85

Based on Harrison and Rutström 2008, p. 46

15 For example, the contribution of Harrison and Rutström (2008) in volume 12 of “Research in 
Experimental Economics” contains about 150 pages on this topic alone.

16 The numbers and the . Table 2.3 are taken from Harrison and Rutström (2008).
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and possibly not even at decision six to a maximum of decision nine. After all, risk aver-
sion means that a person is willing to accept a lower expected payoff if it reduces the risk. 
The line as of which the decision-maker’s risk aversion crosses over from A to B provides 
information on the extent of the decision-maker’s risk aversion (Harrison and Rutström 
2008, p. 47). The Holt-Laury method is often used in conjunction with the random-lot-
tery incentive system, which means that not all lines of . Table 2.3 are played and paid 
off, but only a randomly selected one. This payoff mode does not change the incentive 
compatibility of the method. Given that a random move determines which line is played, 
the best answer is to make a choice that corresponds to the risk preference that actually 
exists, thus ruling out (in the case of rational behavior of the subjects) the possibility of 
strategic behavior, in which a different lottery is chosen instead of the one actually pre-
ferred. Nevertheless, the random-lottery incentive system has its pitfalls and has been the 
subject of intense methodological debate. This is due to the fact that it is not only used in 
connection with the Holt-Laury method, but is also generally considered to be a method 
for avoiding income effects, since only one of the decisions taken by the subjects actually 
leads to a payoff. This is a fine thing if it is guaranteed that this type of payment cannot 
lead to a change in the behavior of the subjects. But this is precisely the point of conten-
tion, and is why we will look at the method in more detail in the next section.

The Holt-Laury method has several advantages that explain why it is used relatively 
frequently. For one thing, it is easy to understand and easy to use. In addition, there are 
to a certain extent built-in checks that can be used to determine whether the subjects 
have understood the procedure. For example, a subject should not choose A in the last 
line – unless he prefers a safe $2.00 to a safe $3.60. Moreover, the decisions should be 
consistent. Having switched from A to B, those who have understood the procedure and 
who behave in line with expected utility theory should not change back again. Another 
advantage is that the method is  incentive- compatible.

In addition to the Holt-Laury method, there are others that can always be used to iden-
tify risk preferences. We would like to present one of them in more detail, seeing as it is also 
very common and is not only used to uncover risk preferences. In the Becker- DeGroot- 
Marschak (BDM) method, which has been in existence since Becker et  al. (1964), the 
subjects are required to participate in a lottery and state their “selling price”, i.e. indicate 
the minimum price for which they are willing to sell the lottery ticket. The subjects are 
informed that a “purchase price” will be randomly selected from a relevant interval, for 
example, between the minimum and maximum payoff of the lottery. If the selling price is 
higher than the purchase price, the lottery is played; if it is lower, the lottery ticket is sold 
to the experimenter at the purchase price. As a result of the random draw, the method is 
incentive compatible. Given that the purchase price is independent of which selling price 
is chosen, the weakly dominant strategy in this game is to state the true valuation of the 
lottery as the selling price. These prices can then be used to draw conclusions about risk 
preferences. Thus, risk neutrality implies that the selling prices correspond to the expected 
payoffs, while risk aversion, that they are lower and risk seeking, that they are higher.

 ? Question
Is it necessary to control risk preference even in experiments that do not involve the 
testing of a model?

Is it possible to answer this question in general terms, or is it necessary to exam-
ine it on a case-by-case basis?
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The BDM method can be used quite generally to determine the willingness to pay for 
goods in an incentive-compatible manner. However, this presupposes that the subjects 
have understood that the weakly dominant strategy is to specify the true valuation as 
the price. Although meeting this requirement cannot be taken for granted, it is rela-
tively easy to explain it using examples. If the instructions are formulated with due care, 
there should be no difficulties in understanding the BDM method, at least. Both the 
 Holt-Laury and the BDM methods are simple to use and reveal the risk preferences of 
the subjects of experiments with comparatively high reliability. Many other methods 
discussed in the literature are variants of these two methods. Harrison and Rutström 
(2008) also mention three other methods which differ conceptually from the ones 
described above, but which are only briefly mentioned here because they have either 
weaknesses or no noticeable advantage over the Holt-Laury and the BDM methods.

The random-lottery incentive mechanism stems from Hey and Orme (1994) 
(Harrison and Rutström 2008, p. 50 ff). In this method, subjects are required to select 
one lottery from two lotteries on a recurring basis. The lotteries have fixed payoffs17 
and vary in their probabilities. The data thus obtained can then be used to estimate an 
expected utility function whose functional form provides information on the risk pref-
erence. In contrast to the methods discussed hitherto, it is not possible to draw a direct 
conclusion on the risk preferences – despite the comparatively high effort involved in 
the method. Binswanger (1980, 1981) proposed a method in which the subjects are 
presented with lotteries that realize a higher and a lower payoff, each with a probability 
of ½. They are arranged in such a way that not only the expected value increases, but 
also its variance. The subjects are required to select one of the lotteries, which is then 
carried out. This method is similar to that of Holt and Laury, but uses constant prob-
abilities. Finally, Harrison and Rutström (2008) discuss the tradeoff method of Wakker 
and Deneffe (1996), which has the considerable disadvantage of not being incentive 
compatible.

 > Important
There is some evidence that risk preferences cannot be induced in the laboratory. 
However, since it is often necessary to control risk preferences, they need to be 
determined. A whole series of methods are available for this purpose, with the 
most commonly used being the Holt-Laury and BDM methods, both of which 
have the advantage of being easy to use and incentive compatible.

2.4.2   Selecting the Payoff Mechanism

As a rule, economic experiments use monetary payoffs to create incentives in the labo-
ratory, which are assumed either to be effective in the model (to be tested) or to play 
a role in real decisions. This raises not only the question of how large the incentives 
should be, but also how they should be paid. In an experiment examining a person’s 
one-off decision without interacting with other subjects, it is clear that the amount paid 

17 In Hey and Orme, this is 0, 10, 20 and 30 pounds sterling with 100 decisions having to be made.
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off is the result of the subject’s decision. Even if the experiment involves a game in which 
n people are involved, but who only make a decision once, the amounts resulting from 
the n decisions are usually paid out.

Even in these simple cases, another mechanism called the “between-subject 
random- lottery incentive” can be used. Suppose a group of n people is involved in an 
experiment that involves a single decision and there is no strategic interaction between 
the people. The payoff rule could then stipulate that only m < n of the n subjects will 
be paid off. The reason for such a mechanism could be the desire to conserve the lim-
ited experimental funds or to obtain as many observations as possible with the avail-
able funds. This is not possible, however, if the (average) size of the expected payoff to 
the subjects is still based on their opportunity costs (see 7 Sect. 2.2.2). Moreover, the 
question arises as to whether the use of such a mechanism influences the result of the 
experiment or not.

This question becomes much more important when the subjects make several deci-
sions. In the last section, we dealt with experiments that deal with this very issue. In 
order that information about the risk preference of the subjects can be obtained, they 
are usually required to perform several lottery comparisons. However, repeated deci-
sions or several similar decisions are not an exclusive feature of experiments to reveal 
risk preferences. On the contrary, they can be found in many contexts.

At first glance, one might think that in such cases it is the gold standard to pay off 
all the decisions of all the subjects. Whether this standard is achieved solely depends on 
the funds available. But this point of view is wrong because the “pay-each-task” payoff 
method is only acceptable if it is ensured that the subjects of this method treat each indi-
vidual decision as if they only had to make that one decision, thus making it necessary 
to examine each decision in isolation. However, there are good reasons for believing 
that in many cases this just cannot be guaranteed. Two effects can prevent this isolation 
hypothesis from being fulfilled.

First, income effects can lead to decisions later in the experiment taking place under 
conditions that differ from those prevailing at the time of earlier decisions. If every 
decision is paid off individually, a subject can calculate how much he or she has already 
earned. The following example shows that this could have a major impact on decision- 
making behavior. Suppose a subject is aiming to earn at the very least the opportunity 
cost of participating in the experiment. Suppose further that this is an experiment in 
which social preferences could play a role. Then it is quite plausible that the subject may 
behave differently as soon as the opportunity costs are covered. This means, however, 
that the isolation hypothesis is not fulfilled because how the subject acts when making a 
decision depends on what happened in the previous decisions.

The second effect that is capable of violating isolation is the portfolio effect. This 
means that in the case of decision under risk, the combined effect of decisions can 
lead to different results than if all individual decisions are taken separately. Take as an 
example the two-stage choice between two lotteries A and B, with the former being 
less risky than the latter. A risk-averse decision-maker would choose (A, A) for isolated 
decisions while a risk-seeker would choose (B, B). However, if the decision-maker can 
form a portfolio of both lotteries, it is possible that (A, B) has a higher expected utility 
than (A, A) and the risk-averse decision-maker therefore prefers (A, B) (Cox et al. 2015).
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Wealth effects and portfolio effects can occur in repeated decisions in many cases 
and should therefore be eliminated by appropriately choosing the payoff mechanism. 
But what is an appropriate choice? Cox et al. (2015) list a number of mechanisms that 
could be applied here: “pay all decisions sequentially”; “‘pay all decisions correlated’ at 
the end of the experiment”; “‘pay one decision randomly’ at the end of the experiment”; 
“‘pay 1/n (of the amount) of all decisions correlated’ at the end of the experiment, where 
n is the number of tasks”; “‘pay all decisions independently’ at the end of the experi-
ment”; and a “‘one task’ design in which each subject makes only one decision (and is 
paid for the outcome)”.

The random-lottery incentive mechanism (RLM) is extremely popular and can be 
used either between-subject (not all subjects are paid off) or within-subject (all subjects 
are paid off, but not all decisions). Originally, this payoff mechanism was used solely to 
prevent wealth effects and portfolio effects. The fact that it is better value for money due 
to it being possible to obtain more observations for the amount of money indicated by 
each choice was rather a fortunate by-product (Harrison and Rutström 2008 p. 116). To 
begin with, however, it is an unresolved issue as to what effects RLM has. Is the isolation 
assumption still valid? And what impact does it have if each choice possibly has only a 
very small probability of being relevant in terms of payoff? The between-subject variant 
could be seen as particularly critical, since it implies that a whole series of subjects end 
up having to go home without any payoffs. Are the incentives really still sufficiently 
strong? Moreover, what effect does such a payoff system have on the profitability of the 
subjects? One has to bear in mind that there is a conflict of objectives when it comes 
to designing this payoff method. For example, if only one subject out of 30 is paid off 
and this person only receives payment for one decision out of 100, the probability that a 
concrete decision will actually be paid off is only 1/3000 = 0.00033. Of course, the payoff 
per decision can be set very high. Let us suppose that the duration of the experiment 
is 1 hour and the opportunity cost per subject is €10. Then the average payoff should 
be €10, i.e. the lucky player who is selected will, or can potentially, receive €300 per 
decision without the budget of the experiment being exceeded. The prospect of having 
a 1/30 = 0.033 chance of earning an impressive 300 euros in 1 hour is perhaps not bad 
and can certainly motivate people to participate in the experiment. However, it is likely 
that this will be susceptible to selection bias since such a risky payoff mechanism is 
particularly appealing for risk-seeking students. Risk-averse people will tend to avoid 
the laboratory under the conditions of such a RLM.

In comparison, the within-subject variant of the RLM is relatively unproblematic. A 
possible disadvantage could be that the significance of an individual decision decreases, 
because the probability of an individual decision having an impact on the payoff is only 
1/N if one in N decisions is to be paid off. This effect can be counteracted by paying off a 
randomly selected round N times. In this way, wealth or portfolio effects can be prevented 
without reducing the incentive for the subject to make an effort in each round. However, 
these advantages come at a cost, as this procedure is just as expensive as paying off each 
round. Of course, cost-cutting measures are possible. For example, the randomly selected 
round could be paid off not N times, but only M times, where 1 ≤ M  ≤  N. Depending on 
the size of M, there is either a stronger “saving effect” or a greater “incentive effect” (also 
see the comments in 7 Sect. 2.2.2).
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2.4.3   Eliciting Beliefs

The great advantage of the experimental method is that it allows decision processes to 
be observed under controlled conditions. By systematically changing individual param-
eters in the experimental treatments, we obtain behavioral data that provide informa-
tion on how the conditions under which choices are made influence the behavior of the 
subjects in the experiment. There is admittedly one constraint we need to accept. The 
behavior we observe is the result of individual calculations (perfectly rational or bound-
edly rational) in which two factors that we cannot directly observe play an important 
role: the preferences and the beliefs of the subjects. It may not be possible to deduce, from 
the behavioral data, what contribution these two things made to the decision. A simple 
example (Manski 2002 and Schotter and Trevino 2014) may help to illustrate this. In an 
ultimatum game, the first mover (proposer) must decide how much to offer to the sec-
ond mover (responder). Let us suppose that we observe that a proposal is made to divide 
the “pie” into equal parts. An obvious conclusion might be that the proposer has strong 
“social” preferences and therefore proposes a fair split. However, it could just as well be 
that the proposer believes the responder will react very aggressively and reject an unfair 
offer. If the proposer is sufficiently risk averse, the belief that the responder will behave in 
such a way can prompt him to propose 50:50. He can be very confident that this proposal 
will be accepted.18 In this case, it may well be that the proposer does not attach the slight-
est importance to fairness, but his belief nevertheless leads him to submit a “fair” offer.

This example shows that there may well be situations in which it would be advanta-
geous to know what the subjects’ beliefs are. Of course, skillfully varying the design also 
enables us to gain an idea of the role these beliefs play. For instance, the ultimatum game 
can be converted to a dictator game by depriving the responder of the possibility of reject-
ing the proposer’s offer. This means the latter does not need to form a belief about what the 
former will do. The difference between the behavior in the dictator game and in the ulti-
matum game then allows us to estimate the extent to which the belief that the responder 
will behave aggressively influences the action of the proposer (see e.g. Forsythe et al. 1994).

This method is not perfect, however. It presupposes that the subjects perceive the 
two games more or less equally. In particular, the respective design must not lead to the 
subjects developing different conceptions of which behavior might be “appropriate” or 
“socially desirable”. Therefore, even if variations in design can be used to reveal the role 
of beliefs, eliciting these beliefs may still be interesting.

When considering the possibility of eliciting beliefs, two important questions arise: 
first, how best to do this, and second, does eliciting have any effect on the actions of 
subjects? If the answer to the second question is affirmative, then there is a problem. 
If the act of eliciting alters subjects’ behavior, not even having successfully elicited the 
beliefs will assist in knowing what beliefs would have formed the basis of a decision had 
there not been any elicitation of the beliefs. At first sight, there is a straightforward solu-
tion to this problem, and that is by eliciting the beliefs after the subjects have made their 
decision. This does have some drawbacks, however. For example, there is uncertainty as 
to whether the beliefs will not then be adjusted retrospectively. It could well be the case 

18 Indeed, such proposals are almost always accepted. See e.g. Güth and Kocher (2014).
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that it is not the beliefs that are then the basis of the decision, but rather that the decision 
that has already been taken determines what beliefs are reported when subsequently 
elicited. This risk is, of course, diminished if there are monetary incentives to state the 
true beliefs. This brings us back to the question of how to elicit beliefs.

In principle, it is possible to elicit subjects’ beliefs in the presence or absence of mon-
etary incentives. If incentives are employed, a so-called scoring rule is frequently used. 
This is a payoff mechanism that depends, on the one hand, on the beliefs a subject 
reports and, on the other hand, on their true beliefs. Following Schotter and Trevino 
(2014), we consider by way of illustration a binary random variable, which can assume 
either the value A or the complement Ac. Let p be the probability with which subject i 
expects A to occur, and let r be the probability the subject reports. The scoring rule then 
consists of a lottery whose payments SA and SAc are realized from the point of view of 
the subject with the probabilities p and (1 − p), respectively, and whose value depends 
on the reported probability r:

L pS r p S rA Ac A Ac, = ( ) + -( ) ( )1

Scoring rules which are suitable are those in which the value of the lottery is at a maxi-
mum exactly when the subject chooses p = r, i.e. when the subject reports the probability 
that he actually assumes to be the true one. Scoring rules with this property are referred 
to as proper. Perhaps the best-known proper scoring rule is the quadratic scoring rule, 
abbreviated QSR, the payoffs of which are defined as follows:
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where n is the number of possible events that can occur (but only one of which actually 
occurs) and Ik is an indicator function that takes the value of 1 if event k occurs and 0 
otherwise. Each mistake made by the subject is punished with a “penalty” of

- -( )b I rk k
2

The quadratic ensures that the penalty is always negative. Someone who knows for cer-
tain that event i will occur would choose ri = 1 and rj = 0 (for all i ≠ j). The QSR pos-
sesses the property of being proper as long as the subjects are risk neutral. If the subjects 
are risk averse, the scoring rule must be adjusted. There are several ways of doing this. 
Offerman et  al. (2009) present a comparatively elaborate and complicated approach. 
First of all, the subjects have to undergo a process of testing to determine their risk 
preferences more precisely and then specific individual adjustments are made to the 
respective scoring rule. It is easier to use a stochastic scoring rule in which the payoffs 
S(r) are not amounts of money but lotteries. How this works is explained using, as an 
example, the Becker-DeGroot-Marschak method, with which not only the willingness 
to pay can be determined, but also probability estimates.19

19 Schotter and Trevino (2014), p. 107, also see Holt and Smith (2009) and Karni (2009).
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Holt and Smith (2009) use the following design. Two urns, A and B, are filled with 
red and black marbles. One-third of A’s marbles are red and two-thirds are black, while 
B’s ratio is the reverse. Marbles are drawn from one of the urns (with replacement) and 
the subjects are to state what they believe to be the probability of the draw coming from 
urn A. For this purpose, a number R between 0 and 100 must be stated. Then a number 
t is randomly drawn from the same interval. If R ≥ t the subject receives the amount 
V, provided it was actually urn A, and 0 otherwise. In the case of R <  t, a lottery is 
played in which the probability of winning V is t/100 and the probability of winning 0 is 
(1− t/100). Suppose that the subject assumes with a probability of p* that it is urn A. It 
is easy to see that the best strategy is to choose R = p*. Selecting a smaller value could 
result in R < t < p* being drawn. However, this would mean that the lottery is being 
played with a smaller probability of winning the prize V (from the point of view of the 
subject) than it would have if R = p* were chosen. It is also not an advantage to report 
an R > p*. As a result, this procedure is indeed proper, irrespective of the risk attitude 
of the subjects.

It is therefore possible to elicit the beliefs of subjects in an incentive-compatible 
manner – irrespective of their risk preference. But is this the reason why this should be 
done? After all, such an elicitation requires some effort. Do we even need a procedure 
that provides incentives? Would it not suffice to simply ascertain the beliefs? And if the 
beliefs are elicited, what can be expected of the answers in terms of quality? In addition, 
there is still the question of whether eliciting beliefs does not in fact alter behavior.

With regard to the last point, there is some evidence indicating that eliciting beliefs 
beforehand does not lead to a change in behavior.20 However, Schotter and Trevino 
(2014) find that eliciting beliefs can result in the subjects learning the game more 
quickly. If an experiment is repeated, in the presence of elicitation of beliefs it may be 
possible to observe patterns of behavior occurring at an early stage that otherwise would 
only occur later in the course of the experiment.

The question remains whether the effort needed to use sophisticated methods for 
eliciting beliefs justifies their use. Trautmann and van de Kuilen (2015) addressed this 
question and subjected a number of methods to a test. They used a variant of the ulti-
matum game in which €20 could be split by the proposer, who then had to choose one 
of only six different divisions of this amount: [(20, 0); (16, 4); (12, 8); (8, 12); (4, 16); 
(0, 20)]. The proposer’s assessment of the probability of acceptance of the various offers 
was determined. The responders were asked to estimate the probability of the proposer 
choosing the individual splits.

The study tested how well incentive-compatible methods compare to simple elicita-
tion, which the authors call “introspection” because the purpose is merely to put one-
self in the other person’s position and not to earn money with as accurate an estimate 
as possible. A total of six different methods were tested with regard to their internal 
and external validity. The external validity described how well the subjects were able 
to estimate the true probabilities (the empirical frequencies). The internal validity was 
determined using two measures. On the one hand, the consistency of the individual 

20 Nyarko and Schotter (2002), Costa-Gomes and Weizäcker (2008), Ivanov (2011) and Schotter and 
Trevino (2014).
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behavior was checked against the elicited beliefs; on the other hand, the additivity of the 
elicited probabilities was tested. For example, when the responders indicate how likely 
they think each of the six possible proposals will be chosen, these probabilities should 
add up to 1. In addition, both the probability of the proposer choosing (12, 8) and the 
probability of the proposer not choosing (12, 8) were elicited. Proposers were also asked 
about their beliefs concerning the probabilities of acceptance and rejection of this divi-
sion. Here too, the answers should add up to 1.

The methods up against the introspection method were the quadratic scoring rule 
(QSR), a QSR corrected for risk aversion, a probability matching method similar to the 
Becker-DeGroot-Marschak method, and a method called outcome matching. The pur-
pose of the last effort was to elicit the certainty equivalent (CE) for a lottery that pays a 
certain amount when a certain event occurs and zero otherwise. For example, this event 
could consist of a responder accepting the proposal (12, 8). The lottery pays, for example, 
15 euros if this happens and 0 otherwise. Provided that the decision-maker is risk neu-
tral and expects that there is a probability p of the proposal being accepted, the certainty 
equivalent of the resulting lottery is identical to its expected value: 15 p + (1 − p) 0 = 15 
p = CE and thus p = CE/15. The probability p assumed by the decision-maker can thus 
be calculated directly by eliciting the certainty equivalent. This was done by comparing 
the lottery with ascending amounts that are paid out instead of the lottery. The amount 
as of which the sure amount is preferred is the certainty equivalent.

The last method to enter the contest was one in which outcome matching is cor-
rected in such a way that it is also applicable for risk-averse decision-makers (i.e. the 
property of properness is retained).

The actual experiment consisted of three stages. In the first stage, an ultimatum 
game was played using the full strategy method21; in the second stage, the expectations 
of the subjects were elicited; and, in the last stage, the risk attitudes were measured with 
a simple lottery choice. The subjects did not receive any feedback after the first two 
stages, and payoffs were made after the third stage by randomly selecting one of the 
three stages and one of the decisions made there. This procedure was used to prevent 
something that could arise when subjects are required to make decisions about their 
own behavior and also to state their expectations. If both are rewarded, the subjects 
may use this fact to obtain a sure payoff by means of hedging. Blanco et  al. (2010) 
illustrate this strategy in a simple 2 × 2 coordination game: two subjects have the choice 
between A and B. If both subjects choose the same, there is a payoff of x, otherwise 0. 
At the same time they should state their expectation about the other subject’s choice 
and, if they are correct, they also receive x. If a subject chooses A and says he expects B, 
he can secure the payoff of x. However, he is then no longer reporting his true beliefs. 
This form of hedging can always occur when the subjects are paid for indicating their 
beliefs. Therefore, if monetary incentives are used, the payoff mechanism should ensure 
that hedging is avoided.

21 The full strategy method will be discussed in 7 Sect. 2.7.1. In this method, subjects specify com-
plete strategies instead of reacting to a specific move made by the other subject. In the ultimatum 
game, for example, responders must specify as of which proposal of the proposer they are willing to 
accept the proposal.
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The findings of Trautmann and van de Kuilen are a little sobering. Let us start with 
internal validity. If the proposers are asked to specify both the probabilities of accep-
tance and rejection for the proposal (12, 8), the two probabilities almost always add 
up to values greater than 100%. The same applies to responders when asked about the 
probability of this proposal and the probability against it. Regardless of the method 
used to elicit beliefs, the sums are in the region of 105%. In the case of the proposers, 
all the mean deviations of 100% are significant at the 5% level. Given that the two prob-
abilities were directly elicited together, this observation is astonishing. The sum of the 
probabilities is, however, at least close to 100%. The situation is entirely different for 
the sum of the six probabilities that the proposers state for the six possible splits of the 
proposal, where the average sum is more than 200%! And no significant differences 
can be found between the six methods tested, i.e. the incentivized elicitation methods 
do not perform better than introspection. On the contrary, the difference between the 
sum of the six probabilities and 100% is smallest when a simple survey is made without 
financial incentives.

The second measure of internal validity is the consistency of the choices with 
regard to expectations. In this respect, introspection performs significantly worse than 
incentive- based methods. However, there are no significant differences between the 
methods that use incentives.

The last measure to be applied is external validity. This is determined by comparing 
the reported beliefs of the subjects with the relative choice frequencies actually mea-
sured. The sum of the average squared deviations (Brier Score) is used as a measure. The 
data show that there are no significant differences in the predictive accuracy between 
the different elicitation methods. Simple elicitation, which does without any monetary 
incentive, performs just as well as the complex methods, such as the QSR or the cor-
rected QSR.

Against this background, it is a moot point whether the financial and logistical efforts 
associated with the use of elicitation methods with financial incentives are worthwhile. 
All in all, there are comparatively few advantages to be gained. Whether it really is worth 
the effort can only be decided in individual cases. In general, however, the accuracy with 
which beliefs are determined could depend on what the beliefs formed pertain to. When 
it comes to predicting how other subjects will act and if their actions do not have much 
influence on one’s own decision, incentives can be helpful in encouraging the subjects to 
make an effort to form beliefs. If, on the other hand, the actions of others are important 
for one’s own decision, then there may be less need for external motivation.

The results of Trautmann & van de Kuilen differ in this regard from earlier findings 
in which it had been shown that if the formation of beliefs only concerned an indi-
vidual decision, no significant distortions due to simple elicitation were detected, i.e. 
the introspection method worked well in these cases (Offerman and Sonnemans 2001). 
However, this could not be confirmed in situations where the subjects were involved in 
strategic interactions with others, i.e. monetary incentives helped to improve the forma-
tion of beliefs (Vieider 2011). Trautmann & van de Kuilen disagree, because in their 
ultimatum game the predictive accuracy of the introspection method is just as good 
as that of the incentivized methods. Obviously, the absence of monetary incentives in 
experiments with strategic interactions can be a problem, but it need not be. All this can 
be summarized in the following recommendation:
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 > Important
If eliciting beliefs is an important element of the experiment and if the formation 
of beliefs takes place via a complex process, then it is advisable – to be on the 
safe side – to choose an incentivized method of eliciting beliefs. Nevertheless, in 
many cases simple elicitation without monetary incentives should be sufficient. 
Risk aversion of the subjects is in principle a problem, but the experimental 
findings indicate that this does not play a particular role in quantitative terms 
when eliciting beliefs.

2.5   The Influence of the Experimenter

People interact in an experiment, with two forms of interaction being distinguish-
able: vertical interaction between the experimenter and the subject(s) and horizontal 
interaction between the subjects. The first interaction is unavoidable, while the sec-
ond may or may not exist, depending on the design. This section will focus on the 
interaction between the experimenter and the subjects. The effects and ramifications 
that need to be considered in horizontal interaction will be discussed in more detail 
in 7 Sect. 2.6.

The experimenter influences what happens in an experiment through differ-
ent channels. Some are obvious, such as the instructions given to the subjects by the 
experimenter, or the exercises used to test whether the subjects have understood the 
experiment. Others are less obvious, but just as important. Thus, the experimenter can 
consciously or unconsciously exert social pressure or certain expectations can be gen-
erated in the subjects as to the purpose of the experiment and what behavior is now 
expected of them. The frame of the experiment also plays a role, i.e. the question of 
which “story” to use to present the task the subjects are to face.

Regardless of which channel the experimenter is currently using, it is important 
that it is done consciously and that the influence on the subjects is such that it is in 
line with the objective of the experiment. Therefore, in the following the channels are 
considered individually in order to enable them to be used in a deliberate and purpose-
ful manner.

2.5.1   The Experimenter Demand Effect

In laboratory experiments the interaction between the experimenter and the subject is 
inevitable (even if it is through the design developed by the experimenter). It cannot 
therefore be a question of avoiding any kind of interaction, but rather of designing it 
in such a way that it does not lead to any distorting influence on the behavior of the 
subjects (experimenter demand effect), thereby curtailing the interpretability of the data 
obtained.

Zizzo published an article in 2010 in which he investigated the sources and impacts 
of experimental demand effects in a very structured and thoughtful manner. Much of 
what follows is based on that paper, although we do not share every conclusion that 
Zizzo drew.
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What is the typical experimental situation in which experimenter demand effects can 
take place? As a rule, it is a laboratory experiment carried out by a scientist with students, 
thus creating a hierarchical situation. This is not only because the experimenter has a 
higher standing on the rankings of scientific qualifications, but above all because the per-
son conducting the experiment has the status of an expert in relation to the experiment, 
while the subjects are, so to speak, lay persons. Zizzo points out that the subjects come to 
the laboratory with a desire to understand what is involved and what they should do. It is 
plausible to assume that subjects think in this way, although there may be subjects who 
have an other or no specific expectation at all. The experimenter is the expert from whom 
the subjects learn what is being played, and, consequently, what their roles and tasks in the 
experiment are. As a result, any cue emanating from the experimenter can be interpreted 
as information about what is at stake. The explicit cues in the instructions play just as much 
a role as the implicit cues that the experimenter issues unconsciously or “by mistake”.

Zizzo distinguishes between cognitive experimenter demand effects and experimenter 
demand effects caused by social pressure. The former occur because the experimenter has 
to explain the experiment to the subjects. Understanding this explanation is a cognitive 
process and it may well happen that how it is explained leads to it being understood in a 
particular way, for example what is appropriate behavior in the experimental situation. 
Experimenters should be aware of the fact that subjects may take every word seriously 
and, therefore, that every word used by the experimenter should be carefully considered. 
For instance, if examples are used to illustrate the payoff function or other elements of 
the experiment, anchoring effects may occur. The numbers used in the examples must 
therefore be carefully chosen. Moreover, cognitive experimenter demand effects also 
lurk in places where they are not immediately suspected. For instance, in some experi-
ments great importance is attached to assuring the subjects that they will decide com-
pletely anonymously. In double-blind designs, it is furthermore ensured that even the 
experimenter cannot observe what the individual subject is doing. It is obvious that the 
subjects ask themselves why so much importance is attached to anonymity. The answer 
could be that it is presumably because it facilitates selfish behavior. So it is this behavior 
that the experimenter probably wants to create in his experiment?!22

A very suitable candidate for demonstrating potential experimenter demand effects 
is the dictator game experiment. We have already dealt with this experiment elsewhere 
and have seen that the results in dictator game experiments can depend very much on 
individual elements of design. There is some evidence to suggest that this high vari-
ability of the results is connected with fact that experimenter demand effects have a par-
ticularly strong influence in this experiment. This may already apply to the basic design 
of the game, in which a subject (the dictator) receives a sum of money and is informed 
that there is another subject next door to whom any share of the money just received 
can, but does not have to, be given. The potential experimenter demand effect in this 
situation is obvious. With the design and the instructions, the experimenter draws the 
subjects’ attention to the fact that this is an experiment in which the willingness to give 
something is tested. Giving is the thing to do, because it seems to be what the experi-
menter wants to see. This would explain the generally high amounts that are given in 

22 See Zizzo (2010), p. 83, footnote 11.

 Chapter 2 · Methodological Foundations



85 2

such experiments and stands in strong contrast to the observation that people in the real 
world almost never hand out gifts to strangers for no reason whatsoever.

The fact that the amounts allocated in the dictator game experiment can possibly 
be attributed to an experimenter demand effect, at least to a certain extent, sheds a new 
light on experimental setups in which these allocations decrease. Particularly remark-
able are the already mentioned results of Cherry and Shogren (2008), which show that 
the allocations drop very sharply when the dictators have to work for the money they 
can share. The experimenter demand effect becomes particularly evident in the varia-
tion of the experimental design undertaken by List (2007) and Bardsley (2008), who 
allowed the dictators in their experiments not only to give money to but also to take it 
away from the other subject. As a result, there were practically no more allocations to 
the receiver. Quite the opposite, in fact, the dictators took money from the receivers. The 
experimenter demand effect interpretation of this finding goes as follows. By providing 
the dictators with the opportunity to take something away from the second subject, 
the experimenters changed the interpretation of the experiment completely. It was no 
longer about “giving” and the question of how generous one acts in this situation, but 
about “taking” and the question of how much restraint one shows.

Zizzo identifies another important source of potential cognitive experimenter 
demand effects. This is referred to as the strategy method. As announced earlier, we will 
discuss this method in more detail in 7 Sect. 2.7.1. It should nevertheless be noted that 
using this method could certainly have an influence on how the game is perceived by 
the subjects. For example, the strategy method forces the subject to look at practically 
the entire strategy space of the other subjects, because for every possible choice from 
this space it is necessary to give some indication of what the response will be. This can 
lead to the other subjects’ actions becoming the focus of attention much more than is 
the case without the strategy method.23

In addition to cognitive experimenter demand effects, in which the understanding 
of the experiment is influenced by the way in which the experiment is explained, unde-
sirable manipulation of the subjects may also result from social pressure, which can 
arise both between the subjects and vertically from the experimenter. There are many 
reasons why people succumb to social pressure. For example, a role may be played by 
the desire for conformity, or by social acceptance, which is experienced when acting in 
accordance with a social norm.24 It is quite possible that there are also subjects who 
attach great importance to being nonconformist and therefore oppose any social pres-
sure. While it may not be too bold a hypothesis to suggest that nonconformists are rare, 
the widespread desire to conform to social norms is well known.

Experimenters can create different forms of social pressure and, as is the case 
with cognitive experimenter effects, this can happen consciously or unconsciously. 
A very direct form of social pressure arises when the experiment is conducted by an 

23 In Brosig et al. (2004), this aspect of the strategy method is used, among other things, to explain 
the differences between “hot” (without strategy method) and “cold” (with strategy method) 
experiments. See 7 Sect. 2.7.1.

24 See, for example, the work of Krupka and Weber (2013), which shows that allocations in the dictator 
game can be interpreted as the price to pay for being able to be in accordance with a social norm.
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experimenter who is perceived outside the laboratory solely in the role of the teacher, 
and who may also be a successful researcher. Imagine a student who attends a profes-
sor’s lectures and takes her exams. Perhaps this student has also read one or two of the 
professor’s research papers published in international journals. She has come to know 
and appreciate her academic teacher as a competent person to be respected and now 
meets her again in the laboratory, where her professor is now explaining the experiment 
to her and all the other subjects and in the process behaves completely neutrally, i.e. 
she does not reveal through any facial expressions or verbal cues that she has any par-
ticular expectation of the subjects. Nevertheless, our student subject might feel under 
some pressure. She may not want to disappoint the professor, and even if a double-blind 
design ensures that the professor cannot observe what the subjects are doing, the desire 
could encourage her to make the experiment successful for her professor. The fact that 
social pressure actually arises in this situation becomes clear when one compares this 
situation with that in which the experiment is carried out by a young employee whom 
our student has never seen before. There is hardly any reason for our student to do this 
person a favor or to seek to gain recognition.

Brañas-Garza (2007) used an experiment to study the effects of a professor or an 
associate conducting an experiment. He used a dictator game that was carried out in 
two variants, one with a neutral description of the game and the other with the same 
description, but supplemented by the sentence “Note that your recipient relies on you”, 
which was written in capital letters under the instructions. Brañas-Graza describes the 
two instructions as different frames for one and the same game and does not explic-
itly mention the experimenter demand effect associated with these frames in his paper. 
Zizzo (2010) suspects – and we agree with this assumption – that a strong experimenter 
demand effect is associated with the final finding. In both treatments, the experiment 
was carried out once in the classroom by Brañas-Graza himself and once in the labo-
ratory by an employee. In both cases, the supplementary information resulted in the 
dictators becoming significantly more generous. The effect was, however, much stronger 
in the case of the professor than in the case of the employee. Although a classroom 
experiment cannot be directly compared to a laboratory experiment,25 the effect is in 
the direction assumed and at least does not contradict the hypothesis that the authority 
of an experimenter or his position in the academic hierarchy is likely to be a significant 
factor in the strength of a possible experimenter demand effect. We will return to the 
Brañas-Graza experiment Brañas-Garza (2007) when we talk about the effect of frames 
(7 Sect. 2.5.3).

Zizzo (2010) also makes use of some examples to show that it is sometimes difficult 
to separate the impact of an experimenter demand effect from other effects. Suppose 
an experiment is testing a relatively complicated game-theoretical model, for example a 
public good experiment with a non-linear production function and an interior solution. 
The experimenter assumes that not all the subjects will able to determine the game equi-
librium ad hoc. Apart from other things, the ability to solve the game depends on the 
subjects’ previous knowledge of game theory, and this knowledge varies  considerably. 

25 This is also pointed out by Zizzo (2010).
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In this case, it is clear that the experiment not only tests the game-theoretical model, but 
also the subjects’ ability to calculate the Nash equilibrium. An obvious solution to this 
problem could be to explain to the subjects before the experiment what the equilibrium 
looks like, that this equilibrium is inefficient and what the efficient solution would look 
like. With this information, the subjects should then be capable of making a choice 
between the individually rational solution and the collectively rational solution in the 
experiment.

At first sight, the experimenter has merely ensured that the subjects have a bet-
ter understanding of the game-theoretical model to be tested. It cannot be ruled out, 
though, that this may also have triggered an experimenter demand effect. By explicitly 
pointing out that the game equilibrium is not efficient, it could give the subjects the 
impression that it is socially desirable to deviate from the equilibrium. What is more, 
this impression is created in a hierarchical relationship. The experimenter approaches 
the subjects as an expert and “explains” the game. It is therefore not clear whether the 
subjects’ behavior is due to their increased understanding of the game or to the fact that 
they have followed the presumed instructions of the experimenter.

This example shows an interesting conflict of goals. On the one hand, the fact that 
the subjects are likely to be overwhelmed with the understanding of the experiment is 
a real problem. After all, a successful experiment requires that the participants in the 
experiment know exactly what the consequences of their decisions are. On the other 
hand, the attempt to solve this problem leads to a new problem, a potential experi-
menter demand effect. We will come back to this point and the example later.

The types of experimenter demand effects based on social pressure that we have 
discussed so far are rather subtle. There are, of course, also some that are much more 
direct. The instructions that the subjects receive at the beginning of an experiment are 
ideally suited to creating massive experimenter demand effects. The language used, for 
example, is suspected of doing this. It is possible to describe things in an emphatically 
neutral way or to “load” them with valuations to a greater or lesser extent. However, 
closer inspection reveals that it is difficult to distinguish between the different effects. 
Two examples may serve to clarify this point.

Liberman et  al. (2004) report on two public good experiments, which were 
identical except for the names of the games provided to the subjects. One was a 
“Community Game” and the other was a “Wall Street Game”. The names actually 
had a huge influence on the results, with much more cooperation in the Community 
Game than in the Wall Street Game. In the experiment by Burnham et al. (2000), 
too, altering only one word triggered substantial effects. In their experiment, two 
players could significantly increase their payoffs compared to the equilibrium payoff 
if player 1 trusted player 2 and player 2 acted reciprocally, thus vindicating the trust. 
In the first treatment, the other player was called the “partner”, while in the second 
treatment the word “opponent” was used. The word “partner” led to significantly 
more trust and trustworthiness at the beginning of the experiment. Admittedly, both 
declined in later rounds.26

26 See also Abbink and Hennig-Schmidt (2006).
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The decisive question in both cases is what effect is actually present. Is it a particular 
value judgment associated with the respective terms, or is it an experimenter demand 
effect? In the latter case, when a game is called “Wall Street Game”, the subjects might 
have the feeling that the experimenter wants to test how well they can assert themselves. 
If the game is called “Community Game”, the experimenter might want to know how 
well the subjects perform as social beings. If the other player is called a partner, the 
experimenter apparently wants to test the ability to cooperate. If, on the other hand, the 
other player is designated an “opponent”, then competition is evidently at issue and it is 
a matter of asserting oneself.

Abbink and Hennig-Schmidt (2006) tested the effect of non-neutral language in the 
instructions by conducting an experiment dealing with corruption. In the non-neutral 
variant, there was a company that could provide a state official with a private payment. 
The official could then either issue a permit, or not issue a permit. In the neutral version of 
the instructions, however, there were only player 1 and player 2, a transfer and the option 
to choose Y or X. So while the non-neutral description plainly made it clear that bribery 
was the issue, the neutral version was much more abstract. It turned out that the different 
descriptions of the situation had no influence on the result. A possible explanation for 
this could be that the experimenter demand effect in this experiment is relatively small. 
In both variants of the experiment, it may not be entirely clear to the subjects what the 
experimenter’s expectations are or what kind of behavior the experimenters want to see. 
This would suggest that the impact is so strong in the two earlier examples because it 
is very obvious there what the experimenter expects. It follows that when formulating 
instructions, it is less a matter of influencing behavior by means of a certain frame than 
of avoiding massive experimental effects that are generated by the selection of a certain 
frame.

Social pressure can also be established very explicitly in the instructions. Binmore 
et al. (1985) provided a prime example of this. They wrote in their instructions:

 » How do we want you to play? YOU WILL BE DOING US A FAVOUR IF YOU SIMPLY SET OUT 
TO MAXIMIZE YOUR WINNINGS.

In order to appreciate how problematic this instruction is, it is necessary to shed some 
light on the background of the paper. It dealt with the fundamental question of whether 
non-cooperative game theory is suitable for predicting human behavior or not. Güth 
et al. (1982) had triggered this debate with their paper on the ultimatum game, in which 
they show that the subjects on average did not play the non-cooperative equilibrium. 
Binmore et al. sought to provide evidence to the contrary and to prove that subjects do 
indeed behave as game theory predicts. This is exactly what they ask their subjects to do. 
It should be clear that this is an experimenter demand effect that distorts the interpret-
ability of the experimental results.

 > Important
A basic distinction is made between cognitive experimenter demand effects and those 
caused by social pressure. Both types have several channels through which they can 
exert their influence. Cognitive experimenter demand effects arise mainly because 
subjects try to determine what the experiment is about and what the appropri-
ate behavior is from the information they receive from the team conducting the 
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 experiment. Not only the information conveyed by the instructions plays a role here, 
but also other cues that may be sent unconsciously to the subjects.

Social pressure can arise because there is a natural divide between 
experimental subjects and experimenters that stems from the fact that 
experimenters are experts in the experiment and the experimental subjects are 
laypeople. In addition, the leader of the experiment is often at a higher level on 
the ladder of academic qualifications.

The question arises whether the existence of an experimenter demand effect invari-
ably results in a restricted interpretation of the experimental findings. Zizzo (2010) 
shows very clearly and plausibly that this does not always have to be the case. It 
depends on the direction in which the experimenter demand effect acts and in 
which direction the effect that is to be experimentally investigated goes (hereinafter 
referred to as the experimental effect). Zizzo identifies three cases. The experimenter 
demand effect can be orthogonal to, exactly opposite to or in the same direction as 
the experimental effect.

The aforementioned example of Binmore et al. (1985) is a fine example of the experi-
menter demand effect and the experimental effect acting in the same direction. The 
experiment was intended to show that subjects behave rationally in the game-theoretical 
sense and this is the very thing the experimenter demand effect requires of them. This 
is the classic case in which the experimenter demand effect can be highly problematic. 
The reason is simple. If it turns out that the players are actually maximizing their payoff 
(which was actually the case), it is not clear whether they are doing so because it corre-
sponds to their very own wishes and preferences or because they have been vehemently 
urged to do so by the experimenter.

Hoffman et al. (1996) point to another example in which the experimenter demand 
effect acts in the same direction as the experimental effect – but without actually refer-
ring to an experimenter demand effect. They investigate the impact on giving behavior 
in dictator games of the more or less great “social distance” between the subjects and the 
experimenter. We will return to this work in the next section when dealing with double- 
blind designs, since Hoffman et al. (1996) were the first to look at them in economic 
experiments. In their work, however, they not only tested double-blind arrangements, 
but also repeated a famous dictator game experiment of Forsythe et al. (1994). They 
were able to replicate the relatively high offers observed in that experiment. Then they 
repeated the experiment of Forsythe et  al. with a comparatively slight variation. The 
instructions of the Forsythe et al. experiment stated that the dictator “has been provi-
sionally allocated” $10 and that the task was to decide “how to divide” this amount. These 
two formulations were deleted and replaced by a simple description of the game situa-
tion. The result was that in the experiment with the new instructions, the proportion of 
dictators who decided not to give anything increased significantly. Even if they do not 
call it that, Hoffman et al. (1996) thus demonstrated a distinct experimenter demand 
effect that acted in the same direction as the effect that was to be demonstrated in the 
experiment. Forsythe et al. wanted to show that non-trivial offers are made in dictator 
game experiments. But this is exactly what the two formulations implicitly called for 
by stating that the dictator’s endowment was only “provisional” and that it had to be 
decided how the amount should be “divided up”.
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It is not clear, however, whether an experimenter demand effect must always be det-
rimental. It is quite conceivable that the experiment shows that the experimental effect 
occurs, although the experimenter demand effect has acted in the opposite direction. 
An example of this also exists and is described in the following.

Sturm and Weimann (2007) conducted an experiment similar to the already men-
tioned public good experiment with an interior solution. The experiment dealt with 
the behavior of countries in climate negotiations and the question of what abatement 
activities they commit themselves to if there is a leader among them. In a separate ses-
sion, the subjects were fully informed about the theoretical basis of the experiment. 
They then knew the Nash equilibrium and the efficient solution. There was a leader in 
the experiment who was the first to decide on the abatement. The other subjects then 
learned of his decision and made their decisions simultaneously. The experiment ran 
over ten rounds. In terms of game theory, the leader, being in the role of a Stackelberg 
leader, makes a smaller contribution to the public good than when the entire group 
decides simultaneously. The predicted experimental effect is therefore a reduction in 
the provision of the public good in the case with a leader as compared to the situation in 
which everyone decides simultaneously.

It is highly probable, though, that instructing the subjects combined with the design 
of the experiment triggered an experimenter demand effect. Since the difference between 
the equilibrium and the efficient solution had been explicitly pointed out, it may also 
be clear in which direction this potential experimenter demand effect was working. The 
subjects were given the impression that it was important to find out whether the exis-
tence of a leader would help to achieve the efficient solution. The background for this 
experimental design was the fact that in the climate policy debate the position is repeat-
edly held (especially in Europe) that a leader is needed if countries are to be persuaded 
to become active in climate protection themselves.

In order to model this political perspective, the potential experimenter demand effect 
was contrary to the game-theoretical prediction that leadership reduces the chances of 
success of international climate negotiations.27 The result of the experiment, on the one 
hand, point to the impact of the experimenter demand effect, but also, on the other 
hand, indicate that the experimental effect prevailed despite the experimenter demand 
effect. Initially, the leaders tried to boost cooperation by making higher contributions 
than in the equilibrium. However, their success was only modest, and as the experiment 
progressed, their willingness to cooperate faltered and their behavior approached equi-
librium. The observed effect thus went in the opposite direction to the predicted experi-
menter demand effect and confirmed the experimental effect. This, however, makes the 
finding even more powerful. Although the experimenter demand effect should have led 
to a positive influence of leadership, it did not. This reinforces the result that the mere 
existence of a leader in this public good situation does not lead to cooperation.

An experimenter demand effect that counteracts the experimental effect need not 
be at all harmful. However, the experimental effect will be smaller than without the 
existence of the experimenter demand effect and it is also possible that the experimenter 

27 The experiment was actually also presented as a climate negotiation, i.e. the subjects were asked 
to imagine representing their country at an international climate negotiation. For the effect of 
such frames, see 7 Sect. 2.5.3.
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demand effect manages just to neutralize or even overcompensates the experimental 
effect. As a consequence, the real experimental effect resulting from the experimental 
design cannot be observed, although one would have been present without the experi-
menter demand effect. It is therefore necessary to carefully consider all possible experi-
menter demand effects associated with an experimental design.

The least problematic are experimenter demand effects that are neither positively 
nor negatively correlated with the experimental effect. Zizzo (2010) speaks of orthogo-
nal experimenter demand effects in this context. This is the case when the subjects can-
not guess what the real purpose of the experiment is. Even then, there may still be an 
experimenter demand effect, but it does not shift the behavior of the subjects in a par-
ticular direction, rather it has a neutral impact so to speak. What can be done to create 
this kind of experimenter demand effect?

First of all, it cannot be avoided that experimenters come into contact with sub-
jects. Avoiding experimenter demand effects is not always possible, either. Sometimes 
it even has to be consciously accepted that such effects occur. This is especially true 
when certain frames of an experiment play an important role – for whatever reason. 
If we are aware of the fact that a certain frame may also lead to a certain experimenter 
demand effect, then it may become necessary to consider which is the lesser of two evils. 
Avoiding an experimenter demand effect by always avoiding any frame is certainly not 
a good research strategy. In some experiments it makes sense to embed the decision in 
a certain context. It is much more important to be aware of the potential experimenter 
demand effects and to handle them with great care, similar to other elements of the 
experimental design. Nevertheless, we should know how experimenter demand effects 
can effectively be reduced (Zizzo 2010 p. 88 ff).

Since contact between experimenters and subjects can lead to social pressure, it is 
advisable to try to minimize this contact. It is definitely advisable to minimize the verti-
cal distance on the ladder of academic qualifications. It is not an indication of laziness 
when professors leave the actual laboratory work to their assistants or support staff. In 
order to avoid cognitive experimenter demand effects, experiments should be designed 
in such a way that the subjects are not immediately aware of what is to be investigated 
with the experiment. If the research question is to be answered by comparing differ-
ent treatments, it is advantageous to have subjects participate in only one treatment 
at a time. Such “between-subject” designs make it easier to conceal the purpose of the 
experiment from the subjects. Subjecting the participants of the experiment to several 
treatments may result in the variation of the treatments revealing what the objectives of 
the experiment are. If it is necessary for the experimenter to provide information that 
focuses on a certain type of behavior in the experiment, this information may need to 
be conveyed in a way that does not highlight this behavior. Putting up a smokescreen is 
also sometimes called for. An example may help to illustrate this.

Brosig-Koch et al. (2011) aimed to compare the behavior of students born in western and 
eastern Germany. At the eastern German university where the experiment was conducted, 
however, the proportion of subjects coming from western Germany was almost 50%.28 Since 

28 In contrast, the proportion of eastern German subjects at the western German university was well 
below 2%.
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a homogeneous group of eastern Germans was required for the experiment, the origin of the 
subjects had to be checked during recruitment, which was carried out using a database con-
taining information on potential subjects. Unfortunately, the individual data of the potential 
participants did not contain any information about their place of birth. If the invitation had 
indicated that only eastern German subjects were allowed to participate, this could have 
triggered a strong experimenter demand effect. For this reason, the following procedure was 
used. Brosig-Koch et al. sent a very extensive questionnaire with many questions of all kinds 
to a large number of students. One of the questions concerned the place where the person 
in question graduated from high school. The answer to this question made it possible to 
distinguish between eastern and western German students and to invite a homogeneous 
group of eastern German students without them being aware that their background played 
a role in the recruitment process.

 > Important
Experimenter demand effects can act in different directions. The reference point 
is the experimental effect expected in the experiment. The experimenter demand 
effect may be in the same direction, opposite or orthogonal to the experimental 
effect.

The most problematic is the experimenter demand effect that acts in the 
same direction as the expected experimental effect. In such a case, it is difficult to 
decide whether what is observed is due to the experimenter demand effect or to 
the experimental conditions. If the experimenter demand effect runs in the 
opposite direction, it can just offset the experimental effect and no clear effects 
can be detected. The least problematic are experimenter demand effects that are 
orthogonal to the experiment effect. They may not influence the behavior of the 
subjects in a way that hinders the interpretation of the results of the experiment.

Zizzo (2010) goes on to recommend avoiding possible frames, i.e. not telling stories 
that are more or less realistic with the experiments. However, this is advice that we do 
not believe should be followed unconditionally. Frames can have meaningful functions. 
This thought leads us to the topic of the section after next, which deals with the framing 
of experiments. Prior to this, we will discuss the double-blind designs we announced 
earlier.

2.5.2   Double-Blind Design

In the previous section, we already referred to a study by Hoffman et al. (1996) in which 
the effect of a double-blind design was investigated for the first time. The background 
for this was the finding that relatively high allocations could be observed in dictator 
games. Hoffman et al. suspected that the “social distance” that prevails in an experi-
ment plays an important role. They see this as the degree of reciprocity that people 
adopt in a given social interaction and vary this distance by using a double-blind pro-
cedure for a dictator game experiment. This is an experimental design that ensures 
that the experimenters cannot observe how the individual subject acts and that also 
maintains anonymity between the subjects. This is generally achieved by having the 
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subjects drawing identification numbers randomly and in a concealed manner. As a 
result, the experimenters know how, for example, subject number 17 behaved, but not 
who number 17 is. In 7 Sect. 3.3.2 we will discuss how to ensure that this anonymity 
can be maintained even when the subjects are paid off.29 A single-blind design means 
that the subjects cannot observe each other, but the experimenter sees what the indi-
vidual person is doing.30

Hoffman et al. found that the variation of social distance actually led to changes in 
giving behavior in dictator games. How is this finding to be interpreted? And does it 
mean that double-blind designs are necessary to obtain reliable results? The work of 
Hoffman et al. (1996), to which there is a precursor (1994), which unfortunately suf-
fered from methodological weaknesses, provided the inspiration for a whole series of 
further works which examined whether a double-blind effect can also be observed in 
other games and whether what Hoffman et al. observed could actually be attributed to 
reciprocity between the experimenter and the experimental subject.

It is essential to see double-blind designs in close conjunction with the topic of 
the last section – the experimenter demand effect. This is necessary because it cannot 
be ruled out that the use of a double-blind design itself will trigger an experimenter 
demand effect. If experimenters explicitly draw the attention of their subjects to the fact 
that they are acting anonymously and cannot be observed by the experimenter, then it is 
obvious that the subjects will think about why it is so important to the experimenter that 
they can act without being observed. In a dictator game, for example, this could indicate 
that the objective of the experiment is to prove that less is given to the receiver under 
conditions of anonymity – and this could promote this very behavior.

This is precisely the line Barmettler et al. (2012) pursue. In three standard experi-
ments (dictator, ultimatum and trust games), they compare a single-blind and a double- 
blind design, but without pointing out in the instructions that it is not possible in the 
double-blind design to observe what the subjects are doing. That this is actually the case 
is a direct consequence of the design of the experiment and, above all, of the modalities 
of the payoff method. The experimental design was relatively intricate, so the reader is 
referred to the paper of Barmettler et al. (2012) for details. The result of the experiment 
confirms that no difference can be found between a double-blind design and a single- 
blind design when the double-blind design does not explicitly state that the anonymity 
of the subjects is ensured. This applies to the dictator game experiments as well as to 
the ultimatum game experiments and the trust game experiments. This suggests that an 
experimenter demand effect may be linked to specific double-blind designs.

Another observation, however, suggests that double-blind designs are particularly 
effective where a strong experimenter demand effect is expected. This is especially likely 
to be the case in dictator game experiments (see 7 Sect. 2.5.1). The trust game also pos-
sesses elements that are similar to the dictator game. In the second stage of the game, the 

29 This is not exactly a trivial problem, because a receipt from the subject is usually required for the 
settlement of the money from the experiment.

30 It should be noted that the term double blind used here is not identical to that used in medicine, 
for example. In drug studies, this means that neither the physician administering the drug nor 
the patient participating in the study knows whether the drug to be tested or a placebo is being 
administered.
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second mover can, like a dictator, decide how much of his entire endowment he wants 
to return to the first mover. Cox and Deck (2005) show that this second stage is affected 
by a double-blind design in which explicit reference is made to the anonymity of the 
players. Under double-blind conditions, the second movers (“dictators”) return less. In 
contrast, the double-blind design does not change the behavior of first movers. The same 
applies to public good experiments. Laury et al. (1995) show that there is no significant 
difference between cooperation rates under double-blind conditions and single- blind 
conditions. It is quite possible that in strategic games the interaction between the sub-
jects is much more important than that between the experimenter and the subject.

An experiment by Fischbacher and Föllmi-Heusi (2013) dealing with the willing-
ness to lie also shows that the double-blind design does not lead to changes in behavior. 
The subjects were able to roll a die without being observed and then reported the result 
to the experimenter. The payoff increased directly in relation to rolling the numbers 
1 to 5, while a roll of 6 resulted in a payoff of zero. It was found that the numbers 
reported did not follow the statistically expected uniform distribution over the six val-
ues, but that the numbers with the highest payoffs were approximately twice as frequent 
as those with the low payoffs. The double-blind design consisted of the subjects being 
unobserved not only when rolling the die, but also while reporting “their” number. A 
possible explanation for the fact that this double-blind design had no effect could be 
that a sufficiently high degree of anonymity is already guaranteed by the concealed roll 
of the die. A subject reporting a “5”, for example, may actually have rolled that number. 
The experimenter cannot possibly identify this person as a liar.

This shows that complete anonymity of the experimental subjects is not absolutely 
necessary to ensure that they are not influenced by the experimenter. It is not only the 
fact that subjects can be observed that generates experimenter demand effects, but also 
the design of the experiment in all its details. Under certain circumstances, a double- 
blind setup will tend to cause an experimenter demand effect rather than avoid one. 
Therefore, one should be careful with double-blind designs and be aware of their pos-
sible consequences.

The question remains whether it really is, as Hoffman et al. (1996) claimed, reci-
procity in the relationship between the subject and the experimenter that determines 
behavior in certain experiments. To put it crudely, this assertion amounts to claiming 
that giving takes place in a dictator game experiment primarily because the subjects 
think they are in a reciprocal relationship with the experimenter. They give some of the 
pie away and expect goodwill and recognition from the experimenter in return. From 
this perspective, there is not much room for real altruism towards the receiver. Eckel 
and Grossman (1996) did not believe this and attempted to refute it with a double-blind 
dictator game experiment, in which there were two treatments. In the first, the receiver 
was another student subject, while in the second it was the American Red Cross, a non- 
profit charity. It was found that in the first case only 10.6% of the endowment was given 
away. This value is approximately the same as that observed by Hoffman et al. (1996) in 
their double-blind design. In the second treatment, however, this value rose to 30.1%! 
Eckel and Grossman concluded from this that real altruism could be observed even 
under double-blind conditions. This is not a compelling conclusion, however. One could 
ask why it is that students donate 30% of their income to the Red Cross in experiments 
but are unlikely to do so in real life. The reason could again be a strong experimenter 
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demand effect. The first treatment investigates how much money the subject will give 
under anonymous conditions to a completely unknown person who is not known to be 
“needy” in any way. The second treatment examines the share of endowed money that a 
subject passes on to a charity to help people in need. The second treatment seems to be 
intended to test something different from the first. Consequently, subjects might judge 
the two situations differently and draw different conclusions concerning the question of 
what is expected of them in the experiment.

The question of whether reciprocity is behind the double-blind effect has also been 
investigated in other experiments, for example by Charness and Gneezy (2008) or 
Bohnet and Frey (1999). However, these experiments did not focus so much on the 
interaction between the experimenter and the subject as on the interaction between the 
subjects. Therefore, we will deal with these quite interesting experiments in more detail 
later in 7 Sect. 2.6.1.

 > Important
Double-blind designs should ensure that the decisions of the subjects cannot 
be observed by those conducting the experiment. The background to this is the 
assumption that if the behavior of the individual subjects can be observed, this 
leads to an experimenter demand effect conveyed through social pressure.

However, the findings suggest that an experimenter demand effect may also 
be linked to a double-blind design in which the anonymity of subjects is 
particularly highlighted. This occurs because the explicit emphasis on the fact 
that the subjects are not under observation leads the subjects to reflect on why 
establishing such a high degree of anonymity is so important to the 
experimenters. Therefore, when using a double-blind design, it is not advisable to 
explicitly point out that this is intended to achieve anonymity.

2.5.3   The Frame of the Experiment

The frame of an experiment is the way in which a specific decision problem is presented 
to the subjects. Framing effects are the changes in the subjects’ behavior that occur 
solely because the presentation of the decision problem is varied without changing the 
problem itself and its solution. Despite what appears to be a clear definition at first 
glance, the term “framing effect” has some of the character of an umbrella term owing 
to many changes in the design of the experiment and the resulting outcomes being 
subsumed under it. The realization that framing effects exist is very old. As Pruitt (1967) 
pointed out, different descriptions of the prisoner’s dilemma lead to different levels of 
cooperation.31 The phenomenon of preference reversal in the valuation of lotteries is 
also famous, for example in Lichtenstein and Slovic (1971). In their experiment, the 
subjects were faced with the choice of playing either a so-called P-bet (a high probability 

31 The game can be presented either in the usual normal form or in the “decomposed game” version, 
in each case indicating how the choice of one’s own strategy affects one’s own payoff and the 
payoff of the other player.
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of winning a modest amount or zero) or a $-bet (a modest probability of winning a large 
amount or zero). Generally, the subjects chose the P-bet. However, when the subjects 
were asked to state the lowest price they would accept to sell the bets, the $-bet got the 
higher price. These classic examples demonstrate the principle of the framing effect. 
The same game or lottery is involved, but the behavior in the game and the valuation of 
the lottery depend on the way it is presented.

In the recent literature, two types of framing effects play a special role. The first 
occurs when only the name of a game is changed (label frame). We have already 
referred to the following example in the previous section. Whether you call a public 
good experiment “Community Game” or “Wall Street Game” makes a major difference. 
It is no coincidence that we also took this example when we discussed the experi-
menter demand effect, because, as we will see, there is a close relationship between the 
experimenter demand effect and the framing effect. Unfortunately, this does not always 
receive the attention we think it deserves in the literature.32 We will come back to this 
point later.

The second framing effect that has attracted much attention is what is named the 
valence frame. This means that certain terms are loaded with respect to the values or 
preconceptions associated with them. The standard example again concerns the pub-
lic good game, which can be played in a “Give” or a “Take” treatment (Dufwenberg 
et al. 2011). In the Give frame, the individual members of a group each receive an 
initial endowment (zi), which they can either keep or pass on to any part of a joint 
project (the public good). In the Take frame, the entire initial endowment (i.e. the 
sum of the zi) is in the joint project and the subjects can withdraw money up to the 
amount of zi. Obviously the same decision problem is involved in both cases, but the 
experimental findings show that significantly more is invested in the public project 
under the Give frame than under the Take frame.

The observation that the results of experiments can be strongly influenced by the 
respective frame has led to the emergence of neutral frames as a standard  – at least 
when it comes to testing general models. This means that names that could be given to 
an interaction or the persons involved are consciously avoided and that the description 
of the experiment is designed as value-free and neutral as possible. Abbink and Hennig- 
Schmidt (2006) point out that this means that very abstract experiments are carried 
out which are supposed to answer very concrete and practical questions under certain 
circumstances.33 Critics have some doubts whether this can be achieved and refer to the 
very limited external validity of experimental studies (Eckel and Grossman 1996). Thus, 
the question of whether framing effects actually occur with the frequency and intensity 
generally assumed is of some importance.

The experimental evidence on framing effects in relation to important standard 
experiments is, unfortunately, not entirely clear. We will first present some examples 

32 An exception, which has already been mentioned, is Zizzo (2010).
33 They refer, for example, to Irlenbusch and Sutter (2006), who use an abstract experiment to 

describe the behavior of EU states, or to Erhard and Keser (1999), who in the same way attempt to 
model joining a trade union.
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of observations that at first sight may seem contradictory. Then we will discuss why a 
framing effect actually occurs and which channels play a role. This consideration will 
resolve the previously mentioned contradictions and put us in a position to give a rec-
ommendation for handling frames and to put the critical significance of framing effects 
into perspective somewhat.

Two standard economic experiments are of particular interest in connection with 
framing effects: public good experiments and dictator game experiments. Many (but 
not all) experimental economists suspect that the dictator game is particularly suscep-
tible to framing effects. For example, experiments have shown that an important role 
is played by social distance (Hoffman et al. 1996), the design of the strategy space (List 
2007; Bardsley 2008) or the origin of the money to be distributed (see 7 Sect. 2.2.4). 
Fehr and Schmidt (2006) therefore conclude, “... the dictator game seems to be a rather 
fragile situation in which minor factors can have large effects” (p. 659).

A framing effect in the dictator game experiment is explicitly investigated by 
Brañas- Garza (2007). Brañas-Garza finds that when the sentence “RECUERDA el esta 
en tus manos”34 is added to the instructions, the amounts given to the receiver are 
higher. He interprets his findings in such a way that this sentence creates a frame that 
reminds the dictator that he is in an advantageous but unfair situation. Dreber et al. 
(2013) provide evidence of the opposite. In their experiment, both the label frame 
and the valence frame of dictator game experiments are systematically varied. The 
names used are “Giving Game” and “Keeping Game”, with the actions being called 
either “transfers” or, depending on the circumstances, “give” or “keep”. In addition, 
the starting point is varied, i.e. sometimes the receiver had the initial endowment 
and the dictator could take the amount he wished to have for himself, while at other 
times the dictator had the money and could give some of it to the receiver. Finally, 
the information that the receiver had was also varied. Sometimes the receivers knew 
that they were in a dictator game, sometimes they had no idea where the money came 
from (if they had received some). The finding obtained by Dreber et al. (2013) is clear: 
no framing effect can be discerned. The transfers in the different frames hardly differ 
from each other. In their conclusion, Dreber et al. refer directly to Fehr and Schmidt’s 
(2006) assessment quoted above: “…our current view is the polar opposite of Fehr and 
Schmidt’s (2006) hypothesis,…”.

We have already pointed out the effect of label and valence frames in public good 
experiments earlier in this section. In order to vary the game names, Dufwenberg et al. 
(2011) chose a neutral description in one case (Neutral) and the public good was called 
a Community project in the other. Together with the Take and Give frames, they had 
a 2 × 2 design. The contributions to the public good in the four treatments of the 2 × 2 
design did not differ very much. Only one in six comparisons between the treatments 
produced a significant difference: the Give-Neutral treatment had significantly higher 
contributions than the Take-Community treatment. 

34 Literally translated: Remember that he is in your hands. What is meant here is the receiver of the 
dictator’s transfer.
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At this point we should also remember the experiment by Abbink and Hennig- 
Schmidt (2006), in which it was shown that a realistic frame for a corruption experi-
ment yielded results that were no different to those with a neutral frame. This finding 
also shows that the question of how often and to what extent framing effects work is not 
easy to answer, since it is possible to find both experiments in which the findings are 
very robust to changes in the frame and those in which the results are very sensitive to 
altering the frame. In order to deal with this enigma, it makes sense to consider why the 
frame of an experiment can have any effect at all.

Let us assume that when subjects enter a laboratory and receive instructions for an 
experiment, they first try to understand what the experiment is about and what behav-
ior is expected from them. The frames of the experiment then serve as an orientation aid 
for the subjects. What is the name of the experiment? What is the name of the activity 
I need to perform? What conclusions can be drawn from the type of task I am faced 
with here? Questions of this kind will occupy the subjects. It should be borne in mind 
that the subjects assume that the frame – i.e. the answers to their questions – was set by 
the experimenter. The person who wrote the instructions and designed the experiment 
thus provides the information that the subjects use to make sense of the experiment. 
This means that each frame – no matter how it is designed – is always associated with 
a potential experimenter demand effect. If one accepts this consideration, the question 
of whether a change of the frame impacts on the behavior can also depend on whether 
this alters the potential experimenter demand effect and whether this in turn has any 
impact. Of course, the behavior of subjects is not only determined by experimenter 
demand effects. Ideally, their influence is rather small and the effect of monetary incen-
tives dominates the decision. Nevertheless, when designing an experiment, one should 
at least be aware of the potential connection between frames and experimenter demand 
effects.

Subjects’ behavior can also depend on their beliefs concerning other subjects’ behav-
ior. Dufwenberg et al. (2011) point out that the frame of an experiment may also play an 
important role with regard to the beliefs of the subjects. If the theoretical framework is 
extended and psychological game theory (see e.g. Geanakoplos et al. 1989) is taken into 
account, it is quite possible that a subject’s behavior will also depend on second-order 
beliefs. Dufwenberg et  al. use the following example to demonstrate this. Suppose a 
dictator in a dictator game experiment is guilt averse, i.e. he wants to give the receiver 
as much as the receiver thinks he will get. If the dictator tries not to disappoint the 
receiver in this respect, then he must form a belief concerning the Receiver’s beliefs and 
structure his allocation accordingly. The frame of a dictator game can indeed influence 
this second-order belief. Dufwenberg et al. propose two names they expect would lead 
to a guilt-averse dictator giving very different amounts: in a “let’s-split-a-grant game” 
presumably half would be given, whereas in a “German tipping game” only very little.35

Using four different frames of a public good game, Dufwenberg et al. observe not 
only the contributions of the subjects, but also their first- and second-order beliefs, and 
they can show that the behavior in the four treatments is compatible both with the 

35 We suspect that the authors use the name “German tipping game” because tips in Germany are 
smaller on average (because waiters are better paid) than in the US.
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assumption of guilt-averse subjects and with the assumption of reciprocal behavior. 
Both indicate that first- and second-order beliefs had an impact on the subjects’ actions.

We have identified two channels through which a frame could act. On the one hand, 
it might generate a belief about what the experimenter wants from the subjects and in 
this way might convey an experimenter demand effect. On the other hand, it allows 
beliefs to be formed about what other subjects will do and what they believe. Beliefs 
regarding both the experimenter’s goals and other subjects’ behavior can have an impact 
on a subject’s own behavior. A third channel through which the frame of an experi-
ment can influence behavior is the activation of norms of behavior. The frame creates 
a certain context in which the subjects are to make decisions, and this context may 
be connected to social norms that are important for the subjects. If such norms are 
only effective in certain contexts, then a kind of “norm-setting” effect can arise directly 
from the frame of an experiment. In this way, too, variations of the frame can produce 
changes in behavior.

Let us take another look at the framing effects in the dictator game and the public good 
experiment. Brañas-Garza (2007) was able to create a strong framing effect in a dicta-
tor game, while Dreber et al. (2013) found that different frames had no effect on dicta-
tors’ behavior. One way to explain the difference between the two findings is to use the 
strength of the experimenter demand effect and the activation of norms as an explanation. 
Brañas-Garza (2007) appeals immediately and directly to the conscience of the dictators 
and makes it very clear that the experimenter would not consider it  appropriate for the 
dictator to exploit his position and not give anything to the recipient. At the same time, 
he creates a context in which altruistic behavior seems appropriate since a corresponding 
social norm exists (would the experimenter otherwise be so explicit?). The frames used 
by Dreber et al. have a considerably less appellative character for the subjects. From the 
dictators’ point of view, the basic design of the dictator game may already be associated 
with a strong experimenter demand effect, for it is quite obviously a test of the willingness 
to “share” or to be “altruistic”. Whether it is a matter of deciding whether something is to 
be given (Give frame) or kept (Keep frame) does not greatly change the basic design of the 
experiment and the basic message of the experimenter. A more pronounced framing effect 
might have appeared in Dreber et al. had the game been called “Take Game” (in contrast 
to Give Game), because in this name there is a request that has a different thrust to “give” 
or “keep” (see the experiments of List 2007 and Bardsley 2008 already described earlier).

In public good experiments, in particular, an experimenter demand effect and an 
activation of norms could play an important role in the creation of a framing effect. 
It should be clear that the designation of a game as “Wall Street Game” generates a 
completely different expectation of the experimenter’s intention than the designation 
“Community Game”, thus radically changing the context of the decision (including 
the norms applicable there). In Dufwenberg et al. (2011), who compare the contribu-
tions made to a neutrally framed public good to that made to a public good framed as 
Community project, this framing effect does not work, however. The authors argue that 
the term “community” in Germany (where the experiment took place) has undergone a 
change in meaning resulting in a more negative connotation. This explanation is a little 
speculative, but if it is correct, it could explain the declining contributions, since the 
experimenter is then asking the subjects to contribute to a project that has a negative 
perception.
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The potential experimenter demand effect is also of importance with regard to the 
effect of the frame on subjects’ beliefs regarding other subjects’ behavior since it directly 
establishes common knowledge. All the subjects know that they all have received the 
same instructions and possess the same information. If a frame has an effect, then it is 
a rational expectation that this is not only present in one person but also in the other 
subjects. By addressing all the subjects in the same manner, the frame creates a basis for 
the formation of beliefs, which reinforces its underlying appellative effect. If a public 
good experiment is presented as a “Give Game”, every individual subject knows that not 
only she is being called on by this frame and the associated message of the experimenter 
to give something to the project, but that the same request also is being made to all the 
other subjects. Conditionally cooperative subjects are only willing to contribute to a 
public good if they can be sure that others will do the same. This belief can be generated 
by the frame and the potential experimenter demand effect of a Give Game. This also 
proved to be the case for Dufwenberg et al., where the Give frame also had a signifi-
cantly positive effect on contributions to the public good.

What then are the implications for handling experimental frames? The first is that 
anyone who performs the experiment should be aware that there is no experimental 
design that does not contain a frame and none where experimenter demand effects can 
be completely eliminated. If an experiment is designed to be as neutral as possible and the 
contact between the experimenter and the subjects is reduced to the absolute minimum, 
the subjects could also draw conclusions about the use and purpose of the experiment and 
the kind of behavior that might be appropriate. This also makes it clear that striving for a 
frame that is as neutral as possible does not always make sense. It may be justified in many 
cases, but if researchers want to use an experiment to draw conclusions about behavior 
in a specific real-world decision context, it becomes questionable. If a frame works in the 
real world, for example because it activates certain norms, but this frame does not occur 
in the experiment, what can we learn from the experiment about the real world? To put 
it another way, attempting to minimize potential experimenter demand effects entails the 
risk of preventing the influence of norms that may play an important role in the real world.

In any case, when designing an experiment, one should ask oneself what kind of 
experimenter demand effect or norm activation could be associated with the selected 
frame. Of course, this applies even more if non-neutral frames are used. At the same 
time, an answer should be sought to the question of how the frame (and thus the norm 
or the experimenter demand effect) may influence the subjects’ beliefs regarding other 
subjects’ behavior. All these considerations should then be taken into account when 
interpreting the results of the experiment.

One last thought strikes us as being very important: the frame and potential experi-
menter demand effects should be regarded as normal design elements of an experiment. 
This includes the fact that these may be elements whose effects can be tested experi-
mentally. Just like other design variables, these two closely linked elements of design 
are available when it comes to creating meaningful experimental designs. This would 
be entirely in the sense of Loomes (1999), whom Abbink and Hennig-Schmidt (2006, 
p. 104) quote: “It may be rather more useful to try to study the impact of context than to 
pursue the impossible goal of eliminating it”. Attempting to comply with Loome’s demand 
admittedly poses a not inconsiderable problem. Although it is possible to experimen-
tally study the effect of different frames, in the end behavior in one experiment is always 
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being compared with behavior in another experiment. What is lacking is a comparison 
with behavior in the “natural” or “real-world” environment, i.e. that behavior occurring 
under frames that is not determined by an experimenter, but rather by the world in 
which we live.

 > Important
The frame of an experiment provides information the subjects might use to gain 
an idea of what the experiment is about and what behavior is appropriate. Since 
the frame is consciously designed by the experimenter, a potential experimenter 
demand effect is therefore associated with every frame. This is the first way in 
which a framing effect has an impact.

The second way the frame has an impact is that it can also influence the 
beliefs of the subjects about other subjects’ behavior. This is all the more the case 
because the frame directly creates common knowledge.

A third way it impacts arises because a frame can be accompanied by the 
activation of social norms. It is important to note that such norms can also have 
an influence in the real world. If a real phenomenon is to be simulated in the 
laboratory, a corresponding frame should therefore be included.

2.5.4   Instructions and Comprehension Tests

All the elements of an experimental design must be communicated to the subjects of 
the experiment. This is done in the instructions, which are either provided verbally 
or distributed in writing to the subjects. Two important questions are of interest here. 
First, how can the instructions be conveyed in such a way that it is certain that all the 
subjects have actually taken note of and understood them, and second, how can poten-
tially distracting effects be eliminated? Both questions are relevant not only with regard 
to the actual instructions, i.e. the description of the experiment, but also to the control 
questions which can (and should) check whether all the subjects have really understood 
how the experiment works.

Ideally, instructions should be in writing and distributed as a document to the sub-
jects. An important reason for this is that it is then certain that the subjects can look at 
the instructions again during the ongoing experiment if anything is unclear to them. 
This also rules out variations in the presentation of the instructions from session to 
session that can undoubtedly take place if the instructions are communicated verbally 
(even if arises simply through a variation in the emphasis of some words). However, 
by providing the instructions verbally, it is possible to ensure that they are common 
knowledge for all the subjects. In other words, the subjects know that everyone knows 
that everyone knows… that everyone knows what is in the instructions. It is therefore 
not at all unusual for the instructions to be distributed in writing, and also to be read 
out. As far as the content of the instructions is concerned, there are three points to bear 
in mind:
 1. The description of the experiment should be as short and concise as possible. The 

reason for this is very simple: people – including students – often shy away from 
reading long texts. In the age of Twitter and Facebook, this trend has become more 
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pronounced. Therefore, the instructions should not be too long. Of course, the 
attempt to keep the instructions short should not be at the expense of comprehen-
sibility – which brings us to the second point.

 2. The description of the experiment must be as simple and understandable as pos-
sible. An important question in this context is whether examples should be used. 
These have the advantage that they make things transparent, but they have the dis-
advantage that an experimenter demand effect or an anchoring effect may be asso-
ciated with them. Therefore, when using examples, it is important to consider very 
carefully what values to use. In any case, it is advisable to use several examples that 
use different, ideally randomly drawn values to avoid the effects described above.

 3. Instructions are the point where experimenter demand effects could be generated 
or norms might be triggered. This is something to be aware of, i.e. when writing 
the instructions it is important to remember that signals are being sent to the sub-
jects who could possibly use them to interpret what they should do.

Handing out written instructions and leaving it at that leaves it up to the subjects 
whether they read the instructions carefully or not. The subjects are then in a sense 
left to themselves to decide how intensively they will deal with the description of the 
experiment. There are likely to be major differences between the subjects in this respect. 
While some subjects may be quite content to just skim the instructions, others will read 
them carefully and thoroughly and really attempt to understand the experiment. If a 
little more certainty that everyone has read the instructions completely is desired, it is 
advisable to read them out loud to the subjects. Experience has shown that when the 
experimenter reads the instructions to the group, almost all the subjects look at the 
sheet and read along. This technique is, therefore, relatively effective in ensuring that 
everyone has read the instructions.

How should we deal with questions that the subjects still have after they have received 
the instructions? We recommend that questions not be asked publicly. For this reason, 
reading the instructions out loud should not be concluded by asking the group if anyone 
has a question but rather by pointing out that questions can only be asked in the strictest 
confidence and then answered one-on-one between the subject and the experimenter. 
Only if it transpires that a certain point was either not understood or misunderstood 
by several subjects is it advisable to provide “public” clarification to all. As a rule, this 
indicates that the instructions are not yet optimally designed and should be improved 
accordingly. Ideally, such things occur in the pilot experiment and can then be corrected 
before the actual experiment.

Why is it not advisable to have questions asked publicly? The problem is that there 
is no control over what is asked. As a consequence, questions might be asked that are 
not about understanding the experiment, but rather about giving an indication of indi-
vidual expectations or behavior or how one should behave. An example should serve 
to clarify this point. Suppose a public good experiment is being carried out. A rather 
disastrous question, for example, would be: “Am I right in saying that we should all invest 
all our initial endowment in the public project?” Questions of this kind can have a very 
strong impact on the conduct of all the subjects in the experiment, because they act as 
a kind of coordination device. Since it is not possible to know what kind of questions 
will be asked, it is better not to allow any public questions at all. This eliminates the risk 
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of a question such as the one mentioned above rendering an entire session worthless. 
Furthermore, questions should always be answered in the same way so that there are 
no differences between the treatments. It has proved helpful to prepare a catalog of 
possible questions and the corresponding answers in advance, supplementing this list if 
necessary during the course of the experiment. This catalog can then be distributed to 
all the experimenters involved because sometimes, due to time constraints, it is not one 
experimenter alone who answers all the questions in the experiment.

The saying that trust is good but control is better also applies to experimenters. It is 
therefore a good idea to check whether the subjects really have understood the experi-
ment. Control questions are therefore important, but they also entail the risks already 
mentioned. They can trigger experimenter demand effects, activate norms or lead to 
anchoring effects. The last mentioned, in particular, seems very obvious. Let us again 
consider a public good experiment. An obvious control question would be to specify to 
the subjects the contributions of the “others” and their own contribution and then have 
them calculate how high the payoffs will be. This makes it relatively easy to check effec-
tively whether someone has understood the game or not. But which numbers should be 
chosen? The risk of setting an anchor that the subjects will use as a guide when making 
their decisions later on cannot be discounted.

Roux and Thöni (2015) investigated the issue of possible anchoring effects and 
experimenter demand effects arising from control questions. They used an experiment 
on the Cournot oligopoly due to the fact that the calculation of the equilibrium in this 
game is not straightforward and control questions are therefore particularly important. 
Experiments were conducted with 2, 4, 6 and 8 players. In the control questions, the 
subjects were given the average production quantity of the other players and their own 
production quantity. The numbers used were randomly determined in all the runs of 
the experiment. But only in half of the cases did the subjects know that the numbers 
were the result of a random draw. In the other half, by contrast, the subjects were led 
to believe that they were made up by the experimenter. In this way, possible anchoring 
effects as well as a potential experimenter demand effect could be investigated.

The findings of this experiment were surprisingly clear. Neither anchoring effects nor 
an experimenter demand effect could be detected. The authors left no stone unturned in 
their efforts to detect these. However, neither for the first round nor for later rounds was 
it possible to observe any effects. This result is somewhat reassuring because it shows 
that experimental results are by no means so fragile and sensitive that all it requires is to 
ask one particular control question to influence the result of the experiment. It should 
be noted, however, that experimenter demand effects in experiments in which the sub-
jects are in competition with each other tend to be weak. It might therefore have made 
more sense to investigate the effect of control questions for example in a coordination 
game experiment.

Despite this reassurance, it is worth playing it safe when asking control questions. 
Either the values should be selected randomly and the subjects informed of this or 
different values containing all kinds of indications should be used. Alternatively, the 
researchers can also have the subjects themselves generate numbers prior to the control 
questions, which are then used in the control questions. Perhaps such measures are not 
necessary at all, but implementing them does not cost much and one can rest assured 
that the control questions have not triggered an unwanted effect. There is one point, 
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however, that must be taken into account: all the subjects should be given the same 
control questions. This means that if values are determined randomly, then this should 
be done once for all the subjects and not for each one individually. This ensures that the 
group of subjects is homogeneous in terms of subjects’ previous experience.36

 ? Question
For computerized experiments, it would of course also be conceivable to provide 
the subjects with the instructions “online” and to dispense with printed instructions. 
How do you rate this method?

2.6   Interactions Between the Subjects

In addition to the interaction with the experimenter, there may of course also be interac-
tions between the subjects in experiments. This is obviously evident in experiments that 
involve strategic interactions. There are, however, different types of exchange between 
subjects that go beyond purely strategic interaction. Well-known examples of these are 
the reputation effects that can accompany the identification of individuals and the effects 
of communication. Whether such effects are possible or not depends on the experimen-
tal design. In any case, it is important to be able to assess their impact when deciding 
whether or not non-anonymous interactions between subjects should be possible.

What are in fact the arguments for designing experiments in such a way that the 
subjects remain anonymous to each other? The most important reason is specifically to 
prevent reputation and communication effects. Anonymity is frequently sought due to 
fears of losing control over the experiment if they are permitted. As a result, however, 
the experimental context sometimes differs markedly from the context in which real 
interactions take place.

A good example of this is experiments that deal with coordination problems. One 
of the workhorses in this field is what is named the minimum effort coordination game. 
This involves a group of players who are required to complete a task together. To this 
end, each individual can make a smaller or larger effort, which generates costs. The 
payoff to all the members of the group depends on how large the minimum effort made 
by an individual member of the group is. In other words, the weakest link in the chain 
decides. In this game there is a payoff-dominant equilibrium, which consists of all play-
ers making the maximum possible effort. Note that there is no free-rider option in this 
game, i.e. the best response is to maximize one’s effort when everyone else does the 
same. However, there is a risk that the effort will be wasted because one or another 
group member has not made the maximum effort. Therefore, a risk-dominant equilib-
rium is for all the players to make the least possible effort. The question is what kind of 
equilibrium does coordination ultimately lead to when the game is repeated. It has been 
well known since the work of van Huyck et al. (1990) that groups of more than 4 mem-
bers are generally not capable of coordinating on the payoff-dominant equilibrium.

36 Of course, the values can also be drawn at random for each subject. In order to control for these 
heterogeneous previous experiences, however, a correspondingly large sample is required (see 
chapter four).
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This insight has led to a large number of subsequent experiments addressing the ques-
tion of the conditions under which coordination performance improves. This is an inter-
esting question, but is it also a question that arises in any real situation? The vast majority 
of the experiments dealing with the coordination problem were conducted anonymously, 
i.e. the group members did not know each other and had no opportunity to communicate 
with each other. Is it conceivable that in the real world there are situations in which 6 or 
7 people in a group have to complete a common task, the weakest group member decides 
on the remuneration for everyone and this happens in complete anonymity? It would be 
difficult to find an example of this. Sometimes reference is made to situations in which it 
is not desirable to meet personally, for instance in the case of implicit price agreements. 
However, this is not a good example either, seeing that such agreements are primarily 
about solving a cooperation problem rather than a coordination problem.

It is indeed a limitation to use experimental designs that are known not to exist in 
such a way in real situations. Instead of categorically excluding reputation and commu-
nication effects, it may therefore be a sensible strategy to consciously allow them so as 
not to ignore what may be an important aspect of real decision-making environments. 
Of course, in this case it is important to know what effects communication and reputa-
tion can have.

2.6.1   Reputation Effects and Social Distance

Does reputation really play a big role? And if so, how are reputation effects triggered? 
How much social interaction is necessary for subjects to start thinking about their 
reputation? And how does the reputation effect differ from what triggers a reduction 
in social distance? Alvin Roth suspects that face-to-face interaction is needed to initiate 
socially trained behaviors: “Face to face interactions call into play all of social training we 
are endowed with” (Roth 1995, p. 295). But how strong must this interaction be?

Brosig et al. (2003) investigated how communication between subjects and reduced 
anonymity affect behavior in a public good experiment. Such a game was played over 
10 rounds in groups of four players. Before the actual experiment, there was a “com-
munication phase” that varied over a total of seven different treatments. One variation 
was that the four group members could see each other on a screen for about 10 seconds, 
with each member being able to visually identify the other three group members. This 
should actually suffice to trigger a reputation effect since every subject can expect to be 
recognized by the other three players on campus later after such identification. For this 
reason, what happened in the experiment could still be the subject of conversations, dis-
cussions or other forms of interaction later on. In principle, it cannot be ruled out that 
this will influence behavior in the experiment. However, it turned out that an exclusively 
visual identification of the other players had no impact at all. The contributions of the 
groups in which the subjects saw each other did not differ statistically from those of the 
groups acting in complete anonymity. Even the smaller social distance associated with 
knowing what the others look like had no influence on behavior in the experiment.

Bohnet and Frey (1999) made a very similar finding in a dictator game experiment. 
This experiment was double blind, i.e. the experimenter could not observe dictators’ giv-
ing behavior. The interaction between dictator and receiver, however, was varied. All the 
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experiments took place in a classroom. In the first treatment, as a baseline treatment, the 
experiment was conducted anonymously. The receivers did not know who the dictator 
was, and the dictators were not informed about which fellow student was the receiver. 
The second treatment involved one-way identification. This was achieved by having the 
receiver rise from his or her seat and thus be identified by the respective dictator. As in 
Brosig et al. (2003), this simple identification had no effect. Admittedly, in view of the 
fact that the receivers remain completely inactive in a dictator game experiment, there 
is also no reputation effect. In light of the above, what happened in the third treatment 
is quite astonishing. The one-way identification described above was repeated there, but 
this time the receiver said their name and mentioned their favorite hobby. Although 
no reputation effect could occur in this arrangement either, the allocations increased 
significantly. It does apparently matter how familiar the other person is. Social distance 
is important, at least in dictator game experiments.

That reputation effects also play a role, however, became clear in the fourth treat-
ment used by Bohnet and Frey (1999). This involved mutual identification, with both 
the dictator and the receiver rising from their seats and being able to identify each other. 
As a result, 71% of dictators then decided to split the amount of 13 francs equally. In 
the one-way identification it was only 39% (without naming) or 16% (with naming) 
who did this. It is surprising, however, that in this experiment in the two treatments 
with the highest contributions there was a relatively high number of “super-fair offers”. 
This is understood to mean giving more than half the endowment to the receiver. Such 
behavior is very rare in both dictator and ultimatum game experiments. The fact that 
Bohnet and Frey have many such observations may indicate that the classroom situation 
played a role.

Charness and Gneezy (2008) sought to separate social distance from possible repu-
tation effects. To this end, they paired subjects from two different universities (Tilburg 
and Amsterdam) in a dictator game experiment and an ultimatum game experiment. 
Even though the partners in the respective pairs became acquainted with each other, 
there was no reason to expect that they would ever meet again after the experiment. 
As a consequence, reputation effects could be largely ruled out. Two treatments were 
compared and both experiments were played anonymously as baseline treatments. In 
the second treatment, the subjects were given the surname of the other player. First 
names were not given to avoid possible gender effects. It was found that this action had 
a strong impact on the dictator game experiment. If the names were known, consider-
ably more was given than in the anonymous situation. In contrast, the ultimatum game 
experiment showed no effect. The offers of the proposers remained unaffected by the 
smaller social distance.

He et al. (2016) investigated the effect of social distance in the prisoner’s dilemma 
game. The authors compared two treatments: one with a 10-second visual identification 
of the two players before they interact and one in which the players can only visually 
identify themselves after interaction. On the basis of the finding that neither the beliefs 
of the players nor their behavior differ between the two treatments, they conclude that 
social distance plays no role in this decision-making environment. However, other 
studies on the trust game find positive effects of social distance on behavior (see, for 
example, Buchan et al. 2006 or Charness et al. 2007). In an decision-making environ-
ment that has some similarities with the trust game, Brosig-Koch and Heinrich (2018) 
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demonstrate that the decrease of social distance affects behavior particularly in those 
cases in which subjects are not allowed to make specific promises.

The fact that social distance can influence laboratory behavior suggests that even 
outside the laboratory it is be important how anonymously people act or how close 
they get to other people (see also Brosig-Koch and Heinrich 2018 whose study is based 
on both, laboratory and field data). This should be taken into account when deciding 
which interactions are to be permitted in the laboratory. Strict anonymity makes the 
experimenter’s life easier because it ensures that the conditions of interaction can be 
well controlled. A reduced social distance is always associated with a potential loss of 
control. It is important to be aware, however, that anonymity can lead to certain types 
of behavior that do not occur with lower social distance. If the real phenomenon to be 
studied experimentally is not characterized by strict anonymity, experiments conducted 
anonymously are subject to a considerable loss of external validity.

2.6.2   Communication Effects

Communication may play a part in many of the topics addressed in the last sections, 
whether it is communication between the subject and the experimenter, or communica-
tion between the subjects. It is now time to turn to a discussion of this topic.

 Controlling communication
No matter how communication between the subjects is to be designed, it is important 
that the experimenter retains control over how the subjects interact. This involves not 
only the experiment itself, but also what happens before and after the experiment. In 
7 Chap. 3, we will explain in more detail how this control can be established when it 
comes to the practical implementation of experiments. However, it should already be 
pointed out here that it may be advisable to ensure that uncontrolled communication 
can be ruled out as far as possible when recruiting subjects. The same applies to the 
way the subjects enter the laboratory and the way they leave the laboratory after the 
experiment. A complete control of communication requires that all these steps are 
included.

 The Conflicting Objectives of Control and External Validity
The basic problem that arises in connection with communication among subjects can 
be described as a conflict of objectives. If experiments are played in complete anonym-
ity, greater control over the interaction is achieved, as effects triggered by communica-
tion can then be avoided. This facilitates the interpretation of the results and eliminates 
the need to isolate and identify the effects of communication. Unfortunately, completely 
removing communication between the people involved means that we are far removed 
from many real contexts in which people are active. Complete anonymity and complete 
lack of spoken communication are rarely found in the “real world” at the same time. 
Even if we try to justify these conditions with the fact that people in larger groups act 
more or less anonymously, this is not really convincing, because even then people usu-
ally exchange information with other people. It is important to realize at this point that 
a very artificial handling of anonymity and possibilities to communicate can lead to 
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an experimenter demand effect. Subjects in the experiment could ponder why it is so 
important that they remain anonymous and not be allowed to talk to anyone. It cannot 
be ruled out that they may then conclude that this is to facilitate or promote certain 
behaviors – which then appear to be desirable.

On the other hand, this does not of course mean that there are never situations that 
are best reproduced in the laboratory using treatments that are anonymous and without 
communication. For example, it can be argued that the actors in (online-) markets often 
make decisions alone, without interaction with other people. Nevertheless, the conflict 
of objectives tends to remain. The more one strives for control over the interaction of 
the subjects, the greater the distance from real contexts. Basically, however, it should be 
noted that this conflict of objectives is mainly due to the fact that economic experiments 
are generally intended to test a theory. This requires control and experimental econo-
mists accept the artificiality of the decision-making environment.

The reason most experiments do not allow communication is that there is often 
the concern that communication can have many very different effects and that, if it 
is allowed, the ability to interpret the results of the experiment in a meaningful way 
is lost. On the other hand, fear of the lack of control over communication effects has 
led to the study of economic phenomena in speechless anonymity. Even with the best 
will in the world, one cannot imagine that in reality such phenomena take place even 
remotely under such conditions. For example, there will likely be very few negotiations 
in which those who negotiate never exchange words and who moreover do not know 
each other. Against this background, the question arises whether concerns about giving 
up too much control when allowing communication are really justified. It must be kept 
in mind that there are different forms of communication and that different techniques 
can be used which differ greatly in terms of control over the effects of communication.

 Forms of Communication
Communication can be used for different purposes. It can be used to transmit informa-
tion that the communication partners possess. But it can also be used to gain a visual 
(gender, appearance, facial expression) or acoustic (dialect, emphasis) impression of the 
communication partners. Communication can be uni-, bi- or multidirectional. It can 
be face-to-face or without eye contact and messages can be spoken, written or conveyed 
with gestures. Even within these forms of communication there are still many possible 
variations. For example, face-to-face can mean that the subjects sit at the same table and 
talk to each other, but face-to-face can also be achieved by means of a video conference. 
Written messages can be communicated through a chat program or with handwritten 
messages.

Further distinctions are possible. For example, the permitted communication con-
tent can be limited or unlimited. In the first case, only discussions relating to the task 
set in the experiment might be permitted, or the subjects may be allowed to talk about 
everything except the experiment. If, for example, the written form is chosen precisely 
because communication is permissible but reputation effects are to be excluded, it 
should be strictly forbidden to send messages that allow conclusions to be drawn about 
the sender’s identity.

Finally, the experimenter has to decide in what form and to what extent the com-
munication should be recorded and evaluated. If, for instance, a video conference is 
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recorded, it is possible to evaluate not only the contents of the communication, but also 
the gestures and facial expressions of the subjects. With the aid of suitable software, 
such an evaluation is now also possible by computer. Eye tracking makes it possible to 
determine the way in which people perceive information. This makes even unstructured 
face-to-face communication considerably easier to monitor.

Box 2.3 Emoscan
Advanced facial recognition techniques can be used to automatically capture emotional states. 
With the help of such “emoscans”, for example, emotional reactions to certain information con-
tent or, more generally, emotional states during communication can be monitored.

 Communication Effects
The analysis of communication effects should take place against the background of the 
economic evaluation of communication. The focus here is on the game-theoretical con-
cept of “cheap talk”. In general, this means communication that does not affect players’ 
payoffs. This form of communication can have behavioral effects if the interests of the 
players are sufficiently similar. However, if players have conflicting interests – such as in 
the prisoner’s dilemma – this form of communication should not influence their actions.37 
Kartik (2009) defines the term cheap talk even more clearly. For him, cheap talk is a strate-
gic interaction when it is not possible for players to check the truth of the information they 
receive from other players and when it is possible to lie without incurring costs. It remains 
to be seen whether the latter condition is important and, in a certain sense, critical.

From a game-theoretical point of view, experiments in which players have conflict-
ing interests and communication between each other are completely harmless – at least 
if this communication is merely cheap talk. Since cheap talk is not supposed to change 
behavior here, it can be ignored. If we follow the definition of Kartik (2009), however, 
then it is no longer so clear when cheap talk can still be assumed in such situations and 
when not. This will depend on whether or not the liar incurs costs. Since psychologi-
cal causes for such costs – which cannot be directly observed – are also possible, it is 
therefore conceivable that communication is not “cheap” at all, although at first sight it 
appears to be so. Thus, also from a theoretical point of view, it cannot be ruled out that 
communication may have an effect in a great many contexts and games.

What do the experimental findings look like? Does communication between the 
subjects have an effect and do the different forms of communication work in the same 
way? In order to answer this question, we will refer to the literature and present some 
examples in which communication effects have been studied using different games. As 
always in this book, the aim is not to give a survey of the literature, but to illustrate 
important methodological aspects by means of examples.

At which points is it relatively easy to imagine that communication between the sub-
jects has an effect? The first thing that comes to mind is the experiments that deal with the 

37 For a detailed discussion of the behavioral effects of cheap talk predicted by game theory, see 
Crawford (1998).
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coordination problem, such as the minimum effort coordination game, which we talked 
about briefly at the beginning of this section. There we argued that it really does not make 
any sense to carry out such experiments anonymously and without the possibility of com-
munication, because such situations are hardly likely to be found in the real world. The 
reason behind this was of course the expectation that the coordination problem would be 
more or less resolved if those who were faced with it could communicate with each other. 
In fact, according to the game-theoretical prediction, communication in the minimum 
effort coordination game can also have behavioral effects due to the common interest of the 
players to achieve the payoff dominant equilibrium. For example, if players mutually prom-
ise to put in their best effort, there is no incentive for players to falsely state the level of effort 
they intend to play. Lying is not a rational strategy in this game. This lends a high degree of 
credibility to the pronouncements, which in turn enables the players to use communica-
tion to make the payoff-dominant solution a kind of focal point that everyone is guided by.

Riechmann and Weimann (2008) extended a classic minimum effort coordina-
tion game with a communication phase in which the subjects had the opportunity to 
talk to each other about the game using face-to-face communication. The effect was 
unequivocal. After such a round of talks, all the groups were able to coordinate on the 
payoff-dominant equilibrium. Groups that were previously unable to talk to each other, 
however, failed in this task. In a similar experiment, Blume and Ortmann (2000) also 
come to the conclusion that the efficient solution is realized much more often with com-
munication than without. In fact, the coordination problem seems to disappear (at least 
if all the players have similar interests) when the players are given the opportunity to 
consult with each other. This once again reinforces the point we made at the beginning 
of the section. If there is no longer a coordination problem, if communication is per-
mitted and if the latter is precisely what happens in real-world situations, why conduct 
anonymous experiments with the minimum effort coordination game?

 ? Question
What exactly is the difference between a coordination problem and a cooperation 
problem?

It is not only in pure coordination games that it is advantageous to be able to mutually 
coordinate behavior. Even when it comes to striking cartel agreements, there is reason to 
believe that being able to consult with each other could have an impact on the formation 
and stability of such agreements. In this case, however, - assuming strict selfishness - we 
are dealing specifically with a game with a dilemma, which means that the interests of 
the players are not similar. Although everyone has an interest in the others abiding by 
the agreement, the individual would prefer to deviate from it. Fonseca and Normann 
(2008) examined whether this is actually the case. They conducted an experiment in 
which 2, 4, 6 or 8 players were in Bertrand competition. Each treatment was played in 
two variations, one without communication and one with the possibility to consult with 
each other via a chat program for 1 minute. Although this is not exactly an excessive 
form of communication and although theoretically it should not trigger any behavioral 
effects, it did have a clear impact. With chat, the prices that companies set were higher 
than those without chat and corporate profits increased when communication was pos-
sible. However, communication did not affect all the player numbers equally. The impact 
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was comparatively weak with 2 and 8 companies and strong with 4 and 6 companies. 
This is because, even without communication, the prices of two companies were already 
significantly higher than in the treatments with more than two players, with the result 
that the communication effect was limited from the outset. As the number of companies 
increased, it became increasingly difficult to coordinate on high prices, yet it was still 
effective even for 8 companies, with a price there of 55.2 as opposed to 1.1 in the treat-
ment without communication.

In the examples given so far, the subjects are in a strategic interaction in which coor-
dinated behavior can have a very positive effect on the whole group of subjects. What 
is the effect, however, of communication in the dictator game, where strategic consid-
erations play no role whatsoever? In principle, communication can lead to a change in 
strategic conditions, for example because reputation effects play a role, or it can cause 
subjects to take a different view of the decision-making situation. Greiner et al. (2012) 
try to isolate the last point in their experiment. This is achieved with a three-person 
dictator game experiment in which the dictator remains completely anonymous, but 
the two potential receivers can send him messages. In addition to a baseline treatment 
without communication, a second treatment shows the dictator a video image of the two 
receivers. In the third treatment, one of the receivers is permitted say something to the 
dictator. Communication is therefore strictly unidirectional and completely eliminates 
reputation effects. Having made their decision, the dictators were asked to evaluate the 
receivers according to six different criteria.38 Communication effects can only occur in 
this experiment if “viewing” the receivers or the video message change the perception of 
the decision-making situation. This is, in fact, the case, but in a quite differentiated form.

The mere identifiability of the receivers did not result in an overall increase in dona-
tions. The dictators did, however, differentiate more between the two receivers, with 
those who were better rated receiving more generous amounts. If one of the receivers 
had the opportunity to send a verbal message to the dictator, more was given to that 
receiver. This was not at the expense of the other receiver, however, but at the expense of 
the dictator. The authors’ interpretation of this result is that the social evaluation of the 
receivers plays an important part in the allocation of the money and that this evaluation 
is influenced by the direct verbal contact that was possible in the third treatment.

38 This was done with the help of bipolar scales that questioned the following pairs of terms: 
“active – passive”, “lively – dull”, “attractive – unattractive”, “pleasant – unpleasant”, “strong – weak”, 
“influential – not influential”.

Box 2.4 Bertrand-Oligopoly
The Bertrand model describes the competition between oligopolists who offer a completely 
homogeneous product, i.e. their products are perfect substitutes. Price is the sole strategic 
variable. The only Nash equilibrium in the pure Bertrand competition between two symmet-
ric suppliers is that both suppliers choose a marginal cost price. This means that even with 
two suppliers, unrestricted price competition leads to competitors competing down to the 
marginal cost price. The model provides a good understanding of why companies often make 
great efforts to avoid pure price competition.
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The minimum effort coordination game considered above is characterized by the 
fact that there is no conflict between the interests of the subjects, whereas the dictator 
game is characterized by the fact that there is no strategic interaction between the sub-
jects. In the Bertrand competition, we saw that communication can positively affect 
the prices despite conflicting interests of the players, which means that the subjects 
are able to improve their own overall position. Can this observation also be applied to 
other games in which there is a pronounced conflict between the players? Studies on 
the ultimatum game yield a mixed answer to this question. In his experiment, Roth 
(1995) examines how social contacts influence behavior in the ultimatum game. He 
let the players talk to each other before the experiment. In one treatment, people were 
allowed to talk about everything, but in another it was forbidden to talk about the 
experiment. The effect was the same in both cases, i.e. there was a significant increase 
in equal allocations. Communication thus led to the “fair” solution being chosen more 
frequently.

Rankin (2003) substantially restricted communication in the ultimatum game, thus 
obtaining a completely different outcome. In his experiment, the responders were able 
to make a request to the proposer. This was done while maintaining the anonymity of 
the subjects. The responders proved to be tough negotiators in this experiment, with the 
average of all requests being over 50%. At first sight, they did not do themselves a favor, 
because on average the amounts offered by the proposers were lower in the treatment 
with the responder making requests than in the treatment without these requests. As a 
result of these low offers, the number of rejections was also greater with communication 
than without. On closer inspection, however, it becomes apparent that it is nevertheless a 
sensible strategy to make high requests, given that a statistical analysis shows that higher 
requests also lead to higher offers. When the responders have the opportunity to make 
requests, their position deteriorates rather than improves; it nevertheless makes sense to 
make a high request under these conditions. Despite 92% of the offers remaining below 
the responders’ requests, the requests still acted as anchors. When given the opportunity 
to make requests, the responders evidently tried to bluff and at least achieved a higher 
offer than if they had made a modest request in the first place. Obviously, the effect of 
unidirectional communication in this experiment is completely different from that of 
face-to-face communication in Roth’s (1995) experiment.

Of particular interest is the question of how communication generally affects dilem-
mas. Can the findings from the Bertrand experiment also be applied to other dilemmas? 
To what extent is it possible to increase the ability to cooperate through communica-
tion? In answering this question, we would like to start with a study that clearly identi-
fies two central results of research on this question.

Brosig et al. (2003) examined the effects of different forms of communication in a 
public good experiment. This experiment was played in groups of four over ten rounds, 
i.e. the subjects had to decide ten times in succession how much of their initial endow-
ment (which was the same in each round) they would give to provide a public good and 
how much they would keep for themselves. In the baseline treatment, the game was 
played without any interaction between the subjects. The group members sat in sound-
proof booths during the experiment and had no opportunity to come into contact with 
each other before or after the experiment. In the further treatments, a communication 
phase, involving a total of six different forms of communication, preceded the actual 
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public good game. Three of these consisted of active communication in which players 
could talk to each other. The other three were of passive nature, i.e. the players could 
only receive messages.

The first passive form of communication was that players could see each other for 
10 seconds on a monitor divided into four areas. They thus received information about 
the appearance of the other group members. The purpose of this identification was to 
determine whether reputation effects potentially triggered by showing a person’s face 
were sufficient to change cooperation behavior. The second passive form of communi-
cation consisted of the group being played a video of one of the experimenters explain-
ing the game and highlighting the dilemma in which the subjects found themselves. The 
video also explained that cooperative behavior could lead them out of this dilemma. The 
background for this treatment was the question of whether unidirectional communica-
tion, such as that carried out by the mass media, might influence contribution behavior. 
The third passive form of communication was chosen for a similar reason. Here the 
group was presented with a video showing the videoconference of another group that 
also took part in the experiment. In this conference, the subjects agreed to invest all 
their endowment in the public good in all the rounds.

The first active form of communication was a telephone conference, i.e. the group 
members could talk to each other but could not see each other. The content of the dis-
cussions was not restricted except for the identities of the subjects. The second stage 
of active communication consisted of a videoconference where all four group mem-
bers could see each other on the four quadrants of their monitor. The last active form 
of communication was a conversation in a separate room where the group members 
sat together at a table. The content of the discussions was recorded electronically and 
evaluated later.

The experiment provides two significant results. First, communication has a posi-
tive effect on the average contribution to the public good and, second, the effect of 
communication is strongly dependent on the form of communication. The observation 
that communication before a public good game leads to an increased willingness to 
cooperate was made early on. Dawes et al. (1977) and Isaac et al. (1984) as well as Isaac 
and Walker (1988) are among the early works showing this. This effect also occurred 
in Brosig et al. (2003), but by no means in all the communication treatments. The mere 
identification of the subjects had no effect at all on their behavior. Although the other 
two passive, unidirectional forms of communication positively affected contributions, 
the effect was restricted to the first few rounds. The situation was similar in purely 
verbal bidirectional communication. The conference call was only able to increase the 
willingness to cooperate for a short time in the first rounds as well. However, the pic-
ture changed completely in the two treatments in which verbal communication was 
accompanied by eye contact. Both the videoconference and the discussion at the table 
resulted in the groups being able to achieve cooperation almost 100% of the time. The 
analysis of the contents of the communication showed that there was practically no dif-
ference between the three active communication treatments. In almost all the conver-
sations, the subjects agreed to 100% cooperation and they made promises to each other 
to stop cooperating if one member of the group deviated from this solution. Achieving 
this solution was only possible, however, if the group members had eye contact during 
the conversation.
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Face-to-face communication therefore has a massive effect even if it is cheap talk 
and (selfish) players have conflicting interests. An important insight is that as long as 
there is no eye contact, communication is actually not very effective in the sense that 
it does not lead to a lasting change in behavior. But why does eye contact change this 
so dramatically? One possibility is that it means that face-to-face communication is no 
longer cheap, for example, because lying is more difficult or involves costs after such 
communication. We will return to this point later.

Also in other games, communication can have an effect if it takes place verbally 
and with eye contact. Ben-Ner et al. (2011) investigated the effect of communication 
in a simple trust game. The first mover (trustor) and the second mover (trustee) were 
each endowed with $10, and the amounts given to the trustee by the trustor were 
tripled. In addition to a baseline treatment without any communication, there were 
two further treatments. In one of these, the two players were able to make mutually 
non-binding agreements before making their decision. To do so, they clicked on a 
row and a column in a matrix containing all possible trustor contributions (presented 
in 11 rows) and all possible trustee returns, in % (presented in 7 columns). In the 
second communication treatment, before a making a proposal, the two players could 
exchange messages for 1 minute using a chat program while remaining anonymous. 
The proposal was then made using the same matrix that was already used in the first 
communication system.

It was found that the exchange of numerical suggestions alone had practically no 
effect on the behavior of the two players. Only when the chat was added did the average 
trustor contribution increase from $7.66 to $9.21 and the average return rate from 45% 
to 56%. The increase is mainly due to more efficient and equitable solutions (release of 
$10, return of $20). However, there were still a number of trustees who decided not to 
give anything back. The authors explain their results by the fact that the proposals that 
are made are a kind of self-obligation, which, however, only becomes really valid when it 
is more or less confirmed by being formulated in sentences. Charness and Dufwenberg 
(2006) also examined the communication effect in trust games and came to very simi-
lar results to Ben-Ner et al. (2011), but came up with a somewhat different explana-
tion. We will come back to this when we consider the possible causes of the effects of 
communication.

In the context of communication effects in dilemma situations, an experiment by 
Sutter and Strassmair (2009) is particularly interesting because it draws on the literature 
on public good experiments, while at the same time establishing a link to the works 
dealing with collusive behavior (e.g. Fonseca and Normann 2012). Sutter and Strassmair 
investigate a tournament played between two groups of three players. The groups must 
decide on the level of an “effort”, which is the sum of the efforts of the members and a 
random shock. The group with the higher effort wins the competition. Since effort is 
costly for each individual group member, a public good problem arises within the group. 
There is the possibility of a cost-reducing agreement (collusion) between the groups. The 
effect of communication within and between groups is examined.

Communication within the groups leads to increased efforts. The reason is that 
communication reduces the free-rider problem that groups face. An important role is 
played here by the fact that low levels of effort can be observed and are “punished” 
by the other group members with expressions of verbal disapproval. Harbring (2006) 
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showed that communication in a competition between individuals leads to collusion. 
This does not seem to happen with the groups of Sutter and Strassmair (2009). Here 
communication between groups does not significantly affect efforts. Combining com-
munication between the groups with communication within the groups leads to an 
increase in efforts as compared to the arrangement without communication.

Communication, as the explanations so far have shown, has a very strong effect in 
many experiments. It can facilitate cooperation and makes collusion more likely. It can 
lead to fair negotiated solutions and can increase trust and trustworthiness in the trust 
game. The question is, why is it that it leads to these effects? When deciding whether 
and in what form communication should be allowed in an experiment, it is helpful to 
know the channels through which communication can influence behavior. It is not clear 
whether all channels really are known and whether we already have a comprehensive 
understanding of the effect of communication, but some statements can be made which 
can claim some plausibility and for which experimental evidence is available.

 > Important
Communication between people is undoubtedly a very important element of 
their coexistence and it has a decisive influence on their behavior. Nevertheless, 
most laboratory experiments take place in the absence of communication. The 
reason is that communication effects are very difficult to control and this can 
make the interpretation of experimental results very difficult. Admittedly, this 
leads to an unfortunate conflict of objectives. By dispensing with communication, 
treatment effects can be better interpreted, but a very artificial anonymity might 
arise. This is rarely found in the real world and therefore severely restricts the 
external validity of the experiments. There are, however, also decision-making 
situations for which an anonymous situation without communication is quite 
appropriate. An example of this is when actors make decisions in highly competi-
tive markets.

It is nonetheless an important task to investigate the effect of communication 
and to develop techniques that measure the effect of communication and isolate 
it from other effects. The experimental findings on the effect of communication 
show that it can facilitate cooperation and make collusion more likely. It can lead 
to equitable negotiated solutions and can increase trust and trustworthiness in 
the trust game.

2.6.3   Possible Causes of Communication Effects

How and why communication works depends to a large extent on the context in which 
it takes place and on the form of communication. The question of whether or not eye 
contact is associated with verbal communication has turned out to be critical for the sus-
tainable effect of communication. The combination of language and visual identification 
is obviously important. The simple identification of the other person does not in itself 
make much difference, but the face-to-face exchange of information results in marked 
changes in behavior. It should come as no surprise that this form of communication 
plays a special role. For a very long time, face- to- face communication was the only form 
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of communication. Evolutionarily, therefore, it may have played an important role. But 
it is also of paramount importance in the individual socialization process of each person. 
Long before learning to use other communication channels, people meet their closest 
caregivers almost exclusively face to face. These are of course pure plausibility consid-
erations, but they are consistent with the experimental evidence we have reported on.

It is a good idea to take a separate look at the different contexts in which communi-
cation effects can be demonstrated. A not inconsiderable number of situations in which 
players need to coordinate can be characterized by the fact that the interests of the play-
ers involved are relatively similar, but that there are unfortunately different equilibria 
possessing different qualities. The task is then to agree on a particularly preferable equi-
librium. In such a situation, communication can be used to create a self-commitment 
and to disseminate information about this self-commitment. The crucial point here is 
that such a self-commitment is credible because it refers to a Nash equilibrium (Farrell 
and Rabin 1996). If communication manages to create a kind of focal point and this 
focal point is a Nash equilibrium, then it is relatively clear why communication has an 
effect. In such a situation it is sufficient to introduce relatively weak forms of commu-
nication. Even unidirectional communication in the case of complete anonymity can 
be sufficient to achieve coordination. The credibility of messages means that no other 
ingredients are needed to achieve a communication effect.

This changes when we move to situations in which there is a conflict between the 
players. This is the case, for example, in public good games. Even in the ultimatum game 
there are conflicting interests of the players. The self-commitment, which in the public 
good game, for example, consists of committing oneself to contributing efficiently, is 
not credible because it does not involve a Nash equilibrium. Nevertheless, we observe 
in experiment that it works, especially when the communication is face to face (Brosig 
et al. 2003). If one assumes that at least some of those involved believe that not all the 
players behave purely selfishly, but act, for instance, in a conditionally cooperative man-
ner – an assumption for which there is certainly experimental evidence (see Fischbacher 
et al. 2001) – it is possible to derive several equilibria that possess different qualities. The 
dilemma game then takes on the character of a coordination game. In this case, the task 
is again to agree on a particularly preferable equilibrium.

A reliable explanation of communication effects can be linked to two points. Either 
reputation effects that are caused by communication change the strategic situation – and 
thus the equilibrium – or the personal encounter with the other players changes the atti-
tude towards them or provides additional information that leads to a different percep-
tion of the decision situation. The experimental evidence suggests that reputation effects 
alone may play a rather minor role. The experiments have shown that it is not enough for 
subjects to be able to identify one another visually in order to trigger behavioral changes. 
This speaks in favor of the second point that the perception of the decision-making situa-
tion changes when communication takes place. A possible explanation for how this could 
happen can be found on the basis of “psychological game theory”, which goes back to 
Geanakoplos et al. (1989). Charness and Dufwenberg (2006) show that the effect of com-
munication in dilemma situations can be explained by guilt aversion. The theory can be 
outlined as follows.

Two players, A and B, are in a situation where player B can receive something 
from player A (a transfer payment, a contribution as part of cooperation, or similar). 
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A assumes that B has a certain belief about A concerning this. On top of this, A himself 
forms a belief, i.e. A can either fulfill or disappoint the expectation that he believes B to 
have of him. In the latter case, the anticipated disappointment of B resulting from this 
may lead to a feeling of guilt in A. If people do not like feeling guilty, fulfilling the beliefs 
serves to ward off this feeling. The decisive factor here is that communication, and in 
particular face-to-face communication, can change A’s beliefs regarding B’s beliefs. This 
is usually done by way of promises made during communication. If, after a conversation 
with B, A believes B believes he will receive more from A than A had assumed before the 
conversation, the pressure on A to increase the amount he gives to B in order to avoid 
feeling guilty increases.

What is decisive in this chain of argumentation is the second-order beliefs that A 
forms. Charness and Dufwenberg (2006) use a variant of the trust game to experimen-
tally test whether this belief changes in accordance with the theoretical prediction of 
guilt-aversion theory (. Fig. 2.1):

In the first move, A decides whether to choose an option that pays 5 to both play-
ers, or leaves the decision to B to either choose an option that pays B 14 and A 0, or to 
have the final payoff for A randomly determined. A has a probability of 1/6 of being left 
empty-handed with this random move and a probability of 5/6 of getting 12, while B has 
a secure payoff of 10 if he chooses the random move. In this case, both players would 
receive an expected outcome of 10 and thus twice the payoff they would have received 
had the game ended if A had chosen the option to pay 5 to both players.

A has a belief concerning the probability of B being nice and choosing the random 
move if A gives him the opportunity to do so. B forms a belief τB about A’s belief. γB 
measures the B’s sensitivity to the guilt he experiences if he does not fulfill A’s belief. 
If B does not choose the random move, A misses out on a payoff of 10 in the expected 
outcome. Taking into account the guilt aversion, the payoff of B in this case is 14 - γB 
10 τB. The stronger B’s belief that A believes B will choose the random move and the 
more sensitive B is to guilt, the lower his payoff will be if he ends the game immediately.

In Charness and Dufwenberg’s (2006) experiment, after making their choice, the 
A-players were asked to guess what proportion of the B-players chose the random move. 
The B-players were subsequently asked what they expected the A-players to guess. The 
experiment was played with and without communication, with the communication 
consisting of the B-players being able to send a message to the A-players. The main 
finding of the experiment was that communication changed the beliefs of the B-players 
regarding the beliefs of the A-players and that the outside option was chosen less fre-
quently by the B-players. This result is in line with the thesis that it is guilt aversion that 

(5, 5)

A (0,14)   (0, 10) 

B 1/6
Roll  

5/6 (12, 10)

       . Fig. 2.1 Game tree in the 
experiment by Charness and 
Dufwenberg (2006, p. 1581)
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forms the basis for the communication effect. Furthermore, guilt aversion can explain 
why subjects’ promises during communication have a big impact: it is very difficult not 
to keep these promises in the presence of guilt aversion.

Of course, this does not rule out the possibility that there are other psychological 
reasons why communication changes attitudes towards communication partners. For 
example, empathy could play an important role and this in turn does not have to be the 
sole basis for aversion to guilt, but can also provide grounds for sympathy, for instance. 
In a somewhat generalized form, Kartik (2009) provides the game-theoretical founda-
tion for the fact that such psychological motives lead to different equilibria, even in the 
case of rational behavior. The focus here is on the costs associated with lies or failure 
to keep promises. Where these costs come from remains open. It could be guilt aver-
sion, a general preference for keeping promises (Vanberg 2008) or striving for consis-
tency (Ellingsen and Johannesson 2004). Of course, the social distance between the 
subjects could also be a factor (to what extend promises as well as arguments reduc-
ing social distance between subjects affect behavior is investigated by Brosig-Koch and 
Heinrich 2018). Perhaps the most important insight of the model is that as the cost of 
lying increases, the equilibria contain less and less dishonesty. If the costs are low, how-
ever, the result is what Kartik calls “language inflation”: everyone lies at equilibrium and 
those who are lied to know this. It is nevertheless necessary to continue to lie, because 
those who are lied to correct for the lies and so the truth is not rewarded but subjected 
to the same correction.

In conclusion, it can be said that the effect of communication depends very much 
on the way in which the communication takes place. When it comes to creating the 
experimental communication design, there is always a trade-off between internal and 
external validity – and this trade-off should always be made against the background of 
the research question that one wants to answer with the experiment.

2.7   Decisions Made by the Subjects

Laboratory experiments are about presenting subjects with questions and observing 
their decisions under controlled conditions. In a sense, experimenters direct ques-
tions to the subjects, who answer them in making their decisions. But how should 
these questions be formulated? And in which form should the answers be collected? 
There is no one definitive answer to these two methodological questions, as there are 
different approaches to take and methods to use and all have their advantages and 
disadvantages. Therefore, the experimenters first have to make a decision before the 
subjects do: Which experimental design is the best for our specific experiment? An 
answer can only be found if the research question on which the experiment is based is 
known and if the hypotheses for the experiment have been established. Both, the for-
mulation of the research question and the establishment of hypotheses are, therefore, 
important first steps on the way to a suitable experimental design. The question of the 
correct statistical analysis of the results also plays an important role. We will discuss 
this in 7 Chap. 4. The following sections provide an overview of the options available 
for eliciting decisions.
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2.7.1   Strategy Method Versus Direct Response

It is generally easy to determine the elicitation method to use in experiments involv-
ing the decision-making behavior of individual subjects without the occurrence of any 
strategic interaction. The subjects are presented with a specific decision problem, i.e. they 
have to make a choice, and it is this choice that is observed. The matter can become much 
more complex if strategic interactions arise in the experiment. It is, in the first instance, 
irrelevant whether the game played by the subjects takes place simultaneously or sequen-
tially. For better understanding, however, it is simpler to assume a sequential game.

The normal case is that the players make their moves in the order specified, with the 
second mover responding to the move made by the first mover, the third mover react-
ing to that of the second mover, etc. The players thus provide a direct response to the 
action of the mover before. This method of eliciting the responses is simple and easy to 
understand. From the point of view of the experimenter, however, it can have a consider-
able drawback. Let us take the simplest sequential game imaginable. Two players each 
choose between two possible alternatives. In this case, there are four possible outcomes of 
the game. Each individual decision that is observed, however, only provides information 
about one of the four possible paths on which the game tree can be traversed. Suppose the 
first mover has a choice between alternatives a and b. If the first mover (for whatever rea-
son) has a preference for a, and chooses this strategy in nine out of ten cases, it becomes 
quite difficult and expensive to collect enough observations in the subgame following b.

The strategy method, which essentially goes back to an article by Selten (1967), offers 
an elegant solution to this problem. Instead of the second mover being presented with 
the decision of the first mover, he is required to specify a complete strategy. In our simple 
example, he has to indicate what he will do at the two decision-nodes he can reach. In 
other words, he must indicate how he will respond in both cases, i.e. if first mover plays a 
and if he plays b. The result of the game is obtained by combining the move chosen by the 
first mover with the corresponding response from the strategy of the second mover. In 
this way, the experimenter elicits information about behavior throughout the game. In a 
laboratory experiment, every decision costs money and time. The strategy method prom-
ises to be very economical with both. The application of this method does not have any 
influence on the decision, because why should the second mover in his strategy specify a 
different response to move a (or move b) than the one he would choose if he had to pro-
vide a direct response to the move of the first mover? This question has been the subject 
of a whole series of studies and for a long time (until 2003, to be precise) there was much 
to suggest that it really does not make any difference which elicitation method is used.

In a survey article, Brandts and Charness (2011) compiled all the experiments that 
deal with whether the strategy method leads to the same results as gathering direct 
responses. The majority of the studies listed there find no difference, but there are four 
studies that do find clear and significant effects.39 For the sake of illustration, we will 
present one of them in more detail.

39 A whole series of studies provide different findings, i.e. the strategy method has an effect in some 
of the designs, but not in others. See Brandts and Charness (2011).
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Brosig et al. (2004) use a simple sequential game with the following game tree in 
their experiment to investigate the strategy method (. Fig. 2.2):

The game was played in two variants, which differed only in the payoff to the second 
mover at the end node which follows B and 1 – (−4, 5) as opposed to (−4, 0). The predic-
tion of the subgame perfect equilibrium assuming pure selfishness is the same in both 
variants: the first mover E will choose B and the second move Z will select 2. The payoff dif-
ference should therefore be completely  insignificant, in theory. However, this equilibrium 
is inefficient because both players can be better off if player E selects A and player Z chooses 
2. However, if E plays A, the best answer from Z is to exploit this move and play 1. On the 
other hand, if E plays B, Z has the possibility to punish the first mover by choosing 1. The 
punishment costs of 2 or 7 incurred by player Z contrast with a loss of 14 for player E. Thus 
the two variants of the game differ in the effectiveness with which Z can punish the E.

Both experiments were carried out with direct elicitation (“hot”) and with the 
strategy method (“cold”). It was found that for the most part the second movers acted 
as theoretically predicted, i.e. almost they always played their best response, with one 
exception. When the game was played hot and the possibilities to punish were good, 
over 40% of the E’s B moves were punished by the Z players. In the cold version of the 
same game, only 4% of the B moves were punished. The interpretation of this result is 
clear: if you are immediately confronted with an unfriendly move, the willingness to 
punish at your own expense is much more pronounced than if you are confronted with 
the hypothetical possibility that the other player could be unfriendly.

The survey article of Brandts and Charness (2011) shows that the strategy method 
is not always neutral when it comes to punishment decisions. The pattern of behavior 
similar to that in Brosig et al. (2004) can also be found in Brandts and Charness (2003) 
and Oxoby and McLeish (2004). It is therefore reasonable to assume that in experiments 
in which subjects can decide whether they want to punish other subjects, the strategy 
method has a kind of “cooling effect” that results in punishments being carried out less 
frequently. Grimm and Mengel (2011) observed a very similar effect without using the 
strategy method. In their ultimatum game experiment, the responders had to complete 
a questionnaire after making their decision. They were then asked whether they wanted 
to stick to their original decision or change it. Some responders did in fact change their 
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       . Fig. 2.2 Game tree in the 
experiment by Brosig et al. (2004, 
p. 579)
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decision and it became apparent that in the treatment with the “second chance” signifi-
cantly fewer proposers’ offers were rejected than in a treatment in which the responders 
did not have the opportunity to revise their decision. Apparently, the decision to punish 
the proposer is easier to make if immediately faced with the offer than if the opportunity 
to consider it for a while exists.

Brandts and Charness (2011) identify other factors that bring out a difference 
between the strategy method and the direct response. It appears that simple decisions 
where subjects have to choose from a small number of alternatives are more susceptible 
than complex decisions. Thinking about a situation where decisions are more difficult 
to take seems to have a cooling effect similar to that observed by Grimm and Mengel 
(2011). If the decision is made repeatedly in the experiment, the differences between hot 
and cold treatments are also reduced.

However, this probably does not cover all the effects that the use of the strategy 
method can entail. This is reflected, for example, in Brosig et al. (2004) by the fact that 
not only the second movers respond to the use of the strategy method, but that the first 
movers also do so. As a reminder, the first movers had the choice between A and B. The 
latter was the equilibrium move, the former a move that puts the second mover in the 
role of a dictator who can divide 24 euros either fairly (12, 12) or in his own favor (4, 20). 
It was found that the proportion of A-moves in the two treatments involving the strat-
egy method was significantly higher than in the corresponding treatments with direct 
response. At first sight, it comes as no surprise that the first movers see a difference 
between the hot and the cold variants, seeing that they could anticipate that a B-move 
in the hot variant is punished more often than in the cold variant. They should then, 
however, play A more frequently in the hot treatments and not in the cold treatments. 
Since the A-move was almost always exploited in all the treatments, the decision of the 
first mover in the experiments with the strategy method must have been based on a false 
belief as to the behavior of the second mover. Brosig et al. (2004) assume, among other 
things, that in the strategy method, the second mover must think through the entire 
game, i.e. he must look at the payoffs at all the end nodes and make a decision for every 
game outcome. This could – according to the possible expectation of the first mover – 
make the nice gesture associated with an A move of E more obvious and thus increase 
the probability of choosing 1 (reward).

 ? Question
Can you think of real situations that you can design either “hot” or “cold”? What les-
sons would you draw for such situations from the experimental findings reported 
here?

In summary, using the strategy method has considerable advantages. It often allows 
the scarce resources available for experiments to be used in such a way that maximum 
information can be obtained. In many cases, it is very likely that the strategy method 
will not yield results different from eliciting direct responses. However, it may also be 
the case that the way the decision is elicited triggers differences in behavior. In particu-
lar, when there is punishment involved, caution is advisable. If there are doubts as to 
whether or not the strategy method is neutral in a specific case, a control experiment in 
which the methods are compared is helpful.
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2.7.2   Experiments with Real Effort

Economic experiments almost always involve decisions in which costs play a role, 
whether it is a case of the subjects being faced with an allocation task in which every 
amount they give is at the expense of their payoff, purchasing goods or making a con-
tribution to the production of goods. Occasionally, the work efforts that are exerted to 
fulfill a task are also represented by appropriately designed cost functions (for example, 
in the minimum effort coordination game). A two-stage procedure is usually used 
to implement costs in the laboratory. The first stage consists of giving the subjects an 
income in the form of an initial endowment (house money). This income can then 
be used to cover the costs incurred. In the second stage, the costs are specified in the 
form of a mathematical function, with there being considerable room for creativity. For 
example, the cost function can be convex to represent that it becomes increasingly dif-
ficult to exert the effort.

Inducing costs in this way has considerable advantages, especially in view of the fact 
that the experimenter retains complete control. Since the costs are part of the payoff 
function, it is indisputable to what extent they are actually incurred. However, this high 
degree of control comes at a price. Both stages of the procedure are certainly linked to 
problems. In 7 Sect. 2.2.3, we dealt with the house money effect. People may treat the 
money they are given differently from the money they have earned from work. It is 
therefore not entirely unproblematic to first give subjects money that they can then use 
to cover costs. It must be assumed that the use of house money can adversely affect the 
external validity of experiments. The same applies to the specification of a cost function. 
We do not generally encounter costs – of any kind – in the real world in the form of a 
mathematical function. This is especially true when it comes to the physical or mental 
efforts we expend, for example, when doing work.

Now there is no avoiding both of these issues: it is necessary to provide the subjects 
with money, otherwise they would have to play with their own money and they would 
then probably not participate in the experiment. And, after all, it is necessary to be able 
to implement costs in the experiment. An alternative to issuing house money is to have 
the subjects work for the money they receive by introducing real effort. This increases 
external validity and avoids the house money effect, but has the disadvantage that the 
control over costs is lost. If subjects are allowed to “work” in order to impose costs on 
them, the actual level of costs that the subjects incur depends on the burden of the work 
they have to bear – and that cannot be observed!

The literature distinguishes between “real effort” designs and “chosen effort” designs 
(Gill and Prowse 2012). For the former, real efforts have to be made; for the latter, a 
level of effort is chosen that involves costs specified by a corresponding monetary cost 
function. The question is, under which conditions a real effort design is appropriate and, 
above all, how it can be designed in concrete terms. In order to answer the latter ques-
tion, it must be borne in mind that the use of real effort in the experiment leads to a loss 
of control in two ways. First, the skills and preferences of the subjects are not observable 
with regard to the task assigned to them, so that a priori the actual work burden is not 
observable. Second, learning effects can scarcely be avoided if a task is repeated, i.e. the 
actual efforts and the associated actual costs can also change during the course of the 
experiment.
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Which prerequisites should the work to be performed in an experiment reasonably 
fulfill? An important requirement is that it be structured in such a way that it can be 
assumed that at least at the beginning of the experiment all the subjects are equally good 
at achieving this performance. Therefore, no prior knowledge that may exist to varying 
degrees should be required and personal aptitude should not play an important role. It is 
also clear that the task should be easy to explain so that the subjects understand what is 
involved. Furthermore, the work outcome should be easily and reliably measurable and 
allow a comparison between the subjects. Finally, the task should be designed in such a 
way that possible learning effects are minimized and quantifiable, so that these effects 
can be corrected if necessary.

A central question, of course, is whether the use of real effort leads to results different 
to those obtained with a chosen level of effort that incurs monetary costs. To our knowl-
edge, there are only a few studies in which a direct comparison is made. One is presented 
in more detail here because it provides a good demonstration of some important meth-
odological aspects of experiments with real effort. Brüggen and Strobel (2007) carry out 
the comparison to answer a very specific research question. It concerns a central finding 
from what are known as gift-exchange experiments. In the gift-exchange game, compa-
nies offer workers wages. Once the workers have accepted a wage offer, they decide how 
hard they want to work. In subgame perfect equilibrium, the  companies anticipate that 
the workers’ best response is always to choose the least possible effort and the companies 
therefore offer the lowest possible wage. However, the experiment shows that companies 
offer higher wages than in equilibrium and that workers respond with greater effort. This 
behavior in the gift-exchange game is considered a prime example of reciprocity and has 
gained great importance, not least in the labor market literature (Fehr et al. 1993, 1998).

The question Brüggen and Strobel seek to answer is whether reciprocity can still be 
observed in the gift-exchange experiment when the workers have to do real work and 
cannot simply choose their level of effort. The work to be done in their experiment con-
sisted of solving as many tasks involving the multiplication of two-digit numbers within 
5 minutes. On the face of it, this is not a very suitable task because, first, the subjects can 
do mental arithmetic well to a greater or lesser extent and, second, learning effects are 
likely to occur if the task has to be performed several times (which was the case in the 
experiment). Brüggen and Strobel find a clever way to control for both effects, however.

The subjects were invited 1 week before the experiment and were required to solve 
the multiplication tasks. They were paid a fixed amount for each correct task, making it 
worthwhile to concentrate for 5 minutes. In this way, the experimenters learned about 
how good the individual subjects were in this discipline. The performance in the actual 
experiment was then evaluated as a percentage of the performance in the first part of 
the experiment. So if someone solved 20 tasks in the first part of the experiment and 
only 10 in the gift-exchange experiment, then that person had delivered an effort level 
of 50%. In order to detect possible learning effects, a group of subjects was subjected to 
the first part of the experiment twice, with a break of 1 week between. It was found that 
the second time round the performance was about 20% higher. This factor was used to 
correct for learning effects in the gift-exchange experiment.

Finally, at the end of the experiment, the subjects were required to complete a ques-
tionnaire to determine whether they enjoyed their work. This is a very important ques-
tion, bearing in mind that the subjects who had the role of workers were given 5 minutes 
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to calculate after accepting the contract. The alternative to calculating was simply to 
spend the 5 minutes waiting, which is comparatively boring. It actually turned out that 
the subjects enjoyed their work to a certain extent, meaning that the calculation tasks 
were not necessarily seen as a burden.

Brüggen and Strobel (2007) observed that both treatments, i.e. real efforts and cho-
sen efforts, revealed the same response to the wage offers, with the workers increasing 
their work effort when their wages were increased. Thus reciprocity was shown to be 
present in both cases. There were also remarkable differences, however. For example, 
the variance in effort for real work performance was significantly higher than for simply 
choosing the level of effort. It was also astonishing that the average effort level of the 
multiplication tasks was four times higher than the average chosen-effort level.40

The experiment of Brüggen and Strobel (2007) shows that extensive corrections are 
necessary to take talent and learning effects into account when choosing the appropri-
ate real effort task. In the literature a large number of real effort tasks can be found, the 
majority of which rely less on talent than the mental arithmetic of Brüggen and Strobel. 
We provide a small selection in the following. Gneezy et  al. (2003) had the subjects 
find ways out of mazes, at Hoffman et al. (1994) they had to answer general quiz ques-
tions, Sutter and Weck-Hannemann (2003) presented the subjects with mathematical 
problems and Fahr and Irlenbusch (2000) had their subjects crack walnuts. Folding and 
putting letters into envelopes is also popular, as was practiced by Blaufuß et al. (2013) 
and Fochmann and Weimann (2013), for example.41

Two methods for generating real efforts are presented here since they have the advan-
tage of meeting most of the above requirements relatively well. Gill and Prowse (2012) 
propose what they call a slider task, using sliders that can be moved with the computer 
mouse to any integer location in an interval from 0 to 100. Forty-eight of them are on 
one side and all are initially set to 0, with the task being to set as many sliders as possible 
to the exact value of 50 within 2 minutes. The task is easy to learn and use because the 
sliders were created with z-tree, a programming language widely used in experimental 
laboratories. The authors offer the program free of charge. Unfortunately, not even the 
slider task can eliminate the possibility of learning effects if it is used repeatedly. This is 
where the second method comes in. Benndorf et al. (2018) follow a method introduced 
by Erkal et al. (2011). The subjects are provided with a table in which letters are assigned 
a three-digit code. They are then presented with simple words and they must assign the 
corresponding code numbers to the letters that make up the word. The ingenious idea 
proposed by Benndorf et al. is to change the table in two ways after each pass – both the 
order of the letters and the numerical codes are randomly varied. The effect is that the 
codes cannot be learned, and this means that the overall learning effects are very small. 
In the Benndorf et al. experiment, when the task was repeated ten times, the real effort 
increased by only 8%. For other tasks it often increases by 20% or more. Both methods 
cannot exclude that subjects just enjoy solving the specific tasks.

40 The intrinsic value of the work has, of course, contributed to this, but the effort involved in the 
“chosen efforts” is surprisingly low at 23%, which results in costs of 1.3 monetary units (0.13 
euros). Measured in the payoff space, this is close to the equilibrium.

41 To provide an idea of the subjects’ work performance, in the second experiment (Fochmann and 
Weimann 2013) 43,300 letters were folded and placed in envelopes. On average, the subjects 
spent 72 minutes in the laboratory, with the duration of their stay being of their choice.

 Chapter 2 · Methodological Foundations



125 2

Finally, it should be noted that it is an unresolved question as to whether external 
validity can really be improved with real effort tasks as described here. The argument 
against this is that the tasks the subjects face are very far removed from what is required 
in real life. Behind this is a difficult trade-off: the closer the real effort task is to reality, 
the less control there will be over the actual costs borne by the subjects. If this loss of 
control is accepted, a large number of subjects could be employed in the individual 
treatments. This would then help to keep the probability that differences between the 
treatments are due to the spread of talents and preferences concerning the real effort 
task commensurately small.

2.7.3   Within- Versus Between-Subject Design

At the core of experimental research stands the comparison of different experimental 
treatments under controlled conditions. An experiment that consists of only one treat-
ment makes relatively little sense. It is almost always a case of subjects making decisions 
under different conditions, with the treatments that are being compared as far as pos-
sible differing in only one parameter, thus enabling conclusions in relation to causality 
to be made. A fundamental issue of experimental design in this regard is whether each 
individual subject participates in a number of different treatments or whether every 
treatment involves different subjects, with each subject participating in only one treat-
ment. The first case is described as a “within-subject design”, since the comparison takes 
place within one and the same subject, while the latter case is called “between-subject 
design” due to the comparison between the subjects.

Both designs are employed in experimental research and each has its specific advan-
tages and disadvantages, which we will discuss below.

 Advantages of the Within-Subject Design
A very obvious advantage is that the number of observations per subject is greater 
when each subject participates in several treatments than when new subjects are invited 
to each treatment. Charness et al. (2012) use a very simple example to illustrate this. 
Suppose an experiment is being conducted with the intention of comparing the willing-
ness to pay for a sandwich from the bakery around the corner with that for a sandwich 
from a food stand at the departure hall of a major airport. In the within-subject design, 
each subject would indicate her willingness to pay at the first location and then at the 
next location, resulting in two statements per person and thus twice as many statements 
as in the between-subjects design. However, it is also obvious that this advantage goes 
hand in hand with the fact that the two observations may not be independent of each 
other.

As compared to the between-subject design (henceforth, between design), the 
within-subject design (henceforth, within design) has the advantage that the internal 
validity of the experiment does not require successful randomization to have been car-
ried out (Charness et al. 2012). In the former, if different people are asked at the airport 
and in the bakery about their willingness to pay, it must be ensured that the assignment 
to the two groups was purely random and that there was no selection effect. This is 
unnecessary with a within design.
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Charness et al. (2012) see another advantage of the within design in its closer prox-
imity to theory. For example, if the demand function of a household is formulated, then 
the idea behind it is that the household is faced with different prices and assigns differ-
ent demand decisions to them – that is, there is a “within” connection between price 
and demand quantity. In addition, in the real world it is also important to describe the 
reaction of actors to parameter changes. Therefore, within design can be credited not 
only with higher internal validity but also higher external validity.

A within-subject design is ideal if one wants to test the behavioral effects arising 
from the introduction of a certain scheme (e.g. a new remuneration system) in the labo-
ratory. Here the aim is to determine how subjects familiar with the old scheme react to 
the new scheme – and this can be observed very successfully in a within-subject design.

 Disadvantages of the Within-Subject Design
As already mentioned, in the within design there is no avoiding that dependencies arise 
between the individual observations in the different treatments. This may well be desired, 
as described at the end of the last section. Let us go back to our sandwich example. If 
one and the same person provides the statements on the willingness to pay for the sand-
wiches from both locations, the first statement may set an anchor for the second. In order 
to be able to interpret the results, it is necessary to correct for this anchoring effect. One 
possibility, of course, is to send half of the subjects to the airport first and the other half 
to the bakery first. The variation of the order gives information about whether there is 
an anchoring effect, which would manifest itself in the form of an order effect. If this is 
detected, we are faced with a dilemma. It is clearly possible to consider only the first of the 
two statements in each respective case, since the anchoring effect does not exist in these; 
but then we would effectively be looking at the between design. The other possibility is 
to average the observations. However, it is then no longer entirely clear how the result 
should be interpreted. The average difference between the statements of willingness to 
pay will only correspond to the true difference if the distortions caused by the sequence 
are symmetrical. Whether this really is the case, however, is by no means certain.

The fact that the observations may be dependent also has direct implications for the 
analysis of the data. Since one and the same person is providing different information, a 
panel structure of the data is generated. This requires the use of econometric and statis-
tical methods that take into account the fact that the observations made by one person 
are subject to effects stemming from the characteristics of that person.

The degree of dependence between the individual observations of a within design 
depends on the particular experiment. It is particularly noticeable if a practice effect 
occurs within the individual treatments. This happens, for example, when a parameter 
value is varied between the treatments, but the basic setup of the experiment is identical 
and has been designed to make the subjects better at making a decision over time. This 
point can be generalized: whenever individual treatments continue to have an effect on 
the subjects in any way, within-subject designs are particularly susceptible to bias.

What is probably the biggest issue that can cause trouble with a within design is that 
presenting the subjects with different treatments can lead to an experimenter demand 
effect. If the treatments differ only in that a single parameter of the experimental design 
has been changed, then this change very clearly indicates to the subject what is at issue 
in the experiment. In extreme cases, the experimenter’s experimental setup fully reveals 
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the research question. This may, but does not have to, lead to subjects seeking to behave 
in a manner they believe fulfills the experimenter’s expectations. For example, if a price 
were being varied, the expectation would be that a price increase would probably lead 
to a decline in demand. Everything we said about the experimenter demand effect in 
7 Sect. 2.5.1 must be given particular consideration in within designs.

 Advantages of the Between-Subject Design
A clear advantage of between designs is that they are very easy to handle. All the con-
siderations that have to be made in connection with transfer effects between treatments 
in within designs can be ignored here. The only condition to be met is that the subjects 
are randomly assigned to the different treatments. This means not only letting chance 
decide who comes into which group, but also checking whether randomization “acci-
dentally” led to a particular selection. For example, it is important to check whether the 
gender distribution in the groups is reasonably even. A dangerous selection could also 
emerge if the distribution of the students’ subjects of study were to be very uneven. For 
example, if treatment A were mainly played by economics students and treatment B 
were played predominantly by humanities students, this random selection could lead 
to bias. If, however, randomization is successful, then it is absolutely true that “random 
assignment is a powerful tool” (Charness et al. 2012, p .3). It is true because successful 
randomization makes it possible to prove causal effects very reliably. If a treatment effect 
can be proven to be highly significant in a between design, then this is strong evidence 
that the parameter that was changed is responsible for the differences in behavior.

Another advantage is that the statistical analysis of between data is easier than 
within data, as it is not necessary to correct for dependencies between data elements. 
Charness et al. (2012) assume that between designs tend to lead to conservative results 
as compared to within designs. This also suggests that if there is significant evidence of 
an effect in between-subject design, there is a relatively high certainty that this finding 
is revealing a causality.

 Disadvantages of the Between-Subject Design
The disadvantages are in a sense a mirror image of the advantages of the within design. 
For example, in some circumstances considerably more resources (time, money, 
subjects) may be required to obtain statistically meaningful data than with the within 
design approach. In other words, with the same use of resources, less statistical “power” 
is likely to be achieved with a between design than with a within design. Moreover, the 
external validity is not as direct as with a within design. However, it can be argued that 
this disadvantage is more than compensated for by the high degree of certainty that is 
gained in detecting causal effects.

As we can see, both methods have their advantages and disadvantages. The problems 
that arise in within designs due to transfer effects between the treatments can be miti-
gated somewhat by interspersing the treatments that matter in the experiment between 
those that have nothing to do with the actual research question and which are only 
carried out in order to distract the subjects and also to confuse them a little, so that 
they cannot so easily deduce the research question from the treatments. However, such 
an experiment requires more time and resources. In addition, even here one cannot 
exclude learning effects. It can also make sense to combine both designs. Let us assume 
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that two treatments A and B are played in an experiment. Half the subjects undergo A, 
the other half undergo B. The result is a classic between-subject design, but there is no 
reason not to subsequently let those who played A play B and present A to those who 
played B. This does not change the quality of the data of the first run-through at all, but 
the result is the added advantage of gaining a within design with control over any order 
effects. In this way, the benefits of both these approaches can be used in one experiment.

 > Important
When it comes to the question of which issues the subjects should decide on, 
experimenters have to make three fundamental decisions. First, they must decide 
whether the subjects should respond to a specific decision of another player or 
whether they are to specify a complete strategy. The strategy method involves 
providing a response for all the possible moves of the other players. We have seen 
that the strategy method has substantial advantages because it makes it possible 
to generate many decisions with relatively little effort. However, it is important 
to be aware that it can also lead to a different response from players than a direct 
response to an opponent’s decision.

Second, the experimenters have to decide whether they will give money to 
the subjects without the subjects having to perform some task for it or whether 
they will require the subjects do some prior task in order to receive the money. If 
they decide to have the subjects “work” for their money in order to avoid a house 
money effect, a decision has to be reached as to what kind of work is required. 
The main problem here is any learning effects that lead to the real effort being 
non-linear.

The third basic decision is to choose between a within-subject design and a 
between-subject design. Both have advantages and disadvantages that need 
careful consideration. A rule of thumb is that a between design is easier to handle 
statistically, but in many cases a within design may offer some extra benefit in 
terms of external validity.

2.8   The Repetition of Games

There are only very few decisions of economic interest that we take once only and are 
never faced with again. Normally we have to make decisions again and again. In fact, 
we may even make some of them very frequently. In a certain sense, this is a good thing 
because it gives us the opportunity to learn and adapt our behavior to experience. This is 
also the reason why many games are played repeatedly, meaning that the subjects make 
the same decision several times within one experiment. The methodological implica-
tions that this has depend on how the repetitions are designed. For example, for experi-
ments in which strategic interactions occur, it makes a significant difference whether 
this interaction takes the form of a repeated “one-shot” game – i.e. with a new partner 
in each round – or whether it is a repeated interaction with one and the same partner. 
It is possible – although rarely done in practice – to repeat experimental sessions with 
the same subjects. Here, too, a few things have to be taken into account so that the data 
obtained can still be meaningfully interpreted.
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2.8.1   Repetition Within a Session

The majority of games tested in economic experiments are played over several rounds, 
i.e. the respective game is played repeatedly with the same subjects within one ses-
sion. The main reason for these repetitions is to give the players the opportunity to 
gain experience and learn the game. To a lesser extent, it is also to investigate whether 
and how behavior changes when one and the same task has to be solved repeatedly. 
For example, public good experiments are usually played over 10 rounds. A stylized 
fact that can be deduced from hundreds of such experiments is that contributions to 
the establishment of the public good decline when the game is repeated. Fischbacher 
and Gächter (2010) show that there is a high probability of social learning behind this 
phenomenon.

Learning involves subjects receiving information or gaining experience from which 
they can draw conclusions. Which information the subjects receive, however, is again a 
question of experimental design. This means that this design also determines the oppor-
tunities for learning in an experiment.

Before dealing with learning in experiments, we first revisit a point from the previ-
ous section. It is of great relevance for the strategic situation in which the subjects find 
themselves whether they are always put together with new partners during the game 
repetitions or whether they interact with one and the same person several times. It is 
not crucial that they know for sure that they are always playing with the same partner. 
It suffices that there is a sufficiently high probability of meeting the same person again. 
This point is so important because reputation effects, which are not possible in a one- 
time interaction, can play a role in a repeated interaction. In many experiments found 
in literature, this distinction is not discernible in the clarity and accuracy that would 
actually be desirable.

For example, a distinction is often made between partner and stranger design. The 
first means that a repeated experiment is performed in fixed groups. The subjects there-
fore know that they are playing with the same person(s) in each round and they receive 
information about the actions of the other person(s) in the individual rounds. With a 
partner design, it is clear that we are dealing with a repeated interaction and that reputa-
tion and learning effects that are not possible with a one-time interaction may occur. 
For example, the subjects learn something about how the other person(s) have behaved 
and they know that the other person(s) can observe what they themselves have done. It 
should be clear that both could have an impact on future rounds.

However, a completely different strategic situation exists if the subjects know that 
they will only interact with every other subject once.42 Although it is possible to learn 
something about the behavior of the subjects in general, this does not reveal precisely 
how the game partners in the next round will behave, since their behavior in the pre-
liminary rounds cannot be observed and no direct “messages” can be sent to them 
through one’s own behavior. In order to clearly delineate direct and indirect reputation 
and learning effects, stranger designs should therefore be structured in such a way that 

42 Cooper et al. (1996) experimentally show that the difference between repeated one-shot games 
and a repeated game can be substantial.
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the subjects know that they will definitely not meet subjects of the current round again 
in future rounds. Indirect effects are only ruled out if it is also certain that the subjects 
with whom the player will interact in round t also had no indirect contact with subjects 
with whom the player interacted in t − i. To ensure this, what is known as the round- 
robin design has proved its worth. Suppose a two-person game is to be repeated ten 
times one-shot. Then 20 subjects are needed to set up a round-robin design. These are 
divided into two groups of 10 each. To illustrate the method, imagine these 10 subjects 
in two circles arranged concentrically, resulting in 10 pairs (. Fig. 2.3):

After one round, one of the two circles is turned one position further, resulting in 
10 new pairs. This rotation is repeated in the same direction until 10 rounds have been 
completed. This method of creating repeated one-shot games was proposed by Cooper 
et al. (1996). Kamecke (1997) has shown that it is the only way to avoid direct or indirect 
reputational effects.

Simply forming new pairs randomly in each game round without using the round- 
robin design can lead to a problem. Suppose there are two roles in a two-person experi-
ment. Five subjects are assigned role A and five subjects are assigned role B. Then the 
game is played ten times and five new pairs are formed in each round. Such designs are 
also sometimes referred to as stranger designs. But strictly speaking, it is a repeated 
game because the probability of interacting multiple times with at least one of the sub-
jects in the other group is 1, which means that reputation effects can play a role.

What role does learning play in repeated experiments? First of all, it is important 
to realize that there are different things that can be learned in an experiment. It is use-
ful to differentiate between things that can only be learned if the experimenter pro-
vides appropriate information (feedback) and things that can be learned without any 
 feedback. The former includes learning about other subjects’ behavior. Different conclu-
sions can be drawn from this behavior. In strategic situations, the information helps to 
form better expectations about future moves of other subjects. But the information can 

       . Fig. 2.3 Round Robin Design
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also be used to find out which “social norm” is currently at work, for example in experi-
ments in which subjects can act more or less socially.

In more complex decision situations, the repetition of the game undoubtedly also 
leads to the subjects learning to understand the game better. This does not necessar-
ily mean that they will converge toward the theoretically predicted behavior, but they 
could. For this, it is essential that subjects receive feedback after each round, even if 
sometimes only in the form of their own payoff.

It is also possible, however, for the subjects to learn without receiving feedback. 
Weber (2003) demonstrated that subjects were even able to learn about other people’s 
behavior without being told how they behaved. The experiment in which he observed 
such “learning without feedback” used a so-called guessing game. The object of this 
game is that all the members of a group specify a number between 0 and 100. The winner 
is the group member whose number is closest to 2/3 of the average of all the numbers 
mentioned. Research has shown that the behavior observed in such experiments can 
be readily explained by what is known as k-level reasoning. A level-0 player randomly 
selects a number. A level-1 player assumes that the other players are level-0 players and 
therefore chooses 2/3 of 50 as number (33). A level-2 player assumes that the other play-
ers are level-1 players and selects 2/3 of 33 (22), and so on. In the Nash equilibrium of 
the game, all the players choose zero. Weber was able to observe the subjects converging 
toward the equilibrium when repeating the game, although they received no feedback. 
The explanation for this is that a subject who behaved like a level-1 player in round 1 
could then assume that in round 2 the others will behave like level-1 players and he will 
therefore become a level-2 player. All he has to keep in mind is that the others may have 
thought the same way he did.

Yet there is still more for a person to learn without feedback, especially about him-
self. He learns how he feels when he plays a certain strategy. This is especially important 
when the experiment brings subjects into conflict, for instance, between selfish and 
social behavior. The subject who acted selfishly may have learned that this behavior was 
not sanctioned – neither by the experimenter nor by his own conscience. The player 
who behaved socially might learn that she did enough for others in the last round and 
can now also think of herself. In addition, subjects generally learn what it is like to go 
through the experiment. They get used to the environment, to the processes and to the 
presence of an experimenter. The situation in which they find themselves loses its unfa-
miliarity. All of this can lead to changes in behavior over time. If such changes can be 
observed, it may be worth investigating their cause. Sometimes this is possible by vary-
ing learning opportunities and monitoring whether this changes behavior. As a matter 
of principle, it is vital to control the learning opportunities as effectively as possible in a 
repeated experiment.

A particular problem in relation to the repetition of experiments is the endeavor to 
perform games that are repeated “infinitely often” in the laboratory. The reason for this 
is that such games have an important role to play from a game-theoretical point of view. 
The best example of this is the fact that cooperative behavior – provided that the players’ 
self-interest and rationality are common knowledge – can only be modeled in prisoner’s 
dilemma situations in game theory if the game is repeated infinitely often. Now it is clear 
that an experiment cannot really be repeated indefinitely. The most common method of 
implementing something similar to “infinity” in the laboratory is to repeat experiments 
indefinitely and often. This is achieved by performing a next round only with a predefined 
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probability after a certain number of definite repetitions, so that the experiment is termi-
nated in finite time, but the subjects do not know when this will happen. This method, 
admittedly, quickly comes up against natural limits. Bruttel and Kamecke (2012) point 
out that laboratory experiments can only take a certain number of hours and that this 
means that the probability of termination usually either has to be very high or cannot 
be stationary, because it must approach a value of one at some point. As a result, what is 
termed the final-round effect, which normally occurs in experiments with a fixed number 
of rounds, can even be found in experiments with random termination. In cooperation 
experiments, for example, the willingness to cooperate diminishes in the last few rounds.

Bruttel and Kamecke (2012) propose a procedure that avoids this effect, but has the 
disadvantage of being comparatively complicated. They have the subjects make a series 
of consecutive decisions. This happens until (in a two-person game with two pure strate-
gies each) one of the four possible strategy combinations is played twice in a row. If this 
happens, this combination is counted as what is played to infinity, and the computer cal-
culates the resulting payoffs using a discount factor of 0.8. Alternatively, after the intro-
ductory rounds, the subjects can also specify their own future strategy by indicating how 
they will play in the next round if one of the four possible strategy combinations occurs 
in the current round. Bruttel & Kamecke’s experiment showed that the first method in 
particular had a stabilizing effect and was able to mitigate the final-round effect.

 ? Question
Can you think of any other reasons (apart from trying to create “infinity”) why you 
should play experiments that do not have a definite end-point?

The subjects’ making the same decision several times in a row in an experiment has 
an impact on the statistical analysis of the data, since these then have the character of 
panel data, i.e. there are several temporally different observations for one and the same 
person. This necessitates taking into account the conditions that are specific to the indi-
vidual subject (for example, their preferences, their personality) and that do not change 
during the various runs of the experiment. The procedures available for this will be dealt 
with in a separate section in 7 Chap. 4, which deals with statistical analysis.

 > Important
Repeating games within a session can create different learning effects. The experi-
menter determines which are possible, at least in part, through the design of the 
experiment. For example, if the same partners always play the game together, the 
learning opportunities that arise are different from those that occur when playing 
with new subjects in each round. If the experiment is to be designed in such a way 
that one-shot interactions are to be repeated, then a round-robin design should be 
chosen because this is the only way to avoid direct and indirect reputation effects.

Which learning effects occur also depends on the complexity and type of the 
game. In more complex games, repetition can lead to a better understanding of 
the game.

In repeated games, it is important whether the test subjects know how often 
they play or whether they are unaware of it. Games played with random 
termination can be used as a (more or less close) substitute for unending games.
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2.8.2   The Repetition of Sessions

It is very common for games to be repeated within a session. This is probably the case 
in the majority of experiments. It is very rare, however, that entire sessions are repeated 
identically with the same subjects (exceptions are Volk et al. 2012; Carlsson et al. 2014; 
Sass and Weimann 2015; and Brosig-Koch et al. 2017; and Sass et al. 2018). Yet such 
repetitions make perfect sense. As we have already said, the vast majority of decisions 
that people make are not made just once. They are repeated. The same applies to many 
interactions we have with our fellow human beings. Whether to be cooperative or not, 
whether to voluntarily sacrifice income to help others, whether to tell the truth when a 
lie would benefit us more – all these are issues that every human being faces very often 
and in a very similar way. The question is whether we can learn how people behave 
in such recurring situations from experiments that only take place once in their own 
very unique way. This question seems all the more justified because the experimental 
situation is a special one – one that inevitably differs from real-world situations. Would 
it not make sense to repeat sessions to make them more similar to real-world decision-
making situations?

There is a second point to add. Laboratory experiments present the experimental 
subjects with a very special and necessarily artificial situation. We have pointed out in 
many places in this book that this particular laboratory situation can have an impact 
on the behavior of the subjects. These effects are likely to be all the stronger, the more 
unfamiliar the laboratory environment is to the subjects. By repeating sessions with a 
certain amount of time between them, it can be possible to accustom the subjects to the 
experimental situation and thus eliminate the unfamiliarity. It is reasonable to assume, 
for example, that experimenter demand effects can be mitigated. The subjects are under 
observation and this can influence their behavior. It is possible to become accustomed 
to being observed, however, and when this happens, repeated sessions are more likely to 
reveal “true” behavior than those that are performed only once.

Yet why shouldn’t it be possible to achieve these effects by repeating the game within 
one session? There are at least two arguments against it. First, it could be that subjects 
view a repeated one-shot game within a session as one game. An example may help 
to clarify this point. The phenomenon of moral self-licensing has been described in 
the literature.43 This means that after doing something “good” or “social”, people grant 
themselves the right to think more about themselves and act more selfishly at the next 
opportunity. This phenomenon is more likely to be observed in repeated sessions than 
in repeated games in a session because in the latter case the decisions could be viewed 
as a whole and therefore there is no real repetition of the situation.

The second reason is that when deciding how to behave in the experiment, the sub-
jects are also likely to be guided by the opportunity costs of participating in the experi-
ment. If an experiment is played over several rounds and these rounds are paid off, 
the average opportunity costs per round in the course of the experiment will decline. 

43 Merritt et al. (2010) provide a survey of the literature on “moral licensing”. More recent experi-
mental studies relating to this effect have been conducted by Brañas-Garza et al. (2013), Ploner 
and Regner (2013), Clot et al. (2014), Cojoc and Stoian (2014) and Brosig-Koch et al. (2017), for 
example.
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This means the individual rounds are no longer identical. Subjects who go into the 
experiment with the goal that they definitely want to recoup their opportunity costs, for 
example, may change their behavior once this goal has been achieved.

Hence, there are good reasons for repeating sessions identically. Seeing as this is the 
case, why are experiments that do just that such a big exception? Any answer to this 
question is, of course, speculative. One theory is that experimental economists refrain 
from such experiments because they are accompanied by an unavoidable loss of control. 
It is not possible to control everything that the subjects do between sessions, and it 
cannot be ruled out that things may happen that might influence their behavior in the 
experiment. This places a constraint on one advantage of laboratory experiments – their 
high internal validity.

An obvious complication of such experiments would be that the subjects talk to each 
other between the experiments, with all things being possible. For instance, they might 
discuss what behavior is appropriate in the experiment, or coordinate their actions and 
so on. In such a case, the experimenter would have no control whatsoever over the com-
munication content and thus no control over the experiment. Uncontrolled conversa-
tions between the subjects are in a sense the worst-case scenario in experiments with 
repeated sessions. However, they are relatively easy to prevent. Strict adherence to the 
anonymity of the subjects is all that is necessary, beginning with subject selection. If they 
are students (which is generally the case), the subjects should not all be from the same 
faculty and, if possible, not from the same academic year. This already reduces the prob-
ability of meeting each other by chance after the experiment. It is, of course, imperative 
that the subjects have no contact with each other before, during or after the experiment. 
They should therefore be individually invited to different meeting points and picked up 
from there. During the experiment they should sit in soundproof booths that prevent 
them from seeing other subjects, thus making it impossible to make contact with them. 
After the experiment, they are to be led out of the booths individually, so that no contact 
can be made at this point either. If all these rules are observed, at least the probability of 
direct communication between the subjects of the experiment is very small.

Of course, the subjects cannot be prevented from talking to other people about the 
experiment and gaining experience over which the experimenter has no control. Even if the 
subjects cannot be relied upon to comply, the instructions should in any case include the 
statement that such conversations are undesirable. It also cannot be avoided that subjects 
inform themselves about the experiment, for example, by doing research on the Internet. 
Although such behavior may be the exception, it cannot be ruled out. All these factors 
lead to a loss of control on the part of the experimenter. However, this does not necessar-
ily mean that the results of repeated sessions cannot be interpreted. First of all, it must be 
conceded that even between two more or less identical decision- making situations in real 
life, people gather new information and gain new insights. This means that the restriction 
of internal validity is accompanied by an increase in external validity. In reality, the gain 
in information and knowledge will not be very systematic, i.e. the experiences gathered 
are likely to be randomly distributed. One might argue that the same is likely to happen 
between experimental sessions. In other words, the influences to which the subjects are 
exposed between two sessions are likely to go in very different directions. If the experiment 
shows that there is a uniform change in behavior throughout the sessions, it is therefore 
unlikely that this will have been generated by experiences made between the sessions.
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Another problem with repeated sessions is unreliable subjects who do not attend all 
the sessions. Subjects failing to show up is not only annoying, but also reduces the inter-
pretability of the experimental results because it cannot be ruled out that a selection 
process is associated with their absence. For example, it could be precisely the subjects 
who had certain kinds of experience in previous sessions who are missing in later ses-
sions. A very effective means against such absences is to postpone payments to the end 
of the series. The threat of going away empty-handed if one does not show up for all the 
sessions is quite credible and should not fail to have the desired effect.

Furthermore, careful consideration should be given to the payoff design in repeated 
sessions. For example, if a session is played four times, the payoffs in the first sessions 
may result in income effects that could influence behavior in subsequent sessions. In 
addition, subjects may carry out a kind of portfolio planning to manage their payoffs in 
one way or another over the four sessions. Both effects can be eliminated by randomly 
selecting one of the four sessions at the end of the last session to be the payoff-relevant 
session. If it is desirable to prevent the incentives from becoming too weak, the proceeds 
from this session can be paid out four times. This payoff method has another advantage 
that might play a role in certain experiments. It can prevent information about other 
subjects’ behavior that the payoffs might indirectly convey from reaching the subjects. 
This could be important, for example, if the experiment aims to investigate the pure rep-
etition effect and it is desirable to avoid learning and reputation effects as far as possible.

Although the repetition of sessions raises a number of additional methodological 
problems, it is able to solve some problems that are frequently encountered in connec-
tion with conventional experiments44 and that mainly concern the external validity of 
experiments. For example, it is criticized that subjects have too little opportunity to 
become accustomed to the artificial experimental situation. This is combined with the 
criticism that experiments do not give the subjects enough scope for learning processes 
and gaining experience. Having the subjects repeat sessions obviously resolves these 
issues. There is no denying the loss of control that goes hand-in-hand with this, but it is 
also quite certain that repeated sessions lead to “more mature” behavior being observed 
in the experiment, i.e. behavior that might have been reflected on more and that there-
fore might approach behavior in real contexts more closely than does behavior in one-
off sessions. It is important to weigh this advantage against the disadvantage associated 
with loss of control.

 > Important
The repetition of sessions is comparatively rare. One reason for this may well be 
the fact that it is not possible to control what the subjects do between sessions, 
thus implying a loss of control. On the other hand, repetition may lead to an 
increase in external validity and allow mature behavior to be observed in the 
laboratory. The loss of control can, in particular, be minimized by ensuring that 
the probability of contact between the subjects is as low as possible. This is 
achieved first and foremost by maintaining strict anonymity during the 
experiment.

44 See, for example, the discussion initiated mainly by Levitt and List (2007).
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2.9   The Reproducibility of Experiments

Scientific research aims to make general statements about causal relationships whose 
validity can be verified intersubjectively. An experiment conducted in a particular labo-
ratory at a particular time with particular subjects cannot be the basis for such a state-
ment. Its results are in the first instance no more than a single observation. If a causal 
relationship is established, it applies specifically to this experiment, and it cannot easily 
be generalized. Experimental findings become usable – to put it more precisely – actu-
ally only when they have been proven several times and it has been shown that they 
apply irrespective of time and place. Of course, experimental methods cannot prove 
that a certain causality actually exists. This applies to all experimental and empirical 
disciplines. To describe it using a famous example, even if one has observed so many 
white swans, one cannot logically derive the statement “All swans are white” from this. 
That would be invalid inductive reasoning.

In the final analysis, however, it is not the aim of experimental research to produce 
“true” statements in the above sense. Rather, it is about creating empirical, experimental 
evidence. This means gaining insight into which causal relationships are likely to be 
encountered under which circumstances. This is not possible with a single experiment, 
but requires the experience that observations can be reproduced relatively reliably. This 
has some methodological implications, also for the design of experiments. The most 
important implication is that experiments must always be designed in such a way that 
they are reproducible.

The requirement of reproducibility is essential for scientific work. If it is not fulfilled, 
a basic prerequisite for the scientificality of results cannot be fulfilled: the intersubjective 
verifiability of scientific statements. In principle, experiments lend themselves very well 
to being reproduced. The prerequisite for this is that the design of the experiment does 
not contain any elements that are bound to a specific location or to a specific person. 
An experimental result that can only be observed if the experiment is carried out by 
assistant X but not if it is supervised by someone else is worthless. The same applies 
if the result can only be observed in a particular laboratory. Experiments must there-
fore be designed in such a way that they can be reproduced in any laboratory by any 
experimenter.

However, it is not enough to simply create a design that allows an experiment to be 
reproduced. So that a replication can actually be conducted, this design and all its ele-
ments must also be well documented. Comprehensive documentation must guarantee 
that the experiment can be conducted identically by other people at a different loca-
tion. This means that details of all the auxiliary materials used must be supplied. Not 
only the instructions that the subjects received, for instance, but also the software used 
in the experiment should be available to those who want to reproduce it. In addition, 
the procedure of the experiment must be documented very precisely. This includes, for 
 example, the way in which the subjects were invited and received in the laboratory, 
whether and in what form they had contact with each other, how the instructions were 
distributed, whether they were read aloud and how questions of understanding were 
dealt with. Every single detail could be important. Of course, the raw data collected in 
an experiment are also among the things that have to be documented. This is not abso-
lutely necessary for reproducing the experiment, but reproducibility refers not only to 

 Chapter 2 · Methodological Foundations



137 2

the experiment, but also to the subsequent statistical analysis. There are several reasons 
for this. On the one hand, it is then possible to check that the analysis is free of errors. 
On the other hand, the number of possible statistical procedures that can be applied is 
very large. Sometimes the question arises whether the results will change if other statis-
tical methods are used. This is also a kind of robustness check which can be carried out 
and which says something about the stability of the results.

Documenting an experiment properly and comprehensively is a necessary condi-
tion for it to be replicable, but it is not sufficient. For the experiment to be replicated 
identically, all these documents must also be accessible. This is a problem that should 
not be underestimated. At present, the situation in experimental economics means 
that it is more or less a matter of chance whether the information needed to replicate a 
particular experiment can be obtained. In practice, this is done by writing an email to 
the relevant colleague and asking him or her to provide the documentation. Success in 
this depends on how well organized the documentation department in the laboratory 
concerned is. It does sometimes happen that things go missing. This risk is especially 
high when many authors have worked on the experiment, all of whom have relied on 
each other to document it. Recently there have been various initiatives aimed at creating 
central repositories where experimental data is collected, processed and made available 
in such a way that the replication of experiments is assured. At the time of writing, for 
example, the Deutsche Forschungsgemeinschaft (German Research Foundation) is fund-
ing a project that aims to create a database that will collect experimental data from all 
the social sciences and provide access to it in a repository. Ideally, such initiatives will 
result in the establishment of a central collection point that will provide clear guide-
lines for documenting experiments and provide access to all the experiments that are 
appropriately prepared and stored to all researchers worldwide. In this case, it is easy to 
imagine that a routine of sorts will arise, with every experiment carried out anywhere in 
the world being documented accordingly. Routines are very helpful here, because if they 
exist, an experiment can from the outset be designed in such a way that it can easily be 
documented according to the appropriate standard.

In order for an experiment to be replicated identically, it is necessary to provide the 
experimental design in detail. This does not mean, however, that variations in design 
should not be allowed when reproducing experiments. As long as the experiment is 
reproduced in all its essential aspects, it can even be very helpful if minor deviations 
from the original occur. It is ultimately a matter of obtaining robust results, and an 
experimental observation that disappears when the experiment is performed a little 
differently is not robust.

The reproducibility of experiments is important not only because it is the prerequisite 
for generalizable, robust causal statements. It has a second and equally important func-
tion: it is an indispensable tool in ensuring good scientific practice. Behind this lies the 
fact that in the very competitive scientific world there are substantial incentives to deviate 
from this practice. The more unexpected and surprising an experimental result is, the 
greater the chance of publishing it in a good journal. Such results are easy to achieve – 
by manipulating the data. The calculation is very simple. The easier it is to replicate an 
experiment, the less it pays to manipulate the data. If someone invents sensational results, 
he can be pretty sure that there will be people who will make the effort to reconstruct the 
experiment. Spectacular examples from the natural sciences show how great the danger 
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of data being manipulated is. Experiments there are sometimes much more difficult to 
reproduce because they may involve substantial technical and human resources.

Experimental economists have a huge interest in everything being done legitimately 
in their scientific community. If manipulations were to occur, the credibility of the 
entire profession would be massively shaken. By ensuring that experiments can be easily 
replicated, the scientific community is very effectively protected against this danger. The 
biggest problem with reproducing experiments is often not the experiment itself, but the 
fact that there are far too few incentives in the scientific world to carry it out. Imitating 
the experiment of one or the other scientist – possibly with the same results – is not very 
creative and satisfies scientific curiosity only to a very limited extent. In addition, the 
chances of publication of a straightforward replication are extremely meager. The infor-
mation that a particular result could be reproduced can in principle be summarized in 
one sentence: “The results of the experiment that Mr. X or Ms. Y published in Z could be 
reproduced.” This is not something that will boost the impact of a journal. But if nobody 
wants to publish simple replications, why even do them?

Replications are of course interesting if they show that the result of an experiment 
cannot be confirmed. Whether this is the case, however, is only known after repeating 
the experiment. For this reason, this incentive does not have a special appeal either since 
there is a very high risk of obtaining the same results as in the original experiment. The 
fact that many experiments have been replicated despite these problems is due to the 
fact that many experiments have not been completely redesigned, but are rather varia-
tions of already known designs. As a result, the baseline treatment used in the respec-
tive type of experiment is also played in the variations. For example, the ultimatum 
game experiment has been carried out in many variations. In most of these variants, the 
original ultimatum game is needed as a baseline against which the effects of a new varia-
tion of the experiment are measured. In this way, replications of the baseline treatment 
are created as a by-product, as it were. The same applies to all the major experimental 
designs, with all of them having been investigated in ever new variations.

Nevertheless, it remains a fundamental problem of experimental economic research 
that there is such a lack of incentive to carry out the important task of reproducing 
experiments.

 > Important
Experiments must be reproducible, for only then can stylized facts, i.e. 
observations that can be reproduced again and again, be derived from individual 
observations that are tied to a time and a place. Moreover, reproducibility 
ensures the reliability of experimental results and protects the scientific 
community from manipulation. Although reproducing experiments is vital, there 
is little incentive to do so.
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Overview
In this chapter of the book we will examine the practical aspects of experimental 
research. The main question is how to proceed in concrete terms when setting up a 
laboratory, preparing an experiment and then conducting it. Of course, the method-
ological principles that we have dealt with in the second chapter play a central role. 
It will therefore not be possible to proceed without repeating a number of previ-
ously described issues, but we will try to reduce any unnecessary repetition by 
making appropriate references to what is necessary.

3.1  Setting Up an Experimental Laboratory

The basic arrangement of a laboratory consists of a series of computer workstations for 
the subjects and a workstation for the experimenter who manages and conducts the 
experiment. When planning to set up such a laboratory, the first thing needed is a kind 
of floor plan that shows how the subjects’ workstations will be arranged and how the 
experimenter’s workstation will be positioned in relation to them. There are two aspects 
which must be taken into account here and which are to a certain extent contradictory. 
On the one hand, it is necessary for the experimenter to be able to monitor the subjects 
of the experiment, for example, to prevent unwanted communication. On the other 
hand, it is important to avoid as far as possible the subjects feeling that they are under 
observation.

A very good solution to this problem is to place the subjects in soundproof booths 
(. Figs. 3.1 and 3.2). This prevents unauthorized communication between the subjects 
without the experimenter practically having to stand behind the them. A booth solution 
also has other advantages. If strict anonymity is required and the subjects are therefore 
not allowed to meet, they can be led individually into the booths and individually 
released from them again after the experiment. This also ensures that no contact can 
occur before and after the experiment.

       . Fig. 3.1 Soundproof booths 
and open workstations in the 
Magdeburg Experimental 
Laboratory of Economic 
Research (MaXLab)
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Another advantage of soundproof booths is that the desired communication between 
the subjects can be permitted in a controlled way. Since the workstations have to be 
equipped with computers anyway, it is not a problem to extend the system to allow any 
form of communication with the aid of cameras, headphones and microphones. From 
chat messages to conference calls to video conferencing, various types of communica-
tion can be set up and controlled effortlessly. Equipping the booths with two monitors 
facilitates viewing a videoconference and the display for the experimental software at 
the same time.

In order to be able to control communication, the experimenter’s workstation must 
be equipped with technology that makes it possible, for example, to follow a videocon-
ference. If all the communication is handled digitally, it is not a technical problem to 
store and archive it either. In this way, communication content and its effects can be 
investigated very effectively.

A further advantage of booths is that they ensure the subjects are not exposed to any 
distractions. This makes it easier for them to concentrate fully on the experiment. 
However, this is only possible if the computers in the booths do not provide Internet 
access and if the use of smartphones is banned during the experiment. The simplest way 
to achieve the latter is by having the devices handed in at the beginning of the experi-
ment. Another variant is that the video cameras installed in the booths for communica-
tion purposes are used to monitor whether the subjects are using their smartphones. 
However, this has the drawback that the subjects are given a very clear understanding 
that they are constantly being observed.

Thus, using booths has some advantages, but it also has its drawbacks. Soundproof 
booths take up considerably more space than simple workspaces for the subjects. If the 
space available for a laboratory is limited, it may be necessary to accept limits on the 
number of seats if a booth solution is desired. A second disadvantage is that booths are 
significantly more expensive than simple laboratory space. In order to be able to use 
them effectively, they absolutely must be soundproof. They should also not be too com-
pact and should provide sufficient space, lest the subjects feel uncomfortable in them. 
For the same reason, good ventilation, air conditioning and lighting must be provided. 
In addition, fire alarms and the like must be installed in the soundproof booths. All 
these features drive up the cost of a booth (. Fig. 3.3).

       . Fig. 3.2 Soundproof booths 
and open workstations at the 
Essen Laboratory for Experi-
mental Economics (elfe)
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The benefit of booths is that the subjects can be separated from each other very well 
and all communication can be perfectly controlled during the experiment. There may 
be experimental designs, however, in which this is not desired at all. For example, it is 
conceivable that groups have to make decisions in an experiment. Of course, this can 
also be solved in booths by allowing the group to hold a videoconference. However, if as 
realistic face-to-face communication as possible is wanted, then booths are rather a hin-
drance. Ideally, the laboratory should therefore have both a sufficient number of booths 
and “open” workstations.

Workstations for subjects that are not located in booths should also meet certain 
requirements. They should be designed to allow the subjects to be undisturbed by the 
other subjects if necessary, but at the same time to enable them to make contact with the 
other subjects as needed. It is therefore a good solution if the individual workstations – 
which of course should have appropriate basic technical equipment  – are separated 
from each other laterally by walls and – depending on the location of the open cubi-
cles – have a curtain which can also be used to provide privacy from behind. The pur-
pose of the curtain is to eliminate the feeling of being permanently observed. With the 
curtain open, direct face-to-face communication between the subjects is possible. This 
is made easier if the workstations are equipped with office chairs on rollers (. Fig. 3.4).

       . Fig. 3.3 Soundproof booth 
in the elfe
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It is highly advisable to place the experimenter’s workstation near the laboratory 
entrance – if only because this is the best way for the experimenter to monitor who 
enters and who leaves the laboratory. Technically, the experimenter’s workstation should 
be suitably equipped to monitor and control the experiment from there. It has proven to 
be very effective and time-saving to set up the experimental software in such a way that 
all the workstations can be started centrally from the experimenter’s workstation. In 
communication experiments it is important that the experimenter can monitor the 
communication from his or her seat, for example, if the instructions stipulate that the 
communication content is limited. For this restriction to be monitored, the experi-
menter must be able to listen in. Of course, this must be done with headphones to ensure 
that the communication content remains confidential.

In addition to the experimenter’s workstation, there should also be a place for the 
payment of the subjects at the end of the experiment. It helps considerably if the subjects 
still in the laboratory cannot see this area. Ideally, it should be accommodated in a sepa-
rate room. If this is not possible, a kind of mobile payment station can be set up a in the 
corridor in front of the laboratory, where the transaction can take place quietly and 
undisturbed.

A fundamental question when setting up a laboratory is how many workstations 
it should have. Of course, in the majority of cases it is better to have too many than 
too few, but two restrictions must be kept in mind. First, the available space is usually 
limited, which already means a limited number of workstations. Second, it should be 
remembered that the utilization of the laboratory requires considerable resources. 
Apart from the fact that a sufficient number of experimental projects and experi-
menters are needed, each experiment requires a sufficiently large number of subjects 
and adequate financial resources to create the monetary incentives. The larger a labo-
ratory is, the more demanding it is to ensure a satisfactory utilization of capacity. In 
view of the scarcity of resources, a common problem for economic laboratory 
research, and the competition for these resources, in which experimenters all too 
often find themselves, it would be difficult to justify a laboratory that is permanently 
underutilized.

       . Fig. 3.4 Open workstation in 
MaXLab
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Apart from the number of workstations and the size of the room, it is also worth 
considering spreading the laboratory over more than one room. This provides flexibility 
in deciding on the size of the laboratory and the number of laboratory workstations. Not 
having all the subjects in one room might seem impractical at first glance, but on closer 
inspection there are some advantages to having two rooms. Ideally, they should be next 
to each other. This opens up some additional options. For example, if the laboratory is 
very busy, the two-room solution can be used to carry out different tests in parallel. Two 
rooms are particularly advantageous, furthermore, if the experiment involves two 
groups of subjects who assume different roles in the experiment and who as far as pos-
sible should not come into contact with each other. It is significantly easier to do this by 
having one group located in the first lab room and the other in the second lab room than 
in the case where only one room is available.

So far we have only talked about the basic equipment in a laboratory, i.e. the sub-
jects’ workstations and the experimenter’s workstation. And it is the overwhelming 
majority of laboratories that consist solely of this basic equipment. Yet it is quite pos-
sible to upgrade laboratories with new technologies. Eye tracking is possible, for 
example, with the assistance of the appropriate devices. One possible application for 
this is the question, which options offered on a screen are viewed, for how long and 
in which order. Eye tracking is still relatively rarely used in economic experiments, 
but there may be new experimental designs in the future that can benefit from this 
technique.

Psychology relatively often uses equipment that makes it possible to measure 
physiological states that allow conclusions to be drawn about emotional states. One 
such example is the skin’s resistance to stress situations. The same applies to the 
pulse. Such devices can also be used in economic experiments. In neuroeconomics, 
in addition to the very complex fMRI method,1 EEG2 is still used as an imaging 
method in which electrical activities of the brain are visualized by recording voltage 
differences on the scalp. All these methods have so far only been used sporadically in 
economic laboratory research. An important reason for this may be that using them 
properly requires competences that economists do not normally possess. Against 
this background, it is very welcome that in the meantime a few scattered laboratory 
communities are forming. These are laboratories with a comprehensive range of 
technical equipment that are used by economists, psychologists and neuroscientists.3 
Of course, such laboratories also offer excellent conditions for interdisciplinary 
research. In view of discipline-specific methodological requirements, it may be use-
ful to define common methodological standards that then apply to all the users of 
the laboratory.

1 Functional magnetic resonance imaging.
2 Electroencephalography.
3 For example, such a laboratory has recently been inaugurated at the University of Karlsruhe.
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Box 3.1 The Right Software
Every laboratory needs at least two types of software. One that can be used to program the 
experiments so that they can be run over a computer network, and one that can be used for 
the purpose of administration and recruitment of the subjects. Different software solutions are 
available for both tasks. We cannot present all programs here and therefore concentrate on 
those that have become the standard so far. Having such standards is of some advantage 
because it greatly enhances the reproducibility of experiments. Being a standard, however, 
does not mean offering the best solution. For this reason, it should be left to each laboratory to 
choose the most suitable programs from the relatively large number now available to meet 
their specific requirements. However, it is always advisable that those working in a laboratory 
agree to use only one program at a time. This greatly simplifies the life of the laboratory 
manager and safeguards against avoidable errors.

z-Tree has become the global standard for experiment programming. The tool was 
developed by Urs Fischbacher and has been updated and further developed for many years.4 
z-Tree offers the possibility to program almost any experiment in a relatively simple way. Since 
it is precisely adapted to the needs of experimental economic research, it mainly contains 
elements that are frequently used there. This has the advantage that z-Tree is relatively 
streamlined and therefore easy to learn. The program is available for free and it is well 
documented. Many laboratories offer regular z-Tree workshops in which, amongst others, 
students planning to conduct an experiment as part of their master thesis learn how to use the 
software. As already mentioned, it has proven to be a great advantage that z-Tree is a program 
that is used all over the world. Experimental research is very often teamwork and it is not 
uncommon for teams to be composed of people from all over the world. It is therefore of great 
help if everyone is familiar with the same software.

In addition to the programming of experiments, laboratories need professional 
recruitment and supervision of subjects if these laboratories are to conduct experiments on a 
regular basis. Programs are also available for this purpose. ORSEE, developed by Ben Greiner,5 
played a similar role to z-Tree for quite some time. In contrast to the programming of the 
experiments, when it comes to the recruitment software it is not so important that many 
laboratories choose the same program, since the recruitment always takes place locally. This 
makes it a little easier for newcomers and is probably the reason why HROOT has in the 
meantime become a strong competitor for ORSEE. Both solutions have a similar scope of 
services. With the aid of the recruitment software, it is possible to manage all the potential 
subjects online. People who would like to participate in experiments can register for the 
database online. The most important characteristics of the respective person are recorded in 
the database. In addition to demographic data, this includes above all information on the 
experiments in which a particular person has already participated. It is very important to know 
this because, as a rule, researchers are interested in people who have not yet had any 
experience with the planned experimental setup. Sometimes, however, it is desirable to invite 
precisely those people who have already participated in a similar experiment to the laboratory.

The recruitment process is the same for both programs. Once the criteria for the selection 
of the subjects have been defined, a sufficiently large number of suitable potential participants 
are randomly selected and invited to the experiment by email. Those who want to participate 
can register online. As soon as enough applications are received, the recruitment process ends.

4 See Fischbacher (2007).
5 See Greiner (2015).
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General rules for the use of the laboratory are not only useful when the laboratory is 
used by different disciplines. More importantly, a general code of conduct should be 
agreed which laboratory users are obliged to observe. Everything that happens in the 
laboratory affects the reputation of all the scientists working there. Therefore, steps should 
be taken to avoid that the behavior of individuals could damage this reputation. For 
example, the laboratory rules should determine how to deal with a shortage of subjects or 
a computer crash. Furthermore, it is imperative that the rules stipulate that subjects must 
not be manipulated. It is also likely to be of great benefit if negative payoffs to subjects are 
precluded as this could be particularly damaging to the reputation of the researchers. In 
general, those who use the laboratory should agree on their understanding of the rules of 
good (laboratory) science and then put this in writing in the form of a laboratory code. 
Nevertheless, the best laboratory rules are of no use if compliance with them is not mon-
itored. This leads us to the question of whether a laboratory needs a laboratory manager.

Box 3.2 Is a Laboratory Manager Needed?
The answer to this question naturally depends on how intensively the laboratory is used and 
how well equipped it is. If it is a computer lab that is only occasionally used for an experiment, 
no one is needed to monitor the laboratory. However, if the laboratory is set up specifically for 
research and equipped with the appropriate technology, it is highly recommended that a 
laboratory manager be employed.

The tasks of the laboratory manager are manifold. The primary task is to ensure that the 
technical conditions for experiments are always at an optimum level. This requires someone 
who is very well acquainted with both the hardware and the software used in experiments. 
Both of these components are constantly evolving and the laboratory should always be at the 
cutting edge of technology. That is at least the goal. How far it can be achieved naturally 
depends on the resources available. Another important task of the laboratory manager is to 
regularly recruit new subjects for registration in the online database. In addition, the laboratory 
manager should of course also ensure that laboratory capacities are allocated fairly and that 
laboratory rules are actually observed. In order to fulfill all these tasks, it is of great advantage 
for the laboratory manager herself to be an active researcher. This ensures that she can 
communicate on an equal footing with other laboratory users and that she is familiar with the 
state of the art in these matters. This makes it much easier to determine which technology the 
laboratory should have and which is superfluous.

3.2  Preparing an Experiment

In this section, we look at the practical side of what happens before the first subject 
enters the laboratory. Until then, a large number of questions must be resolved and the 
methodological foundations that we laid in 7 Chap. 2 will be taken into account in 
answering these questions.

3.2.1  Choosing the Design and the Treatments

The choice of the experimental design depends on the specific research question to be 
answered by the experiment. Of course, this presupposes that this research question has 
been given careful consideration. Once this question has been formulated, the experi-
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ment must be designed in such a way that it produces data that make it possible to 
decide how the research question can be answered. Ideally, this is achieved by deriving 
hypotheses from the research question. The hypotheses can then be either confirmed or 
rejected on the basis of the experimental data. Formulating hypotheses thus serves, 
above all, the purpose of determining the experimental design. All those who are 
 conducting an experiment should also ask themselves what information is being pro-
vided by the data generated in the experiment. On the basis of this information, are they 
really in a position to decide whether or not a hypothesis should be rejected and whether 
it can be clearly separated from other hypotheses? Only if these questions can be 
answered with “yes” is the design tailored to the research question.

The role hypotheses play in experimental studies is controversial. Some disciplines 
adopt a very puristic attitude to this, which is based on the notion that only those find-
ings of an experiment that refer to the previously defined hypotheses can be used. The 
reason for this restrictive attitude is the fear that hypotheses are formulated ex post, so 
to speak, after the experimental results have been obtained. This contradicts the ideal 
image of the scientist who works empirically and devises an experiment in order to 
answer a clearly formulated research question. The first step must be to derive the 
hypotheses from one or more theories, which must ultimately be verified. If this path is 
not followed, the experiment is not theory-based and is thus scientifically inferior – at 
least this is the purists’ point of view. We are in favor of a rather more pragmatic view 
here. Theory, or at least a clear hypothesis, should of course guide the experiment and 
determine the experimental design. But should we ignore findings that do not fit the 
hypotheses? Reinhard Selten, Nobel Prize winner and pioneer of experimental research, 
shared the following story, which was passed on to us by word of mouth. Some astro-
nauts are sent to Mars and told: “Our hypothesis is that there exist red rocks on Mars. 
Bring back rocks that are consistent with this hypothesis.” The astronauts land on Mars 
and find red rocks, but they discover even more. Under every stone they pick up, they 
find little Martian worms. What are they supposed to do? Only take the red rocks to 
Earth because there was no hypothesis as to whether and in what form there is life on 
Mars? From a puristic point of view, they would have to do this and start a new expedi-
tion to Mars, this time equipped with the hypothesis that there is life on Mars.

We propose not to ignore findings that arise in an experiment and that lie outside 
the hypotheses that were formulated ex ante. The history of science is full of examples of 
important discoveries made by chance and not the result of targeted research. This does 
not mean, of course, that we should refrain from formulating the most accurate hypoth-
eses possible. Random findings are more the exception than the rule and working inac-
curately when formulating the hypotheses may ultimately reveal that the data generated 
by the experiment is not at all suitable for answering the research question. This should 
be avoided at all costs.

When formulating the research question, it is not only the creativity of the researcher 
that is decisive, but also a thorough investigation of the scientific world. Is there already 
empirical or experimental evidence on this issue? Only an intensive search of the literature 
can shed light on this. It is a good idea to proceed carefully and invest the necessary time. 
Nothing is more annoying than having an interesting experimental result and then discov-
ering that you are not the first to do so. It should be remembered that experimental works 
are not only published in the relevant economic journals, but also increasingly find their 
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way into general scientific journals.6 Of course, it is not only necessary to clarify whether 
the specific experiment has already been carried out elsewhere, but also to find the litera-
ture that is closely related to one’s own research question. In doing so, it is advisable not to 
limit oneself to experimental work (and also not only to works from one’s own discipline).

Experimental research is directly related to economic theory. It is therefore also 
important to ascertain whether there are models in the literature that are relevant to the 
research question under consideration. For economists, this question is of particular 
significance because there is a reference point of sorts for the interpretation of experi-
mental results that can rarely be avoided: What is the prediction that can be derived 
from rational (and self-interested) behavior? In order to be able to answer this question, 
a suitable model is required. Either this already exists in the theoretical literature or it 
needs to be developed and solved.

The situation is somewhat different when we are dealing with an experiment in which 
it is already clear that rational and self-interested behavior does not provide any useful 
predictions. This applies to many of the standard experiments used in experimental eco-
nomic research. There is no way to explain the behavior in the ultimatum game experi-
ment, in public good experiments or in the trust game experiment if we assume that the 
subjects behave strictly rationally and try to maximize their own payoff. This leaves us 
with two possibilities. Either we have a model that deviates from these assumptions and 
tries to organize the experimental findings, or we limit ourselves to a purely exploratory 
study that tries to gain information about individual behavior that might help to find an 
explanation for what happens in the experiment. In studies that do not examine a specific 
model and for which it has already been shown that rational and self- interested behavior 
does not provide a good explanation, it is sometimes difficult to come up with reasonable 
hypotheses. Sometimes there is simply no theory that could provide a clear prediction of 
what should happen. Even if the hypotheses that we can then use have a certain degree of 
arbitrariness, they should nevertheless be formulated ex ante.

Once the hypotheses have been determined, the experimental variables relevant for 
hypothesis testing must be defined. This is a very important point, and there are certainly 
degrees of freedom. Let us take an example. Suppose an experiment is planned with a two-
person game in which player A can punish player B if B does something that A does not 
like. The punishment is that A reduces the amount paid to B. However, this sanction 
incurs costs of a to A for every euro he reduces the amount paid to B. If it is punishment 
behavior that is being investigated, what is the relevant variable, the costs A will incur to 
punish B, or the punishment B will have to bear? In any case, the information given in 
Box 2.1 should be observed: the payoff function is crucial and should not be too flat.

When it comes to the specific design of the experiment, the key question is what 
needs to be controlled and how this should be achieved in each individual case. Basically 
there are four things that can (and should) be controlled.

1. Preferences, Motives, Attitudes
The question of how preferences can be controlled was discussed in detail in 7 Sects. 2.2 
and 2.4. The induced value method replaces the utility function with a payoff function, 
assuming that the subjects always act according to the maxim “a higher payoff is 

6 Journals such as Nature, PLOS ONE, PNAS or Science are meant.
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better than a lower one”. An obvious hypothesis9* in any experiment using monetary 
incentives is therefore that the subjects behave in such a way that their payoff is maxi-
mized. However, as already indicated, other motives can also play a role. People can 
behave unselfishly because they have altruistic motives, or generally include the well-
being of other subjects in their considerations. On the other hand, they may also be 
willing to harm their fellow players, for example to punish them for certain types of 
behavior or because they simply want to do “better” than the other subjects in the 
experiment.

When analyzing behavioral motives that deviate from pure payoff maximization, it 
is important to realize that such motives cannot be observed directly. This means that 
their existence can only be concluded if they lead to deviations from payoff-maximizing 
behavior. This is an important point to consider when designing the experiment. If it is 
to be possible to deduce certain behavioral motives from the subjects’ behavior, then the 
monetary incentives must be set in such a way that a specific motive can be deduced as 
clearly as possible from the deviations from purely selfish behavior. This is not always 
easy. Let us look at an example. In an ultimatum game experiment, if we observe that the 
proposers offer to split the amount of money to be allocated 50:50, then we cannot 
directly conclude the motive for this. It may be due to a strong sense of fairness, but it 
may also be that this behavior is driven solely by the fear that the responder will reject 
an offer that is less favorable for him than 50:50.

 ? Question
When discussing payoff functions in 7 Chap. 2, we pointed out that payoffs should 
be salient and dominant. Do you remember what that means?

If it is the fear of rejection that drives the proposer’s behavior in the ultimatum game 
experiment, then it might be useful to elicit the beliefs concerning the responder’s rejec-
tion behavior. Do you remember what to look out for?

All motives beyond payoff maximization must be viewed as a deviation in behavior 
from “rational self-interest” and it may be worth considering whether the differences in 
behavior that experimental design permits can be used to draw the most unambiguous 
conclusions possible about the underlying motives.

In all these considerations, one aspect that we have already discussed in great detail 
in 7 Sect. 2.5.1 must always be taken into account – the experimenter demand effect. 
There is no general, specifically applicable rule on how to deal with it, apart from the 
ever-valid reminder that one must be aware of the fact that undesirable experimenter 
demand effects can occur. A sensible approach might be to consider what conclusions 
the subjects could draw from everything the experimenter does and whether among 
those conclusions there are also some that should not play a role in the experiment. 
We have also said a few things in 7 Sect. 2.5.1 about how to avoid such undesirable 
effects.

2. Constraints under which decisions are to be made
The constraints under which decisions are to be made can take very different forms. 
Basically, everything that defines the decision-making situation in which the subjects 
are to be placed falls under this category. When designing these restrictions, a basic 
methodological decision is necessary. Should the experiment be designed in such a way 
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that the decision in the laboratory runs as parallel as possible to real-world decisions, or 
is the aim to create an abstract decision-making situation that primarily serves to put a 
formal model to the test?

In terms of content, there are two important areas that can be designed in practi-
cally every experiment: first, the payoff conditions and, second, the information that 
the  subjects receive. The main aspect of the payoff conditions is of course the payoff 
 function, which constitutes the core of the experimental design (see 7 Sect. 2.4.1). 
There are, however, other questions that need to be addressed. Should a show-up fee be 
paid (see 7 Box 2.2)? How high should the initial endowment be? Will the subjects be 
given the money or do they first have to earn it in order to avoid the house money effect 
(which we discussed in 7 Sect. 2.2.4)? With the payoff function and the initial endow-
ment, the subjects’ budget constraints are defined – and thus one of the most important 
constraints for economically relevant decisions. In addition to the monetary constraints 
that restrict our decisions in terms of income and prices, it is important to know what 
information we have when making decisions. It is an outstanding advantage of the 
experimental method that this aspect can also be fully controlled. This makes it possi-
ble to closely examine the impact of specific information on behavior. That is why it is 
crucial to very carefully consider what the subjects are to be informed about when 
determining the design. Closely connected to this is the question of whether and what 
form of communication between the subjects should be permitted. In 7 Sect. 2.6 we 
discussed the factors that may play a role in this.

3. The manner of presentation (the frame)
In 7 Sect. 2.5.3, we dealt in great detail with the question of what role the frame of an 
experiment can play. For this reason, we will only briefly go over the important issues 
that need to be considered in connection with the selection of the frame. First of all, 
every experimenter must realize that it really is necessary to make an active choice, 
because there is no such thing as an experiment without a frame. The second issue to be 
settled is whether one prefers as neutral a presentation of the decision problem as pos-
sible or whether the aim is to approximate a frame as it is actually found in the real 
world. Finally, the connection between the manner in which an experiment is presented 
and potential experimenter demand effects should be considered when designing this 
part of the experiment.

4.  Experience and prior knowledge of the subjects 
of the experiment

People’s prior knowledge or experience can systematically influence their behavior 
(see 7 Sect. 2.3). If these factors are not controlled, there is a risk of having selection 
effects in the experiment and these should be avoided if possible. If in one treatment 
mainly economists participate and in another, mostly humanities students, this can 
lead to a difference that looks like an treatment effect, but which in reality can have 
other causes.

It is not only by way of academic subjects of study that such effects can arise. The 
laboratory experience of the subjects, for instance, may also play an important role. We 
will give an example. In a laboratory, an experiment is carried out in which the subjects 
are left in the dark as to how many parts there are in the experiment. The experimenter 
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now adds another round or another run-through, unannounced. It may well be the case 
that this experience affects the expectations of the subjects of such an experiment the 
next time they participate in an experiment. They may then expect the same thing to 
happen again and this can certainly influence their behavior.

A similar effect may occur if subjects have already participated in a similar exper-
iment before. This can easily happen because many experiments are conducted using 
the same basic design. The experience subjects gain in such experiments can influence 
their behavior in later repetitions. This is the reason why the software used to organize 
the recruitment of subjects and manage the pool of subjects opens up the possibility 
of maintaining an overview of the experiments in which a subject took part. Then, for 
example, when inviting people to a type X experiment, it is no problem to write to 
only those people who have never participated in a type X experiment before.

Now that the issue of how to control of the above items has been dealt with, some 
important elements of the design still need to be addressed. These have been discussed 
in detail elsewhere and will therefore only be briefly reiterated here. For one thing, a 
decision must be made as to whether a within-subject or between-subject design is to be 
used (see 7 Sect. 2.7.3). Finally, it is necessary to determine whether the data provided 
by the experiment will conform to the statistical requirements that must be fulfilled for 
a meaningful analysis. To this end, the statistical procedures to be applied and the 
requirements these procedures place on the data must be determined. 7 Chapter 4 of 
this book will deal with this topic in detail.

3.2.2  Instructions, Recruiting, Plan of Procedure 
und Pilot Experiment

 Creating the Instructions
The subjects need to be informed about the course of the experiment and this is done 
with the help of instructions given to them. We have already made some basic consider-
ations about what instructions should and should not contain (see 7 Sect. 2.5.4). Here 
we are concerned with the more practical question of how instructions should be 
 written.

Of course, there is no authoritative standard text, but in our experience it has proved 
useful to introduce the instructions by briefly informing the subjects in the experiment 
that they can earn money through their participation and whether it depends both on 
their own actions and those of other subjects in the experiment how much money they 
are paid in the end. It should also be emphasized that leaving the workstation and talk-
ing to other subjects during the experiment is prohibited. If the experiment involves 
communication between the subjects, this must of course be explained separately. How 
to get the experimenter’s attention to ask questions, how long the experiment takes, 
whether there is a show-up fee and – if the experiment consists of several parts – how 
many parts the experiment has and how these parts are related are also typically 
explained in the instructions.

After this general information has been provided, it is time to describe the experi-
mental design. It is important that this is done in such a way that every subject under-
stands exactly what decision he has to make and what consequences this decision has 
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for him and eventually for the other players. However, a caveat needs to be made in this 
connection. Particularly in experiments in which learning behavior is to be investigated, 
it is sometimes necessary not to tell the subjects everything that will happen. If they 
knew everything, there would be nothing left to learn. It must nonetheless be ensured 
that the subjects do not receive untrue information (see 7 Sect. 2.3.1).

Instructions should be as simple as possible and not too long. The longer the text, 
the more likely the subjects will not read it to the end. When writing texts, scientists are 
used to assuming that their readers have a high level of expertise and intelligence, 
which is why it is sometimes difficult to explain simple things very precisely and clearly. 
But this is exactly what is necessary to avoid misunderstandings in relation to the 
experiment on the part of those subjects who – for whatever reason – do not pay close 
attention.

Instructions should explain the experiment comprehensively and, as already men-
tioned, under no circumstances should they contain untrue things. This does not mean, 
however, that instructions must contain everything that happens in the experiment. As 
already mentioned, in learning experiments, for example, it may make sense to leave the 
subjects in the dark about the true payoff mechanism. Sometimes it is also necessary to 
prevent the subjects from knowing how often the experiment will be repeated. This can 
be important, for instance, to avoid final-round effects. This brings us to a point where 
it can be difficult to decide whether we are still in the area of permissible omission or 
already in the area of forbidden deception. One example is public good experiments 
with a so-called restart (see Andreoni, 1988). At the beginning of the experiment, the 
subjects were only told about a normal public good experiment played over 10 rounds. 
Only after the 10 rounds had been completed were they informed that the game was to 
be played once more because “there was just enough time to play again”. This is defi-
nitely a borderline case. On the one hand, the subjects were not told anything false. On 
the other hand, such an approach creates a reputation that in experiments a person can 
never be sure whether something else will follow. And this is not in the interest of exper-
imental research.

 Writing the Plan of Procedure
Once the instructions are written, it may prove useful to create a plan of procedure for 
the experiment. This is particularly the case when the different sessions and treatments 
are not always carried out by the same people. Assistants are frequently deliberately 
used to conduct an experiment in order to exclude possible experimenter demand 
effects that can emanate from a professor. As a consequence, it may well be that it is not 
always the same people who work in the laboratory. In this case, a plan of procedure is 
essential to ensure that all the experiments proceed in exactly the same way. This plan 
should describe as precisely as possible what is to happen during the experiment. This 
begins with the subjects entering the laboratory. Should they be admitted individually 
or as a group? What measures must be taken to maintain anonymity? How are the 
instructions distributed or read aloud? What is the procedure for responding to ques-
tions from the subjects? All these detailed questions will be dealt with in more detail in 
7 Sect. 3.3. It is vital that the plan of procedure describes all these details so that each 
and every person who conducts the experiment knows exactly what to do, how to do 
and when to do it, from the admission of the subjects to the final payment of the payoffs 
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of the experiment. Creating a plan of procedure has another advantage: it facilitates the 
replication of the experiment. It is, of course, very helpful if such a plan exists and if it is 
made available to anyone who wants to repeat the experiment.

 The Pilot Experiment
Once the plan of procedure has been drawn up and all the detailed issues described in it 
have been addressed, the experiment could in principle commence. But before doing so, 
it is often wise to run a pilot experiment. The purpose of such a pilot is to check whether 
everything runs exactly as imagined. An important point here, of course, is the software 
or the specific program that was written to conduct the experiment. Does it perform 
under realistic conditions – even if the users make mistakes while entering their data (as 
subjects sometimes do)? It is much more unpleasant to discover an error during the 
actual experiment than during a pilot experiment.

The way the pilot experiment is to be designed is entirely open. It is possible to either 
reduce the number of subjects in a session or invite the planned number. The former is 
cheaper, the latter is safer (for example, because it makes it easier to estimate the dura-
tion of the sessions). If the pilot experiment is to be used purely for testing the processes 
and the software, it can be run with people who know that it is a pilot experiment. These 
do not have to be recruited in the usual way. After all, it cannot be ruled out that some-
thing will go wrong and, in this case, the participants are prepared for it and the labora-
tory’s reputation will at least not suffer. If, however, the aim is to gather valid data in the 
pilot experiment, there should be no deviation from the actual experiment when select-
ing the subjects, i.e. the same recruitment method and the same number of subjects 
must be used. Furthermore, the payoffs need to be real and equal to the payoffs of the 
planned experiment.

In addition to the software, the instructions should also be thoroughly checked in a 
pilot experiment. After the experiment, the subjects can be informed that they were 
involved in a pilot experiment and asked how easy it was for them to understand the 
instructions and how well they understood them. Experience has shown that subjects 
are very cooperative when asked where they see potential for improvement in the pro-
cedure of the experiment or in the formulation of the instructions.

After the completion of a pilot experiment and the evaluation of its results, the ques-
tion arises as to how to deal with the data that was obtained. If the subjects were selected 
and paid off as they would be in the experiment, if everything ran smoothly and if no 
changes to the design or the way the experiment was carried out were necessary, there 
is nothing against integrating the data into the data set of the experiment. The pilot 
experiment therefore does not differ in any way from the other sessions in which the 
experiment is conducted. But what is to be done with the data if something goes wrong 
in the pilot experiment? As a rule, they disappear into oblivion, as does the entire pilot 
experiment, on account of being unusable for the experiment. Exceptions are, however, 
cases in which the selected parameterization proved to be unsuitable in the pilot exper-
iment. Here it is in keeping with best scientific practice to report this, as this informa-
tion is important for the interpretation of the robustness of the results. But it could also 
be useful for the pilot experiment to be published with the experiment, even if some-
thing was not successful. Reporting errors discovered during the pilot experiment pro-
vides others with an opportunity to learn from these errors. Making this possible may 
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not always be easy (who likes to report on mistakes he made?!), but it might prove to be 
helpful for other experimenters.

 Recruiting the Subjects
Before an experiment can be carried out, it is essential to confirm that suitable sub-
jects are available. Recruitment is relatively easy if it is limited to students as subjects. 
In 7 Box 3.1 we already pointed out that there are various software solutions for the 
administration of a pool of subjects, all of which are very user-friendly and make 
recruitment very easy. However, this presupposes that students register in the corre-
sponding database, thus expressing their desire to participate in experiments. This 
can only be achieved if the laboratory carries out a certain amount of public relations 
work. This is not so difficult. Ideally, the university administration is cooperative and 
allows the laboratory, for example, to write to first-year students by email informing 
them of the laboratory, the possibilities of earning money and the registration proce-
dure. Of course, the email should also contain a link to the corresponding portal. If 
there is no possibility to send electronic mail to the potential subjects, it is necessary 
to take the more difficult path and go through the lecture theaters to introduce the 
laboratory. Experience shows, however, that emails are much more successful because 
they make it extremely easy for the recipients to register in the database.

If the recruitment was successful, the laboratory possesses a pool of potential subjects 
for selecting those to be invited after the pilot experiment. The criteria used to do this can 
be very diverse, but it is crucial that they always take into account a principle that must 
be observed when inviting subjects: selection bias is to be avoided. For this purpose, it is 
necessary, for example, for the subjects to be randomly assigned to the different experi-
mental treatments. The software used for the invitations is designed to do this, using a 
random selection procedure to choose the people to be invited for each treatment.

It is advisable always to invite a few people as substitutes, who only participate in the 
experiment if registered subjects do not show up. When inviting the subjects, it is 
important to inform them that they may act as a substitute and will therefore only be 
used if necessary. It is also important that the substitutes are paid for showing up, even 
if they are not used. Experience has shown that substitutes have no problem with their 
role if they receive monetary compensation for the costs they incurred to get to the 
laboratory. The number of substitutes needed and the frequency of subjects not showing 
up while not having an excuse depend largely on the reputation of the laboratory. If the 
laboratory has a reputation for making high payments to subjects and for responding to 
a subject’s non-appearance, for example, by excluding the person from further experi-
ments, then there will be relatively few no-shows. It may also be beneficial to make it 
clear to the subjects in the invitation that it is important that they actually appear 
because the research work involves taxpayers’ money and can fail if the subjects simply 
do not show up.

In 7 Sect. 2.3.2, we considered the question of whether students are suitable subjects 
for experiments. Most of the time this will be the case, but there might well be circum-
stances in which it is desirable to have either certain population groups in the laboratory 
or a representative cross-section of these groups. In such a case, the recruitment process 
is of course completely different from that with students - most of all, it is much more 
difficult.
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 ? Question
Can you state the advantages and disadvantages of recruiting only students for an 
experiment?

The biggest challenge is to avoid selection processes when recruiting non-students. This 
is very difficult because ultimately there is very little control over who actually partici-
pates and whether a selection has taken place in the decision to participate. Recruitment 
becomes slightly easier if a specific group is to be addressed, for example pupils or kin-
dergarten children. In this case, cooperative schools or kindergartens must be found to 
help with recruitment. It becomes more difficult if non-student adults are wanted, espe-
cially if the selection is to be representative. There are several ways to get hold of such 
subjects. Ideally, organizations or providers that offer a representative sample for con-
ducting experiments (unfortunately, usually for a fee) can be contacted, or the experi-
ment can be conducted within the framework of a representative survey (see, for 
example, Dohmen et al. 2011). Otherwise it is possible to try using the participant pool 
of online work markets such as MTurk (see, for instance, Horton et al. 2011), an adver-
tisement in social networks, a newspaper advertisement or, if a cooperative journalist is 
found, an article in the newspaper (see, for example, Bosch-Domenech et  al. 2002). 
Random selection from the phone book is also very complex. Since unsolicited phone 
calls are either not allowed or not popular, it is advisable to write a letter beforehand 
announcing a phone call and explaining the issue. An example providing an illustration 
of how difficult it is to avoid selection processes is the fact that many people no longer 
allow phone book entries with their addresses, while those who still do may well sys-
tematically differ from the average. Whatever process is used for recruiting, one should 
be prepared for the fact that a large number of contacts are needed before the required 
number of subjects can be acquired. This is probably the reason why so few experiments 
with non-student adults are found in the literature.

3.3  Conducting an Experiment

3.3.1  Access to the Laboratory, Instructions, Unusual Incidents

 Access to the Laboratory
Once the pilot experiment has been evaluated, all the necessary design adjustments have 
been made and enough subjects have registered for the experiment, the actual experiment 
can proceed. The first step, of course, is to get the subjects into the laboratory. To do this, a 
list of names of the registered subjects must first be created. The question of how the sub-
jects actually get into the laboratory depends largely on the specific experiment. The issue 
to decide here is how to manage the required level of anonymity between the subjects. If it 
is essential that the subjects have no opportunity to identify themselves, then it makes little 
sense to invite them all to the laboratory together. In such cases, a somewhat more complex 
procedure is required. Staggering the arrival time in the laboratory is not recommended 
since, first, this can easily go wrong and, second, it can lead to the first subjects having to 
wait a long time until everyone is there and the experiment can commence. It is easier to 
specify an appropriate number of meeting points in the institution and to ask each subject 
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to go to one of these meeting points. There they are fetched individually by the experi-
menters and led to a workstation in the laboratory, where they are not visible to the other 
participants. Using walkie-talkies has proven to be very helpful in this process, allowing 
those who pick up the subjects to communicate with each other. In this way, it is easy to 
prevent chance encounters between the subjects on their way to the laboratory.

If the anonymity of the subjects is not an important aspect of the experiment, the 
complicated process of fetching the subjects can be dispensed with and they can simply 
be sent to a location near the laboratory. This can be a separate room or a corridor. Once 
everyone is gathered, the substitutes find out whether they can participate or go home 
after receiving their compensation. Two tasks then follow. First, the names of the subjects 
are checked so that after the experiment the names of those who took part in the experi-
ment and of those who may have been absent without an excuse can be entered in the 
subject database. The second task is to assign the subjects to the various roles. In most 
experiments, there are different roles: buyers or sellers, proposers or receivers and so on. 
Although it is not uncommon for there to be only one role, for example in the provision 
of public goods, the experiment is still run in several groups, so the groups have to be 
made up. It makes good sense to combine the two tasks. When the names are checked, 
the subjects draw “lots” that randomly assign them to a role or group. A well- organized 
laboratory holds suitable objects, such as table tennis balls, wooden balls or the like, that 
can be used as lots. Drawing lots for roles and group memberships ensures that the 
assignment is randomized, which is extremely important in order to avoid selection 
effects. At the same time, identification numbers can be drawn with the lots. Obviously, 
this has to be done in such a way that the experimenter cannot see the identification 
number. When making decisions in the experiment, the subjects can then enter their 
number instead of their name. This increases the anonymity of the decisions.

 Instructions for the Subjects
There is no set rule as to how the instructions are to be communicated to the subjects. 
However, we recommend first handing them out in writing, printed on a sheet of paper 
(not online), and then, if possible, reading them out loud. Reading the text aloud almost 
always has the effect that the subjects simultaneously read the text on their sheets, thus 
ensuring that they have read it to the end. If the instructions are not read aloud, this 
effect is lost and the experimenter can only assume that everyone actually has read 
everything to the end.

Whether it is possible or not to read the instructions out depends on the conditions of 
the experiment. For example, if the subjects are in soundproof booths that they should not 
leave because they are not permitted to identify each other, reading aloud is pointless, 
unless the booths are equipped with loudspeakers so that communication is possible. 
Similarly, if two or more treatments are conducted simultaneously in the laboratory, read-
ing the (different) instructions out does not make any sense. If all subjects are in the same 
laboratory room and no special arrangements to ensure anonymity have to be made and if 
all subjects participate in the same treatment, there is no reason why they should not be 
called together as a group and the instructions read out. However, reading out instructions 
should be as homogeneous as possible across sessions and treatments (i.e. ideally the same 
experimenter should be involved). Once all subjects have read the instructions, they should 
have the opportunity to ask questions. In 7 Sect. 2.5.4, we explained in detail why it is 

 Chapter 3 · Experimental Practice



165 3

 better not to have these questions asked publicly, but privately, i.e. in a conversation 
between the subject and the experimenter. In the same section, we also described in detail 
how comprehension tests should be designed in order to avoid unwanted influences on the 
subjects.

 Unusual Incidents
When a lot of experiments are carried out in a laboratory, at some point isolated inci-
dents occur that are normally considered to be rather unlikely to happen. Even if they are 
very rare occurrences, some kind of emergency plan that can be implemented in such a 
case should be kept in mind. One of the emergencies that can occur is the total crash of 
the computer system. Normally, such a system cannot be restored in a few moments, and 
it is particularly difficult to estimate how long a repair will take and whether a resump-
tion of the session is possible or not. There is usually no alternative but to stop the exper-
iment and send the subjects home. In this situation, no secret should be made of the 
cause of the disruption. The subjects are more inclined to appreciate that the experiment 
cannot go on if they know why. But at such moments it is important to remember the 
reputation of the laboratory, which will benefit if the subjects are at least compensated for 
the costs they have incurred by participating in the abandoned experiment, since they 
will not receive any payment for the experiment as such. Although the laboratory does 
not receive any useful data in return for the compensation payments to the subjects, it 
does preserve the laboratory’s reputation that it is worth participating in experiments.

Another type of unlikely but possible incident is that subjects drop out during the 
session, for such reasons as they feel sick, the symptoms of an influenza infection are 
developing or they cannot cope with the confinement of the booth in which they are 
sitting for long enough. In such a case, of course, the health and well-being of the subject 
have the highest priority. It is therefore essential to resist the temptation to persuade the 
man or woman concerned to continue to participate in the experiment. Participation in 
an experiment must be strictly voluntary. In order not to get into such a situation in the 
first place, however, it can be helpful to ask all subjects before starting the experiment 
whether they see themselves as being able to spend the time needed in the laboratory.

If illness nevertheless occurs, it naturally depends on the type of experiment how it 
continues. Basically, the other participants should not suffer any disadvantage if some-
one drops out. Let us look at an example. Suppose an experiment is played in groups of 
four people. One person drops out. The three remaining subjects must then be ade-
quately remunerated. If no decisions have been made, a lump sum can be paid to cover 
the opportunity costs of participation. If some decisions have already been taken, they 
can if necessary be extrapolated for the entire experiment and paid out accordingly. Of 
course, the data generated by the group with the absent subject cannot be taken into 
account in the evaluation of the experiment.

3.3.2  Organizing the Payments to the Subjects

Once all the decisions have been made and the experiment is over, it is time for the pay-
ments to be made to the subjects. Before this can happen, there is occasionally a prob-
lem that we would like to discuss briefly. The behavior of the subjects can vary greatly, 
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and this may also manifest itself in the fact that the individual participants in the exper-
iment solve the decision problems at very different speeds. This in turn may mean that 
individual subjects finish the experiment much earlier than others. What is the best way 
to handle this?

If the payment does not depend on the speed at which decisions are made, but only 
on the decisions themselves, then the earlier one leaves the laboratory, the higher the 
hourly rate of pay. This creates strong incentives to make decisions as quickly as possi-
ble. However, this is not in the interest of the experimenter, because speed can easily be 
at the expense of care. Subjects should think carefully and very precisely about their 
decisions and not hastily. Therefore, it should not pay off to be faster than the other 
subjects in the experiment. This is an important reason why payment should not be 
made until all the subjects are finished. The disadvantage of this rule is that it may hap-
pen that individual subjects have to wait idly for a relatively long time before payment is 
made. This effect can be alleviated by applying the principle “We will only continue once 
everyone is finished” throughout the experiment. For example, if several rounds are 
played, the next round should only be played after the last round has been completed.7 
Nevertheless, waiting times in the laboratory can occur, and the subjects may find this 
unpleasant. Experienced subjects therefore take something to read with them to the 
laboratory in order to make good use of the waiting time. However, this can lead to very 
different opportunity costs of time for the subjects, so it is not an ideal solution. However, 
the use of own electronic media should be strictly prohibited. These should not be used, 
in particular, because they could allow the subjects to communicate with each other or 
with third parties during the experiment.

There is another compelling reason for not making payment until everyone is fin-
ished. If somebody were to be paid off while the experiment is in progress, it would 
inevitably lead to those who are not yet finished being disturbed and having the feeling 
that they have to hurry, because others can already leave. This should be avoided at all 
costs. The subjects do not need to know how quickly the other subjects perform their 
tasks and restlessness in the laboratory is inherently not good for an experiment.

Once all the subjects have completed the experiment, payment can be made. How it 
is organized depends on whether the experiment is double blind or not. We will start 
with the payment in a non-double-blind design.

Ideally, payment should not be made in the same room as the experiment. If this 
cannot be avoided, it should at least be ensured that the anonymity of the payment is 
otherwise secured. An important reason for this is that the information about the pay-
ment of the others could lend itself to making a social comparison. For one thing, a 
competitive element could be brought into the experiment that is not desired. 
Experiments are not generally about entering the subjects in a contest. However, sub-
jects could come up with the idea of organizing one by trying to be better than the 
others. If they do not know what the others earn, this contest cannot take place.

Payment should therefore be arranged in such a way that each subject is paid out 
individually, without the others being able to observe how much each person receives. 

7 Note that this feature is included in, e.g., the software zTree.
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This is easiest if payment is made in another room or in the corridor in front of the labo-
ratory. Of course, every subject must sign for receipt of the money. In order to keep the 
payments secret from the other subjects in the experiment, an individual receipt could be 
presented to each subject, and this must be signed. The number of receipts that the labo-
ratory then has to manage, however, quickly becomes very large. Therefore, a procedure 
is recommended in which all the subjects and their payoffs can be entered in a list on one 
sheet. For this purpose, a template of strong cardboard or plastic that is much larger than 
a normal sheet of paper is made. A slot that allows only one row of the list to be visible is 
cut into this template, while all the other rows are hidden. When a subject comes to the 
pay station from the laboratory, the list is presented to her, she only sees her name and 
acknowledges receipt of the money without having a chance to see what the others have 
earned. The laboratory then only needs to manage one sheet of paper per session to prove 
to the administration that the experiment funds have actually been paid out.

 Payment in a Double-Blind Design
In a sense, the moment of payment is the critical point in a double-blind treatment. 
How can we ensure that a subject receives his money, acknowledges receipt of this 
money and that he still can be sure that no one can see how high his payoff was? There 
are several answers to this question. Let us start with the receipt. A solution to this 
problem requires that the university administration plays along and places a certain 
amount of trust in the experimenters responsible. After the experiment, a list is created 
of the total amounts earned by the subjects of the experiment. If a certain amount was 
earned more often, it must be listed accordingly. The subjects then acknowledge with 
their signatures that they have received one of the amounts in the list without revealing 
the amount. This is a simple and pragmatic solution to the problem, which can be easily 
implemented if the administration has the confidence that the experimenters will not 
cheat and use false information to fill up the laboratory’s coffee-kitty.

In order for it to be possible to hand over the money to the subjects without being 
able to recognize their identity, double-blind designs use identification numbers on 
cards that the subjects draw randomly and in a concealed manner at the beginning of 
the experiment. During the experiment, they identify themselves with this number so 
that it can be observed what action the subject with the number XY took, for example. 
At the end, the payoff for XY can also be calculated. One way of organizing payment 
without the subject being seen is to have a laboratory staff member in a separate room 
sitting behind some form of screen or partition. The subject passes the card with the 
identification number over the screen; the employee determines the payment for this 
number and also passes the money in an envelope over the screen. In this way, XY 
obtains his or her money without those behind the screen knowing who XY is.

If this procedure is still not secure enough, the following can also be applied. Once 
the payoffs have been calculated, the money is placed in padded envelopes bearing the 
identification number. The envelopes are placed in a cardboard box that is deposited in 
the corridor in front of the laboratory. Next to it is another box containing empty enve-
lopes of the same type, as well as the pen with which the money envelopes were labeled. 
One after the other, the subjects are asked to go into the corridor, take an empty enve-
lope and mark it with their identification number. They insert the card with their num-
ber in the envelope. Then they take the envelope labeled with their number and 
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containing their money out of the cardboard box and replace it with the envelope con-
taining their card. This ensures that no one, neither subsequent subjects nor experi-
menters, can determine which subject had which identification number. This procedure 
is cumbersome, but it is foolproof, so to speak, and therefore particularly suitable when 
it is important to assure the subjects of the experiment very credibly that their actions 
cannot be observed.
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To call in the statistician after the experiment is done may be no more than asking him to 
perform a postmortem examination … he may be able to say what the experiment died of.

R.A. Fisher, Indian Statistical Congress, Sankhya, 1938

Overview
The statistical analysis of the data obtained in an experiment is an elementary part 
of an experimental investigation. It makes it possible both to interpret the results of 
an experiment in an appropriate way and to support the experimental examination 
of the research question. It also allows the experimental setup to be improved 
before the actual experiment commences. Our main objective is to develop a broad 
guide to the use of statistical methods that systematizes and presents the content of 
the most important classes of methods and identifies the most important prerequi-
sites for their application.

4.1  Introduction

If a research question is to be answered experimentally and with the aid of statistical 
methods, the experiment must be designed in such a way that it answers this question 
as well as possible. “As well as possible” in this chapter means that the choice of method 
has been made in such a way that the formal method of analysis is appropriate to the 
statistical nature of the data generated so that they are compatible.

The interplay between the research question, the design of the experiment with the 
resulting raw data and the statistical data analysis can be compared (at least to some 
extent) with cooking a dish. As with cooking, in an experiment well-structured pre-
liminary planning is of fundamental importance. In cooking, this means before we go to 
the shop and buy ingredients and before we commit ourselves to a particular cook who 
will later transform these ingredients into a culinary delight, the dish, the ingredients 
and the cook must be precisely matched with each other in order to ultimately achieve 
the desired success. In addition to knowing which recipes have proven to be particularly 
good, we must also know the special qualities of each of the available cooks in order to 
get the “best” out of the ingredients for the dish.

The same applies to conducting an experiment. Before we send subjects to the labo-
ratory to generate raw data for us and before we commit ourselves to some statistical 
method of analysis, the research question (the dish), design of the experiment (the rec-
ipe), the resulting raw data (the ingredients) and the statistical analysis (the cook) must 
be precisely matched with each other. A bad recipe leads to a bad dish – even the world’s 
best chef can hardly change that. And a poorly designed experiment leads to a weak 
scientific result – even the most sophisticated method of analysis cannot change that. 
On the other hand, a particularly well-qualified cook can still get “that certain some-
thing” out of a good recipe and a well- founded analytical method can derive an even 
more significant scientific insight from a well-designed experiment.

In experimental practice, there is unfortunately a very slight risk that the individual 
components of a study are not, or only insufficiently, well matched. Aspiring scientists 
in particular are often under great pressure to publish, which creates the desire to carry 
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out the experiment as quickly as possible and to deal with the statistical matters only 
once the experimental data are available. At this stage of the process, it is not uncom-
mon to discover that essential experimental treatments are missing, that important 
variables have been recorded in an unsuitable way or not at all, or that only a small part 
of the data can be evaluated meaningfully with a suitable statistical method. Yet it is 
then often too late and parts of the experiment have to be rectified or perhaps carried 
out again. Not only is this noticed by journal referees, but at the end of the day it also 
costs more money and time than if a little more of both had been invested in a detailed 
and, most importantly, “thought-through” planning of the experiment before it was 
carried out.

From a statistical point of view, the course of an experimental study should be 
divided into a design phase and an execution phase. The design phase, which is to be car-
ried out first, consists of the following tasks and typical issues:

 5 Operationalizing the research question:
 5 What are the central constructs for which data must be collected during the 

experiment in order to answer the research question?
 5 Can these constructs be measured as variables?
 5 How should these variables be measured?
 5 Which of them is the dependent variable?
 5 Which of them are independent variables?

 5 Structuring the statistical design:
 5 Which variables are to be manipulated in which way by the experimenter 

(choice of treatments)?
 5 Which variables can I control and how can an undesired variation of the 

dependent variable be minimized?
 5 What is the observational unit and what is the experimental unit?
 5 How should a sample of subjects be selected?
 5 How many subjects do I need to show correctly that a certain effect “exists” 

with a given probability?
 5 What groups of subjects should be formed and what method should be used to 

form these groups?
 5 Will variables be measured on several levels (e.g. within-subject and between- 

subject)?
 5 How frequently and when should each subject’s variable be measured?
 5 Which are the qualitative variables and which are the quantitative variables?

 5 Translating the research question into a statistical hypothesis or a statistical model:
 5 What formal relationship could exist between the observed variation of the 

dependent variable and the variation of the independent variables?
 5 Which are the fixed-effect variables and which are the random-effect variables?

 5 Choosing suitable statistical methods of analysis:
 5 What is the purpose of my statistical analysis:

 Ȥ To provide a descriptive presentation of the data and the treatment effects?
 Ȥ To make a statistical conclusion concerning the population from which the 

sample is drawn (inference)?
 Ȥ To make a prediction based on an estimated model?
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 5 What are the main statistical characteristics of the experimental design or the 
resulting data (answers from previous questions)?

 5 What analytical methods can be used in view of the main statistical characteristics?

We have addressed many of these issues in the first three chapters of this book. Here, in 
the last chapter, we will focus on the statistical analysis. As soon as the theoretical design 
phase has been completed, it is the turn of the practical execution phase. This includes 
actually conducting the experiment (see 7 Chap. 3 of the book):

 5 Computer-assisted processing of the data
 5 Are there missing values?
 5 Multiple measurements: long format vs. wide format;
 5 Conversion of the data into the format of the statistics software;
 5 Are there outliers?
 5 Are there subjects who have obviously made arbitrary decisions?
 5 What are short yet understandable variable names?
 5 Creating new variables from (a combination of) already collected variables (e.g. 

group averages);
 5 Creating a list of variables with descriptions.

 5 Computer-assisted analysis of the data
 5 Describing the data using key indicators;
 5 Graphical representation of the data;
 5 Fitting the statistical model to the data by estimating the model parameters;
 5 Model diagnostics;
 5 Making inferences;
 5 Predictions using the estimated model.

 5 Conclusions
 5 Can the treatment effects be verified statistically?
 5 Can the model explain the observed data well?
 5 Are further experimental treatments necessary?

 > Important
Every experiment should always be actively designed in a goal-oriented manner 
before it is actually performed. This is the only way to produce data from which 
meaningful and valid conclusions can be drawn. No method of analysis, however 
sophisticated, can compensate for qualitative shortcomings in the experimental 
design.

There are entire textbooks available that deal with many of the tasks and issues men-
tioned above. For this reason, the statistical part of this introductory textbook is very 
much limited in its scope.

First of all, we can only present a small fraction of the methods available. Which 
method we have and have not included was significantly influenced by the following 
factors: practical relevance (do the assumptions allow a trouble-free application in prac-
tice?), complexity (is the method sufficiently easy to understand?) and popularity 
(which method is used particularly frequently in renowned experimental economic 
journals?). One consequence of this is that a particular procedure, which is used in 
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accordance with this guide, does not necessarily have to be the best possible one. 
 Generally, there are several valid statistical methods for one and the same research ques-
tion and it may be appropriate to use methods different from those discussed here. Our 
classification is therefore not a rigid and binding selection rule, but is only a first general 
guideline. The very selective nature of this statistical guide also means that the structure 
of a traditional statistics textbook is thrown overboard. In particular, jumping to very 
different sections of the statistics will be unavoidable.

Second, we will only deal with any method presented here to the extent necessary for 
its fundamental nature, and therefore its area of application, to become clear. We will try 
to dispense with formal presentations as far as possible. This of course means that it will 
not be possible to show how to derive a method or how exactly the theory behind it is to 
be understood. For these purposes, we refer the interested reader to the relevant statisti-
cal literature.

4.2  Operationalizing the Research Question

4.2.1  Construct Validity

Operationalizing the research question means translating the basic idea of the exper-
iment, which was initially formulated verbally, into a non-verbal form that is compat-
ible with statistical methods. Essentially, the aim is to find measurable variables for 
the constructs of the research question being investigated that best capture the con-
struct. Experiments that possess this property are called construct valid (Leonhart 
2008). At first glance, establishing construct validity appears quite simple in some 
research questions. If we want to investigate altruism, for example, it makes sense to 
measure the amounts allocated in a dictator game. The amount given could then be a 
measure of the degree of the behavioral construct “altruism”. But as is so often the 
case, the devil is in the detail. Where, for example, is the dividing line between self-
interest and altruism? Can we still call someone who has 100 euros and gives away 1 
cent altruistic? And are we really measuring unconditional altruism or does the will-
ingness to give something away depend on other things (such as the experimenter 
demand effect)?

It is obvious at this point that construct validity can only exist if the construct 
itself is unambiguously defined. This problem becomes even more pronounced for 
other behavioral constructs. For example, it is scarcely possible to examine “reci-
procity” in general in a way that is construct valid. A distinction is made between 
direct reciprocity (B helps A because A helped B), upstream reciprocity (B helps C 
because A helped B) and downstream reciprocity (C helps A because A helped B 
before) (Nowak and Siegmund 2005). There are also views of reciprocity based on 
higher order intentions and expectations (e.g. Rabin 1993; Dufwenberg and 
Kirchsteiger 2004; Falk and Fischbacher 2006) and those based on types (e.g. Levine 
1998) or emotional status (e.g. Cox et al. 2007). In order to examine reciprocity in a 
construct-valid way, it must be decided in advance what kind of reciprocity is 
involved.
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 > Important
When translating the research idea into measurable variables, attention must be 
paid to construct validity. This requires a clear definition of the construct in 
advance. This, in turn, often requires extensive research of the theoretical 
literature.

4.2.2  Types of Variables

In order to test a research idea experimentally, it is necessary to generate different types 
of variables. For example, suppose that the research hypothesis is that “the amounts 
offered in the ultimatum game are lower if the first mover is playing against a computer 
instead of a human being (and he or she knows this)”. In this case, the dependent vari-
able is the amount offered by the first mover. This can also be called the outcome variable 
because it is observed by the experimenter and is the result of a personal decision of 
each individual subject. An independent variable is expected by the experimenter to 
have an influence on the dependent variable, but not vice versa. In accordance with our 
research hypothesis, we expect the binary variable “computer opponent” (yes/no) to 
have an impact on the amounts offered. In a controlled experiment, the values of these 
independent variables are set systematically rather than simply being observed by the 
experimenter. In the above example, the experimenter measures the dependent variable 
“amounts offered” once under the value “yes” and once under the value “no” so that a 
comparison of both conditions is possible and the research hypothesis can be tested. In 
this case, the independent variable is also called a treatment variable, because its values 
represent the “treatments” or comparison conditions of the experiment under which the 
dependent variable is observed. The values of the treatment variables are called 
( treatment) conditions.1

Some further points need to be considered if the study is to draw a causal conclusion 
about the dependent and independent variables (and this is the main purpose of con-
trolled experiments). If we observe a difference in the amounts offered once under each 
of the conditions “computer opponent – yes” and “computer opponent – no”, we must be 
able to rule out that this difference was caused by other influences. In the worst case, the 
variable “computer opponent” actually has no influence whatsoever on the “amount 
offered”, with the difference arising only because we measured the amount offered under 
the condition “computer opponent  – yes” on Monday morning at 7 o’clock and the 
amount offered under the condition “computer opponent – no” on Friday afternoon at 
4 o’clock. If the time of day does indeed have a causal influence on the amount offered, 
but this is not explicitly part of our research hypothesis or our study, this variable is an 
example of what is called a confounding variable. Confounding variables blur the causal-
ity between dependent and independent variables because they have a “hidden” influ-
ence on the dependent variable that is not explicitly part of the experiment. The great 

1 Treatment variables are usually factor variables, i.e. variables that can only take a limited number 
of values. The values of a factor variable are generally referred to as levels.
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advantage of a laboratory experiment over a field study, for example, is that various 
treatments can be carried out in a relatively strict ceteris paribus environment (Latin for 
“with all other conditions remaining the same”). In our example, we could immediately 
exclude the possible influence of the “time of day” variable by performing both treat-
ments on the same day of the week at the same time. If the time of day variable is 
included in the experiment and kept constant over all treatment conditions, we have 
“controlled for time of day”. This means that the variable “time of day” cannot be 
 responsible for the variation in the amount offered – because it remained unchanged. In 
this way, the original confounding variable “time of day” becomes the control variable 
“time of day”.

Unfortunately, there are also confounding variables that cannot be controlled for. 
These are mainly such factors that make up the individual personality of a subject. 
Examples are intelligence quotient, income of parents, allergies, education, political sen-
timents, spatial ability, physical fitness and many more. Of course, not all possible 
uncontrollable variables are relevant to our own experiment, since many have no con-
nection whatsoever to our dependent variable. Nonetheless, we would be well advised 
to carefully consider what, on the one hand, has a high probability of influencing our 
dependent variable and, on the other hand, can vary from subject to subject while at the 
same time remaining beyond our control. When we talk about uncontrolled variables in 
the following, we will always assume that they have an impact on our dependent vari-
able. We will distinguish between those whose value is measurable for each subject, and 
those whose value cannot be measured. “Income of parents”, for instance, is quite easy 
to measure, whereas “political orientation” is much more difficult.

4.2.3  Control, Randomization and Sample Size

Regardless of whether or not an uncontrolled confounding variable is measurable, its 
impact on our dependent variable should be removed from the experiment as far as 
possible; otherwise a clear causal conclusion with respect to our treatment variable is no 
longer possible. The advantage of the confounding variable being measurable is that the 
subjects can be arranged according to the value of this variable. Blocking exploits this 
fact. Instead of directly setting the confounding variable at a constant value for all the 
subjects, we divide the subjects into blocks so that within a block the confounding vari-
able takes on a constant value and is thus controlled for. For example, if we know that 
the subjects’ gender influences our dependent variable, but we have no interest in 
explicitly modeling it, we simply divide the subjects into men and women and conduct 
the treatments for each of the blocks. Gender is then a block variable, which cannot 
influence the dependent variable in any of the blocks.2

It is much more difficult to eliminate the impact of confounding variables that are 
not controllable and not measurable. A 100% control of such variables is hardly possible 
since many of them are not only not measurable, but also unknown and their influence 
is therefore “hidden”. Nevertheless, there is a simple statistical trick that can mitigate 
their impact. The basic idea is to form two groups of subjects across which the  possible 

2 We will discuss a specific block design later in 7 Sect. 4.3.2.
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confounding factors are distributed as evenly as possible. This is done by randomly 
assigning each subject to one of the groups (randomization). In the process, it should be 
ensured that the groups consist of a sufficiently large number of independent subjects. If 
there were only one single subject in each of the two comparison groups, the probability 
would be very high that the two subjects would by chance differ greatly in terms of an 
unmeasurable confounding variable.

It is similarly problematic if there are several subjects in each comparison group but 
they do not make independent decisions within their respective group (twins, close rela-
tives, friends, etc.). In this case, the whole group would have to be interpreted as one “big” 
subject, causing a problem similar to that of a single subject. Diligently carrying out the 
randomization when creating the groups, however, will lead to the individual differences of 
the subjects being balanced out on average across the two groups. For example, if we have 
to assume that a subjects “political orientation” variable can have an impact on the giving 
behavior in the dictator game, the amount given by particularly conservative subjects in 
both groups will approximately balance each other out in a randomization. Since the same 
applies to particularly social democratic subjects, the effect of “political orientation” is bal-
anced out not only across the groups, but also within the groups. In this sense, we have 
created two homogeneous and thus comparable groups. If we now administer the treatment 
to one of the groups (e.g. “play against a computer”) and not to the other (“do not play 
against a computer”), in the best case a difference in the amount given can only be attrib-
uted to the treatment variable “computer opponent (yes/no)”. Possible unobserved con-
founding variables have now been controlled for as far as possible.

 > Important
In a laboratory experiment, the central variable is the dependent variable. 
Changes in this variable are due to the influence of explanatory variables and 
various confounding factors. If the observed change in the dependent variable is 
to be attributed to a change in the explanatory variable induced by the 
experimenter, the three most important concepts to be considered are:

 1. Control (all the unwanted influences that can be kept constant should be kept 
constant);

 2. Randomization (create comparison groups that are homogeneous on average 
by leaving it to chance which subject is placed into which group);

 3. Sample size (or replication) (ensure a sufficient number of independent 
observations in a treatment, i.e. sufficiently large groups of subjects who do 
not systematically exhibit the same behavior).

4.2.4  Scales of Measurement

Another important approach to classifying experimental variables is the level or scale of 
measurement. For many methods of statistical analysis, the format we use to measure 
makes a difference since the different scales of measurement contain different informa-
tion, e.g. measuring age in the format “12”, “18”, “50”, “80” or in the format “very young”, 
“young”, “old” and “very old”.

4.2 · Operationalizing the Research Question
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The scale with the lowest information content or the lowest scale is the nominal scale 
(also called categorical scale). The term “nominal” comes from Latin and means “belong-
ing to the name”. In fact, the value of a variable measured on a nominal scale has no other 
function than to assign a unique name. Imagine, for example, the local city office (with 
only one clerk) at a certain time. Now we happen to ask two people sitting there for their 
social security number. The answers, or realizations, are nothing other than a numerical 
designation for the person interviewed and do not allow any further conclusions apart 
from a simple distinction of that person from another person (F12345 is a different person 
from M12345) or the unambiguous assignment of a person to a category (F12345 is a 
woman and M12345 a man). Categorically scaled data can easily be used to determine the 
absolute and relative frequencies of a category, which in turn form the data basis for suit-
able statistical methods of this class. Other examples of category variables are “religion” 
(Protestant/Catholic/Muslim/...), “accept offer” (yes/no) or “hair color” (black/brown/...).

A little more information is provided by a variable measured on the ordinal scale (also 
termed rank scale), whose values always represent an ordering or sequence. In our local 
city office example, we could again randomly ask two people, but this time for the process-
ing number drawn at the entrance. Assuming the two respondents have the numbers 110 
and 90, then we not only have information about an identifier, as with a nominal scale, but 
in addition we know that person 90 will come before person 110 in terms of time. We also 
know that person 100’s request will be processed at some point between numbers 90 and 
110. What is not known with an ordinal measurement of time is whether exactly as much 
processing time passes between the numbers 90 and 100 as between the numbers 100 and 
110. It is the size relation of the numbers to each other alone that determines the order or 
rank of the realizations, whereas the differences in value of the numbers are meaningless.

As soon as differences in value of the measured quantity play a role, a metric scale 
(also named cardinal scale) is used. Identical differences on this scale always correspond 
to identical differences in the measured attribute. An example of a metrically measured 
attribute is age in years. Cardinal scales are often further differentiated. If the scale has 
an absolute zero point, then we speak of ratio scales. For example, the variables number 
of dental fillings, minutes of a day spent watching television, or the net wage of a student 
on vacation have absolute zero points, because a zero value is defined and makes sense. 
In these cases, it is always possible to make a meaningful ratio statement, such as “Peter 
has twice as many fillings as Anne”. If this zero point is missing or it has been set at some 
arbitrary lower limit, the metric scale is an interval scale. For example, the attribute body 
weight does not have a natural zero point, because people with a body weight of zero do 
not exist at all. Furthermore, it is unknown beforehand what the smallest possible real-
ization will be. If we were to stipulate that no person will weigh less than 50 kg or weigh 
more than 150 kg, then 50 kg would be the defined zero point. We would then have an 
interval scale that ranges from 0 kg to 100 kg and it is clear that a realization of 40 kg 
does not represent twice the weight of a realization of 20 kg on this scale.

4.2.5  Random Variables and Their Distribution

In the statistical modeling of the relationship between variables, the dependent variable 
is interpreted as a random variable. In an ultimatum game in which 10 single non- 
divisible plastic coins are to be allocated, it is clear from the outset that the number of 
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retained coins will be an integer between 0 and 10 and that the decision space is limited 
by these same numbers. But the experimenter does not know in advance which number 
will actually be selected. From the point of view of the experimenter, a subject is there-
fore not much more than a random generator producing numbers between 0 and 10 
according to a certain probability distribution. The elementary events of this random 
process are the realizable numbers. However, there are also random processes in which 
the realizations are not numerical in nature. Imagine two tosses of a single coin. If 
H = head and T = tail, the set of possible elementary events is the sample space Ω = {HH, 
HT, TH, TT}. It is not easy to calculate using these realizations, so each of the events is 
assigned precisely one number according to a given practical rule. For example, the 
experiment could be a competition in which one euro is awarded each time a head is 
flipped. A reasonable rule would then be HH → €2, HT → €1, TH → €1, TT → €0.

Such an assignment can also be found in the ultimatum game above. For example, 
if we want to know how much money a subject keeps for himself, the relevant assign-
ment rule would be: 0 coins → €0, 1 coin → €0.50, 2 coins → €1.00,..., 10 coins → €5.00. 
A (one- dimensional) random variable X is a specified mapping that assigns exactly one 
real number to each possible outcome of a random experiment and that real number is 
called the realization, x.

Which values of a random variable are most likely and which are less likely is deter-
mined by their distribution. The so-called density function of a discrete random variable 
indicates the probability with which a certain value occurs. The outcomes of rolling a dice, 
for example, are evenly distributed, each with a respective probability of 1/6. In the ultima-
tum game, on the other hand, we can reasonably expect that not all the amounts given will 
occur with equal probability. However, the exact distribution of the amounts is unknown. In 
the case of a continuous random variable, such as the time it took the subject in the ultima-
tum game to make his decision, the probability of an individual value cannot be specified. If 
an infinite number of values exist, the probability of a single value must be infinitely close to 
zero. For this reason, with continuous variables, it is only possible to indicate specific prob-
abilities for ranges of values, with the total area below the density function always being 1. 
The cumulative (continuous) distribution function is, mathematically speaking, the integral 
of the continuous density function. The value of the function at a point x thus indicates the 
probability with which the random variable assumes a value less than or equal to x.

The inverse function of the distribution function is called the quantile function. It 
reverses the role of input and output of the distribution function, so to speak. In con-
crete terms, this means that it provides us with the quantile, i.e. the possible range of x 
values, within which a value with a specified probability of occurrence may be found.

Most statistical distributions have certain parameters which, depending on the 
value they have been set to, determine the shape of the density function. The three 
most important parameters are expected value, variance and degree of freedom. 
The expected value is the average of all the values drawn, if we (theoretically) draw a 
random sample infinitely often under the given distribution. For example, since there 
is an equal probability of rolling each number on a (normal) dice, the expected value 
is 1/6 ∙ (1 + 2 + 3 + 4 + 5 + 6) = 3.5. The expected value of a distribution is a location 
parameter that provides information about where the theoretical mean value is located 
on the number line. The variance is the mean square deviation of all the realizations of 
the expected value and thus represents information about the dispersion of the 
 random variable. The greater the variance, the wider and flatter the density function. 
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Box 4.1 Working with Statistical Distributions
The manual calculation of the function values of a density, distribution or quantile function of a 
probability distribution can be very complex. It is also cumbersome (and rather old-fashioned) 
to look them up in tables that list the function values for some parameter constellations of the 
distribution. So why not leave the calculating work to the computer? A suitable program is the 
free tool PQRS (Probabilities, Quantiles and Random Samples) available at 7 http://www. 
pyqrs. eu/home/. It contains the formulas for both the density and the distribution function of 
all the major probability distributions. We use version 3.4 (not the Python version). After 
starting the program, the interface shown in . Fig. 4.1 appears.

The default setting in PQRS is a normal distribution with expected value 0 and variance 1 
(standard normal distribution). The density function of this distribution is displayed in the pdf 
tab. The total area under this function represents the probability 1 or 100%. In . Fig. 4.1, this is 
divided into two equal parts with a probability of 50% each and the separation is at 0, so we 
can conclude that the probability of drawing any negative number from the standard normal 
distribution is the same as drawing any positive number, namely 50%. With the two arrows 
below the graphic we can change the quantile, or the x-value, and thus the size of the two 
areas relative to each other. For example, if we want to know the probability of drawing a 
number less than or equal to −2, we enter −2 in the number field between the arrows, confirm 
with the Enter key and get the graph shown in . Fig. 4.2.

The mother of all distributions is the normal distribution. Its parameters are the 
expected value μ and variance σ2. The probability density is bell-shaped and symmet-
rical around μ, where it has the highest density function value. Every normally distrib-
uted random variable can be converted by a simple transformation into a standard 
normal distribution with μ = 0 (center of the x-axis) and variance σ2 = 1.

Other important distributions are not parameterized directly using expected value 
and variance, but indirectly using what is termed degrees of freedom, which influence the 
expected value and/or variance. The (Student’s) t-distribution, for example, has such 
degrees of freedom, with the shape of its density function more and more closely 
approximating that of the density function of the standard normal distribution with 
increasing degrees of freedom.

In addition to the uniform, normal and t-distribution, there are of course a large num-
ber of other statistical distributions, each based on its own specific random variables. 
However, since only the shape and the parameterization differ, but not the basic nature, we 
will not go into the different types further. For those who are looking for a good overview 
and want to calculate the function values of density, distribution and quantile functions 
quickly and easily at the same time, we recommend the tool PQRS described in the follow-
ing box, which will often be used in this part of the book.

       . Fig. 4.1 Normal 
 distribution
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The left number field represents the sought-after probability of 2.28% and the right 
number field represents the probability of drawing a number greater than −2, 97.72%.

We obtain the corresponding distribution function by clicking on the cdf tab (cumulative 
distribution function; see . Fig. 4.3).

Here we see two number fields, one of which we can freely specify, while the other is 
calculated by the PQRS. If we enter a value in the lower field, the value of the left number field 
is calculated, corresponding to the calculation of a distribution function value. This shows a 
probability for a given quantile. If we reverse the procedure and enter a value in the left field, it 
would be the same as calculating a quantile function value. Then we get a quantile at a given 
probability. This procedure is needed later to calculate the critical values for testing 
 hypotheses.

The option of drawing a random sample from the selected distribution is also practical. To 
do this, we select “Sample” from the top menu and then “Draw random sample”. After entering 
the desired sample size n (preset to 10) and the number of decimal places (preset to 3) we get 
10 random numbers (which of course change after each new run).

If we now select another distribution under “Distribution”, such as the t-distribution, the 
parameters of this distribution automatically appear in the field below. If we enter 4 as the 
degree of freedom here, we obtain, for example, the t-distribution shown in . Fig. 4.4, with 
which we can carry out all the steps discussed above in the same way.

       . Fig. 4.3 Distribution 
function of the normal 
 distribution

       . Fig. 4.4 t-distribution

       . Fig. 4.2 Normal dis-
tribution quantile −2
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4.3  Creating the Statistical Design

4.3.1  Compiling the Observation Units

Selecting a certain number of subjects from a total population is referred to as sampling 
in statistics. The specific design of the sampling not only influences the costs of the 
experiment, but also the type and strength of the statistical statement to be made at the 
end of the experiment.

First, it is necessary to determine what the sample should be drawn from. This set of 
subjects is called the population. For most experiments that take place at universities, 
the largest possible population is the number of all enrolled students. Sometimes people 
are also recruited outside the university for laboratory experiments and added to the 
subject pool. Basically, the smaller and more specific the population from which sub-
jects are drawn, the more specific the statistical statement that can be made about this 
population. Accordingly, statements based on small specific populations cannot be gen-
eralized particularly well to larger populations (see “External Validity“, 7 Sect. 1.5).

Second, some thought needs to be given to the sample size, i.e. the question “How 
many subjects do I draw from the specified population?” Unfortunately, in experi-
mental practice this question is often answered solely on the basis of the budget, true 
to the motto: “We simply take as many subjects as we can pay for, regardless of whether 
this number is large or small enough”. Of course, the budget is a binding constraint. In 
the neurosciences, for instance, laboratory times are extremely expensive, so that 
sample sizes are (often have to be) in the single-digit range. However, such small 
samples are problematic, especially from the point of view of inferential statistics. The 
probability that a statistical hypothesis test correctly identifies an actual effect as pres-
ent (this is called the power of a test) decreases drastically with smaller samples. In 
other words, even if in reality there is a relatively strong and scientifically relevant 
effect in the population, it will at best be recognizable as a “random artifact” and not 
as a statistically significant effect. On the other hand, there is also a “too large” in 
terms of sample size, since having samples that are too large can make statistical 
hypothesis tests too sensitive. This means that even the smallest, possibly scientifically 
insignificant effects become statistically significant.3 It is thus already clear that statis-
tical significance should not be confused with scientific significance. Depending on 
the sample size, both can be completely different. This is because statistical signifi-
cance is strongly influenced by the sample size, whereas the true effect to be detected 
in a population is not.

Third, there are several ways to obtain a sample. There are two basic types of sam-
pling: one in which the probability of a subject being drawn can be specified, and one in 
which this is not the case. The best-known representative of the first variant is the ran-
dom sample. From a population of size N, n subjects are randomly selected. The proba-
bility of each subject being drawn is then 1/N. What is important here is that every 
subject has the same chance of being drawn. If this is not the case, the sample is not 

3 We will discuss statistical significance and the relationship between sample size, effect size and 
power in more detail in 7 Sect. 4.5.
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representative of the population and is referred to as a biased sample. It is important to 
ensure that it is actually only chance that determines whether a member of the popula-
tion is drawn or not. This means, for instance, that the experimenters must not make the 
selection personally.

A disadvantage of random sampling is that we have to draw a rather large sample in 
order for it to be representative, i.e. to reflect the structure of the population sufficiently 
well. Consider, for example, a population of 1000 students of economics. Of these, 100 
students come from a poor home (“P”) and receive state financial assistance and 900 
students have rich parents (“R”), who finance their studies. If we were to draw an 
extremely small sample of size 2, there are only three results to distinguish: (P, P), (P, R) 
or (R, P) and (R, R). All three results have different probabilities of occurrence, but none 
of the samples can even begin to reflect the frequency structure of the population (10% 
P and 90% R). If the parental income plays a role in the context to be examined, then it 
is clear that this cannot be examined with a sample of size 2.

The main error here is that the sample is too small and unrepresentative. If we draw 
100 people instead of only 2, a realistic result would be for example “8 times P and 92 
times R”, which provides a much better representation of the true structure of the popu-
lation. If the sample were as large as the population itself, we would have the exact fre-
quency structure of 100 times P and 900 times R. Of course, that size of the sample does 
not makes any sense.

A slight variation of the random sample is systematic random sampling. Here we 
would select, for instance, every tenth person from a randomly ordered list of subjects. 
Thus, each person has a selection probability of 1/10 before the list is created and it is still 
guaranteed that the selection is not based on preference. This procedure naturally pre-
supposes that the list or the population itself is not subject to any order.

If it is clear that a (sufficiently large) random sample is not affordable and a represen-
tative sample is still required, then stratified sampling is a good possibility. The popula-
tion is first divided into subpopulations (strata), with the subjects within each 
subpopulation having at least one common characteristic that distinguishes them from 
the subjects of the other subpopulations. A random sample is then drawn from each 
stratum. Each of these samples must make up the same proportion of the total of all 
samples as each stratum in the total population. For example, our population has 1000 
subjects, of which 200 are male and rich (20%), 400 are male and poor (40%), 100 are 
female and rich (10%) and 300 are female and poor (30%). Our study requires that even 
with relatively small samples each of these four strata is represented in relation to the 
above proportions. For a sample size of 10, we would draw a random sample of size 2 
from the stratum “male and rich”, a random sample of size 4 from “male and poor”, a 
random sample of size 1 from “female and rich” and one of size 3 from “female and 
poor”. Overall, our sample has the same frequency structure as the population. Stratified 
sampling only works, of course, if the most important characteristics of all the subjects 
of the entire population are known, so that suitable strata can be formed. In practice, it 
is therefore particularly important to use a subject pool in which the most important 
characteristics of the subjects (gender, course of studies, experimental experience, etc.) 
are comprehensively documented and well maintained.

Non-probability sampling always leads to biased samples since not every subject has 
the same probability of being selected. In what is termed a convenience sample only 
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those people who can easily be reached by the experimenter (such as students in a lec-
ture) are invited. Samples in which participation in the experiment is on the subject’s 
own voluntary initiative (voluntary response sample) are also biased since there is a self-
selection within the population of those who have the greatest interest in the experiment.

 > Important
Larger, more general populations enhance the external validity of the 
experiment. At the same time, it is advantageous to know the main 
characteristics of all the elements of the population, which means it must not be 
“too large”. The way in which the sample is selected influences the character of 
the sample and thus also that of the experimental data. As far as sample size is 
concerned, it is also possible for this to be “too large” or “too small”.

4.3.2  How Do Experimental Treatments Differ?

It is possible to classify experimental treatments according to the number of factor vari-
ables and their type as well as the number of possible values. In a single factorial design, 
only a single variable is changed. If this is a binary variable with just two values, or levels, 
we speak of a 1  ×  2 factorial design. A distinction is made between quantitative or 
numerical factor variables (e.g. 10 km/h and 20 km/h) and qualitative or categorical 
variables (e.g. “slow” and “fast”). 1 × 2 factorial designs can be evaluated particularly 
easily since only the mean values of the dependent variables are usually compared under 
these two treatment conditions. Ideally, this difference is due to the treatment itself and 
is therefore called the (simple) treatment effect. The quantitative difference between the 
two values is called the size of the treatment effect or the (unstandardized) effect size. If, 
on the other hand, the factor variable has more than two levels, the treatment is called 
multilevel factorial design. In this case, the mean values of the dependent variable can be 
compared pairwise for every two levels or simultaneously for all levels. We will discuss 
each method of evaluation in more detail later.

A design with two factors is considerably more complex than a single factorial 
design. A diagram is a good way to get a better understanding. For example, if we want 
to experimentally investigate how the factors “games against the computer” (Comp: no/
yes or 0/1) and “the experimenter knows who I am” (Anon: no/yes or 0/1) affect the 
giving behavior in a dictator game, then this hypothetical 2 × 2 factorial design could be 
represented as a cube plot, as shown in . Fig. 4.5.4

The numbers in bold represent the (hypothetical) average amounts given for an 
endowment of 100 laboratory dollars. Each of these figures was determined in a sepa-
rate experiment with the same number of subjects. The effect of Comp without ano-
nymity is ∆C1 = 12 − 32 =  − 20. The fact that a subject is playing against a computer 
seems to reduce his willingness to give if he knows that the experimenter knows him. 
Even under anonymity this effect of Comp is negative, ∆C2 = 5 − 21 =   − 16. These 
effects are called the simple effects of the factor Comp under non-anonymity and under 

4 A real cube is formed when three factors with two levels each are considered.
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anonymity. The main effect ∆C of Comp is the average of both simple effects, i.e. 
∆C = (∆C1 + ∆C2)/2 =  − 18. In the same way, the simple effects and the main effect of 
Anon can be calculated: ∆A1 =  − 11 and ∆A2 =  − 7, resulting in ∆A =  − 9.

Note that in the experiment Anon = 1 and Comp = 1, two factors were changed 
simultaneously, whereas this was not the case in the basic experiment Anon = 0 and 
Comp = 0. This means that the 5 lab dollars given cannot be compared directly with the 
32 lab dollars given, since it is not clear to which factor the difference can be attributed. 
It is nevertheless important to carry out the treatment Anon = 1 and Comp = 1 because 
it provides two additional estimators: one for the effect of Comp with Anon = 1 and one 
for the effect of Anon with Comp = 1, which means that twice the amount of usable 
information is obtained with only one further treatment. This allows us to determine, in 
particular, whether the effect of Anon depends on the level of Comp, or whether the 
effect of Comp depends on the level of Anon. If either is the case, it is referred to as an 
interaction between the factors Comp and Anon. In our example, we see that the effect 
of Comp without anonymity is four times higher than with anonymity. Likewise, the 
effect of Anon without a computer is four times higher than with a computer. There is 
therefore an interaction, slight though it may be.

Everything we said about the 2 × 2 design also applies to multifactorial designs with 
three factors (cube design) and more (hypercube design). If k is the number of factors 
with two values each, then the number of treatments to be carried out in a full factor 
design is 2k. Since the number of treatments and thus the costs grow exponentially in k, 
the practical relevance of full factor designs (at least in economics) decreases rapidly 
with the number of factors.

Another way to classify experimental designs is based on how subjects are assigned 
to each treatment combination. The simplest design is the completely randomized design 
(CRD). As the name suggests, the assignment of the subjects is completely random 
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across all groups. In general, it is advisable to try to divide the subjects into equally large 
groups or treatment combinations. Uneven group sizes do not represent an insoluble 
problem from a statistical point of view, but usually complicate the analysis unnecessar-
ily. For example, if we want to divide 100 subjects in a 2 × 2 design, we could put the 
numbers 1–4  in a bag 25 times each, mix them well and have all 100 people draw a 
number.5 This ensures that we have 4 equal, unrelated groups. With a 1 × 2 design, the 
control and treatment groups would be unrelated. Since each subject can only be in one 
or the other group, the CRD is a between-subject design. Some advantages of the CRD 
are that it can theoretically be applied to any number of treatments, it allows unequal 
group sizes and it lends itself to comparatively simple statistical methods of analysis. On 
the other hand, the design must not be used if there are some doubts about the process 
of randomization. This is the case as soon as many treatments are tested in small groups 
and/or the available subjects are highly heterogeneous.

If the subjects are very heterogeneous with regard to a measurable confounding 
 variable, a randomized block design is recommended (also see 7 Sect. 4.2.2). Here the 
subjects are divided into “blocks” according to their various characteristics. The charac-
teristic property of these blocks is that the similarity of two subjects within a block must 
be greater than that of two subjects between two blocks. In the simplest case, the con-
founding variable, or block variable, on the basis of which the blocks have been created, 
has only two values. For example, if we know that the gender of a subject influences 
giving behavior in the dictator game, but at the same time we have no scientific interest 
in this effect, then the influence of gender on the variation of the dependent variable is 
undesirable and should be eliminated. The sample is divided into the two blocks, 
“women” and “men”, and the experiment with all the treatments is carried out separately 
in each block (complete randomized block design). It is important to assign the subjects 
to the control and treatment groups in the same way within each block. In other words, 
within-block randomization must not differ across different blocks. The overall effect of 
the treatment is obtained by combining the effects of each block. Since gender remains 
unchanged in each of the blocks, it is guaranteed that each treatment involves the same 
number of men and women. The effect on the giving behavior (e.g. comp) that is actu-
ally of interest is adjusted for the influence of “gender” and can therefore be estimated 
more effectively than without block formation. If comp did not, in reality, have an actual 
effect and we were to use a non-blocked, randomized design, it is possible that we would 
still obtain a difference between the treatment and the control groups, with this being 
caused by a random unequal distribution of gender across the control and treatment 
groups.

The principle of forming blocks can also be extended to block variables with many 
levels. In matched-pairs design a block consists of two subjects who are similar with 
regard to a particular level of the block variable. For example, in the ultimatum game we 
would like to measure the effect of Anon on the amount offered and block “parental 
income” because we suspect that this could be a confounding variable. For simplicity’s 
sake, only 6 subjects with incomes of (in thousand euros) 41, 38, 69, 68, 35 and 39 are 
available. We then have the three pairs (35,38), (39,41) and (68,69) in a matched-pairs 

5 Of course, the same procedure can be simulated faster on a computer.
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design, with a random decision subsequently being made in each block as to which 
subject enters the treatment group (Anon = 1) and which one enters the control group 
(Anon  =  0). The outcome variable of both subjects is then measured in each of the 
blocks. A hypothetical result is shown in . Fig. 4.6.6

We see that the treatment (Anon  =  1) leads to a lower offer in all the blocks. If 
income were the only variable to be controlled for, and since in each block the con-
founding variable was more or less constant, we could conclude that Anon exerts a 
causal influence on the amount offered. However, if we would like to find out how large 
the treatment effect is, a problem with blocking quickly becomes apparent: treatment 
variables and block variables can interact. In other words, it may not be possible to 
measure the treatment effect independently of the level of the block variable. In our 
case, we see that the larger the block variable, the greater the effect of Anon (distance 
between the black and gray dots in each pair). Rich students therefore react more to the 
introduction of anonymity than poor students. Therefore, in a statistical model based on 
a block design, block effects and interaction effects must always be explicitly modeled 
as well.

In the repeated measures design, each subject undergoes several measurements, 
either in one and the same treatment at different times (longitudinal design) or in differ-
ent treatments, naturally also at different times (cross-over design). The sequence of 
treatments a subject goes through is again randomized. In each case, multiple measure-
ments generate a within-subject structure with several observations for each subject. 
The main statistical problem with multiple measurements is the interdependence of the 
observations. In a 1 × 2 factorial design with multiple measurements, we get a control 
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       . Fig. 4.6 Cube plot of 
an example 2 × 2 factorial 
design

6 These data are only for instructional purposes and are not intended to be realistic.
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group (measured at level 1) and a treatment group (measured at level 2), which are 
related. Thus, the effect measured using the dependent variable can no longer be clearly 
attributed to the treatment, since it could just as easily be a time or sequence effect (e.g. 
learning, familiarization, fatigue). Counterbalancing the order (balancing) often comes 
to our aid in this case, i.e. two homogeneous groups are formed and one group is mea-
sured in the order level 1, then level 2 and the other in the order level 2, then level 1. 
More complex designs exist for factors with more than two levels, such as the Latin 
square, which is also based on the concept of balancing (Leonhart 2008). The advan-
tages of repeated measurements are lower costs due to fewer subjects, lower error 
spread, thus resulting in higher statistical power than comparable between-subject 
designs, and the possibility of measuring treatments over time (dynamics). The disad-
vantages of such a design are that it involves considerably more complex methods of 
analysis due to the dependency of the observations and weaker causalities owing to 
sequence, time and carry-over effects.

Of course, the selection of experimental designs presented here is by no means 
exhaustive and is only intended to give a first impression of how variable the specific 
structural set-up of an experiment can be. For more comprehensive and detailed pre-
sentations, we recommend one of the many existing textbooks that focus on experimen-
tal design. These include Box et al. (2005), Wu and Hamada (2009) and Morris (2010).

4.4  Statistical Tests

In everyday life, we all too often find ourselves drawing completely unscientific invalid 
conclusions, such as “A friend of mine was once robbed in City A and so it is a crimi-
nal city” or “A seatbelt isn’t necessary. After all, I’ve never had an accident”. Even with-
out formal analysis, we can be fairly certain these conclusions generalize far too much, 
since they are based on only one observation. But how can concrete statements be 
made about the quality of a conclusion? How certain can an experimenter be that an 
observed effect is not completely random? In such situations, tools from inferential 
statistics come to our assistance. The focus is on what is known as the statistical 
hypothesis testing. This can be used to check how consistent a general statement about 
the characteristics of a population is with the observed laboratory data or with the 
sample.

4.4.1  Formulating Testable Hypotheses

The starting point of a hypothesis test is what is known as the research hypothesis. It 
usually postulates the content of the research question, i.e. a difference or an effect with 
regard to a scientifically interesting characteristic of the population under  consideration. 
In the ultimatum game, for example, the following assertions could be made:
 1. RH1: Northern Germans do not offer exactly half of the amount they have available 

on average, but either more or less than half.
 2. RH2: Northern German men offer less on average than northern German 

women do.
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The first research hypothesis postulates that the average amount offered by all northern 
Germans (unknown population parameter) differs from a specific, predetermined value 
of this population parameter of 50%. For verification using statistical hypothesis testing, 
it suffices in principle to take a single sample, i.e. a subset of all northern Germans, to 
determine the mean amount offered and to check whether this sample value differs suf-
ficiently significantly from 50%. We will discuss later what “sufficiently significantly” 
means in this context.

The second hypothesis postulates an effect between two different populations. This 
effect could be tested by taking a sample from each population (control and treatment) 
and comparing the respective means of the amounts offered.

In order for such verbal research hypotheses to be tested using standardized, statisti-
cal methods, they must first be brought into an equally standardized, non-verbal form. 
The main problem here is to adequately capture the verbal content of the research 
hypothesis using a single quantitative population parameter. In our example, this would 
be the unknown, average share of the amount to be split that all Northern Germans offer 
to the other player in the ultimatum game, i.e. the population mean μ. Thus RH1 could 
be translated into the statistical hypothesis μ ≠ 0.5 and RH2 into the statistical hypoth-
esis μm  < μf   or μm − μf  <  0. A characteristic of such a statistical formulation of the 
research hypothesis is that there is no equality sign in it; an equality sign would be 
synonymous with the statement that there is no difference or no effect.

There are basically two possible approaches to testing the research hypothesis:
 1. Approach A: We assume that the research hypothesis is true and try to find 

evidence in favor of the research hypothesis.
 2. Approach B: We assume that the opposite of the research hypothesis is true and try 

to find evidence against the opposite of the research hypothesis.

Basically, what we assume to be true is formulated as the null hypothesis H0 and the 
opposite or complement of this as the alternative hypothesis H1, which for example RH1 
would mean:

 5 Approach A:
1. H0: μ ≠ 0.5 (research hypothesis assumed to be true)
2. H1: μ = 0.5

(Goal: accept H0)
 5 Approach B:

1. H0: μ = 0.5 (hypothesis assumed to be true)
H1: μ ≠ 0.5 (research hypothesis)
(Goal: reject H0)

Since approach A aims to test the research hypothesis directly, it could at first be consid-
ered preferable to the indirect approach B. But as we can easily see, approach A contains 
an inequality sign in the null hypothesis. This ambiguous formulation therefore allows 
any number of true values for μ ≠ 0.5. A true μ value, for example, cannot be both 0.6 
and 0.4. The null hypothesis must therefore always include the unambiguous case of 
equality, leaving only the “more complicated”, indirect approach B as an option. This 
principle of statistical testing is comparable to the presumption of innocence in a court 
case. The initial or null hypothesis is: “The defendant is innocent.” Instead of showing 
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directly that a defendant is guilty, more or less strong evidence that is not consistent 
with the innocence of the defendant is presented by the prosecutor. If this evidence is 
strong enough, the assumption of innocence is no longer valid and the defendant is 
found guilty. If, however, it is not possible to produce sufficiently strong evidence against 
the assumption of innocence, the defendant is not found guilty because his previously 
assumed innocence could not be called into question beyond reasonable doubt. The null 
hypothesis is assumed to be true until the data collected are sufficiently strong against it 
and it must be rejected. As soon as this is the case, the alternative hypothesis is indirectly 
accepted. However, if the data cannot refute the null hypothesis, it must still be assumed 
that it is true and the research hypothesis is not accepted. Since only the null hypothesis 
is tested in a hypothesis test and evidence is sought against it, a null hypothesis can only 
be rejected or not rejected but, strictly speaking, not accepted.

In contrast to the two-tailed (two-sided or non-directional) research hypothesis 
RH1, the research hypothesis RH2 postulates a one-tailed (one-sided or directional) 
hypothesis, because it suggests the postulated effect is in one direction More precisely, 
the hypothesis μm − μf < 0 is a left-tailed hypothesis, because it is postulated that the 
difference μm − μf  is to the left of zero, i.e. in the negative range. If the sign were reversed, 
this would correspond to a right-tailed formulation. With one-tailed hypotheses, the 
case of equality must also be included in the null hypothesis, so that for RH2 we have:

H : versus H :0 10 0m m m mm f m f- ³ - < .

Alternatively, the simplified formulation

H : versus H :0 10 0m m m mm f m f- = - <

is often used. The simplification is permissible because whenever μm − μf = 0 is (not) 
rejected, μm − μf ≥ 0 will also (not) be rejected, i.e. “equal” implies “greater than or 
equal to”.

There is no generally accepted answer to the question of whether there should be a 
one-tailed or two-tailed formulation of the hypotheses as there is still no consensus in 
statistics on the circumstances in which one method is clearly superior to the other 
(Sheskin 2000). Only if one direction of testing can be ruled out from the start, owing to 
a rejection of the null hypothesis in this direction simply being far too unlikely, is a 
directional hypothesis preferable. For example, we might be interested in comparing the 
average body weight of men and women. Before making this comparison it could rea-
sonably be expected that, if there is a statistically significant difference between the aver-
age weights, it must be in favor of men, because it is not possible for the true average 
weight of women to be more than that of men. So the actual hypothesis is preceded by a 
conjecture about the true situation and, depending on whether it can be agreed upon or 
not, this more or less suggests a one-tailed hypothesis. If μm is the average body weight 
of men and μf that of women, then we would test H0: μm − μf = 0 versus H1: μm − μf > 0. 
If our initial conjecture is in fact true, we obtain a more statistically significant differ-
ence using this formulation than if we had used the two-tailed hypothesis formulation, 
H0: μm − μf = 0 versus H1: μm − μf ≠ 0. The rejection area to the right of zero is only half 
as large in the two-tailed formulation as it is in the one-tailed formulation. In other 
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words, the probability of correctly rejecting a null hypothesis that is actually false is 
greater when using a one-tailed test than when using a two-tailed test.

Let us return to the ultimatum game with the research hypothesis H1: μ ≠ 0.5. We 
randomly select ten pairs of A and B players and have the players in each pair play the 
ultimatum game against each other. The share that A offers his opponent B is recorded 
in all 10 games and the arithmetic mean is 0.21. In view of this result, it could be assumed 
that the null hypothesis would have to be rejected because the number 0.21 is “quite far 
away” from the number 0.5. But how sure can we be about rejecting the null hypothesis? 
What does “quite far” mean in this context? And if the null hypothesis can be rejected, 
from which value on would the null hypothesis no longer be rejected? These questions 
will now be answered.

4.4.2  How Inferential Statistics Works

The basic idea behind the solution to the above decision problem is actually very simple: 
we check whether the ten amounts offered could be expected to occur as they did if the 
null hypothesis were true. If the null hypothesis in our ultimatum game is true, then the 
realized offers must come from a distribution with an expected value of μ = 0.5. A spe-
cific value for the spread of this distribution must also exist. It is either known from the 
outset, which is rarely the case in practice, or it needs to be estimated in advance on the 
basis of the sample data obtained. Let us assume for the moment that the amounts 
offered in our ultimatum game are normally distributed with an expected value of 
μ = 0.5 und a variance of σ2 = 0.01. For example, a sample that would seem to be consis-
tent with the null hypothesis is (0.50, 0.77, 0.38, 0.59, 0.25, 0.46, 0.68, 0.71, 0.51, 0.41). 
The mean value is x = 0 526.  and all the values would be spread roughly around the 
value 0.5. In this particular case, we can even be certain that this sample comes from this 
distribution, because the data were obtained from PQRS using the normal distribution 
with an expected value set at μ = 0.5 and a variance of σ2 = 0.01. In an experiment, 
however, the data are of course not computer-generated, but are the result of decisions 
made by the subjects. This means that even with an apparently “correct” observed sam-
ple, such as the one above, we can never say with certainty that this sample actually 
originated from the distribution we assumed. Worse still, with these ten numbers alone, 
we cannot even make a probability statement in relation to this assumption. This is only 
possible once we have found a random variable that provides the best possible estimate 
of the distribution parameter being tested in the hypothesis (here the expected value μ) 
on the basis of the obtained random sample data. With regard to the hypothesis 
H0: μ = 0.5 versus H1: μ ≠ 0.5, an obvious candidate for such a test statistic (or test value) 
is, of course, the sample mean x . In fact, it can be shown that x  is an unbiased  estimator 
of the population mean μ, i.e. with an infinite number of repetitions it at least on average 
matches the value μ. Mathematically, the test statistic is a sampling function that con-
verts a vector of numbers (our sample) into a single real number. Statistically, the test 
statistic is always a random variable that takes on a new value for each new random 
sample. This means that a new sample, and thus a new mean x , would result if we have 
all ten subjects play the ultimatum game again. The distribution the test statistic x  fol-
lows for each new sample is called the sampling distribution or null distribution if we 
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Box 4.2 Performing a Hypothesis Test Using PQRS
After starting the PQRS program presented in 7 Box 4.1, we select the desired distribution 
under the “Distribution” option. Our ultimatum game null distribution is a normal distribution. 
For simplicity, we first assume that the parameters of this distribution are known, using the 
values μ = 0.5 and σ2 = 0.01. We therefore change the default values to the correct values and 
then click on “Apply New Distribution”. The image shown in . Fig. 4.7 then appears.

A hypothesis test addresses the question of whether it is “likely” that the realized value of 
the test statistic originates from the null distribution or whether the value is so uncommon that 
it is simply “too unlikely” that it does so. What “likely” and “too unlikely” mean in this context 
must, of course, be specified beforehand. For example, we could specify that a random variable 
that assumes a critical value less than 0.304 or greater than 0.696 is “too uncommon” to 
originate from the above null distribution with μ = 0.5 and σ2 = 0.01, because the probability of 
this is only 5%. If, for instance, a value of 0.8 is obtained and we conclude that the random 
variable is not drawn from the null distribution, there is still the possibility that it does indeed 
originate from the null distribution and we were only unlucky to observe an improbable but 
nevertheless possible occurrence of 0.8. In this case, our conclusion is wrong and the probabil-
ity of making such an error is 5%. The specification of this error probability (or the critical 
values associated with it) is in principle arbitrary, but a significance level of 5% for statistical 
conclusions has become established as a common standard.

In order to make a probability statement in relation to the test statistic, we must of course 
know its null distribution. Even if we know that the amounts offered by each subject are normally 
distributed with an expected value μ = 0.5 and a variance σ2 = 0.01, this does not mean that the 
mean of these data also exactly follow this distribution. It can be shown that the null distribution of 
the mean of normally distributed random variables is again a normal distribution with the same 
expected value (here μ′ = μ = 0.5), but with the modified spread σ′ = s n = =0 1 10 0 0316. . . 
The spread σ′ of the test statistic is called the standard error, SE. When using the sample mean x  as 
an estimator of the true population mean μ, the standard error naturally depends on the sample 
size, since a mean based on a large sample is a more accurate estimator of the population mean 
than a mean based, for example, on only two observations. The critical values of the null distribu-
tion with μ′ = 0.5 and σ′ = 0.0316 at a significance level of 5% are 0.438 and 0.562. We obtain these 
values by distributing the probability mass at the significance level of 5% over the two ends of the 
normal distribution, i.e. 2.5% at each end. To do this, we enter the value 0.025 in the red number 
field and read the quantile in the grey number field between the two arrows (see . Fig. 4.8).

We obtain the upper critical value of our two-tailed hypothesis test by entering 0.025 in the 
blue number field. Our concrete sample yielded the value x = 0 526. ,  i.e. it is statistically 
reasonable to interpret it as “typical” or “not overly extreme” because it lies within the acceptance 

assume that the null hypothesis is true and the sample therefore does in fact stem from 
a distribution with an expected value of μ = 0.5. In order to make concrete probability 
statements, we need specific values of the density and distribution functions. The deter-
mination of these values is explained in the following box.

       . Fig. 4.7 Normal 
 distribution
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region between 0.438 and 0.562. We would consider any value that is less than 0.438 or greater 
than 0.562 to be too unlikely to be statistically consistent with the null hypothesis μ = 0.5, as the 
probability of such an event is only 5%. The hypothesis that our sample comes from a distribution 
whose expected value μ = 0.5 cannot therefore be statistically rejected.

An equivalent method to arrive at the (same) test decision is the comparison of the p-value 
with the significance level. The p-value is the probability of the realized value of the test statistic or a 
more extreme value occurring. For a two-tailed test H0: μ = 0.5 versus H1: μ ≠ 0.5, this would be the 
probability of observing a value of x  that is greater than 0.526 or less than 0.5–0.026 = 0.474. We 
enter all the relevant values in PQRS and obtain the image shown in . Fig. 4.9.

This shows that the probability of the event x < 0 474.  is just 0.2053. Because of the 
symmetry of the normal distribution around μ this corresponds precisely to a p-value of 
2 * P( x < 0 474. ) = 2 * 0.205 = 0.41. Since this probability mass is greater than the significance 
level of 0.05 (i.e. the probability mass in the rejection region), the null hypothesis is not 
rejected. Unfortunately, the procedure described above is only practical if you have a 
computer with PQRS or another statistics program at your disposal. In order to determine the 
critical values or the probability masses of the null distribution, a different table would be 
needed for every possible value of μ and σ2, i.e. theoretically infinitely many. This is why the 
random variables of any desired normal distribution are often standardized. If we know that 
x  is normally distributed with an expected value of μ′ and a standard deviation of 
¢ =s s / n , then z = ( x - μ′)/ σ′ is standard normally distributed with μ = 0 and σ = 1. With this 

transformation, only one table is needed for any parameters μ and σ2 of the normal distribu-
tion, i.e. a table of the standard normal distribution. In our case, the standardized test statistic 
z = ( x - μ‘)/ ¢ = =s ( . . ) / ( . / ) .0 526 0 5 0 1 10 0 82- and the question equivalent to the non- 
standardized procedure is: is the value z = 0.82 sufficiently different from μ = 0 that we can 
conclude with an error probability of 5% that the sample does not come from a distribution 
with μ = 0.5? The critical values of a standard normally distributed variable at a significance 
level of 5% are approximately −1.96 and 1.96. Since z = 0.82 lies within this acceptance region, 
we again do not reject the null hypothesis. We once again calculate the p-value, which is 
2 * P(z ≤  − 0.82) = 2 * 0.205 = 0.41. We already know this number from the previous para-
graph, which confirms that both test methods (one with the untransformed test statistic and 
the other with the transformed test statistic) are equivalent.

       . Fig. 4.8 Critical value 
2.5%

       . Fig. 4.9 Critical value
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4.4.3  Possible Errors and Power of a Test

As clear as our test decision with the described procedure may be (reject H0 or not), it 
must always be kept in mind that no statistical test can determine whether a hypothesis 
is actually true or false. Even if the test statistic of the sample is in the critical region and 
we come to the conclusion that the null hypothesis should be rejected, it can still be true. 
The larger we choose the critical area or the significance level, the more likely this so- 
called Type I error is. Let us imagine for a moment that the null hypothesis is in fact true. 
A good test statistic will then provide values that are on average far from the critical 
range. However, if we now increase the critical area, it will become increasingly likely 
that the test statistic of the sample will still fall into the critical area.

Now let us imagine that the null hypothesis is in fact false. In this situation, we would 
be making an error by not rejecting the null even though it is false (Type II error). For this, 
too, there is a probability, β, which can be represented as an area under a density function. 
However, this density function is different from the previous situation because the null 
distribution only applies if H0 is actually true. The distribution that applies if H1 is true is 
therefore called the H1 distribution. . Figure  4.10 compares the two distributions and 
identifies possible rejection and non-rejection areas for a one- tailed test.

Let us assume the test statistic of our sample lies to the left of the critical value. 
We are then in the non-rejection region of the H0 distribution and will not reject the 
null hypothesis. If the null hypothesis is actually true, there is a high probability of 
1  – α  =  95% that we are making the correct decision. But in the case of the null 
hypothesis actually being false (i.e. the H0 distribution does not apply), our decision 

power

a

b

critical value

H1 true

H0 true

       . Fig. 4.10 H0 distribution 
versus H1 distribution and their 
rejection and non-rejection 
regions for a one-tailed test

If the null hypothesis is not rejected, as in our case, then there is no statistically significant 
difference between the realized value of the test statistic x = 0 526.  and the value of the 
population parameter μ = 0.5 formulated in the null hypothesis. We then say: “The null 
hypothesis cannot be rejected” or “The value x = 0.526 is not statistically significantly different 
from 0.5”. However, if the p-value is below the significance level, the difference is statistically 
significant. The degree of significance is usually marked with one to three stars, similar to the 
distinction given to chefs. It is often set as follows: one star (*) for p < 0.100, two stars (**) for 
p < 0.050 and three stars (***) for p < 0.010.
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means we are not rejecting a false hypothesis. The probability β for this Type II error 
can be read from the H1 distribution, as this applies if H1 is true (or H0 is false). The 
area β then represents the acceptance region of a false null hypothesis.

Now let us assume that the test statistic lies to the right of the critical value. We then 
reject the null hypothesis. If H0 is in fact true, we are actually rejecting a correct hypothesis 
with our decision. The probability of this Type I error is α. However, if the null hypothesis 
is actually false, the H1 distribution on the right applies and we have correctly rejected a 
false hypothesis. The probability of this event, 1 − β, corresponds to the area of the rejec-
tion region of the H1 distribution. 1 − β is the probability of correctly rejecting a false null 
hypothesis. At the same time, it is the probability that our test correctly shows the research 
hypothesis H1 to be true. In this context, we speak of the sensitivity or power of a test, 
because 1 − β says something about how suitable the entire procedure (drawing of the 
sample, application of the test statistic) is for identifying the presence of an effect (which is 
formulated in the research hypothesis) that actually exists. As we can see, the smaller β is, 
the greater the power. A summary of these cases is shown in . Table 4.1.

The interdependence of these two types of error can immediately be seen in 
. Fig. 4.10. The greater the probability of a Type I error α, the less likely the Type II error 
becomes, and vice versa. It therefore does not make any sense to set one of the error 
probabilities as small as desired, because the other error then becomes increasingly 
probable. Ultimately, a balance must be struck in which the consequences of both types 
of error should be taken into account when making the decision.

 > Important
If the research question is formulated in the form of a statistical hypothesis, 
hypothesis tests can be used to draw statistical conclusions regarding this 
hypothesis. There is, however, always a certain probability of errors. No 
hypothesis test in inferential statistics can determine whether the hypothesis 
is actually true or false.

It is clear from what has been said so far that the sensitivity or power of an experiment 
is of great importance. In the following section, we introduce the basic idea behind 
determining the statistical power.

       . Table 4.1 Summary of error probabilities

Truth

H0 true H0 not true

Rejection H0 Type I error correct

(Prob. α)

Non-rejection H0 correct Type II error

(Prob. 1 − α) (Prob. 1 − β)
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4.5  Power Analysis

4.5.1  Basics

The aim of the following discussion is to present how power analysis works. This can 
best be achieved if we start with very simplistic assumptions that are consequently far 
removed from practice. In order to determine the statistical power of real experiments, 
it is generally necessary to deviate from these simplifying assumptions. This in turn 
means that the analysis no longer resembles a “standard procedure”, which can simply 
be processed step by step. Indeed, power analysis very quickly becomes very complex 
and time-consuming, requiring advanced statistical concepts, which is why there are 
textbooks on this topic with all the related problems and approaches to finding possible 
solutions (Cohen 1988; Ellis 2010; Murphy et al. 2014).

The simplest case of a power analysis is probably the following. We draw a single 
sample from a normal distribution with a known variance σ2 and calculate its mean. 
This value is used to check whether or not the hypothesis “The population mean μ takes 
on a certain value, μ0” can be accepted. We could, for example, again imagine the per-
centage amounts given by a dictator in the dictator game. These would be normally 
distributed with a population variance σ2 = 0.25, or σ = 0.5. The sample size would be 
n = 25 and the initial hypothesis would be that on average 40% of the available amount 
is not given, i.e. we test H0: μ = 0.4 versus H1: μ ≠ 0.4.

Our test statistic is the mean x  of the sample of size n = 25. If the population from 
which this sample is drawn is normally distributed with μ and σ2, then the mean x  is 
also normally distributed with the same expected value μ, but the changed variance 
σ2/n = 0.25/25 = 0.01. The sample size n in the denominator of the formula takes into 
account the fact that the larger the sample from which the mean is formed, the more 
accurately a sample mean corresponds to the true population mean.

If the null hypothesis is true, i.e. μ actually assumes the value 0.4, then the sample 
distribution (null distribution) looks like the one shown in . Fig. 4.11.

The rejection regions, each with a probability mass of 2.5%, are bounded by the 
critical values 0.204 at the left end and 0.596 at the right end of the distribution.

Distribution when H0 is true (no effect)

0.204

s 2 = 0.01

m = 0.4

XK = 0.55

0.596

       . Fig. 4.11 Sample distribu-
tion in the example
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Now let us assume that the null hypothesis is false. In a two-tailed research hypoth-
esis, this means that any deviation of the true μ upward or downward from the value 
μ0 = 0.4 leads to a false null hypothesis. For example, the true population mean could be 
μ = 0.5 (with the same variance). The null hypothesis then contains an error of “size” 
+0.1 and the center of the correct sample distribution is exactly 0.1 further to the right 
than assumed in the null distribution (see . Fig. 4.12).

Since we always assume that the null hypothesis is true in the hypothesis test, our 
decision is based on the null distribution with its critical values and we therefore again 
reject the null hypothesis if the test statistic, i.e. the sample mean, is less than 0.204 or 
greater than 0.596. But if we are left of 0.204 or right of 0.596, and if the H1 distribution 
is actually the “correct” sample distribution, we are no longer making an error (Type I) 
by rejecting H0, but are in fact making the right decision, since the null hypothesis is 
actually false this time. The overall probability that the test statistic is less than 0.204 or 
greater than 0.596 can be determined using the “correct” (light gray) sample distribu-
tion. It is the sum of the area below the density function on the left of 0.204 and on the 
right of 0.596. With the help of PQRS, we determine that the left probability mass is 
0.0015 and the right one is 0.1685.

So if the null hypothesis is false because the true population mean μ  =  0.5 
instead of μ  =  0.4, the probability that we correctly reject the false null hypothesis is 
0.0015 + 0.1685 = 0.17 = 17%. The same probability results if we make the same error in 
the other direction, i.e. the true μ is 0.3 instead of 0.4. The probability 17% is the sensitivity 
or statistical power of the two-tailed hypothesis test presented here. Of course, it should 
always be borne in mind that this particular number only applies to the specific deviations 
from the true value of 0.1 or − 0.1. Strictly speaking, therefore, we have not determined the 
power under the hypotheses H0: μ = 0.4 versus H1: μ ≠ 0.4, but under a much more concrete 
alternative hypothesis, namely H0: μ = 0.4 versus H1: μ = 0.5 or μ = 0.3. Basically, we can only 
calculate the power as described above if we have already specifically postulated the size of 
the error we would make in the alternative hypothesis on the incorrect assumption that the 
null hypothesis is true. What is notable about this is that the probability of still making a 
correct test decision progressively decreases, the “less false” the null hypothesis is; or, to put 
it more simply, the test becomes less and less sensitive, the less H0 and H1 differ.

To illustrate this, we imagine, for example, that the true population mean is μ = 0.401 
and the null hypothesis is still H0: μ = 0.4. Then the H1 distribution is only slightly shifted 

Distribution when
H1 is true (effect)

Distribution when
H0 is true (no effect)

Xm = 0.4

s2 = 0.01

0.5960.204 m = 0.5

       . Fig. 4.12 Sample distribu-
tion in the example with false 
null hypothesis
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by 0.001 to the right of the H0 distribution. This means α ≈ 1 − β, i.e. the significance 
level of 5% in the case a valid null hypothesis is only slightly less than the power 1 − β in 
the case of an invalid null hypothesis (the probability of correctly rejecting a false null 
hypothesis). If we now tested the null hypothesis H0: μ = 0.4 on the assumption that it is 
true, we would make a Type II error in β ≈ 95% of all cases and not reject the (very likely) 
false null hypothesis. The larger the error postulated by the null hypothesis, the further 
to the right the H1 distribution is away from the H0 distribution and the greater the 
power 1 − β. Conversely, the more precisely we specify the region in the research hypoth-
esis H1 in which we assume the true value to be, the greater the probability that we will 
accept the research hypothesis if the true value actually lies within the region defined by 
H1. This can be achieved particularly if not only the absolute deviation of the true value 
μ from the postulated value μ0 is specified, but also the direction of the deviation. For 
example, the one-tailed test of H0: μ = 0.4 versus H1: μ = 0.5 ceteris paribus would be more 
statistically powerful than the two-tailed test H0: μ = 0.4 versus H1: μ = 0.5 or μ = 0.3. The 
one-tailed case yields the sample distributions shown in . Fig. 4.13.

The left rejection region disappears and the right rejection region now represents a 
probability mass of α = 5% (instead of 2.5% earlier). The resulting power is the probabil-
ity mass to the right of the critical value 0.565 under the orange sample distribution. 
With the help of PQRS, we find that this probability is 1 − β = 0.2595 = 25.95 %  > 17 % . 
The difference in power between the two-tailed and one-tailed tests is thus ceteris paribus 
almost 9%.

 > Important
Hypothesis tests do not per se have a certain power or sensitivity. In particular, 
the probability of correctly confirming a true research hypothesis depends on 
how precisely the research hypothesis is formulated or how much information 
about the effect to be investigated is known in advance.

It is very important to realize that the experimenter can influence the power of the 
experiment. As the following remarks will make clear, this influence is by no means 
limited to the way the experimenter formulates the research hypothesis.

Traditionally, experiments contain a control or baseline treatment and a treatment in 
which the variable to be tested is intentionally changed by the experimenter. The research 
hypothesis postulates that the treatment has an effect on the observed variable and the 

Distribution when
H1 is true (effect)

Distribution when
H0 is true (no effect)
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       . Fig. 4.13 Sample 
distribution for the one-
tailed test in the example
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null hypothesis postulates that the treatment has no effect. For example, a treatment in 
the dictator game experiment could be to have the subjects communicate before the 
dictator announces his allocation. If the dictator game is now played by two independent 
groups, one without communication (“A” as in anonymous) and one with communica-
tion (“C” as in communication), then it is possible to investigate whether the two samples 
come from a population with the same expected value μA = μC or whether the treatment 
has caused the population mean to change, with the result that μA ≠ μC. The difference 
between the parameters in question, Δ = μC − μA, which arises due to the treatment, 
measures the strength of the effect of communication on the average amounts allocated. 
In general, the effect size is a measure of the difference between an expected parameter 
under the null hypothesis and this expected parameter under the alternative hypothesis.

First, we consider the case in which the null hypothesis μA = μC or H0: Δ = 0 is true 
and communication has no impact on the population mean of the allocations. The 
sample distributions of both means are then identical since the populations also have 
the same distribution.

Now we assume that the research hypothesis is valid, i.e. communication has an 
impact on the average amounts given of Δ < 0 or Δ > 0. In this case, we have two differ-
ent populations: average dictator allocations without communication and average dicta-
tor allocations with communication. In the case of Δ > 0, the corresponding sample 
distributions are as shown in . Fig. 4.14.

If we draw a sample from the population “without communication”, then the average 
amounts given follow the left sample distribution. This distribution is identical to the 
original null distribution. If we draw a sample from the population “with communica-
tion”, the average amounts given follow the right distribution, whose expected value is 
μC > μA. The horizontal distance between the two peaks corresponds to the (unstandard-
ized) effect size of communication.

Since we are only interested in whether there is a difference between the two expected 
values and not in the extent of this difference, we can use the distribution of the differ-
ence Δ under the null and alternative hypotheses, Δ = 0 versus Δ > 0, as a basis, instead 
of the distributions of x.  This is displayed in . Fig. 4.15.

The dark distribution is the distribution we draw from when the null hypothesis is 
true, and the light distribution is the distribution we draw from when there is an actual 
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effect size of Δc. The probability that our hypothesis test will show the existence of any 
effect (because we correctly reject the null hypothesis) is the power 1 − β, given that the 
true effect size is Δc. As can easily be seen from . Fig. 4.16, the probability of correctly 
identifying an existing effect is greater if the true effect size is larger.

This means that the power of a two-sample test and the effect size always go hand in 
hand. There is little point in qualitatively talking about the power of a two-sample study 
without reporting an effect size. Take, for example, a power of 90%. In 90% of all cases, 
an actual effect of communication on the average amount allocated is then also reported 
as existing. In the first instance, that in itself sounds good. However, this quality assess-
ment is quickly put into perspective if we start from the (admittedly hypothetical) situ-
ation that almost all dictators allocate almost everything if there is communication, i.e. 
there is an extremely large treatment effect. In this light, it would be almost disappoint-
ing that the test does not show an actually existing effect as being present in at least 99% 
of all cases. On the other hand, if the true effect is very small, a power of as little as 60% 
could possibly be used as a quality criterion.

The problem with the whole thing is that the actual effect is unknown. We do not 
know by how much the average amounts allocated would increase within the entire 
population in the case of communication. If we knew this, we would not need hypoth-
eses or inferential statistics. Therefore, there are only two possible ways of incorporating 
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power into the statistical evaluation of an experiment. The first is to estimate the true 
effect size based on the difference of the observed sample means, x xC A- . This absolute 
difference, however, depends on the unit of measurement. A difference in the allocated 
amounts of 1000 cents would be large relative to a difference of 10 euros, although in 
both cases the same amount of money is involved. For this reason, standardized effect 
size measures are often used, although they are not without criticism (e.g. Lenth 2001). 
The most common of all effect sizes in a two-sample test that compares the means is 
Cohen’s d (Cohen 1988), which simply divides the difference in the sample means by the 
population standard deviation assuming σC = σA = σ:

d
x xC A=

-
s

For example, if xC = 0 55. , xA = 0 4.  and σ2 = 0.025, then d = 0.9487. Cohen himself 
proposed a “T-shirt” rating of small (d < 0.2), medium (0.2 < d < 0.5) and large (d > 0.8).

The second, much less controversial, way to deal with the unknown true effect size 
is to leave it unknown from the outset and instead, prior to performing the experiment, 
specify a separate effect size to be used for the power analysis. This is then no longer a 
formal statistical matter, but rather a subjective issue that must be answered from the 
perspective of the respective scientist. The smallest possible effect size that still holds 
practical significance in the respective discipline is usually used. We could, for example, 
discuss with other scientists how large the effect of communication on the amounts 
given by dictators would at least have to be in order to achieve any scientific significance 
at all. Alternatively, it is also possible to look for further studies that have already esti-
mated effect sizes in a similar context, which we could then adopt.

In our dictator game experiment, for instance, we could specify Δc = 0.1 and then 
ask ourselves what the probability is of a particular hypothesis test showing a practically 
relevant treatment effect of 0.1. If it turns out that this probability is only 30%, for exam-
ple, we should consider how to redesign the study in such a way that the power is 
increased. This brings us to the next quantity that influences the power and this is also 
affected by the experimental design.

The sample size n can be freely set by the experimenter within certain limits. 
Frequently, too little attention is paid to this freedom in the design when planning the 
experiment. It is particularly important because the size of a random sample has a deci-
sive influence on the probability of Type I and II errors, and thus also on the power of 
the experiment. As already discussed, the larger the sample, the better it represents the 
population from which the sample is drawn. It follows directly from this that, in the 
attempt to determine the parameter of the population that is assumed as true in the null 
hypothesis (e.g. μ), the test statistic (e.g. the mean of the sample) will get increasingly 
closer to this parameter. In other words, the larger the samples, the less the value of the 
test statistic will deviate from the true population parameter. If there is less spread in the 
test statistic, its distribution is narrower and higher, i.e. probability mass is removed at 
the ends and added near the expected value (distribution mean). Graphically, this 
means that, all other things being equal, the error probabilities α and β decrease, since 
they are represented by a smaller area under the density function.

The more subjects we send to the laboratory at the same time, the less likely we 
are to report a non-existent effect (Type I error) or an existing effect as non-existent 
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(Type II error). This also makes it clear that increasing the size of the sample increases 
the power of the test without necessarily increasing the probability of a Type I error. 
From a statistical point of view, the sample should therefore always be as large as possi-
ble. From a practical, experimental point of view, however, there are a number of rea-
sons for at least an upper limit to the sample size. For instance, the financial resources, 
the  availability of subjects and the capacity of laboratories are generally limited.

Furthermore, extremely large samples lead to a “very high” sensitivity of the test, 
meaning that any actual treatment effect, no matter how small, which may be com-
pletely insignificant from a practical point of view, becomes statistically significant if the 
sample is sufficiently large. This is also called the “Fallacy Of Classical Inference” and 
may be interpreted as a disadvantage. On the other hand, it is entirely possible to classify 
effects as statistically significant but economically unimportant.

In summary, when it comes to samples, size is indeed important, and it can certainly 
be a case of “too little” or “too large”. Samples that are too small (underpowered studies) 
lead to a large dispersion of the test statistic values around the true value and thus to 
large standard errors or broad sample distributions. The probability that the test statistic 
happens to land sufficiently close to the true value to correctly reject the null hypothesis 
therefore becomes smaller and smaller. For this reason, even large, practically signifi-
cant effects tend to remain statistically insignificant and thus undiscovered in smaller 
random samples. Conducting a low-power study is needless and wastes resources since 
such a study is unable to reliably identify actual effects.

Furthermore, samples that are too large (overpowered studies) also waste scarce 
resources. If we invite, say, 100 subjects and can prove with 80% probability that an 
effect of size 0.001 exists, but the minimum practically significant effect is 0.1, and this 
could also have been proven with 50 subjects and the same power, then we can save the 
monetary and non-monetary costs (payments, time, stress, etc.) of 50 subjects. Leonhart 
(2008, p. 82) summarizes very aptly:

 » “The optimal sample size is large enough to ensure that an effect relevant to practice can 
be statistically verified. On the other hand, it is small enough to make only practically 
significant effects statistically significant.”

The optimal sample size is therefore a point to consider carefully when designing an 
experiment. But how do we determine the optimal sample size?

4.5.2  BEAN and the Optimal Sample Size

To begin with, the optimal sample size of an experiment as such cannot be calculated, 
since such a calculation still contains too many degrees of freedom, even with complete 
information on population parameters (especially variance). This becomes clear if the 
four interacting factors of a power analysis are taken into account once again. The 
abbreviation BEAN is often used as a mnemonic:
 1. Beta β (probability of a Type II error or power)
 2. Effect size (true influence of the treatment on the measured variable)
 3. Alpha α (probability of a Type I error)
 4. N (Number of subjects or sample size)
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In themselves, none of these factors is a consequence of any “natural law” and clearly 
defined in advance. Rather, they can all be set more or less quite freely. The determina-
tion of the optimal sample size is therefore not simply a static calculation carried out in 
the same way for each experiment, but largely involves “coordinating” subjective factors 
(e.g. “What probability of a Type I error am I prepared to accept?”) or exogenous facts 
(e.g. “How large is my laboratory?”).

Uniform standards have already developed for alpha and beta in most sciences. The 
willingness to falsely not reject a null hypothesis is very small and is almost always 
quantified by an error probability (significance level) of only 5%. A Type II error is usu-
ally considered to be less serious. Therefore, beta (if at all) is set to four times the alpha 
level (20%). The resulting power of 80% is also increasingly being seen as a prerequisite 
by third-party sponsors when financing experimental studies, especially if the conse-
quences of a Type II error are particularly drastic and/or the amount of funding is par-
ticularly high. This figure, originally recommended by the American Psychological 
Association (APA), now seems to be establishing itself as the norm in other disciplines 
as well.

If two of the four factors are given, the fourth remaining factor can be calculated by 
defining a third factor. In other words, the BEAN of a hypothesis test has three degrees 
of freedom. For example, if both error probabilities are given, only two mutually inverse 
questions can be considered:
 1. If exactly n test subjects can be financed, what is the minimum effect size that can 

be correctly identified as being “present” with a probability of 80%?
 2. If the smallest possible, practically significant effect is Δ, how many subjects are 

needed to correctly identify it as being “present” with a probability of 80%?

Let us start with the simplest case, the example from the previous section. There, a single 
sample of group size n = 25 was drawn. Now we will test H0: μ = 0.4 versus H1: μ = 0.5 
(right-tailed). The population variance of the normally distributed allocations is again 
σ2 = 0.25, or σ = 0.5, with an unknown population mean μ. We determined the power by 
calculating the probability density of the H1 sample distribution in the rejection region 
of the H0 sample distribution. The critical value of the null distribution was c = 0.565. If 
F x n p x x0 1 0; ;m s /( ) = £( )  denotes the cumulative distribution function of the 
sample distribution, which specifies the probability of the event x ≤ x0 for a given quan-
tile x0, then the following applies to the power in our example
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Theoretically, the probability of the Type II error can be calculated with this formula 
if the H1 distribution function F is known. Even if they are not visible at first glance, 
the equation contains all our BEAN components: Beta (β) and the Number of 
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 subjects (n) can be located directly in the formula. Alpha (α) is implicit in the critical 
value c since there is a unique relationship between the two factors for the given 
parameters μ0 and σ0 of the null distribution. The Effect size μ1 − μ0 is calculated using 
the value of μ1 given by the alternative hypothesis and the value of μ0 implicit in the 
null distribution or c.

The practical problem with this equation is that it cannot easily be solved using the 
arguments of F, such as n. The distribution function F cannot be converted into an ele-
mentary primitive function and so numerical methods have to be used, which is why it 
is best to leave it to the computer to do the arithmetic. A suitable program is needed for 
this and we present a selection of different alternatives in the following box.

Box 4.3 Software for a Power Analysis
Most programs developed specifically for power analysis have a fairly clear trade-off between 
ease of use/performance and the cost of using the program. Generally there is a free applica-
tion for almost every power analysis. One problem, however, is that one program supports a 
certain subset of analyses and another supports another, so that several programs may be 
required in order to obtain the most complete range of applications possible. This problem 
does not (theoretically) exist for programs whose source code is also freely available (open 
source) because here users can put together their “own” power program, provided they have 
the relevant programming and statistical know-how.

Among the open source solutions is a rather spartan, but nevertheless powerful and easy 
to use program DSTPLAN (7 biostatistics.mdanderson.org/SoftwareDownload/
ProductDownloadFiles/DSTPLAN_V4.5v.zip). It was developed by biostatisticians at the 
University of Texas and covers the most common power applications. In principle, the program 
works according to the BEAN procedure, which we have just explained. Any five of six values, 
which essentially represent BEAN elements, can be entered and the program calculates the 
sixth value.

A more modern and more powerful open source solution is the modular program package 
R (7 www. r-project. com). Modular means that the basic configuration is limited to the most 
basic statistical functions and everything else is integrated into this basic configuration in the 
form of modules or packages, as required. For a power analysis, for example, the “pwr” package 
is recommended. This needs to be installed on top of the basic configuration of R to maintain 
its functionality. The package then provides several commands for power analysis. In addition 
to the rather artificial case of normally distributed variables with known population variance, 
the “pwr” package naturally also contains commands for more practical tests such as t-tests or 
F-tests. If the range of available applications is not sufficient, the package (or any other) can 
easily be extended using the user’s own commands.

The tool G*Power (7 www. gpower. hhu. de) is very popular among the free closed-source 
solutions because – like the PQRS - it provides a compact and clear graphical user interface. It 
is also nice to be able to graphically display the density functions of the respective H0 and H1 
distribution. The program contains the most important power analyses from a practical point 
of view. Purely didactic examples, such as our work example with the known population 
variance, cannot be reproduced. Since the source code is not public, the functionality of this 
program cannot be extended or changed directly by the user.

A free R-based online solution for several basic tests can be found at 7 www.
powerandsamplesize. com. In addition to detailed explanations, a graphical user interface 
and graphical representations, R-codes with which the selected procedure can be imple-
mented locally in R are also given.

For those who do not want to compromise on the functionality and ease of use of power 
analysis software, there are powerful but also very expensive commercial software packages 
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4.5.3  Power Analysis and the “Hard Truth” of its Results

One of the main applications of a power analysis is the a-priori determination of the 
necessary sample size. In the simplest case, we simply change our work example and 
ask ourselves how many subjects we need to get the default value of power of 80% 
instead of 25%. In the StudySize program, we select “Normal Distribution” from the 
“Distribution Parameters” menu and confirm “New Calculation” with the “Continue” 
button. Then we fill in the fields as shown in . Fig. 4.17 and click on the “Sample Size” 
button.

This shows us that we would have to invite 155 subjects to get 80% power if our 
standard effect size is 0.2! Now, assuming we can finance n = 40 subjects, what mini-
mum effect size can be correctly identified as “present” with 80% probability? In this 
case, we leave d unspecified and specify n = 40 instead, using the above program to 
calculate that d = 0.3931.

The value d  =  0.3931 corresponds to a (non-standardized mean difference) of 
dσ = 0.1965. This is the smallest possible effect that we can correctly identify as present 
with a probability of 80% if we can test “only” 40 subjects at the same time.

Let us pretend for a moment that the above power analysis is the result of a real 
study. This result would then be very sobering. To be able to correctly identify an abso-
lute effect of 0.1 in 80% of all cases as present, we need 155 subjects. This specification 
may well blow our budget. How could such a situation be handled?

One point we need to consider is more cost-effective ways of increasing the power of 
a statistical study, in addition to increasing the size of the sample, under otherwise iden-
tical conditions. One possibility would be to take measures that lead to a reduction of 
the standard error. The less the mean of a sample is spread around the true population 
mean, the lower the risk of an random extreme value that could be wrongly interpreted 

       . Fig. 4.17 StudySize power analysis

available, such as NCSS Pass 14 (7 www. ncss. com) or nQuery Advisor + nTerim (7 www. 
statsols. com). In our opinion, StudySize (7 www. studysize. com) offers one of the best 
compromises in price and functionality of all commercial programs. For less than $100, 
StudySize also offers Monte Carlo simulations and power analyses for nonparametric tests 
under a graphical user interface. A 30-day trial version is also available free of charge.
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as an effect and that, in reality, was only caused by the standard error. The confounding 
variables already discussed are a significant factor influencing the standard error. 
Individual differences in the subjects (preferences, intelligence, receptiveness, motiva-
tion, etc.) can “blur” the true treatment effect because they randomly influence the mea-
sured variable without having been explicitly considered. From a statistical point of 
view, it would therefore be desirable to keep the pool of subjects as homogeneous as 
possible, for example by only recruiting students of economics in the 3rd semester. 
However, the more specific the group of individuals from which the subjects are selected, 
the more specific the possible effects that are identified become. These may then apply 
to that specific group of subjects, but not necessarily to others.

Factors that might lead to arbitrary behavior by some subjects also increase the stan-
dard error. Comprehension problems or signs of fatigue on the part of the subjects 
should already have been avoided in the planning phase. Against this background, it is 
especially important to formulate the instructions clearly and unambiguously. The sub-
jects have to know exactly what they are doing so that they do not randomly generate an 
effect that does not actually exist, thus unnecessarily reducing the sensitivity of a statis-
tical inference.

Parametric tests are also more powerful than their nonparametric counterparts. 
Again, the intuition behind this statement is quite simple. Nonparametric tests normally 
use only the ranks of the observations and not the observation itself. The transition from 
a metric variable to an ordinal one inevitably leads to a loss of information concerning 
the effect under investigation. This information could have been used in a test to improve 
the statistical power. For example, suppose we had measured a dependent variable in 
the control and treatment groups in the following extreme form (see . Table 4.2).

Without having to try a test, it should be clear that the treatment has a very large 
quantitative effect. Specifically, the sample mean has increased from 3 to 25. A para-
metric t-test for equality of population means gives a p-value of 0.0002 and thus the 
null hypothesis “no effect” is clearly rejected at a significance level of 5%. The nonpara-
metric counterpart to this test would be a Mann-Whitney-U test. This uses only the 
ranks of the values as a basis for information and checks the probability that the three 
lowest ranks are in one group and the three highest ranks in the other group. In our 
example with a sample size of n = 3, we get the ranks 1, 3, 2 in the control group and 
the ranks 5, 6, 4 in the treatment group. This is already the least random distribution 
of ranks across the two groups that is possible, as the three lowest ranks are included 
in the control group and the three highest ranks are included in the treatment group. 
This means that there is no other distribution that delivers an even smaller p-value. 

       . Table 4.2 Values of the dependent variables in the 
control and treatment groups (example)

Control group Treatment group

2.5 24.8

3.7 28.1

2.8 22.1
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However, this smallest possible p-value is still 10% at n  =  3, meaning that the null 
hypothesis at a significance level of 5% can never be rejected. As a result, the probabil-
ity of correctly rejecting a false null hypothesis (the power of the test) is zero. In order 
for this test to be able to detect an existing effect, we would have to accept a signifi-
cance level of more than 10%.

Last but not least, the specific design of the experiment has an influence on the sta-
tistical power. For example, a repeated measures design, in which several consecutive 
measurements are recorded for one and the same person, is more powerful than one in 
which each person is measured only once. So if only a certain number of subjects can be 
organized and we have already exhausted all other possibilities of increasing the power, 
each subject could be faced with the same decision-making problem several times, thus 
increasing the behavioral information collected per subject. Similarly, under otherwise 
equal conditions, we have more power in a within-subject design with paired observa-
tions per subject than in a between-subject design with two independent groups.

 > Important
The goal of the power analysis of an experiment is to coordinate the four 
mutually influential BEAN parameters (beta, effect size, alpha, N) in such a way 
that the probability of correctly identifying a truly existing effect with this 
experiment is sufficiently high. None of these parameters is a “natural constant”, 
fixed at some particular value. The spread of the test statistic is particularly 
important. Keeping this as small as possible is a creative process that affects 
alpha and beta as well as the effect size (as far as it is standardized).

4.5.4  Misapplications and Misunderstandings 
in Power Analyses

Experimental economists are chiefly concerned with the discovery and quantification of 
real behavioral effects. As a rule, the investigation is preceded by the assumption that 
this effect actually exists. For example, if one wants to investigate to what extent com-
munication influences the willingness to cooperate in a prisoner’s dilemma, the initial 
assumption is that the treatment with communication actually causes a behavioral 
effect, otherwise an explicit investigation would simply incur costs, and little knowledge 
would be gained. In other words, the primary interest of an experimental economist is 
to show the existence of an effect, rather than its non-existence.

Closely related to this is the aforementioned probability 1-β that a test variable cor-
rectly rejects a false null hypothesis, i.e. it detects a real existing effect (H0 is in fact false 
and H1 is actually true). Therefore, if an experimental economist is testing a hypothesis 
because he suspects that an effect exists, this probability is more important than the 
probability 1-α of correctly stating (we do not reject H0) that an effect does not exist 
(H0 is in fact true).

Against this background, it is reasonable to assume that in every statistical analysis 
of an experiment, it is standard practice to provide information on the power of the 
test and the effect size. However, this is not the case. Instead, the empirical significance 
level (p-value) is almost automatically nearly always compared with the theoretical 
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significance level (α). Whenever the first value is greater than the second, the data col-
lected is considered as being not sufficiently consistent with the existence of an effect 
and the null hypothesis is not rejected. If no effect really did exist, this decision would 
almost always be the right one, because at a significance level of 5%, this probability 
would be 95%. The point is, however, that we do not know whether there is actually no 
effect. One could just as well exist, which in practice is even assumed in advance. And 
under this assumption, nothing is known about the likelihood of making the right 
decision when an effect is detected. Without any a priori information about the power 
of a test, it seems premature to reject the research hypothesis simply because the null 
hypothesis is not rejected. In a low power test, say 40%, the probability of making a 
Type II error is 60%. This means that in 60% of all cases an effect that actually exists 
would be declared non- existent. On the other hand, it also seems too hasty to conclude 
that an impressive effect was discovered simply because the null hypothesis was 
rejected. The probability that we will correctly show a real effect by rejecting the null 
hypothesis is only 40%. A coin toss would be more reliable than this test in detecting 
an effect. The significance or non- significance should at least be combined with rough 
indications of the power of the test used.

We now know that a power analysis is necessary to generate useful and informative 
statistical inferences. Unfortunately, however, power analysis is similar to many other 
important things in our everyday lives, such as nuclear fission, the Internet or a kitchen 
knife: they must be used correctly in order to generate the desired benefit. If used incor-
rectly, the adverse consequences can be severe in some cases. In the following, we will 
briefly discuss the most common errors in the application of power analyses.

First of all, the term power analysis itself is often responsible for misunderstandings 
and the misapplication of the process of determining the power. This is not an analysis 
in the sense that existing data are analyzed. Rather, power is used to try to compare and 
evaluate different possible experimental scenarios (Do I invite 10 or 20 students?, Do I 
use a within-subject or between-subject design?, Will I use parametric or nonparamet-
ric tests?, etc.). In a power analysis, the factors influencing the power of an experiment 
are carefully harmonized with each other, without reference to a specific data set.7 Power 
analysis is therefore to be understood as a design tool that can be applied before the 
experiment, not as an analytical tool that evaluates existing data retrospectively.

In practice, it is, alas, observed time and again that retrospectively calculated power 
is used, or rather “abused”, as an explanation for the results observed experimentally. Let 
us assume that an experiment provides data showing an effect that is not statistically 
significant, i.e. we are not in a position to reject the null hypothesis. Now we take a 
measure of the size of this observed effect and calculate (using the sample size and sig-
nificance level) a value for the power. The false argument, which can be observed again 
and again in this context, is: “Since the probability of correctly rejecting a false null 
hypothesis is high, but we have not rejected it, the null hypothesis must very probably be 
true.” The point is, however, that it is not in fact possible to have high power if the null 
hypothesis has already been rejected. Power is the probability of correctly rejecting a 
false null hypothesis. If we have not already rejected it, there is no longer any likelihood 

7 We will discuss an exception in the course of this section.
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of correctly rejecting it. The error in the design of retrospective power is that we cannot 
make any statements of probability about events that have already been observed. 
Imagine, for example, rolling a dice. Before we roll the dice, we can say, “There is a 1/6 
chance that we will roll a 4.” This is equivalent to the statement, “We throw the dice 
(theoretically) infinitely often, then we will get a 4 in 1/6 of all cases.” Now suppose we 
actually roll the dice and observe a 4. Then the statement, “With a probability of 1/6 we 
have rolled a 4,” is simply nonsense. The fact is we have rolled a 4 – no more and no less. 
Similarly, it makes no sense to make a probability statement about experiment data 
already observed – and power is a probability.

The second fallacy in retrospectively calculating power is to assume that this calcu-
lated value provides information that goes beyond that provided by the p-value. Hoenig 
and Heisey (2001) show that there is a clear inverse relationship between the p-value 
and the retrospective power of any hypothesis test. The higher the p-value, the smaller 
the retrospective power, and vice versa. The non-significance of a study is therefore 
always accompanied by a low retrospective power and it makes no sense to explain or 
“excuse” non-significance with a low retrospective power.8 Lenth (2000) notes very aptly 
in relation to this:

 » If my car made it to the top of the hill, then it is powerful enough to climb that hill; if it 
didn’t, then it obviously isn’t powerful enough. Retrospective power is an obvious answer 
to a rather uninteresting question.

The following discussion thread, published in a neighboring discipline, is one example 
that shows that this fact is obviously not common knowledge: 7 http://core. ecu. edu/
psyc/wuenschk/stathelp/Power-Retrospective. htm. Apparently, an editor of a scientific 
journal is calling for ex post power analyses of the existing results in order to re-evaluate 
the significance or non-significance from a different perspective. Of course, the ques-
tion of the reliability of the result to be published is entirely justified – after all, one could 
have made an error by rejecting the null hypothesis. And information on how likely this 
error is would, of course, be revealing in this context. The point is, however, that retro-
spective power is not this probability. Retrospective power is not the probability of our 
correctly rejecting or having correctly rejected a false null hypothesis in a study. Rather, 
it is the probability that we will correctly detect an existing effect in a future study if it is 
assumed that the true variance and true effect size of the population exactly correspond 
to the observed values of the previous study. In this sense, retrospective power of one 
study can be used for the next, possibly better designed, study, but not as a measure of 
the quality of a study that has already been conducted.

Just like retrospective power, the p-value represents a single realization of a random 
variable. Each time the experiment is repeated, a different value will result. For this 
reason, no information about the reliability or accuracy of the result can be derived 
from a single p-value. In most cases, however, a small p-value is interpreted as a reliable 
signal for the existence or non-existence of an effect, true to the motto: the smaller the 
p-value, the “better” or the more reliable it is. What is usually completely ignored, how-
ever, is the question of how much this value is scattered when the experiment is repeated. 

8 It can also be shown that the retrospective power is about 50% if the p-value is equal to the 
significance level (Lenth 2007).
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If the dispersion of p over several samples were very small and close to the determined 
p-value, this would not be too bad. However, Cummings (2013) impressively shows by 
means of a simulation that even in a standard experimental setting (see the following 
footnote), almost any p-value between 0 and 1 can be realized with a similarly high 
probability in multiple replicated experiments. One p-value alone would thus give an 
extremely unreliable signal about the (non-)existence of an effect, and the question of 
whether an effect can ultimately be shown to be significant or not would largely be a 
matter of luck.9

A valid method to learn a little more about the reliability of a result is the calculation 
of confidence intervals, because they combine the information of a point estimator with 
the information about the accuracy of this point estimator.

 > Important
Power analysis is a tool for designing the experiment before it is carried out. One 
main application is planning sample size. Retrospectively calculated power 
cannot be used to explain the results obtained. Furthermore, it does not provide 
any information about the reliability or “confidence” of the experimental result.

4.6  Choosing Statistical Tests

4.6.1  What Should be Taken into Consideration?

The “right” choice of methods for the analysis of experimental data always lies between 
two extremes. One extreme is a completely arbitrary decision to use a particular 
method of analysis, which is then applied entirely without reflection. The other 
extreme is the assumption that there is only one method of analysis that is perfectly 
suitable for each experiment. Both approaches are, of course, equally wrong. On the 
one hand, it is certainly possible and necessary to limit the number of methods that 
can be used. All experimental data have certain characteristics that rule out certain 
statistical analyses while allowing others to be performed. On the other hand, an 
experiment is never so specific that only one optimal method of analysis can be used. 
We can therefore say goodbye to the idea of a clear guideline providing an exclusive 
type of statistical analysis for each type of experiment, as well as to the idea that a free 
choice exists.

The basic approach for choosing suitable methods of statistical analysis first of all 
involves matching the formal requirements for the application of a method with the 
given characteristics of the data. All methods of inferential statistics, correlation analy-
sis and regression analysis are based on certain assumptions. Violating these assump-
tions has serious consequences to varying degrees, ranging from “The analysis leads to 
completely false results and in no way describes the real relationship examined,” to, for 
example, “The analysis leads to inaccuracies which must be taken into account when 
interpreting the results.”

9 Cummings calls this effect “Dance of the p-values” and demonstrates it on YouTube (e.g. 7 www.
youtube.com/watch?v=5OL1RqHrZQ8)
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In this section, the basic classification criteria of popular statistical methods are briefly 
introduced so that it is possible to broadly organize the data obtained using a range of 
methods acceptable for those data. The main objective of this section is therefore to avoid 
the most serious errors in choosing a method of statistical analysis. It is particularly impor-
tant to see these considerations as part of the experimental design, which takes place before 
the actual experiment. Once the data are available and it is only then noticed that no suit-
able procedure to analyze them exists, it is usually too late for corrections. It is therefore not 
the experiment alone that determines the subsequent statistical method. During the design 
phase of the experiment, the experimenter should already be considering all the possible 
methods that are to be applied after conducting the experiment. Of course, here too there 
can also be “too much of a good thing”. Too much importance should not be attributed to 
the influence of a statistical method on the design of the experiment either. There is little 
point in first looking for an elegant or particularly “in” method of analysis and only then 
pondering which scientific question could be investigated with it. In this sense, the statisti-
cal analysis is always subordinate to the experiment’s research question and not vice versa. 
Furthermore, it is not necessary to apply a method simply because it is permitted from a 
formal point of view. As a matter of principle, statistical data analysis should always be 
based on expert knowledge, and a statistical method should only be used if the results can 
provide a real insight into the research question being investigated experimentally. An ad-
hoc application of a method “for the sake of the method only” should be avoided, since the 
statistical analysis then often misses the point of the original question.

4.6.2  Classifying Test Methods

Statistical hypothesis tests can be categorized using several criteria. One of the most 
basic distinguishing features of statistical hypothesis tests is the number of groups or 
samples the test is comparing. If only one group is being examined, it is possible, for 
example, to test whether its mean is consistent with a certain population parameter that 
is assumed to be true. In this way, a comparison is made between the specific sample and 
a postulated true value of the population using one-sample tests. If, on the other hand, 
two groups are to be compared, for example in a classical control and treatment group 
comparison, it is assumed that the samples were taken from two separate populations. 
In this case, other tests must be used. Other tests have been developed for comparisons 
between more than two groups.

As soon as several groups are to be compared, the choice of a suitable test depends 
on whether the groups are statistically independent of each other (unrelated or unpaired) 
or not (related or paired). This question is largely answered by the experimental design 
used. Testing individual subjects in a number of experimental conditions or groups 
unavoidably leads to related samples. By their very nature, two successive decisions of 
the same person cannot be independent of each other. It does not matter whether the 
person makes the decisions one after the other in two different treatments (cross-over 
design) or in one and the same treatment (longitudinal design). If, on the other hand, 
each subject is a decision-maker only once, it can be assumed under conditions of full 
anonymity and no feedback that the decision of one person does not influence the 
 decision of another person.
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The third criterion influencing the choice of the statistical methods is the question 
as to which assumptions about the probability distribution of the variables apply. Two 
broad classes of methods are available, parametric and nonparametric, depending on 
the answer. Parametric methods only provide meaningful results if specific assumptions 
about the form (e.g. normal distribution) and the parameters (e.g. mean, variance, 
degrees of freedom) of the distribution apply. Sometimes finding this out is quite 
straightforward but in most other cases at least some uncertainty remains. As long as 
the sample is very large (about 100 or more), this uncertainty hardly plays a role due to 
the central limit theorem. Even if the true distribution is not normally distributed and a 
parametric test requires the normal distribution, this test will still provide reliable 
results for large samples. For this reason, it is said that parametric tests are robust 
(against deviations in the distribution) for large samples. For small samples, however, it 
is highly advisable to be sure that the assumptions concerning the distribution of a test 
are correct. Even small deviations from the assumed distribution can make a test result 
completely unusable.

Nonparametric (also distribution-free) methods are an alternative to this. They do 
not depend on the form and the parameters of the distribution of the population from 
which the sample was taken. However, this does not mean, of course, that nonpara-
metric procedures do not require any assumptions. The assumptions are only less 
restrictive than in the parametric case. Nevertheless, the question as to why distribution- 
dependent methods still exist at all is justified. To put it briefly, the advantage of not 
being dependent on distributional assumptions is directly associated with a disadvan-
tage. Most nonparametric methods use ordinal (rank) data. Unfortunately, when met-
rically scaled variables are converted into ranked data, information from the original 
sample is inevitably lost. This loss of information means that distribution-free tests can 
less reliably detect actual group differences as statistically significant than comparable 
tests that use distribution assumptions. The probability of identifying an effect as sig-
nificant when it actually exists (the power) is never greater with distribution-free 
methods than with the parametric ones. Unfortunately, the smaller the sample, the 
more serious this  disadvantage becomes. And so small samples mean that distribu-
tion-free methods are not better per se. Especially in cases where the data are scaled 
metrically and it is very certain that they stem from a normal distribution, it is the 
parametric procedures that are usually the lesser of two evils, even with small samples. 
A low robustness in this situation is probably less of a disadvantage than a low power. 
However, if there is uncertainty about the distribution and/or the original data are 
already ordinal, there is a good argument for using nonparametric methods. Both 
classes thus have their raison d’être.

As long as large samples are involved, there is no need to worry too much about 
which class is the better choice. A parametric test then has only a slightly higher power 
than its nonparametric counterpart, but the latter may be somewhat easier to perform. 
The parametric variant is robust to different distributions and the nonparametric vari-
ant is independent of these anyway. Does that solve the problem of choosing the right 
method? Alas, it does not. It is unfortunate that it is precisely in experimental econom-
ics that the samples are rather small. Neuroeconomic studies using magnetic resonance 
imaging are substantially more expensive, and therefore, even sample sizes of 10 are 
considered large there. The quality of a statistical conclusion in such situations can 
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 significantly depend on whether parametric or nonparametric methods are used. The 
fact that most economic experiments are analyzed using nonparametric methods is less 
due to the small samples than to the fact that the data are by nature not normally distrib-
uted and ordinal (Davis and Holt 1993).

As an alternative to the parametric/nonparametric distinction, the scales of mea-
surement of the data to be examined can also be used. Tests that analyze metric data are 
often classified as parametric tests and tests that evaluate nominal or ordinal data are 
often classified as nonparametric (Sheskin 2000). In the following, we will focus on the 
scales of measurement.

 > Important
For the initial choice of a statistical hypothesis test, the following criteria at least 
must be considered:
 1. One or more groups?
 2. Related or unrelated groups?
 3. Parametric or nonparametric data or scales of measurement of the data?

4.6.3  How Do I Choose a Specific Test?

With the help of the three classification criteria presented in the previous section, it is 
relatively easy to create a rough selection scheme that can be used to group frequently 
used hypothesis tests.

An example is shown in . Table 4.3. Each row distinguishes between the different 
scales of measurement, with the first row containing parametric tests and the last two 
rows containing nonparametric tests. In the columns, we distinguish between the analy-
sis of a single sample or two samples and the question of whether the latter are  statistically 
independent or not.

Although the classification scheme in . Table  4.3 is quite general, the tests listed 
represent, of course, only a very small selection. The number of available tests is simply 
too large to be presented in this book. First, there are a number of other tests that would 

       . Table 4.3 A simple classification of test methods. The word “test” was omitted from every 
name for space reasons

Design

1-sample 2-sample

Scale independent/between-subject dependent/within-subject

metric z, t t t

ordinal Kolmogorov Wilcoxon rank-sum, 
 Mann- Whitney U

Wilcoxon  signed- ranks

nominal/
categorical

binomial, 
multinomial

Fisher’s exact
Χ2 (2 × k)

McNemar
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fit into the scheme in . Table 4.3, but we cannot present them for space reasons. Second, 
the classification features of . Table 4.3 could be further extended. For example, we do 
not compare more than two samples. There are entire books available that only deal with 
particular subsets of all the tests, their theoretical background and specific characteris-
tics. We therefore refer readers who need as comprehensive a guide as possible to what 
we consider to be the most helpful works.

Sheskin (2000) is probably the most comprehensive guide to statistical hypothesis 
testing. In well over 1000 pages, parametric and nonparametric test methods are pre-
sented in detail, with a distinction being made between related and unrelated groups as 
well as between single and multi-sample tests. For each test, it describes (i) which 
hypothesis is tested, (ii) what the main requirements and assumptions are, (iii) what an 
example might look like, (iv) how the particular calculations of this test are performed 
and (v) how the test results need to be interpreted. This tome can be highly recom-
mended as a detailed reference work for experimental scientists who attach great impor-
tance to hypothesis tests.

The guide by Kanji (2006) is also very useful. 100 tests are classified into parametric 
and distribution-free tests as well as one-sample, two-sample and multi-sample tests 
and discussed very concisely on one or two pages each. This guide is therefore similar in 
structure to that of Sheskin (2000), but concentrates only on the essentials in the descrip-
tion of the tests and in the examples. This book of just under 250 pages is highly recom-
mended for a “quick reference”.

In addition, there are some excellent textbooks dealing specifically with nonpara-
metric tests and also have the structure of a classified guide. Siegel and Castellan (1988) 
has established itself as a classic and is still indispensible in experimental economic 
practice today. A quick overview in the form of a table presenting all the tests and refer-
ring to the respective chapters can be found on the inside back cover of the book. 
Conover (1999) also focuses on nonparametric testing. Although there is no tabular 
guide for the selection of tests, the individual methods and the steps in their calculation 
are explained in greater detail and in a very clear manner.

In the following, we will present the tests listed in . Table 4.3 while focusing on four 
aspects. First of all, we will discuss which type of research questions the test is suitable 
for and how the hypothesis to be tested is formulated. Next, we will briefly discuss the 
specific prerequisites that must be met in order to be able to use the test. In the third 
step, we will present the respective test statistic and its distribution resulting from the 
validity of the null hypothesis (null distribution). This is the necessary prerequisite for 
carrying out the test. The final step is usually an example that serves as the basis to rep-
licate running the test in a preferred statistics program.

4.6.4  The z-Test und t-Test for One Sample

The z-test for one sample examines whether the mean x of a random sample is suffi-
ciently consistent with a given population mean μ0 that is assumed true. If the difference 
between x  and μ0 is significant, the data do not support the hypothesis that the sample 
was drawn from a population with a mean μ = μ0. Accordingly, the null hypothesis is 
H0: μ = μ0 and the alternative hypotheses are H1: μ ≠ μ0 or H1: μ < μ 0 or H1: μ > μ 0.
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Since this is a parametric method, an important prerequisite is that the sample was 
taken from a normally distributed population with a known variance σ2. The sample size 
of a z-test should comprise at least 30 observations.

The test statistic (z-value) is the standardized mean x  of the sample and is calcu-
lated according to the formula

z
x
SE

=
- m0 .

This random variable is standard normally distributed with a mean of 0 and variance 
of 1 or, more succinctly expressed, z ~ N(0;1). The standard deviation of the test 
statistic is

SE n= s 2 / ,

where σ denotes the standard deviation of the random variables being investigated in 
the population and n denotes the sample size.

In most cases, the distribution parameter σ2 is unknown and must therefore be esti-
mated in advance. In this case, the test statistic is

t
x
SE

tn=
-

-
m0

1


~ ,

and the test is the corresponding t-test. The estimated values are marked with a cap. 
Unlike the null distribution of the z-test, the null distribution of the t-test is different 
for different sample sizes, as it depends on the degrees of freedom n-1. The estimated 
standard error is

SE n� �= s
2
/

with the estimated population variance

s
Ù 2 1

1
=

-n
Sxx ,

where S x xxx i= å -( )2  denotes the sum of all squared deviations of xi from its mean 
(also referred to as the variation of x).

Example
The scores of a nationwide math test are normally distributed with a mean of μ = 78 points and 
a standard deviation of σ = 12 points. The teacher of a particular school wants to test whether 
his newly introduced method of teaching math has a positive significant influence on the point 
score students achieve. His research hypothesis is therefore H1: μ > 78.

The 36 students in his course obtained an average score of x = 82 from the values 94, 68, 
81, 82, 78, 94, 91, 89, 97, 92, 76, 74, 74, 92, 98, 70, 55, 56, 83, 65, 83, 91, 76, 79, 79, 86, 82, 93, 86, 
82, 62, 93, 95, 100, 67, 89. The test statistic is then z = (82–78)/(12/ 36)  = 2.
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If we do not know the true variance of the population, we calculate the variation of the 

sample Sxx =  ∑ (xi − 82)2 = 4892. From this, we determine s 2 1
1

1
36 1

4892 139 77=
-

=
-

=
n

Sxx .  

and thus s = =139 77 11 82. . .  This is quite a good estimate, because the true value was 

σ = 12 points. The estimated standard error is then SE = =
11 82

36
1 97. .  and the test statistic is 

t = (82–78)/1.97 = 2.03. If the degrees of freedom v = n – 1 = 35 and the value of the test 
statistic t = 2.03 are entered in the t distribution of PQRS, . Fig. 4.18 results.

The p-value is 2.5% < 5% and we reject H0: μ = 78 at a significance level of 5%.

4.6.5  t-Test for Two Independent Samples  
(Between-Subject Comparison)

In order to compare two samples, we need to modify the one-sample t-test. First, we assume 
that no one is represented in both samples at the same time and that the realizations of one 
sample are not in any way influenced by those of the other sample. The test will determine 
whether the means x1  and x2  of these two independently drawn samples differ so much 
that it can be concluded that a significant difference between the population means exists. If 
the difference between x1  and x2  is significant, the data do not support the hypothesis that 
the samples were taken from populations with the same mean, μ1 = μ2. Therefore, the null 
hypothesis is H0: μ1 – μ2 = μ0, generally with “no difference”, i.e. μ0 = 0, being tested. The 
alternative hypotheses are then H1: μ1 – μ2 ≠ μ0 or H1: μ1 – μ2 < μ0 or H1: μ1 – μ2 > μ0.

Since we are still in the realm of parametric methods, it is necessary to assume that 
the each sample was randomly selected from its own normally distributed population. 
The two populations have the same, albeit unknown, variance σ2, but it is not necessary 
for the samples to be of equal size. It is crucially important that the subjects are ran-
domly assigned to the different treatments in a between-subject design. Only a success-
ful randomization can ensure that selection effects can be avoided (see 7 Sect. 4.2.3). 
The standard errors are estimated as in the t-test above.

The test statistic is t-distributed with v  =  n1  +  n2  –  2  degrees of freedom, where 
n1  and n2  are the respective sizes of the samples, and is the standardized difference 
between the two sample averages

t
x x

se
t n n=

- -
+( )

1 2 0
21 2

m
-



~ .

       . Fig. 4.18 Performing 
a one-tailed t-test with 
one sample
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The standard error is calculated from a weighted mean of the sample variances as 
follows
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4.6.6  t-Test for Two Dependent Samples  
(Within-Subject Comparison)

A further modification of the t-test is required if the realizations of one sample are not 
independent of those of the other sample. This is always the case in a within-subject 
design of an experiment, since one subject makes decisions in two different treatments 
or samples. Therefore, there are pairs of measured values in which the decision of the 
same subject is found in both treatments. The null hypothesis is H0: μ1 – μ2 = μ0, with 
μ0 = 0 usually being tested, and the alternative hypotheses are H1: μ1 – μ2 ≠ μ0 or H1: 
μ1 – μ2 < μ0 or H1: μ1 – μ2 > μ0.

Once again, the samples are randomly drawn from each of the normally distributed 
populations of unknown but equal variance σ2. The test statistic is the same as in the 
two-sample case using independent samples. The standard error is calculated from a 
weighted mean of the sample variances, corrected by the degree of correlation between 
the two samples

SE S S S S = + -1
2

2
2

1 22r ,

where ρ represents the (Bravais-Pearson) correlation coefficient between the two sam-
ples. It is calculated using

r =
S
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x x
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The following also applies
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4.6.7  Kolmogorov Test

The Kolmogorov test is one of what is termed goodness-of-fit tests. These tests examine 
whether the distribution of the values of a sample are those that would be expected 
based on a specific, pre-defined distribution. This means that this test provides statisti-
cal evidence as to whether or not the assumption of a particular distribution is fulfilled. 
For this purpose, the empirical distribution function Fx of the sample, i.e. the propor-
tion of observed x-values that are smaller than or equal to a specific x-value (for all real 
x-values), is compared with the pre-defined or presumed distribution function F0. The 
test statistic D measures the degree of agreement and is the maximum distance between 
Fx and F0.

The null hypothesis postulates concordance between the theoretical and the 
empirical distributions, and the alternative hypothesis states that the sample does not 
originate from the theoretical distribution. For this reason, a two-tailed hypothesis, 
which allows a deviation in both directions, is usually used in practice. In contrast to 
most other tests, with the Kolmogorov test we do not want the null hypothesis to be 
rejected, since we usually expect the assumption concerning a particular distribution 
to be confirmed (e.g. normal distribution). The more dissimilar the data are to the 
reference distribution, the higher the probability that the null hypothesis will be 
rejected.

 Prerequisites and Special Features
Technically speaking, the Kolmogorov test requires a continuous random variable (with 
at least ordinal values). It can be shown that only with this condition is the distribution 
of the test statistic D independent of the actual form of the true distribution from which 
the sample was drawn, thus making the Kolmogorov test a truly distribution-free 
method if this condition is met.

The alternative for discrete data is a χ2 goodness-of-fit test, which in turn requires a 
relatively large sample size to generate valid test decisions. If the Kolmogorov test is 
nevertheless to be applied to discrete data, it is necessary either to accept significantly 
more conservative test decisions or to use certain modifications of this test that specifi-
cally address discrete data (Conover 1972).
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 The Test Statistic and the Null Distribution
The test statistic is the maximum difference in value between the two cumulative 
distribution functions, that of the reference distribution F0 and that of the empirical 
distribution Fx

D max F F Fx D= - 0 ~ .

The test statistic follows a unique but not common null distribution FD that does not 
depend on Fx provided that Fx is continuous. The critical values of D are tabulated 
(Massey 1951) up to a sample size of n = 35. They can be calculated for larger samples at 
a significance level of 5% according to the formula

D
ncrit =

1 3581. .

This test (including the critical values) is already included in almost every statistics pro-
gram, thus rendering the use of tables unnecessary here as well.

4.6.8  The Wilcoxon Rank-Sum Test and the Mann-Whitney U Test

The Wilcoxon rank-sum test is a popular alternative to the t-test when it does not appear 
realistic to assume a normal distribution and/or the data are not scaled metrically. Like 
the t-test, it compares the equality of the “central points” of two independent samples. 
As the name of the test indicates, the Wilcoxon rank-sum test is based on ordinal rank 
data. Arithmetic means no longer exist for these data and we generally speak of “central 
tendencies” to compare groups.

The data consists of one observation each of the n1 and n2 random variables 
(x1, …, xn1) and (y1, …, yn2). Stochastic independence exists both within each sam-
ple (x1, …, xn1) and (y1, …, yn2) and between the variables xi and yi. All the random 
variables are continuous and measured on at least an ordinal scale.

First, the n = n1 + n2 observations across both samples are assigned ranks. The small-
est of the n observations receives the smallest rank, the largest observation the largest. 
Ideally, n different ranks can be assigned for n observations. Then the sums of the ranks 
of each sample are calculated separately to obtain the rank totals R1 and R2. The test 
statistic used for the Wilcoxon rank-sum test is the smaller of the two rank sums 
obtained from the samples, i.e. R*  =  min{R1, R2}. The p-value, for the calculation of 
which the null distribution is required, is then the probability of obtaining this rank sum 
R* or a more extreme one (in the sense of the research hypothesis H1).

To determine the null distribution, we first calculate the total number of possible 
variations V which could be used to distribute the n ranks between the two samples of 
sizes n1 and n2. It is possible to show that

V
n n
n n

=
+( )1 2

1 2

!
! !
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holds. The null distribution then consists of the V possible rank combinations in the 
sample that has the smaller rank sum R*. To obtain the p-value, the rank sums of all the 
combinations that are less than or equal to (for the left-tailed test) or greater than or 
equal to (for the right-tailed test) R* are counted and this number is divided by V.

In PQRS, the null distribution is obtained by selecting “Wilcoxon rank-sum” under 
“Distribution” and entering the size of the first sample (e.g. m = 4) in the “m” field and 
the size of the second sample (e.g. n = 6) in the “n” field. After clicking on “Apply New 
Distribution” the image shown in . Fig. 4.19 is displayed.

By moving the slider on the abscissa (here set to the center, 22), we can again specify 
any quantiles and read their corresponding probabilities in the line below. In this case, 
for example, we see that the probability of obtaining a value of the test statistic R* that is 
less than 22 is no more than 0.4571 = 45.71%. The probability of obtaining exactly 22 is 
0.0857 = 8.57%. Thus, the probability of obtaining a value less than or equal to 22 is the 
sum of these two probabilities, i.e. 0.4571 + 0.0857 = 0.5428 = 54.28%. With large sam-
ples and limited measurement accuracy, it is not uncommon to obtain equal values 
(ties) within a group or between both groups. The number of ties then corresponds to 
the number of ranks that should actually be assigned but cannot because it is not pos-
sible to distinguish one value from another. In practice, all these values are then assigned 
the mid-rank, based on the average of the previous and the following rank. For this 
purpose, it makes sense to first write the observations from both samples in a single 
table arranged according to rank. An example is given in . Table 4.4.

The value 9.5 occurs a total of four times. The mid-rank in this case is (20 + 15)/2 = 
(16 + 17 + 18 + 19)/4 = 17.5.

If n1 or n2 are greater than 20, the null distributions of both variants can be approxi-
mated by a normal distribution with

m =
+( )n N1 1

2

and

s 2 1 2 1
12

=
+( )n n N

.

The test statistic R* can then be transformed into standard normally distributed z-values 
in the usual way.

An alternative method that always leads to the same test result as the Wilcoxon 
rank-sum test is the Mann-Whitney U test. For each rank in one group, we determine 

       . Fig. 4.19 Null dis-
tribution of a Wilcoxon 
rank-sum test with two 
independent samples
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how many smaller ranks there are in the other group (the so-called rank scores). The 
sum of these scores is then used in the same way as the rank sum in the Wilcoxon test, 
i.e. the test statistic S* is the smaller of the two score sums. When approximating the 
null distribution of S* with a normal distribution, only the expected value has to be 
adjusted:

m =
n n1 2

2
.

The variance is the same as for the Wilcoxon R* test statistic.

       . Table 4.4 Procedure for ties

Group 1 Group 2 Rank

… … …

8.7 15

9.5 (16) – > 17.5

9.5 (17) – > 17.5

9.5 (18) – > 17.5

9.5 (19) – > 17.5

10.2 20

… … …

Example
The aim is to test whether students of economics (ECON) give significantly less in the dictator 
game than students of humanities (HUM). For this purpose, there are n1 = 4 observations in 
group ECON and n2 = 5 observations in group HUM (see . Table 4.5).

The test statistic is the rank sum R* = R1 = 12, since this number is the smaller of the two 
rank sums. Furthermore, for the total number of variations V with which N = 9 ranks can be 
distributed between two samples of sizes 4 and 5:

V =
+( )

=
4 5
4 5

126
!

! !
.

 

The possible rank totals for the sample ECON are arranged according to size:

1 1 2 3 4 10
2 1 2 3 5 11
3 1 2 3 6 12
4 1 2 4 5 12
5 1 2 4 6

.
.
.
.
.

+ + + =
+ + + =
+ + + =
+ + + =
+ + + =113

126 6 7 8 9 30
¼ ¼

+ + + =.
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We see that the rank sum is less than or equal to R* = R1 = 12 in only 4 out of 126 possible cases. 
Accordingly, the p-value is 4/126 ≈ 0.0317 = 3.17% and the null hypothesis would be rejected 
at a significance level of 5%. In PQRS, this value is obtained by determining the null distribution 
for n1 = 4 and n2 = 5 (m and n in PQRS) and selecting quantile 12.

As can be seen from . Fig. 4.20, the probability of obtaining an R*-value of 12 or less is the 
sum of 0.015873 (probability of R* < 12) and 0.015873 (probability of R* = 12), i.e. again 
approximately 0.0317 = 3.17%.

In the Mann-Whitney U test, the scores are as shown in . Table 4.6.
S* = S1 = 2 and V = 126. The ordered score totals in the ECON group are as follows.

1 0 0 0 0 0 1 2 3 4
2 0 0 0 1 1 1 2 3 5
3 0 0 0

.
.
.

+ + + = ( )
+ + + = ( )
+ + +

Ranks , , ,
Ranks , , ,

22 2 1 2 3 6
4 0 0 1 1 2 1 2 4 5
5 0 0 0 3 3

= ( )
+ + + = ( )
+ + + =

Ranks , , ,
Ranks , , ,
Rank

.

. ss , , ,1 2 3 7

126 5 5 5 5 20

( )
¼ ¼

+ + + =. .

 

Again, the value of the test statistic (here, S* = 2) is not exceeded in only 4 out of 126 cases, 
i.e. the p-value is analogous to that in the Wilcoxon-rank sum test, 4/126 = 0.032 = 3.2%. 
The corresponding null distribution in PQRS is displayed in . Fig. 4.21.

As we can see, the only difference is an adjusted quantile (S* = 2 instead of R* = 12); 
however, the corresponding p-value in the Mann-Whitney U test is the same as that in the 
Wilcoxon rank-sum test.

       . Fig. 4.20 Performing 
a Wilcoxon rank-sum test

       . Table 4.5 Example data for the Wilcoxon rank-sum test

ECON HUM

Allocation Rank Allocation Rank

13 4 25 9

14 5 15 6

8 2 9 3

6 1 22 8

19 7

Sum R1 = 12 R2 = 33
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4.6.9  Wilcoxon Signed-Rank Test (Two Dependent Samples)

Just as the Wilcoxon rank-sum test can be seen as a nonparametric counterpart to the 
t-test with two independent samples, the Wilcoxon signed-rank test can be used as a 
nonparametric alternative to the t-test with two dependent samples. It is one of the 
standard tests for ordinal data in a within-subject or matched-pairs design.

The Wilcoxon signed-rank test is based on the differences in the values of the two 
samples. Although the direction of the difference is taken into account, the size of the 
difference is only included in the test statistic in the form of an ordinal ranking.

The hypotheses are the same as those in the Wilcoxon rank-sum test. If the null 
hypothesis is valid, it is assumed that the differences originate from a population that is 
symmetrically distributed around the median of 0. This means that prior to the actual 
sample realization, the probability of ranks 1, 2, 3 etc. is as high as the probability of 
ranks −1, −2, −3 etc., i.e. 0.5. Drawing the sample (or carrying out a treatment) can also 
be imagined as flipping n coins numbered from 1 to n, with the positive number on one 
side of the coin and the negative number on the other side. This property of the equal 
probabilities of the signs is important in the derivation of the null distribution.

The data consist of one observation each of the n random variable tuples (x1, y1), 
(x2,  y2), …, (xn, yn). The variables xi and yi are not stochastically independent of each 
other, whereas the realizations of the pairs (xi, yi) are. All the random variables are 
 continuous and measured on at least an ordinal scale. To derive the test statistic, the 

       . Fig. 4.21 Performing 
a Mann-Whitney U test

       . Table 4.6 Scores in the Mann-Whitney U test

ECON HUM

Allocation Rank Score Allocation Rank Score

13 4 1 25 9 4

14 5 1 15 6 4

8 2 0 9 3 2

6 1 0 22 8 4

19 7 4

Sum S1 = 2 S2 = 18
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absolute differences |di| = |xi − yi| of the values are determined first. If we assume for the 
moment that no zero differences |di| = 0 and no differences of equal size |di| = |dj| occur, 
we know that with, for example, n = 3 observations, we must obtain the ranks 1, 2, 3. If 
the actual difference between the sample values is positive (value of the first sample is 
greater than the value of the second sample), a plus sign is assigned to the rank and a 
minus sign in the reverse case. A sample size of n = 3 would result in m = 2n = 23 = 8 
possibilities of distributing the signs to the three ranks (see . Table 4.7).

The rank sums of the positive ranks are denoted by W+ and those of the negative 
ranks by W−, where in all m = 8 cases

W W
n n+ -+ =

+( )
=

1
2

6.

Since one rank sum can always be derived from the other, it does not matter which of the 
two values W+ or W− we use as the test statistic. In the following, we choose W+ and all 
further steps are based on this choice. The null distribution for n = 3 is given in . Table 4.8.

This shows, for example, that the probability of obtaining a value of W+ less than or 
equal to 2 is 1/8 + 1/8 + 1/8 = 3/8 = 0.375.

In PQRS, we can graph the sample distribution by selecting “Wilcoxon signed rank” 
under “Distribution” and entering the value 3 in the “n” field. After clicking on “Apply 
New Distribution”, we obtain the image shown in . Fig. 4.22.

It is easy to see in this figure that the smallest possible significance level at which we 
can test for n = 3 is 1/8 = 0.125 = 12.5%. If the sample size is increased, we gain more 

       . Table 4.7 Eight different ways to assign two signs to three ranks

Rank 1. 2. 3. 4. 5. 6. 7. 8.

1 − − − − + + + +

2 − − + + − − + +

3 − + + − + − − +

W+ 0 3 5 2 4 1 3 6

W− 6 3 1 4 2 5 3 0

       . Table 4.8 Null distribution in the Wilcoxon signed-rank test

Poss. values  W+ 0 1 2 3 4 5 6

Absolute frequency 1 1 1 2 1 1 1 8

Probability 1/8 1/8 1/8 2/8 1/8 1/8 1/8 1
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possible values of W+ and correspondingly finer increments in the null distribution. For 
n = 10, we obtain the distribution shown in . Fig. 4.23.

Here, the probability of obtaining a value of W+ of 12 or less is 0.0527 = 5.27%, which 
is almost the standard significance level of 5%. Furthermore, it is noticeable that the 
distribution is already very similar to a normal distribution. In fact, we could approxi-
mate the null distribution using a normal distribution with the parameters μ = n(n + 1)/4 
and σ2 = n(n + 1)(2n + 1)/24. The normal distribution is, however, a continuous distri-
bution, and the following continuity correction factor should therefore be made when 
standardizing the test statistic (W+– μ)/ σ: if W+< μ, then add 0.5 to W+ and if W+> μ, 
then subtract 0.5 from W+. In both cases, the distance from W+ to μ, and thus the z-value 
of the samples, is reduced.

In closing, it should be mentioned that the more zero differences, |di| = 0, and ties, 
|di| = |dj|, that occur, the more problematic the method described above becomes. Since 
the test assumes continuous variables, given sufficiently accurate measurements, neither 
of these variants can actually occur in theory. The continuity assumption therefore means 
that the probability of the occurrence of zero differences and ties should be zero, at least 
theoretically. In practice, however, the above ties occur more frequently because it is not 
always possible to measure the variables as precisely as desired. For example, amounts of 
money in euros are limited to two decimal places (the smallest unit is 1 cent or 1/100 
euro) and it does not make much practical sense to refine this unit further. Several pro-
posals in connection with this have been discussed in the statistics literature. In practice, 
though, it has generally become accepted to remove zero differences from the observa-
tions, resulting in a smaller sample size n*, and to assign the common mid- rank to ties. 
At this juncture, it would be going too far to describe the precise demarcations of the 
various methods. Interested readers are referred to, for example, Conover (1973).

       . Fig. 4.22 Null distri-
bution in the Wilcoxon 
signed-rank test

       . Fig. 4.23 Null distri-
bution in the Wilcoxon 
signed-rank test with 
n = 10
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Example
The influence of group membership on the trustors’ behavior in the trust game is to be 
investigated. In an experiment, n = 12 people (6 trustors and 6 trustees) are successively 
subjected to two different treatments. First, they play the trust game in pairs without informa-
tion concerning the subject of study of their respective game partner (“without info”). In the 
game, the trustors decide whether they want to send 1, 2, ... or 10 euros to the trustee. The 
trustee then decides, using the strategy method, how much he wishes to send back to the 
trustor. The subjects do not receive any feedback about the behavior of their respective partner 
after completion of the first treatment. In the second treatment, the same subjects play the 
same trust game again, but they also receive information on the subject of study of their 
respective partner (“with info”). The behavior of the trustor in both treatments is reported in 
. Table 4.9.

Since subject 4 shows no change between the two treatments, he is removed from the 
analysis, reducing the sample size to n = 5. (There are, however, also methods that take these 
zero differences into account; see, for instance, Marascuilo and McSweeney 1977).

Suppose it is assumed that the information about the partner’s subject of study reduces 
the amount sent by the trustor. Then the hypotheses are:

 5 H0: E(d) = 0. The expected difference in the amount sent by the trustor in the two 
treatments is zero, i.e. the information on the subject of study does not reduce the 
amount sent.

 5 H1: E(d) > 0. The expected difference in the amount sent by the trustor in the two 
treatments is greater than zero, i.e. the information on the subject of study reduces the 
amount sent by the trustor.

The null distribution for n = 5 in PQRS is shown in . Fig. 4.24.
Since we have a right-tailed test, we will consider the right end of the distribution. The 

probability of obtaining a test statistic greater than or equal to 14 is 0.0625 = 6.25%. Thus, 
our critical value is 14 and the corresponding significance level is 6.25%. In order to make a 
test decision, we only need the value of the test statistic from our data or the associated 
p-value.

First, we calculate the absolute values of the differences between the outcomes obtained 
“without info” and “with info”. These are entered in column |d|. Ranks are then assigned to the |d| 
values and entered in the “Rank |d|” column. Depending on whether the difference between the 

       . Table 4.9 Data on trustors’ behavior

Without Info With Info |d| Rank |d| + Rank – Rank

1 4 6 2 2 −2

2 6 5 1 1 +1

3 6 3 3 3 +3

4 3 3 0 – – –

5 8 4 4 4 +4

6 10 1 9 5 +5

W+ = 13 W− = 2
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“without info” and “with info” values were positive or negative, a plus (+) or minus (−) sign is 
placed before the values in the “+ Rank” or “– Rank” column. We call these numbers “signed 
ranks”. From this, we calculate the absolute sum of the positive values W+ and of the negative 
values W−. We choose one of these two numbers as the test statistic W. We decide for W = W+, 
although the same test result (with a slightly adapted test procedure) is also obtained with W = 
W−. Our test statistic is then W+ = 1 + 3 + 4 + 6 = 13. Since this value is to the left of our critical 
value of 14, we cannot reject the null hypothesis at a significance level of 6.25% by only a 
narrow margin.

The data therefore do not support the hypothesis that explicit information on the subject 
of study has a negative effect on the amount the trustor sends. This may come as a surprise, 
because a quick inspection of the data suggests that an effect is present. Four out of six 
subjects, after receiving the information, gave a lower amount. Subject 6 even showed the 
maximum possible change from 10 to 1. This shows the loss of information associated with 
the use of ordinal rank data. Subject 6 was assigned the highest possible rank of +5, but in 
relation to the cardinal change of 10–1 = 9 this appears “too small”, whereas subject 5 was 
ranked +4 with a cardinal change of only 4. Under these conditions, and given the small 
sample size, a single negative rank of −2 is sufficient to make the change in the values 
insignificant.

4.6.10  The Binomial Test

Many variables in experiments have only two possible outcomes, such as “accept 
offer/reject offer” in the ultimatum game, “cooperate/defect” in the prisoner dilemma 
game, or “choose an even number/choose an odd number” in the matching pennies 
game. A coin toss with the results heads or tails can also be represented by such a 
dichotomous variable. We call the one-off performance of such an experiment a 
Bernoulli trial and the two results success and failure. The probability of one of the two 
results of a one-off Bernoulli trial is the probability of success or failure, which is 0.5 
for flipping a fair coin, for example.

In a laboratory experiment involving decision-making, the probability of the sub-
jects deciding on one or the other alternative action is generally not known in advance. 
Yet it is precisely this which is often of particular interest. If a theory specifies a particu-
lar value, the laboratory data and a suitable hypothesis test could be used to check 
whether the laboratory data statistically support the specific theoretical value or not. 
In the matching pennies game mentioned above, for example, game theory predicts an 
equilibrium in which both players play both alternatives with equal probability, i.e. with 

       . Fig. 4.24 Null dis-
tribution in the Wilcoxon 
signed-rank test with n = 5
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p = P(choosing an even number) = 1 – p = P(choosing an odd number) = 0.5. If this 
game is played sufficiently frequently in the laboratory, a relative frequency for “even 
number” (“success”) and “odd number” (“failure”) is obtained by simply counting the 
respective realizations. This frequency is also referred to as the empirical probability of 
success pÙ . The binomial test examines whether the observed value of pÙ  is that which 
would be expected if it is assumed that in reality the probability of success takes on a 
specified value p = p0, which in the case of the matching pennies game is p = 0.5. If the 
difference between π and p0 is sufficiently large, then the null hypothesis is rejected, i.e. 
taking into account a given probability of error, the specified value p is not consistent 
with the observed sample. If, however, the null hypothesis cannot be rejected, the exper-
imental data support the theoretical prediction.

The possible hypotheses in the binomial test are

Two-tailed Left-tailed Right-tailed

H0: p = p0 p ≥ p0 p ≤ p0

H1: p ≠ p0 p < p0 p > p0

The variable under consideration is either dichotomous, i.e. it can by definition only have 
two values, such as the result of a coin toss, or it is categorically scaled with 2 categories, 
e.g. the amounts given in the dictator game, which are “high” if they exceed a certain 
amount, and otherwise “low”. Furthermore, the theory of the test requires that all n repeti-
tions of the Bernoulli trial are stochastically independent of each other and the probability 
of success p remains constant over all trials. These two requirements may prove to be 
problematic in many experiments because they create a conflict. On the one hand, the 
runs should be stochastically independent of each other. This usually means that two con-
secutive repetitions of the experiment must not be performed by one and the same pair of 
subjects. On the other hand, the probabilities should remain constant over all repetitions. 
This, in turn, means that there should, first of all, be no feedback on the behavior of the 
subject’s partner between the repetitions and, second, that the subject pairs should not be 
changed over several repetitions since each individual “brings along” his or her personal 
probability of occurrence from the outset. Yet even with within-subject designs, a suffi-
ciently high number of repetitions may lead to learning or fatigue effects changing the 
probability of success. Without saying too much about the design of experiments at this 
point, a compromise could be to have the game played once by a large enough number of 
pairs and to ensure adequate randomization when recruiting them.

The test statistic B is the number of successes in a Bernoulli trial repeated n times. 
The null distribution of B, which is derived in the same way as other discrete density 
functions, is

p x n p
n
x

p px n x, ,( ) = æ

è
ç

ö

ø
÷ -( ) -1 ,
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with this providing the probability of success x-times in n trials with a probability of 

success of p. For example, the density function value π(3, 10, 0.5) = 
10
3

0 5 1 0 53 10 3æ

è
ç

ö

ø
÷ -( ) =-. .  

0.1172 = 11.72% indicates how likely it is that in 10 Bernoulli trials “success” is observed 
exactly three times, if both outcomes of the variables are equally probable.10

This distribution can be represented in PQRS as shown in . Fig. 4.25.
The calculated probability of 0.1172 = 11.72% can be read at position 3.
If the sample size n is “large enough”, then the null distribution can be replaced by 

the normal distribution with μ = np0 and σ2 = np0(1 − p0). The standardized test statistic 
is then

z
x np

np p
p p

p p
n
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0

0 0

0

0 01 1
.

This test variant is also known as the z-test for population frequency. A rule of thumb for 
“large enough” is np0(1 − p0) ≥ 9 (Bortz and Lienert 2008, p. 42). Since we are again 
mapping a discrete distribution with a continuous distribution, this means that particu-
larly with a sample size of 15 < n < 60, the resulting p-value tends to be too small due to 
an additional approximation error, resulting in the null hypothesis therefore being 
rejected too often. This error is corrected with the following continuity correction 
(Fleiss et al. 2003, p. 27):

z
p p

n
p p

n

corr =
- -

-( )
0

0 0

1
2

1
.

       . Fig. 4.25 Null distri-
bution in the binomial 
test with n = 10 and 
p = 0.5

10 An example is a coin toss, in which “heads”, for instance, is defined as the case of success.
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Example
A one-off first-price auction experiment is conducted with 10 subjects acting as bidders. Of the 
10 bidders, B = 7 overbid the symmetrical Nash equilibrium prediction calculated under the 
assumption of risk neutrality, while 3 underbid this. The aim is to test whether overbidding and 
underbidding are equally likely, i.e. whether the probability of overbidding differs significantly 
from 50%. If we do not know in advance the direction of a deviation, we have to accept a 
higher Type II error or a lower power and test the two-tailed hypothesis H0: p = 0.5 against 
H1: p ≠ 0.5. The null distribution in PQRS is shown in . Fig. 4.26.

We can see from this that the probability of B ≥ 7 or B ≤ 3 is (0.1172 + 0.0547) * 
2 = 0.3438.11 This p-value is greater than the significance level of 5%, so we do not reject 
H0: p = 0.5. The empirical probability of success of 0.7 is therefore not sufficiently different from 
the tested value of 0.5. In other words, if H0 were true and the probability of success actually 
amounted to 0.5, we would observe a value B = 7 in 34.38% of all cases (with very many 
repetitions). If we had observed overbidding B = 8 times and had performed a right-tailed test, 
the p-value would have been reduced to only 0.0546 = 5.46%.

We have 10 ∗ 0.5(1 − 0.5) = 2.5 < 9 and therefore an approximation with the normal 
distribution is not suitable. Due to the small sample, however, the exact calculation of the 
p-value is also quite simple, making a simplifying approximate test unnecessary.

4.6.11  The Multinomial Test (1 × k)

The multinomial test is the generalization of the binomial test to categorical variables 
with k > 2 categories. For example, it might be desirable to classify amounts given in the 
dictator game not only in “high” and “low”, but rather more refined in “high”, “medium” 
and “low”, which would correspond to a categorical variable with three categories. 
Otherwise, the test principle of the multinomial test is completely analogous to that of 
the binomial test. The test examines whether the empirical frequencies π1, … , πk of the 
k categories are those that would be expected on the premise that in reality the probabil-
ities of success of the categories assume certain given values p1, … , pk (null hypothesis).

The test statistic in the multinomial test is the observed empirical frequency in all k 
classes. For example, suppose that the variable “hair color” has only k = 3 categories, 
“blonde”, “black” and “other”. From a given population (e.g. all Germans) we select 
n = 20 persons and assign them to the three categories according to their attribute “hair 

       . Fig. 4.26 Binomial 
test in the example

11 It should be noted that the density function of the binomial distribution is only symmetrical 
when the probability of success or failure is 0.5. For all other values, the bars at the left and right 
end of the density function would have to be added up individually to obtain the p-value.
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color”. After counting out the classes, we get the absolute frequencies x1 = 5, x2 = 8 and 
x3 = 7 and the empirical probabilities p1

5
20

= , p 2
8
20

=  and p3
7
20

= .

If x is the vector of the absolute frequencies of a class and p is the vector of the true prob-
ability of being in a certain class, then the null distribution (multinomial distribution) is
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For example, if in Germany exactly 30% of all people are blonde, 40% black-haired and 
30% others, then out of a group of 20 randomly selected Germans, the probability of 
drawing exactly 5 blonde people, 8 black-haired people and 7 others is

p 20 5 8 7 0 3 0 4 0 3 20 0 3
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At this point it becomes clear that we are dealing with very large numbers (the number 
20! corresponds to about 2432 quadrillion, i.e. a number with 19 digits). It becomes no 
less cumbersome if a p-value is calculated. First, all the k-dimensional vectors of the 
frequencies that might possibly be drawn would have to be determined. It can be shown 
that this number is
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In our case, the null distribution would already have 231 places for which we would have to 
calculate π(n, x, p). Then we would have to find all of the realizations that have a probability 
less than or equal to 0.03475 and add them up to obtain a single point on the distribution 
function, our p-value. Now imagine a survey with n = 100 people. It would then be neces-
sary to calculate 5151 probabilities in which even the number 100! occurs. This alone would 
bring any normal pocket calculator to its knees. In other words, without a computer and the 
appropriate software, using the exact multinomial test does not make much sense.12

Fortunately, as is the case with the binomial test, there are also approximate alterna-
tives for the multinomial test that provide good approximations if the sample size is 
“sufficiently large”. If none of the expected frequencies is less than 5 in the multinomial 
test, the χ2 goodness-of-fit test can also be used. Like the multinomial test, it examines 
whether or not an observed frequency distribution over k classes is consistent with a 
theoretical, expected distribution. The main difference to the multinomial test is that 
asymptotic properties of the differences of observed frequency and expected frequency 
are exploited for large samples. If ei is the expected frequency of a class and bi is the 
observed frequency, then it can be shown that for large samples the expression

z
b e

ei
i i

i
=

-( )2

12 To perform a multinomial test in R, for example, we need the EMT (Exact Multinomial Test) 
package from Uwe Menzel, which is available on every CRAN server. The execution is then done 
using the command multinomial.test().
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is approximately standard normally distributed. Therefore, for sufficiently large n, the 
test statistic
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is χ2 distributed with k degrees of freedom. Using this test statistic, the χ2 goodness-
of-fit test tests whether all the observed frequencies are those that would be expected or 
whether at least one observation deviates significantly from the respective expectation.13 
In contrast to the multinomial distribution, the χ2 distribution is included in PQRS. 
With v = k–1 = 2 degrees of freedom, the null distribution in . Fig. 4.27 results.

The following example not only fulfills the criterion ei > 5 for all i = 1…k, but also 
has the special feature that the frequencies are uniformly distributed under the null 
hypothesis. The χ2 test is extremely robust under this second condition, which means 
that it still produces useful results even if the first condition is not fulfilled or only just 
fulfilled (Zar 1999).

       . Fig. 4.27 Approximation of 
the multinomial test with the χ2 
distribution

13 Because a single class (k = 1) does not provide any indication of a deviation between expectation 
and observation, the number of classes for the degrees of freedom is reduced by one.

Example
Brosig-Koch, Helbach, Ockenfels and Weimann (2011) conducted a survey of a total of n = 144 
subjects (students) before carrying out their actual experiment. Among other things, they 
asked how much money was available to the students each month. Classifying the answers in 
“poor”, “standard” and “rich” resulted in the absolute frequencies x1 = 47, x2 = 56 and x3 = 41 and 

the empirical probabilities
 
p1 47 144= ,  p 2 56 144=  and p3 41 144= .  The aim was to test 

whether the available amount of money is uniformly distributed among the students, which 
corresponds to the null hypothesis p1 = p2 = p3 = 1/3. If no computer were available, we would 
have to manually calculate the respective probability of occurrence for 10,585 possible 
empirical frequency distributions. In the statistics package R, the command multinomial.test() 
returns the output

Exact Multinomial Test, distance measure: p

Events pObs p.value

10585 0.0018 0.3191

 Chapter 4 · The Experiment from a Statistical Perspective



233 4

“Events” is the number of null distribution values mentioned above, “pObs” is the probabil-
ity of obtaining precisely the observed frequency distribution if the null hypothesis is true, and 
“p.value” is the sum of all the probabilities that are less than or equal to 0.0018 (p-value). We 
see that the null hypothesis p1 = p2 = p3 = 1/3 cannot be rejected.

In order to carry out the χ2 goodness-of-fit test, it is advisable to first compare the 
observed and expected frequencies as shown in . Table 4.10.

These values are used to calculate the test statistic
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Entering this value as a quantile in PQRS yields . Fig. 4.28.
This shows that if the null hypothesis is correct, the probability of obtaining a more 

unusual sample than that observed is p = 0.305 = 30.5%. This value is already very close to the 
exact p-value of the multinomial test (p = 0.3191). Thus, the null hypothesis is not rejected in 
this analysis either, because the p-value is greater than the probability of a Type I error. The 
given sample thus supports the hypothesis that all the classes are equally likely to occur.

       . Table 4.10 Data on the amount of money available

“poor” “standard” “rich”

Observed frequencies x 47 56 41

Expected frequencies e 48 48 48

       . Fig. 4.28 Approxima-
tion of the multinomial 
test with the χ2 distribu-
tion in the example

4.6.12  Fisher’s Exact Test (2 × 2)

The multinomial test and its approximation, the χ2 test in the 1 × k variant, compared the 
frequencies of a single sample over k categories with the expected values of a reference dis-
tribution (e.g. uniform distribution over all k categories). If we now want to compare two 
independent, categorically scaled samples (or groups or treatments) with each other, then 
Fisher’s exact test offers a good solution. As before, the observed frequencies are first calcu-
lated and summarized in a contingency table. The rows and columns of this table contain 
the respective values of the two categorical variables. The simplest case with only k = 2 cat-
egories of the variable measured results in . Table  4.11 with the four values xij, where 
i = 1…g represents the index of the group or sample and j = 1…k the index of the categories.
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Fisher’s exact test now checks whether the frequencies x11  and x21 (or alternatively 
x12 = n1 − x11 and x22 = n2 − x21) are sufficiently different to indicate a significant difference 
between the groups. The null hypothesis assumes that the population frequencies p1, j and 
p2, j are equal or, alternatively, that the two samples originate from the same population. 
The research hypothesis can be formulated as left-tailed, right-tailed or two- tailed.

The data consist of two independent samples of sizes n1 and n2 relating to a nomi-
nally or ordinally scaled attribute with 2 categories. In order to obtain the sampling or 
null distribution, we first need a new random thought experiment. A population of size 
N with the two mutually exclusive attribute values j = 1 or j = 2 and the corresponding 
population frequencies N1 and N2, where N = N1 + N2, is given. Assuming we draw an 
element without replacement from this population exactly n times, what is the probabil-
ity that we draw j = 1 exactly x times (and therefore j = 2 exactly n – x times)? It can be 
shown that this probability is
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This discrete density function is termed hypergeometric.

       . Table 4.11 Four-field table for Fisher’s exact test

Measured categorical variable

category j = 1 category j = 2

Group control i = 1 x11 x12 n1

treatment i = 2 x21 x22 n2

N1 N2 N

Example
To illustrate this, imagine that one year of a part-time continuing education course consists of 
N = 50 students, of whom N1 = 40 have a high school diploma and N − N1 = 10 have no high 
school diploma. We randomly select n = 8 students from this population and find that x = 5 of 
them have a high school diploma. The probability of this event is
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PQRS also contains the hypergeometric distribution. After entering the parameters N = 50, 
N1 = 40 and n = 8 and clicking on “Apply New Distribution”, we obtain . Fig. 4.29.
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The value 0.1471 can be read directly below the quantile x = 5.
Now let us imagine that we also determine the attribute values “high school diploma” 

and “no high school diploma” among the remaining 42 students. Then it is clear that in this 
“complementary” sample, we will find 40–5 = 35 students with a high school diploma and 
10–3 = 7 students without a high school diploma, with the probability of the occurrence of 
this “complementary” sample having been exactly the same as that of the first sample, since 
the population frequencies present mean one sample is always automatically a result of the 
realizations of the other sample. This can easily be checked using the summary in 
. Table 4.12.

The marginal frequencies in bold and the underlined value 5 permit all the remaining 
numbers in the table to be determined unambiguously. So if the probability of obtaining the 
value 5 (top left) is 14.71%, then the probability of any combinations of all four values 5, 3, 35 
and 7 must be the same (especially the probability for the realization of the entire table). In 
PQRS, for example, we can confirm that in a sample of size n2 = 42 out of N = 50 students in 
which N1 = 40 have a high school diploma, the probability of selecting x11=35 students with a 
high school diploma is also 14.71% (cf. . Fig. 4.30).

To calculate the probability 14.71%, the population frequency N1 = 40 (or N2 = 10) and 
n1 = 8 (or n2 = 42) must be known. The population frequencies are, of course, unknown in a 
typical comparison of two groups. For example, the population of the 50 students of one year 
could be extended to all the students in the country, from whom n1 = 8 males and n2 = 12 
females are randomly selected. The values of “high school diploma” and “no high school 
diploma” are then determined in both groups and the (hypothetical) contingency . Table 4.13 
is be generated.

Although it is now possible to calculate the marginal frequencies, the population 
frequency of the “number of male students” or “students with a high school diploma” is still not 
known for the entire country. The trick in Fisher’s exact test is to pretend that the combined 
sample of size N is a population from which samples of sizes n1 or n2 are taken. Under this 
assumption, it would be possible to use any value of the four-field table as the test statistic 

       . Fig. 4.29 Hypergeo-
metric Distribution

       . Table 4.12 Four-field table for Fisher’s exact test in the example

Measured categorical variable

High school diploma No high school diploma

Sample 1 5 3 8

2 35 7 42

40 10 50
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whose null distribution is the hypergeometric distribution. The probability of occurrence of the 
above contingency table (or a single value thereof ) is, for example
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In order to calculate the p-value of a one-tailed null hypothesis, we now have to determine the 
probabilities for “more extreme” values of the contingency table that favor the alternative 
hypothesis. To do this, we make the values x11 and x21 even more dissimilar by reducing the 
smaller value by one and increasing the larger value by one. This results in the contingency 
table in . Table 4.14

       . Table 4.13 Contingency table 1 for Fisher’s exact test in the example

Measured categorical variable

High school diploma No high school diploma

Gender Male x11 = 2 x12 = 6 n1 = 8

Female x21 = 9 x22 = 3 n2 = 12

N1 = 11 N2 = 9 N = 20

       . Table 4.14 Contingency table 2 for Fisher’s exact test in the example

Measured categorical variable

High school diploma No high school diploma

Gender Male x11 = 1 x12 = 7 n1 = 8

Female x21 = 10 x22 = 2 n2 = 12

N1 = 11 N2 = 9 N = 20

       . Fig. 4.30 Hyper-
geometric Distribution 
in the example
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Note that with the same marginal frequencies, the values in the second column “no high 
school diploma” also become more dissimilar. The probability for this more extreme contin-
gency table is
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The “most extreme” of all the contingency tables in the sense of the alternative hypothesis 
would ultimately be . Table 4.15.

The probability of occurrence is
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The probability that the observed or a more extreme distribution of frequencies will occur is 
therefore the sum p = 0.0367 + 0.0031 + 0.0001 = 0.0399. At a significance level of 5%, the 
null hypothesis, “Gender has no influence on school education”, would thus be rejected in 
favor of the alternative hypothesis, “Women achieve a higher level of school education 
than men”.

4.6.13  χ2 Test (2 × k)

Fisher’s exact test, discussed in the last section, quickly becomes impractical when the 
number of classes of the categorical variable or the number of observations increases. The 
χ2 test offers a simplifying approximation for these cases and is also one of the tests that 
allow a statistical conclusion based on the sample (observed) frequencies to be drawn 
concerning the population (expected) frequencies. To do this, the χ2  test compares the 
actually realized values in a contingency table with those that could be expected if the null 
hypothesis is true. If all the differences are sufficiently large, this does not support the null 
hypothesis. The 2 × k variant of this test involves the comparison of 2 independent samples 
in relation to an attribute with k categories. The null hypothesis is then, “Both samples 

       . Table 4.15 Contingency table 3 for Fisher’s exact test in the example

Measured categorical variable

High school diploma No high school diploma

Gender Male x11 = 0 x12 = 8 n1 = 8

Female x21 = 11 x22 = 1 n2 = 12

N1 = 11 N2 = 9 N = 20
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come from the same population”, or, “The population frequencies of the two samples do 
not differ”. In a control/treatment comparison, it is also possible say, “The treatment has no 
influence on the population frequencies of the attribute’s classes”.

The data consist of two independent samples involving a nominally or ordinally 
scaled attribute with k mutually exclusive categories. The samples are of size n1and n2. 
The test statistic only approximately, i.e. for sufficiently large samples, follows a χ2 distri-
bution. A common rule of thumb is therefore: at least 80% of all the expected frequen-
cies in the contingency table must be greater than 5 and the remaining 20% greater than 
1 (Bortz and Lienert 2008).

In order to obtain the test statistic in the χ2 test (2 × k), first the expected frequencies 
eij of the contingency table are calculated using “column total multiplied by row total 
divided by N”.

For the purposes of illustration, we again look at the 2 × 2 contingency table in 
. Table 4.11. If we had a population of size N, in which N1 subjects have a value of 1 of 
the attribute and N2 subjects have a value of 2 of the attribute and n1 subjects belong to 
group 1 and n2 subjects belong to group 2, then the probability that a randomly selected 
subject comes from group 1 and has an attribute value of 1 would be

n
N

N
N

1 1× .

If we now randomly selected a subject (with replacement) N times, we would expect to 
select

e n
N

N
N

N n N
N11

1 1 1 1= =× ×

subjects who belong to group 1 and have an attribute value of 1. In general, we can write 
the expected number of subjects as

e
n N
Nij
j i= .

These expected frequencies are now compared with the actually observed frequencies. 
The greater the differences between “control” and “treatment” with respect to the attri-
bute, the greater the difference between the expected values and the observed values in 
a cell.14 The latter differences therefore form the basis for a test statistic that can be used 
to decide whether there is a significant difference between the “control” and the “treat-
ment” with regard to the variable being assessed.

The normalized, squared difference between xij and eij, for the observed values xij 
and the expected values eij for all i and j, contribute to χ2. The sum of all these differences 
is the χ2 test statistic

14 The example in this section will illustrate this using a numerical example.
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which, at fixed marginal frequencies, approximates a χ2 distribution with
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degrees of freedom. In a 2 × 2 table, for example, only one of the four possible values (or 
summands in the test statistic) can vary freely; the remaining three can always be calcu-
lated from the given marginal frequencies. Therefore, in this case, the degree of freedom 
is (2–1)(2–1) = 1.

Example
The aim is to test whether alcohol changes responsiveness. For this purpose, the attribute 
reaction time is measured in two groups of subjects (no alcohol/alcohol, size per sample: 
n1 = n2 = 100) using an ordinal scale (fast/slow). The observations are presented in . Table 4.16.

We see that 90% of the participants in the group without alcohol show a fast reaction, in con-
trast to only 20% of the participants in the group with alcohol. In view of this large difference, we 
could now already surmise that administering alcohol has an influence on responsiveness. It does 
not matter whether the (relative) frequencies of the fast or the slow participants are compared. 
Similarly, an influence of alcohol on responsiveness could be concluded if we observe that only 
10% of the participants in the group without alcohol have a slow reaction, but 80% in the group 
with alcohol. In both cases, a significant difference between the frequencies might be inferred if 
the frequencies in one of the columns are sufficiently different. If we wanted to make the two fre-
quencies in one column more similar, the other column would also adjust in the same way given 
the same group sizes. For the purpose of clarification, let us imagine that instead of measuring 
the alcohol content in blood, the intelligence quotient of the participants in both groups is mea-
sured on an ordinal scale (high/low). We might surmise that this attribute has no influence on the 
reaction speed. The results in . Table 4.17, for example, would therefore be conceivable.

The frequencies in the left column have decreased by 29 or increased by 38. With the fixed 
group size of 100 each, the frequency increases by 38 at the top right and decreases by 29 at 
the bottom right. In this case, the frequencies within a column are very close to each other and 
it is not expected that the frequencies differ significantly between the groups, i.e. IQ has no 
significant influence on responsiveness.

       . Table 4.16 Contingency table 1 for the χ2 test in the example

Reaction time

Fast Slow

Alcohol No 90 10 100

Yes 20 80 100

110 90 200
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To perform the χ2 frequency test, we first calculate the expected frequencies and the 
resulting contributions to χ2, as shown in . Table 4.18 (values in parentheses).

The test statistic is the sum of all the contributions to χ2. In the first case, χ2 = 22.27 + 22.27 +  
27.22 + 27.22 = 98.98 and, in the second case, χ2 = 0.045 + 0.045 + 0.045 + 0.045 = 0.18. 
. Figure 4.31 shows the null distribution for the first case with k – 1 = 1 degree of freedom as it is 
presented in PQRS.

This shows a p-value close to zero, which indicates a significant influence of alcohol on 
responsiveness (rejection of the null hypothesis). In the second case, the null distribution is as 
shown in . Fig. 4.32.

Here, a p-value of 67.14% shows no significant influence of IQ on responsiveness 
( non- rejection of the null hypothesis).

       . Table 4.18 Contingency table 3 with expected frequencies in the example

Reaction time

Exp. frequency Fast Slow

Alcohol No 55 (22.27) 45 (27.22) 100

Yes 55 (22.27) 45 (27.22) 100

110 90 200

Exp. frequency Fast Slow

IQ Low 50.5 (0.045) 49.5 (0.045) 100

High 50.5 (0.045) 49.5 (0.045) 100

101 99 200

       . Fig. 4.31 Null distri-
bution in the χ2 test

       . Table 4.17 Contingency table 2 for the χ2 test in the example

Reaction time

Fast Slow

IQ Low 52 48 100

High 49 51 100

101 99 200
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4.6.14  McNemar Test

The McNemar test is suitable for comparing two related or dependent samples with 
respect to a dichotomous attribute. Typically, the experimental design is a within- subject 
design in which the same group of subjects undergoes two different experimental treat-
ments. Since each individual subject then makes two successive decisions, these two 
decisions will depend on each other.

The basis for the McNemar test is again a 2 × 2 contingency table, which we present 
in slightly modified form (. Table 4.19).

Frequency a indicates how many subjects have the attribute value j = 1 both before 
and after the treatment, i.e. no change. Likewise, the subjects in cell d show no change, 
but this time with the attribute value j = 2. The changes from j = 1 to j = 2 are displayed 
in cell b and the changes from j = 2 to j = 1 are displayed in cell c. The basic test principle 
is the same as for the 2 × 2 χ2  test. The observed frequencies are compared with the 
expected frequencies and if the differences are sufficiently large, the null hypothesis, 
“There was no change in the attribute between the two samples”, is rejected. The main 
difference to the comparison of two independent samples is the way in which the 
expected frequencies are calculated.

The data consist of two dependent samples of an attribute measured on a nominal or 
ordinal scale with 2 mutually exclusive categories. The test statistic follows a χ2 distribu-
tion when the samples are sufficiently large. The expected frequencies at the bottom left 
and top right of the contingency table must be equal and both greater than 5 (Bortz and 
Lienert 2008). If this condition is not met, a binomial test is used.

If the null hypothesis is valid, the frequencies before and after the treatment are 
not expected to change. The marginal frequency a  +  b represents the number of 

       . Fig. 4.32 Null distri-
bution in the χ2 test

       . Table 4.19 Contingency table 1 in the McNemar test

Treatment

attribute j = 1 attribute j = 2

Control attribute j = 1 a b a + b

j = 2 c d c + d

a + c b + d N
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Example
We would like to re-examine the impact of information about the subject of study on the 
amounts sent by the trustor in the trust game, but this time in a variant of the game in which 
the trustor can only choose between a “high” or a “low” amount to give to the trustee. In 
addition, this time n = 104 individuals (52 trustors and 52 trustees) are successively subjected 
to two different experimental treatments. First, the subjects play the trust game in pairs 
without knowing the subject of study of their game partner (“without info”, control). In the 
second treatment, the same subjects play the trust game again, but they also receive 
information about the subject of study of their game partner (“with info”, treatment). The data 
lead to . Table 4.20.

Assuming that there is some theoretical justification for information about the subject of 
study only having a negative influence, if any, on the amount sent, then we can formulate the 
one-tailed research hypothesis: “Among all the changes, the probability of changing from 
“high” to “low” (cell b) is greater than the probability of changing from “low” to “high” (cell c)”.

First using the exact binomial test, we obtain the test statistic c = 6 and the parameters of 
the null distribution are n = 15 + 6 = 21 and p = 0.5. After entering these parameters in PQRS, 
we obtain the density function in . Fig. 4.33.

This shows the p-value of the one-tailed hypothesis p = 0.0133 + 0.0259 = 0.0392 = 3.92% 
< 5%. The influence of information on the subject of study thus has a significant negative effect 
on the amount sent. In a two-tailed hypothesis, the p-value would double to p = 0.0784, which 
suggests that the effect is not significant.

 subjects with j = 1 before the treatment (of whom b changed to j = 2 after the treat-
ment). The marginal frequency a  +  c represents the total number of subjects who 
showed j = 1 after the treatment (of whom c changed to j = 1 after the treatment). 
Therefore, if the null hypothesis applies, it is expected that a  +  b  =  a  +  c or 
b = c = (b + c)/2. The expression b = c means that if there were changes, they were 
equal in both directions. The expected frequencies e = (b + c)/2 are now compared 
with the observed frequencies, as in the χ2 test, by adding up the normalized, squared 
differences. This results in the test statistic

c 2
2 2 2

=
-( )

+
-( )

=
-( )
+

b e
e

c e
e

b c
b c

,

which is χ2 distributed with one degree of freedom. Since the χ2 distribution is again 
only a continuous approximation for what is in fact a discrete null distribution, this 
approximation can be improved with the following continuity correction:

c 2
21

=
- -( )
+

b c
b c

.

If the expected frequencies are less than 5, an exact binomial test can also be used. If the 
null hypothesis is valid, the probability of a change from j = 1 to j = 2 is the same as a 
change from j = 2 to j = 1, i.e. 0.5. The smaller of both frequencies, x = min(b, c), is used 
as the test statistic. This is binomially distributed (as is the other “frequency of change”) 
with the null distribution B(b + c; 0.5).
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We will now perform the χ2 approximation for a two-tailed research hypothesis to 
demonstrate the influence of the continuity correction and for the sake of completeness. 
The test statistic without continuity correction is

c 2
2 215 6

21
3 8571=

-( )
+

=
-( )

=
b c
b c

. .

The null distribution is a χ2 distribution with one degree of freedom (see . Fig. 4.34).
The p-value is thus p = 0.0495 = 4.95% < 5% for a two-tailed hypothesis. The exact 

two-tailed p-value without correction was p = 0.0784 = 7.84% > 5%, which shows that a χ2 
approximation without continuity correction can certainly lead to wrong decisions.

With continuity correction, we obtain the test statistic

c 2
2 21 15 6 1

21
3 0476=

- -( )
+

=
- -( )

=
b c
b c

. ,
 

which in PQRS leads to a more accurate p-value of p = 0.0809 = 8.09% > 5% and to the “correct” 
test decision.

       . Table 4.20 Contingency table 2 in the McNemar test

With info

High Low

Without info High 21 15 36

Low 6 10 16

27 25 52

       . Fig. 4.33 Binomial 
distribution in the McNe-
mar test

       . Fig. 4.34 Chi-square 
distribution in the McNe-
mar test
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4.7  Statistical Models

4.7.1  The Fundamentals

Testing the statistical significance of a treatment effect in the form of a hypothesis is not 
the only reason behind many experimental studies. Collecting data on variables experi-
mentally in order to estimate relationships between the variables is another. For this 
second purpose, a statistical model is developed in order to explain the data obtained as 
well as possible. This model can be used to answer further questions, such as:

 5 How can the attributes of a variable be explained using other variables and how 
well can this be done?

 5 What value would a variable presumably have if it were influenced by the attribute 
of another variable that was not elicited in the experiment?

The starting point for a statistical model is the desire to model the changes in an exper-
imentally observed variable y or to at least explain these changes with the help of a 
model. The variable y is therefore also called the variable to be explained or the endoge-
nous variable. The information we use to explain the endogenous variable originates 
from one or more explanatory variables (exogenous variables). The basic assumption of 
each statistical model is that there is a true relationship between the two variables, but 
this is unknown. In particularly simple cases, it may be appropriate to assume a true, 
linear relationship between the endogenous variable y and exactly one exogenous vari-
able x. This would then have the form

y a bx= + ,

where the constant parameters a and b of this line are unknown.
If this model were left as it is, it would certainly not model the data actually observed 

in the best possible way. For the sake of clarification, suppose we have a treatment vari-
able x with the values x = (1, 2, 3, 4) for 4 subjects in the experiment. This could be, for 
example, a given initial endowment or a given cost in an economics game. Depending 
on these values for x, the continuous variable y is measured in the experiment with the 
values y = (7.6, 12.2, 11.1, 14.8). Drawing the data points (x1, y1), (x2, y2), (x3, y3), (x4, y4) 
in an x-y graph results in the points shown in . Fig. 4.35.

On the basis of this graph, we can see that our previous model does not do justice to 
these observations for two reasons. First, the observations are not a continuous func-
tion, but only 4 discrete points, each consisting of x- and y-coordinates. For this reason, 
we discretize the variables x and y of the model using an observation index i = 1, 2, 3, 4 
and obtain the new model

y a bxi i= + .

Each individual observation yi is thus explained deterministically by a linear transfor-
mation of a single observation xi. Therefore, the right side of this equation is also called 
the (deterministic) linear predictor.
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Second, it can be seen that the linear predictor for the constant parameters a and b 
cannot fully map or explain all the observations. In other words, there is no single 
straight line on which all four observations lie. No matter how we try to draw a straight 
line in the graph, some observation points are always above or below this straight line. 
This deviation of an actual observation yi from its linear predictor a + bxi (true straight 
line) is corrected by a random error term, or random disturbance, ui, with the result that 
the following applies

u y a bxi i i= - +( )

or

y a bx ui i i= + + .

As we can see in . Fig.  4.36, this disturbance is sometimes positive and sometimes 
negative, and sometimes strong and sometimes weak, since an observation at different 
distances is sometimes above and sometimes below the true dashed line. In our stochas-
tic model, we therefore assume that the subjects are subject to a random effect with 
regard to the variable yi, which sometimes causes them to deviate upwards and some-
times downwards from the true, deterministic value a + bxi.

In terms of an experiment, this random deviation can be explained in two ways. If 
we carry out the experiment with the same four subjects several times in succession, 
each person is subject to a new random influence each time. For example, variable y 
could measure the amount given in the ultimatum game. Then it would be expected 
that on a day when student 1 happens to be in a particularly good mood (he has slept 
well, the weather is fine, he has received a good exam result, etc.), the amount given, y1, 
also happens to be particularly high. Although the variable “mood” remains unob-
served in the experiment and therefore cannot be controlled, it too has an influence on 
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       . Fig. 4.35 Representa-
tion of the four hypo-
thetical observations of 
the variables x and y in 
the x-y graph
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the endogenous variable y.15 In the same way, of course, a particularly low value can be 
explained if it is assumed that the students happen to be in a bad mood some other day.

Alternatively, we can invite, or “draw” from a total population, groups of students to 
participate in the experiment several times in succession, with four new students each 
time. In this case, we are not modeling a random effect within-subject over time, but 
rather between-subject across different subjects. This is because every individual subject 
also possesses individual character traits that we are generally not able to observe and 
control, as is the case with “mood”.

According to our stochastic model, the random variable yi is thus subject to two 
additive effects. First, the fixed, non-random effect b, which represents the slope of the 
“true” relationship. The larger this value is, the greater the average increase in the yi 
values with an increase in xi.

16 A horizontal line would therefore represent a fixed effect 
of zero, where the variable yi remains unaffected by a change in xi. Second, the variation 
of yi is affected by a random effect that does not result from the variation of the explan-
atory variable. At first, we will make it very easy for ourselves and simply summarize all 
the conceivable random influences on yi in this effect. In this case, we call the model an 
econometric model (cf. von Auer 2016).17

In the simplest case, the random effect is formally represented by a normally distrib-
uted random variable ui with an expected value μ = 0 and a constant variance σ2, or 
more compactly

u Ni ~ .0 2, s( )

15 Unobservable variables are sometimes called latent variables.
16 Of course, the intercept a also has an influence on the value of y. However, this influence is the 

same for all x values and only determines the overall level of the relationship. Therefore, a is not 
considered an effect.

17 Later we will refine this overall random influence and explicitly model random effects.
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       . Fig. 4.36 Random 
disturbances in the four 
observations
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The expected value of zero means that, with very many repetitions of the experiment, 
the positive and negative values of the random disturbances balance out exactly on aver-
age. It follows that the expected value of the variable yi is equal to to the true value of the 
linear predictor,

E y a bxi i( ) = + .

The variance σ2 represents the strength of the random effect. The greater the dispersion 
of the random disturbance, the stronger the impact of the random effect on the endog-
enous variable’s possible magnitude. In . Fig. 4.37, the two hundred-fold repetition of 
our hypothetical experiment with the controlled values x =  (1, 2, 3, 4) and the fixed 
effect b = 2 with the intercept a = 6 has been simulated. On the left of . Fig. 4.37, a 
comparatively weak random effect of σ2 = 0.5 has been used as a basis, with the result 
that there is little fluctuation in the observations yi around the true value. The right- 
hand side of . Fig. 4.37 shows the stronger random effect of σ2 = 1.5, which causes a 
correspondingly larger spread. In both cases, it is easy to see the normal distribution of 
the disturbance variable, with the highest probability density or density of points located 
around the true y value. Upwards and downwards, however, the density of the points 
becomes less and less. In the left picture, the density function is therefore narrow with a 
high peak, whereas in the right picture it is wide with a flatter peak.

The fixed effect b, the random effect σ2 and the true intercept a of the relationship are 
always unknown in practice. The aim of a regression is to obtain the best possible estima-
tors, b , s 2  and a , for these unknown parameters.18 In the statistical sense, “best pos-
sible” means that (i) the mean values of the estimates should correspond to the true 
values of b, σ2 and a (unbiased estimation) over many repetitions and that (ii) of all the 
unbiased estimators, the ones with the lowest deviation or highest estimation accuracy 
are selected (efficiency). In the course of this section, we will explore different models, 
each of which requires different estimators. An unbiased and efficient estimator in the 
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       . Fig. 4.37 Weak versus strong random effect in a simulated experiment with 200 repetitions

18 In the following, we will always indicate estimated values with a “hat”.
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case of our simple linear model is the least squares estimator. It determines the values of 
a and b that lead to a line that has the minimum possible distance to all the data points.

Suppose the observations of our dependent variable are 7.5, 12, 11 and 14.5. Then 
this estimator supplies the values a = 6 25.  and b = 2.  The resulting regression line, 
y a bx x



= + = +6 25 2. , is shown in . Fig. 4.38. The distance of an observation yi from 
the estimated value y i

 on the regression line is called the residual ut . It represents the 
part of the observation yt  that cannot be explained by our estimated model.19 In the 
diagram, the squared residuals are represented by gray squares. The least squares estima-
tors a  and b  minimize the sum of these squares. Thus, there is no other line leading to 
a smaller sum of all the gray areas than y x = +6 25 2. . In our example, this total area is 
5.25. In order to estimate the random effect σ2, we calculate the average residual square. 
However, this residual sum of squares is not divided by the number of observations T, 
but by the number of observations that provide information content regarding devia-
tion, i.e. T – 2.20 We obtain s

2
5 25 4 2 2 625= -( ) =. / .  as an estimate for the random 

effect.
Once a model has been estimated, making a prediction is very simple. To do this, we 

insert a new x-value into the estimated equation and obtain a predicted y-value without 
random influence. Of course, it is important not to extrapolate too much and use 
x- values that are very far away from the available x-values. The further away the x-values 
are from the data points used to estimate the model, the less reliable the predictive 
power of the estimated model.
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       . Fig. 4.38 Residual 
squares in four observa-
tions

19 Therefore we often refer to the “unexplained residual”.
20 Two observations are always “useless” in this sense, since a regression line with only two observations 

will always go exactly through these two observed points, with the result that the residuals assume 
the value zero and, consequently, do not provide any information content with regard to a deviation.
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Box 4.4 Correlation Versus Causation
The strength of association between two variables can be considered from a quantitative and 
qualitative point of view. In qualitative terms, the strongest relationship is a causal one. This 
means that the value of one variable causes a change in the value of another variable. For 
example, the force transmitted from one foot to a football is one of the reasons why the 
football flies so far.

A correlation between variables is a qualitatively weaker form of relationship and exists 
when it can merely be observed that the increase of one variable is accompanied by an 
increase or decrease of the other variable. Even a perfect correlation does not necessarily 
mean that the variables are also causally related. For example, it may be observed that the 
amount of hair men have on their head and their respective income are inverse to each 
other, i.e. the less hair men have, the higher their income. If there were a causal relationship 
here, all men would probably shave off their hair in the hope of becoming richer. The actual 
causal relationship can be established easily if a third variable, age, is included. The older a 
man is, the more professional experience he has and, therefore, the higher the average 
income he earns. At the same time, it is in the nature of things that hair loss in men is also 
age-related. Age therefore has a causal effect on both the amount of hair and the average 
income of working men. Causation always means a correlation, but not every correlation 
means causation. To put it another way, if two variables are not correlated, there cannot be a 
causal relationship either. However, even if no causal relationship exists, there may well be a 
correlation.

A simple statistical model such as the one described above merely measures the strength 
of a relationship and therefore provides purely quantitative information on the relationship 
between the variables. Whether one variable is responsible for the change in the other variable 
is not the subject of the statistical model (at least not in the form shown here). The relationship 
quantified by a statistical model is only ever causal to the extent that the experimental design, 
which was carried out in advance, has allowed it. The three factors of control, repetition and 
randomization discussed earlier are decisive for the causality in an experiment. Experiments in 
which randomization is not possible are called quasi-experiments. It is much more difficult to 
derive causal relationships in such experiments, but there are special statistical models and 
estimation methods that facilitate the determination of causalities (regression discontinuity 
designs). These include, in particular, instrumental variables estimation and the differences-in- 
differences (DiD) method.

4.7.2  Using Statistical Models

In the simplest case, statistical models consist of only a single equation. This equation 
explains the variation of an observed dependent variable y (left-hand side of the equa-
tion) using a functional term f with K explanatory variables x and a random influence ui 
(right-hand side of the equation). It is generally written

y f x x x uK i= ¼( )1 2, , , , .  

Such a model is always subject to certain assumptions. The more assumptions the model 
requires and the stronger they are, the simpler it becomes, and vice versa. The simple 
linear model already mentioned in 7 Sect. 4.7.1 is very easy to understand and to  handle, 
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but it requires very restrictive assumptions that often cannot be fulfilled in experimental 
practice. The most important of these are:
 1. There are no relevant exogenous variables missing in the econometric model and 

the exogenous variables used are not irrelevant.
 2. The true relationship between the exogenous variable and the endogenous variable 

is linear.
 3. The intercept and slope parameters are constant for all the observations, i.e. they 

have no index t or i.
 4. The disturbance is normally distributed with ui~N(0, σ2) for all the observations i 

and the disturbances of all the observations i are statistically independent of each 
other.

 5. The values of the independent variable x are statistically independent of the 
disturbance variable u.

Violating some of these assumptions can have consequences of varying severity. In 
some cases, the least squares estimation only needs to be adjusted slightly, while in oth-
ers completely new models with special estimation methods have to be developed. For 
example, if it can be shown that a univariate model with only one explanatory variable 
x is underspecified, further variables must be added. These models with more than one 
variable are called multivariate or multiple regression models. In this case, the least 
squares estimate can continue to be used under otherwise identical conditions. If f is 
linear in the parameters, then the model is called a linear model, if not, it is called a non- 
linear model. Non-linearities in the exogenous variables can usually be linearized by 
means of transformation, but non-linearities in the parameters cannot. Dummy variable 
regression models and structural break models are suitable for modeling coefficients that 
change abruptly over two or more sections of the observations (e.g. two different time 
periods). If they vary randomly across individuals, multi-level models (also random 
coefficient models) can be used.

Another central feature used to classify regression models is the nature of an explan-
atory variable. In particular, if the disturbance variable is no longer normally distributed 
with an expected value of zero and constant variance, this will have a direct effect on the 
distribution of y. Is y a continuous, discrete or categorical variable? Is its variance con-
stant? Does its expected value correspond to the linear predictor? A large class of non- 
normally distributed endogenous variables can be modeled with the generalized linear 
model. Often an upper or lower bound for the endogenous variable, which by definition 
cannot exceed the values of this variable, is also introduced. This is referred to as cen-
sored or truncated endogenous variables, each of which also requires its own estimation 
method.

An explanatory variable, x, always has a strong ability to predict well explanatory 
content if it correlate strongly with the variable to be explained, y. However, if a 
variable x is now simultaneously correlated with the disturbance variable u, it then 
immediately follows that there is a correlation between the variable to be explained, 
y, and the disturbance variable, u. This correlation is problematic because it leads to 
biased (and inconsistent) estimators. A way out of this so-called endogeneity prob-
lem is to use what is known as instrumental variables estimation. The conventional 
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least squares estimation cannot be used here either, but a two-stage variant (two-
stage least squares) is commonly employed.

In addition, the structure of the data also plays a role in the correct choice of a 
model: were several individuals measured at a single point in time (cross-sectional data), 
was one individual measured at several points in time (time series data) or were several 
individuals measured at several points in time (panel data)?

As we can see, there are several possible deviations from the standard “simple linear 
model” case. Discussing all these cases in detail and presenting both the consequences 
of a violation and possible remedial measures would go beyond the scope of the book. 
Therefore, we refer readers to a number of good textbooks (von Auer 2016; Griffith et al. 
1993; Kennedy 2008; Gujarati and Porter 2008).

Instead, in this section we will concentrate on four special cases that are particularly 
common in connection with behavioral data collected experimentally:
 1. The dependent variable is not continuous, but has only a countable number of 

values;
 2. The dependent variable is not normally distributed;
 3. The observations of the dependent variable are not statistically independent of each 

other;
 4. The dependent variable is truncated from above or below.

In the following, we will show how each of these four cases can be modeled with a suit-
able methodology and how a typical computer output of the respective estimate looks. 
To this end, we use simple hypothetical examples. To better illustrate the differences 
between these models and the classic linear model, we will first present the linear 
model in a notation compatible with the other models and then discuss the extended 
models.

4.7.3  The Linear Model (LM)

The linear model relates a continuous endogenous variable yi  to a linear predictor η 
consisting of K continuous and/or categorical, exogenous variables x1i … xKi. All the 
random influences on yi are modeled by the random variable ut. We thus have

y ui i= +h  

u Ni ~ 0 2, s( )
with

h = + +¼+b x b x b xi i K Ki0 0 1 1 .

The value of the artificial “variable” x0i is always 1, so b0 is the intercept.
If we were to repeatedly draw a random sample with fixed values of the exogenous 

variables and thus constantly obtain new values of the random variables ui and yi, then 
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with a great many repetitions we would on average reach a point on the “true” line or 
level. In the following, this expected value of the endogenous variable, which is part of 
the expression xi, is termed μi. In . Fig. 4.36, for example, μ1 = 8 is at position x = 1 and 
μ2 = 10 at position x = 2. Since the disturbance variable has an expected value of zero, 
the following generally holds

E yi i( ) = =m h

and therefore

y Ni ~ .h s, 2( )
This means that the expected value of the endogenous variable (or the “true” yi without 
random influence) is predicted by the linear predictor or a linear combination of the 
given exogenous variables. In the example in . Fig. 4.38 in 7 Sect. 4.7.1, this linear com-
bination is η = 6 + 2x (“true” straight line). We see that a constant change in the value an 
exogenous variable in this type of model also leads to a constant change in the expected 
value of the endogenous variable. In other words, the linear model is called “linear” 
because it is linear in the N = K + 1 parameters b0 … bK. The exogenous  variables may 
well be transformed in a non-linear way, but it is still a linear model. For example, the 
model

y b b x b x ui i i i= + ( ) + +0 1 1 2 2ln

is a linear model, whereas

y b x e x ui i
b b

i i= + + +0 1 2
1 2

is not.
The linear model from 7 Sect. 4.7.1 with only one independent variable was 

yi = b0 + b1xi + ui. With the specified data, the model can be estimated using a computer 
program, with a typical computer output possibly as shown in . Table 4.21.

This table is divided into two parts, the regression table and the other key indicators 
listed below it.

In our case, the regression table consists of four columns. The first column contains 
the estimated values for the parameters: the y-axis intercept of the regression line b 0 , 
denoted by the line name (intercept), and b1 , the slope of the regression line, denoted 
by the line name x, which is name of the associated exogenous variable. The column std.
err is the estimated dispersion of both estimators, i.e. an estimated measure of their 
accuracy when attempting to hit the true value of b0 or b1. In concrete terms, one could 
imagine a precise and an imprecise estimator as a professional biathlete and an ordinary 
person trying to hit the black region of a target with a rifle. If each shoots 20 times under 
the same conditions, the dispersion of the biathlete’s 20 bullet holes will be significantly 
smaller than the normal shooter’s. Similarly, for a precise estimator with a small 
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 dispersion, the average estimate is closer to the true value than for an imprecise estima-
tor with a large dispersion.

The sample t-value of a t-test with the null hypothesis “true parameter = q” can be 
determined from the estimated value and the estimated dispersion. The standardization 
formula for this is

t q
=

-coef
std err.

.

What is most frequently checked is whether a parameter is significantly different from 
zero. In this case, q = 0 and the values of the t-value column are obtained by dividing 
the values of the first column by those of the second column. For the null hypothesis 
b0 = 0, for example, the corresponding t-value is calculated from (2–0)/0.72 = 2.76. If 
we now compare the sample t-values with the critical t-values, which would have to be 
determined separately depending on the estimated significance level, we could make a 
test decision. But it is faster to look at the corresponding p-values of the last column 
p.value. If these are lower than the estimated significance level (e.g. 5%), the null 
hypothesis “true parameter = 0” is rejected and the parameter is statistically significant 
different from zero.21

       . Table 4.21 Typical computer output of a linear regression

coef std.err t.value p.value

(Intercept) X 6.2500 1.9843 3.1497 0.0877

2.0000 0.7246 2.7603 0.1100

Number of observations: 4

Number of coefficients: 2

Degrees of freedom: 2

R-squ.: 0.7921

Adj. R-squ.: 0.6881

Sum of squ. resid.: 5.25

Sig.-squ. (est.): 2.625

F-Test (F-value): 7.619

F-Test (p-value): 0.11

21 The wording “different from zero” is often omitted and then we only say, a parameter is “statisti-
cally significant”.
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The parameters below the regression table are partly self-explanatory. The first three 
values are the number of observations, the number of estimated model parameters and 
the difference between the two, also called the “degrees of freedom” of the model. The 
latter is necessary, for example, to determine the critical value in a hypothesis test for 
this model.

The fourth number, R-squ., is known as the coefficient of determination. It measures 
the proportion of the total variance in the observations yi  that can be explained by the 
estimated model. If this proportion is very low, the model cannot explain very much. This 
is especially the case when the dispersion of the observations around the regression line 
and thus the sum of the residual squares, or the “unexplained” dispersion, is very high. The 
determined regression line then has little value insofar as a completely different straight 
line would have been equally realistic. A high coefficient of determination, on the other 
hand, suggests a low dispersion of the disturbance, meaning that a representative line has 
probably been determined and this should not change too much if the experiment is 
repeated. A perfectly linear relationship, therefore, has a coefficient of determination of 1 
or 100%, because the exact position of the observations is fully explained. The square root 
of the coefficient of determination is called the correlation coefficient and measures how 
linear the relationship is. A value of −1 stands for a perfectly linear relationship with 
negative slope, while a value of +1 for a perfectly linear relationship with positive slope.22 
If there is no correlation at all between the endogenous and the exogenous variables, both 
the correlation coefficient and the coefficient of determination are zero. In this case, the 
least squares estimator also returns the value of zero for the slope. Increasing the explana-
tory variable by one unit would therefore have no influence on the variable to be explained 
and the suitability of this variable in the model should be called into question.

The coefficient of determination is only conditionally suitable for the purpose of 
specifying the model since its value can never decrease if another variable is included in 
the model. Thus a coefficient of determination close to 100% can easily be generated 
artificially by simply adding enough variables to the model – whether they make sense 
or not. The corrected coefficient of determination takes this fact into account by includ-
ing the number of variables negatively in its calculation. An additional variable can 
therefore lead to a lower corrected coefficient of determination. A disadvantage of this 
measure is that it can no longer be interpreted as a proportion, since it may also take 
negative values. The corrected coefficient of determination therefore has very little 
meaning in itself. And even for the purpose of comparing alternative models, it is gener-
ally not the corrected coefficient of determination but other parameters, such as the 
Akaike information criterion, that are normally used.

The two values that next appear in the computer output are the sum of squared 
residuals (Sum of squ. resid.) and the estimated random effect, or disturbance variance 
estimator, (Sig.-squ.(est.)).

Finally, the last two values are the test statistic and the p-value for a simultaneous 
significance test of all the slope parameters in the model. Since only a single slope 
parameter is included in our example model, the F-test and the t-test in the regression 
table are identical. Both provide the same p-value and the F-statistic corresponds to the 
squared t-statistic.

22 Of course, it is not possible to draw any conclusions about the sign from the coefficient of 
determination, since both signs would be possible when calculating the square root.
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4.7.4  Models for Discrete and/or Non-Normally Distributed 
Dependent Variables

The linear model discussed in the previous section is one of the most frequently used 
statistical models. This model is based on a true linear relationship that provides the 
expected value of the endogenous variable for a given value of the exogenous variable, i.e.

E y b x b xi i i i( ) = = + =m h0 0 1 1 .

This relationship μi = η could also be written in a somewhat extended form as

g im h( ) = ,

where g(z) = z is the transformation function “without any effect”, namely the line of 
equality. Of course, such a transformation function only makes sense if it does not cor-
respond to the line of equality – otherwise it could simply be omitted. In the following, 
we will proceed from precisely such cases. The main feature of function g is that it must 
be invertible and differentiable. Apart from that, it can in principle take any linear or 
non-linear form.

The basic idea of the generalized linear model (GLM) developed by Nelder and 
Wedderburn (1972) is to transform non-normally distributed dependent variables in 
such a way that they can always be explained with the help of the linear predictor. 
Using g, a link between a non-normally distributed and/or discontinuous dependent 
variable and a linear combination of independent variables can be established. For this 
reason, function g is also called the link function. For example, the scope of application 
of the GLM is extended to the modeling of categorical quantities that have a countable 
number of values (e.g. acceptance/rejection in the ultimatum game, three types of 
behavior “self- interested, positive reciprocal, negative reciprocal”) or frequencies (how 
often was a public good created in the public-good game?). The “costs” of these gener-
alizations are essentially reflected in a more complicated estimate of the model. Instead 
of a simple least squares estimation, an iterative, weighted variant is used that leads to 
maximum likelihood estimators (McCullagh and Nelder 1989). Since this method is 
included in most statistical programs, we will save ourselves the technical details and 
concentrate on the functionality and application of possible models.

To give a concrete example to illustrate the flexibility of GLM, we assume that our 
variable to be explained can only take two values. These values follow a Bernoulli distri-
bution, whereby the probability of success p is unknown and is to be estimated. For 
example, in the ultimatum game, we want to explain the acceptance or rejection behav-
ior yi of the second mover on the basis of the amount xi proposed by the first mover. It 
should be immediately clear that a linear model of the type yi = b0 + b0xi + ui would 
make little sense, since the right-hand side of the equation would also represent values 
between “yes” and “no”. As a result, we would get statements like “with xi = 30 %, the 
second mover would respond with a 73% acceptance”. There is, however, no 73 percent 
acceptance – either the proposal is rejected or not. Instead, it makes more sense here to 
model the probability of an acceptance, which means that the above statement reads 
“with xi = 30 %, the second mover would accept with a probability of 73%”. Instead of a 
binary variable to be explained, the left-hand side of our model equation contains a 
probability with a value range between zero and one. This value range must now be 
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defined with the aid of a suitable link function. The inverse function that follows from 
g(μi) = η is

g i
- ( ) =1 h m

and from μi, the mean y-value, we know that it should be between zero and one. This 
means we are looking for a function that maps the real numbers to the interval (0, 1), 
that is, g−1: R → (0, 1). Two very popular candidates are

g e
e

expit p1
1

1
- ( ) =

+
= ( ) =h h

h

h

and the distribution function of the standard normal distribution g p2
1- ( ) =h , which, 

however, is much more difficult to use than an explicit term (which is why we do not use 
it here). Both functions are shown in . Fig. 4.39. Taking the inverse function of both 
functions again, we get

g p p
p

logit p1 1
( ) =

-
æ

è
ç

ö

ø
÷ = ( ) =ln h

g p probit p2 ( ) = ( ) =h.

Both equations establish a relationship between the (transformed) probability p and the 
deterministic linear predictor η = b0 + x1i. The first equation is the model for logistic 
regression (also logit regression) and the second is the model for probit regression. Both 
hardly differ in their nature and also in practice deciding for one model over the other 
does not play a major role.

In the logit variant, our model is

ln p
p

b b x i1 0 1 1-
æ

è
ç

ö

ø
÷ = + .

Solving the equation for p would result in the (non-linear) regression equation. The 
parameters b0 and b1are estimated in all GLMs using the maximum likelihood method 
and its variations.

–4 –2 0

0.5

1
g–1

2 4
eta

       . Fig. 4.39 Two possible 
sigmoid functions (S-curves) 
for modeling probabilities: the 
expit function (solid line) and 
the distribution function of the 
standard normal distribution 
(dashed line)
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23 Odds represent the relationship between the probabilities of two opposing events. For example, 
p = 0.2 is the probability that a horse will win a horse race and 1–p = 0.8 is the probability that it 
will not win. Then the odds are 0.2/0.8 = 1/4 which are shown as odds 4:1 in continental European 
horse races. In case of a win you would get 4 Euro for every Euro you bet.

Example
We have the data set shown in . Table 4.22.

The maximum likelihood estimate of our model leads to the estimates b 0 5 45= - .  and 
b1 23 04= . .  The estimated linear relationship between the logits and the linear predictor is 
shown in . Fig. 4.40 (left).

       . Table 4.22 Hypothetical data set on giving behavior in the ultimatum game with 
20 observations, with “offer” denoting the proportion of one’s own endowment to be 
shared and “acc” representing the acceptance (value 1) or rejection (value 0)

offer acc offer acc offer acc offer acc offer acc

0.11 0 0.32 1 0.21 0 0.44 1 0.32 1

0.2 1 0.29 1 0.24 0 0.15 0 0.43 1

0.16 1 0.33 1 0.47 1 0.18 0 0.36 1

0.05 0 0.42 1 0.21 0 0.27 0 0.35 1
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       . Fig. 4.40 Two representations of the estimated equation of a logistic regression. In the 
right illustration, the 20 observations are also shown as points. The darker a point is, the more 
observations that are superimposed

From a purely formal point of view, we can say that an increase of 0.1 in the share of 
levies would increase the logits by b1 10 2 304/ = . . However, this finding can hardly be 
interpreted in any meaningful way. Therefore, logits are usually transformed back into 
the original unit “odds” p p1-( ) 23 via the exponential function. Then the estimated
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equation could be solved for p and expressed in a non-linear but more interpretable 
form (see . Fig. 4.40, right). It then becomes clear that the marginal effect of the offer 
variable on the probability (p) is not constant. Furthermore, the predicted probability of 
an acceptance of a given amount can be read off. For example, it is almost certain that 
the responder will accept if the offer is 40% of the initial endowment of the first mover. 
If the same estimation were performed with the probit link function, the z-values of the 
standard normal distribution would be obtained on the ordinate in . Fig.  4.40 (left) 
instead of the logits, and a direct interpretation would also be difficult. After a retrans-
formation to p, however, the estimation curve would be almost exactly the same as in 
the right part of . Fig. 4.40.

A typical computer output of a logistic regression with the data from our example is 
shown in . Table 4.23.

What is new about this output are the values null deviance, residual deviance and 
AIC. Broadly speaking, the deviance in generalized linear models – similar to the R2 in 
linear models – is a measure of how well the model fits the data. The smaller this num-
ber, the better the estimation equation and the observed data fit. Null deviance is the 
index for what is known as the null model, which does not contain any independent 
variables and only the y-axis intercept is estimated. Residual deviance, on the other 
hand, refers to our actually estimated model, i.e. with just one independent variable. The 
difference between the two values shows how much the inclusion of the “offer” variable 
in the model improves the fit to the data. In our case, we get a value of 26.92–14.23 = 12.69. 
Whether this number is significantly different from zero can be determined with a 
χ2 test. The degrees of freedom of the null distribution of the χ2 test correspond exactly 
to the difference of the degrees of freedom of both models, i.e. in our case 19–18 = 1, 
resulting in the null distribution shown in . Fig. 4.41, from which we can read a p-value 
of 0.0004. This means that our model makes a statistically significant contribution to 
explaining the data compared to the null model.

The value AIC stands for Akaike Information Criterion and represents the counter-
part to the corrected coefficient of determination in linear models. This indicator can be 
used to (re-)specify generalized linear models. If two models are identical, except for a 
single variable that is present in one model and not in the other, the model with the 
smaller AIC value is preferable.

       . Table 4.23 Typical computer output of a logistic regression

Estimate Std. Error z value Pr(>|z|)

(Intercept) −5.4522 2.4868 −2.1925 0.02834*

Offer 23.0400 9.9453 2.3167 0.02052*

Null deviance: 26.9205 on 19 degrees of freedom

Residual deviance: 14.2276 on 18 degrees of freedom

AIC: 18.2276
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Another type of dependent variable that is quite common in experimental econom-
ics is the count variable. For example, we may want to model how often subjects free 
ride in a repeated public-good game and what factors influence this number. Possible 
values of this variable to be explained would then be 0, 1, 2, 3,… and it would follow a 
Poisson distribution. This type of distribution can also be modeled very easily with a 
GLM. The only significant change required to estimate a Poisson model is to transform 
the link function into the natural logarithm.

It is of course not possible to present the full scope of GLMs in this section. The 
interested reader is referred to the original book by McCullagh and Nelder (1989). The 
main advantages of a GLM are:

 5 Many common types of variables (continuous, normal. non-normal, discrete and 
categorical) can be modeled.

 5 A non-normally distributed dependent variable does not need to be transformed 
into a normally distributed variable to be modeled.

 5 It has a high degree of flexibility in modeling due to the almost free choice of the 
link function.

 5 It is based on a maximum likelihood estimate and therefore has statistically 
desirable properties of the estimator.

 5 It is a standard feature in statistics programs, it is easy to carry out the estimation.

 > Important
If the variable to be explained is not continuous and/or not normally distributed, 
the generalized linear model (GLM) can be used. It covers a wide range of models 
and is included as a standard feature in all major statistics programs.

We have thus solved the first two of the four problems we mentioned earlier. However, 
a GLM cannot solve the third problem, that of dependent observations in multiple mea-
surements, because it assumes that the observations are statistically independent of each 
other. This is the problem we will now turn our attention to.

4.7.5  Models for Statistically Dependent Observations

Statistically dependent observations are very common in experimental economics. Let 
us imagine that the entirety of all the observed decisions of a single subject represents a 
cluster or a class of decisions. In general, two types of dependence can then occur. 
The  first is dependence between classes (between-class dependence, or inter-subject 

       . Fig. 4.41 Null 
distribution in the test 
to explain the logistic 
regression
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dependence). This means that a player’s decision is influenced by another player’s past 
decisions. In a public good game, for example, this can occur quite quickly. Repeated 
cooperative behavior by one one member of the group can lead to another member of 
this group also playing cooperatively. In this case, this dependence possibly represents a 
concrete object of investigation and would have to be explicitly modeled. The models and 
methods discussed in this section, however, assume that there is no dependence between 
the subjects. This requirement can easily be met by a suitable experimental design. 
Hoffmann et al. (2015), for example, use the round-robin arrangement discussed earlier 
(7 Sect. 2.8.1). Each player makes a decision several times in succession, but plays against 
new anonymous players in each round, meaning that the decisions between the classes 
are not expected to be dependent. When each player is informed about this design, the 
games of a session represent a sequence of independent one-shot games.

The second type of dependence occurs between the observations within a class 
(within-class dependence, or intra-subject dependence). By definition, this type of 
dependence cannot be avoided in repeated games. Once a subject plays a game a second 
time, whether against a new anonymous opponent or not, the second observation inevi-
tably depends on the first, since it is one and the same person with the same characteris-
tics and preferences who makes both decisions. The main problem of dependent 
observations within a class is that a player’s subsequent decisions have less “exclusive” or 
“delimiting” information than the first. The more intra-class decisions are treated as sta-
tistically independent (although they are not), the greater the extent to which informa-
tion that is not available is mistakenly taken into account and the more standard errors in 
these observations are systematically underestimated. Biased estimators of standard 
errors lead to biased estimators of test statistics and thus to false inferences. From a sta-
tistical point of view, therefore, within-class dependences represent a serious problem 
that must be solved.

The simplest approach to avoiding within-class dependence is to aggregate the data 
within a class by simply using the group averages as data. This inevitably leads to a loss 
of information about the dynamics of behavior, although it is generally precisely this 
information that is of particular interest when subjects are measured repeatedly. 
Alternatively – instead of aggregating the data directly – it is possible to correct only the 
standard errors according to their correlation within the class (usually upwards) (e.g. 
Hilbe 2009). Many software packages offer a “cluster” option for this purpose in their 
regression commands, with several variants with different levels of correction available:
 1. None: No clustering, all observations are treated as independent.
 2. Individual: A person is treated as a cluster of all x decisions made.
 3. Session: A session is treated as a cluster of y people making x decisions.

Such adapted standard errors are called Huber-White, sandwich or empirical standard 
errors. When the standard errors are clustered, the regression coefficients remain 
unchanged and it is only the inferences that change if the correction is large enough.

In a sense, both of these approaches only represent “repair jobs”. Using statistical 
models that explicitly incorporate the dependence of observations into the model from 
the outset is more elegant and consistent. The two best-known approaches are multilevel 
models (MLM) and generalized estimating equations (GEE). Both approaches will now 
be presented briefly.
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Multilevel models are generally suitable for modeling grouped data. These models 
often have different names depending on the grouping and the science in which they are 
used. Sociologists, for example, often examine hierarchically arranged groups. A classic 
subject of research here is the connection between socioeconomic status and the school 
performance of pupils. A special school class then represents the lowest hierarchical level, 
while the next higher level is school, region, state, country, etc. Multilevel models that take 
this hierarchical data structure into account are called hierarchical linear models (HLM).

Hierarchical data structures are rare in experimental economics. It is much more 
common to observe changes in individual behavior over time in different treatments 
(longitudinal data). In this case, each individual subject represents a group of observa-
tions over time. Multilevel models are also suitable for this, although they will then bear 
different names, such as multilevel model for change (MMC) (Singer and Willett 2003). 
Such a model can be applied to various forms of longitudinal data. Time can be mea-
sured in any unit and the time interval between the measurements can either be fixed 
(each person is measured at equal time intervals) or different (each person has a different 
schedule). Even the number of measuring points need not be the same for all individuals.

In the simplest case, a multilevel model is used to model two levels, each represent-
ing different views of the data:
 1. Level 1 (within-person, within-individual or within-subject): The relationship 

between time and the dependent variable within each individual person is consid-
ered. Typical questions at level 1 are: Are we observing a person with an increasing 
correlation between the person’s responses over time? Are there people for whom 
this correlation is decreasing? Is the relationship between the person’s responses 
linear? The subject of a Level 1 analysis is always the individual trajectory of a 
subject. A typical example is a person’s contribution behavior in a public good 
game over a certain number of repetitions of the game.

 2. Level 2 (between-person, between-individual or between-subject): In this view, the 
relationship between time and the dependent variable between the individuals is of 
interest. For example, a typical level 2 question is: Why does one trajectory start at 
a low level and another at a high level? Can we explain observed differences 
between the trajectories’ intercepts and/or slopes using a different variable? In the 
public good game, for example, are women’s (declining) contributions higher than 
men’s declining contributions? Does the MPCR influence the intercept or slope of 
the trajectories?

The concrete way a multilevel model works will now be illustrated by means of a greatly 
simplified example.

Example
We have a data set of a hypothetical public good game as shown in . Table 4.24. Two groups 
of 4 people each (2 men and 2 women) were given the opportunity to contribute to a public 
good over 5 rounds. The contributions were elicited every 2 minutes from the beginning of the 
game on. The first group’s game had an MPCR of 0.3 (coded “low”), while the second group’s 
game had an MPCR of 0.4 (coded “high”). Men were coded with the number 0 and women with 
the number 1.
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Before we set up a specific model, we need to choose the unit of measure of the tem-
poral predictor in such a way that parameters estimated later can be interpreted in a 
meaningful way. This applies in particular to the intercept since this always represents the 
corresponding estimated value of the dependent variable if all the independent variables 
are zero. For example, obtaining an intercept of 80 in the current “minute” unit would 
mean that the players would contribute 80 on average at minute 0. However, no contribu-
tions were made at minute 0, since the first contributions were not elicited until minute 
2. So we simply shift the time by two units by subtracting the two from all the values of 
the variable Minute. This variable is called Time in the following. It is also measured at 
two-minute intervals, but its zero point is at the time of the first contribution.24

The left part of . Fig. 4.42 shows the course of the dependent variable over time, hence-
forth called the trajectory, for all 8 subjects. There is a downward trend in the contributions 
across all the individuals. Furthermore, it can be seen that the  contributions between the 
individual subjects vary greatly, as the trajectories are at very different levels. Within an 
individual, however, the observations spread more or less equally, since the observations 
along a trajectory show approximately the same upward and downward deviations.

The first “naive”, or extreme approach, to a statistical model is a simple linear model 
with pooled data. It has the form

contrib a b time ut t t= + +×

u Ni ~ .0 2, s( )

24 An even clearer example would be a regression of “wage level” on “age”, with the first observations 
expected from an age of 16 years at the earliest. Without zero centering, a positive intercept of 
300 euros, for example, would mean that newborns would receive an average wage of 300 euros.

       . Table 4.24 Hypothetical data set for a public good game

Time of Measurement (minutes)

subj group mpcr 2 4 6 8 10 gender

1 1 Low 52 48 35 36 25 1

2 1 Low 44 47 30 22 11 0

3 1 Low 35 22 15 14 8 0

4 1 Low 49 51 44 32 21 1

5 2 High 65 55 53 56 34 0

6 2 High 70 70 73 65 55 1

7 2 High 75 70 73 68 53 1

8 2 High 60 58 54 49 30 0
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For each of the values time1 = 0, time2 = 2, … time5 = 8, there are now 8 contrib values of 
the 8 subjects. Since the variables no longer have an index i, the fact that the 8 observations 
at a certain point in time originate from different individuals is ignored. Implicitly, we 
assume that we are not dealing with individuals with different characteristics, but com-
pletely uniform individuals who start at the same level and make contributions at the same 
rate over time. Differences in the level of contributions are regarded as completely ran-
dom. From a purely technical point of view, such a least squares estimation can be per-
formed effortlessly and would lead to the results in . Table 4.25.

The regression line for this model is the dashed line in the graph on the right-hand 
side of . Fig. 4.42. Although this model estimates the average downward trend fairly 
reliably, the estimation of the intercept, in particular, is subject to a large standard error. 

       . Table 4.25 Naive least squares estimation with pooled grouped data

Coef std.err t.value p.value

(Intercept) 58.3000 4.6516 12.5333 <0.0001

Time −3.1562 0.9495 −3.3241 0.002

Number of observations: 40

Number of coefficients 2

Degrees of freedom: 38

R-squ.: 0.2253

Sum of squ. resid.: 10962.9625

Sig.-squ. (est.): 288.499
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       . Fig. 4.42 Data of the example displayed graphically. The left figure shows the contributions of all 
8 subjects over time (trajectories). In the right figure, the data was pooled and a naive least squares 
estimation was performed (dashed line)
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This is not surprising since all the individual characteristics of the subjects are not 
explicitly taken into account by the model, but rather are implicitly incorporated into 
the random disturbance ut. The large dispersion of the observations around the 
 regression line is, of course, also reflected in a low coefficient of determination of only 
22.5% and a very large estimated spread of the random disturbance of 288.5. This model 
also does not explain why the levels of contributions vary so much.

In our example, the individual downward trends of the contributions and the aggre-
gated downward trend of the pooled data are fairly well matched. If we are only inter-
ested in a mean trend of the contribution amounts, a pooled OLS estimate often delivers 
quite useful results. However, a brief excursion will make it clear that completely ignor-
ing individual heterogeneity may well be problematic.

Box 4.5 Simpson’s Paradox: It Depends on How You Look at It
Let us assume we want to estimate the relationship between the blood alcohol content (in per 
mille) and driving ability. Driving ability is measured in the distance in meters covered without 
collision in a vehicle in an obstacle course. We invite three participants, Anne, Bob and Cindy, 
who each complete the course with 5 different blood alcohol levels. The data set pooled across 
all three individuals can be seen in the left part of . Fig. 4.43. If we carried out a linear 
regression, this would result in a rising regression line, which suggests that roadworthiness 
increases with increased alcohol consumption.

This false conclusion results from the failure to take account of the heterogeneity between 
individuals. In fact, all three subjects have a negative correlation between alcohol and driving 
ability (see the right-hand side of . Fig. 4.43). It is only by chance that the subjects have 
particular individual characteristics that cause slight differences in the negative slopes and 
greater differences in the intercepts. For example, Cindy might have a particularly efficient liver, 
which ensures that she is still relatively roadworthy even with a relatively high level of alcohol 
consumption. Therefore, her regression line is at a particularly high level in comparison to the 
others. What is also not observable but nevertheless relevant for the individual intercepts is 
what the subjects ate before the experiment and how much. Anne might have had an empty 
stomach during the test, for example, whereas Cindy may have eaten a tuna pizza with double 
cheese beforehand. It is therefore possible that strong heterogeneity between the groups may 
lead to aggregated and individual views of the data resulting in contradictory statements. This 
phenomenon goes back to Simpson (1951) and is therefore called Simpson’s Paradox.
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       . Fig. 4.43 Illustration of Simpson’s paradox. Pooled data are on the left and individual 
regressions on the right
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We have seen that the (naive) least squares method with pooled data ignores the 
differences between individuals and thus the additional information that can be used 
for a regression, while Simpson’s paradox shows that this can possibly lead to wrong 
conclusions. The other extreme of modeling is to fully model the differences between 
individuals. In this case, a separate linear model would be estimated for each 
individual, i.e.

contrib a b time uit i i it it= + × + ( )Model FE

u Nit u~ .0 2,s( )
There now exists a variable timeit for each player i at any time t. The model is based on 
the assumption that the true relationship between time and the amount contributed is 
linear for each player i = 1 … 8. The parameters ai and bi are the intercept and slope of 
individual i, respectively. They include all the subjects’ time-constant, individual char-
acteristics that are not explicitly controlled for using a corresponding variable. 
Examples of unobservable characteristics are intelligence or political sentiments. Age 
(in years) or gender can also be regarded as constant over time, but can in principle be 
observed and should also be included in the model if they have an informative value. 
uit is a random error that can happen to each player to varying degrees in each period, 
with a positive deviation from the true value being possible in one period and a nega-
tive one in another.

It is possible to estimate this type of fixed-effects model using dummy variables. 
These binary variables can be used to represent the heterogeneity between individuals 
or groups, both in terms of intercept and slope. The basic procedure is to define one 
group as the “base group” and estimate the differences of all other groups from this base 
group using a least squares estimate. The difference between two groups in intercept or 
slope represents the estimated parameter of the corresponding dummy variable. Among 
economists, this model is also known as the least squares dummy variable (LSDV). 
Since we only need this model as an intermediate step, we will not go into the details of 
an estimate here. This model belongs to the within-individual level, Level 1, mentioned 
earlier.

As shown in . Table 4.26, each individual now has his own regression line with its 
own estimated intercept a  and its own estimated slope b . The respective regression 
lines of all 8 individuals can be seen in the left part of . Fig. 4.44.

Since the total dispersion of the observations is now distributed over 8 individual 
regressions, each regression in itself provides a considerably higher amount of informa-
tion for a single individual, with the coefficients of determination lying between 60% 
and 90%. The estimated standard deviations of the estimators, however, have not really 
become smaller. This is because the same total number of observations must be used 
when estimating a significantly larger number of parameters. For 8 individuals there are 
already 8 ∙ 2 = 16 parameters. This reduces the degrees of freedom and thus the accuracy 
of the estimators in the form of higher estimated standard deviations. Another problem 
of this purely Level 1 model is that we only gain information about specific individuals. 
We cannot draw any conclusions about any relationship between the contribution made 
and time at the population level. What’s more, we cannot explain the differences between 
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the individuals. For example, we can see that individual 5 contributes at a considerably 
higher level than individual 3, but we do not know how this difference comes about.

A multilevel model is a compromise between the two extreme variants of the model-
ing mentioned above. It allows the basic logic of individual regressions to be applied 
without actually carrying out these regressions (Bliese and Ployhart 2002). On the one 
hand, it is based on the pooling solution, since even in a multilevel model an attempt is 
made to keep the degrees of freedom as large as possible and to estimate as few param-
eters as possible. On the other hand, it does not ignore the heterogeneity between the 
subjects, but considers them as an explicit part of the model. It can explain not only the 
observations within an individual at level 1, but also the differences between the trajec-
tories and the intercept and/or slope of the individuals at level 2. These differences can 
be traced back to a change in the level 1 parameters ai and bi between the individuals. 
The trick is to explain the differences between individuals with respect to these param-
eters using a separate model with random disturbance. Even if such a level 2 model is 
limited to linear approaches, the design of the entire model is very flexible. We will now 
go through all its possible variations step by step.

To begin with, we assume that a, representing all the contributions of the single 
individuals, is randomly spread around a constant expected value γa. At level 2, a 
new individual-specific random disturbance  ai aN~ ( )0 2, s  must therefore be intro-
duced to explain the individual slopes. The model equation describing the different 
intercepts is ai = γa + ϵai. We further assume slope b is not subject to any influence and 
that it therefore assumes a constant value bi = γb for all individuals. The remaining part 
vit of the total spread varies within an individual over time and is therefore the level 1 
random disturbance. Overall, we then obtain the following multilevel model:

Level 1 (within-subject):

contrib a b time vit i i it it= + × +

( )Model A
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       . Fig. 4.44 Estimation results of the Level 1 model (left) and modeling the contribution amount 
using a random effect (right)

4.7 · Statistical Models



268

4

Level 2 (between-subject):

ai a ai= +g 

bi b= g .

This multilevel form can also be brought into a combined form (composite model). To 
do this, the level 2 equations are simply inserted into the level 1 equation yielding

Composite (within- and between-subject):

contrib time vit a b it ai it= + + +g g ×  .

We see that the composite view of the multilevel model differs from the pure fixed- effect 
model only in the modeling of the random part. The fixed-effect model models a devia-
tion of the actually observed contribution from the expected value completely by using 
a random disturbance uit that individual i was subject to at time t alone. In contrast, the 
multilevel model (model A) divides this deviation into a “between” component and a 
“within” component. The component ϵai is responsible for random differences between 
the individuals with respect to the intercepts, but is the same for a given individual in all 
periods. Since this effect on the intercept is random, it is called the (individual-specific) 
random effect. The component vit is the remaining part of the total dispersion that causes 
random deviations over time within a given individual i.

To illustrate this relationship, we look at the regression results of model A in 
. Table 4.27 and . Fig. 4.45.

In the column Random effects of . Table 4.27, we can see that the random effect of 
subject 3 is exactly −26.36. In . Fig. 4.45, this value corresponds to the vertical distance 

       . Table 4.27 Estimation results of model A

Random effect parameters: Random effects:

Groups Name Variance Std.Dev. (Intercept)

subj (Intercept) 283.115 16.8260 1 –6.35

Residual 27.735 5.2664 2 –14.59

3 –26.36

Number of obs: 40, groups:  subj, 8 4 –6.15

5 6.79

Fixed effect (parameters): 6 20.52

Est. SE df t Pr(>|t|) 7 21.70

(Intercept) 58.30 6.12 7.55 9.52 <0.0001*** 8 4.44

time –3.16 0.29 31.00 –10.72 <0.0001***
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between the average population regression line of the model (bold) and the individual 
straight line of the subject i = 3 (thin). This difference is due to a randomly occurring, 
time-constant characteristic of this subject. As a result, he randomly contributed 26.36 
less (ϵa3 =  − 26.36) over all periods than the mean of all the subjects. This part of the total 
deviation of the actual observation from the mean regression line corresponds to the 
random between-group deviation that each individual is subject to independent of time. 
On the other hand, the deviation within this individual i = 3 at time t = 2 was v32 =  − 0.82, 
resulting in a total deviation of u32 =  − 26.36 − 0.82 =  − 27.18 at time t = 2.

Random effects can in principle arise from variables whose observed values repre-
sent only a small part of a larger population (e.g. Bolker et al. 2009). For example, a 
time-independent random disturbance might happen to be a subject’s particularly good 
mood, which happens to ensure that this individual’s level of contributions is higher 
than usual over all rounds. However, in order to be considered a variable that generates 
a random effect, it would certainly have to be able to assume more than the two values 
“good” and “bad”, according to the above condition, since its influence would otherwise 
be modeled as a fixed effect. Which variable is actually used is ultimately of no impor-
tance for the model. A random effect can generally incorporate the influences of all 
those variables that have a random and time-constant impact on the individual param-
eters ai or bi, and that are at the same time either not completely observable or not a 
direct object of investigation.

Having chosen to model the different contribution levels using a random effect 
would mean that repeating the experiment with new subjects would randomly rear-
range the respective trajectories in a vertical direction. To illustrate this, we look at the 
right part of . Fig. 4.44, where we see the entire regression result presented graphically. 
Using the bold population regression line as a starting point, each subject’s individual 
regression line deviates up or down by the respective value of the random effect. In this 
case, subject 3 would have started the day particularly badly and subject 6 would have 
started particularly well, thus achieving low or high contribution levels, respectively, 
over all the rounds. Carrying out the experiment again would be equivalent to a new 
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       . Fig. 4.45 Splitting 
the total deviation of 
subject 3 at time 2 into a 
between-group part and 
a within-group part
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random occurrence of deviations for each subject. It is then quite possible that in this 
round subject 6’s contributions will be particularly low while subject 3’s contributions at 
a medium level over time.

This analysis makes it clear that the specific value of a random effect is not very 
meaningful. If, for example, subject 6 makes particularly high contributions over all the 
rounds today because he is in a particularly good mood, then this does not help us in 
explaining the observed contributions, since this effect was positive purely by chance. 
Random effects are therefore not characterized by their specific values at a certain point 
in time, but rather by the parameters of their distribution. The expected value, for exam-
ple, tells us whether positive and negative deviations currently balance each other out 
on average, and the standard deviation provides information about the strength of the 
random effect.

In the “Fixed effect (parameters)” section of . Table 4.27, we find the data on the 
population regression line. It has a y-axis intercept of ga = 58 3.  and a slope of 
gb = -3 16. . Thus, this variant of a multilevel model provides the same regression line 
as the naive least squares estimation with pooled data. So what is the difference between 
the two models? To understand this, we recall how the respective models model a ran-
dom disturbance. The naive least squares estimate with pooled data assumed that at a 
time t there was a random error ut. All the factors influencing a contribution amount 
that we could not control for were incorporated into this random disturbance – includ-
ing the various personal characteristics of the subjects. What our grouped data structure 
provides, however, is in fact information about the values of the different personal char-
acteristics of the subjects. For example, a subject i = 1 happens to contribute at a rela-
tively high level over time, while another subject i = 2 happens to make a relatively low 
level of contributions. This information can be explicitly incorporated into the model-
ing of the random disturbance. In concrete terms, this is achieved by dividing the dis-
turbance variable into two components, as mentioned earlier. Model A splits the total 
random influence ut, which does not differentiate between individuals, into uit, which 
applies specifically to individual i at time t (within-group) and an independent part ϵi, 
which impacts on individual i at all times (between-group). Since both components add 
up to ut again, there is no quantitative difference between the two models in the estima-
tion of the intercept and slope parameters at the population level.

The difference between the two models is more a matter of a qualitative nature. The 
naive least squares estimation is “naive” because it is based on the independence of the 
observations, although they are not independent. In other words, the naive least squares 
estimation assumes that the subsequent observations of an individual provide as much 
information for an estimate as the first observation. In fact, the amount of new informa-
tion provided by observations within an individual becomes less and less over time. This 
error is inevitably associated with a systematic underestimation of the standard errors of 
both the estimators intercept and slope. The value of 4.65 for the intercept provided by 
the naive model must therefore be regarded as too small. Model A avoids this error by 
means of a more differentiated modeling of the disturbance variable and therefore 
shows a higher, unbiased value of 6.12. Specifically, model A introduces the time- 
independent disturbance ϵai, whose impact on the contributions is the same in all peri-
ods. Thus the disturbances of one individual are “linked” over time, so that the 
disturbance of one period can no longer be independent of the disturbance of another. 

 Chapter 4 · The Experiment from a Statistical Perspective



271 4

However, precisely this autocorrelation is the property we need for modeling with 
grouped data and which a naive least squares estimation does not provide.

In this context, the question that arises is how to judge whether the use of a differen-
tiated disturbance variable instead of a normal disturbance variable is justified. To this 
end, we look again at the random effects of the eight subjects in . Table 4.27. The ran-
dom vertical deviation of the trajectory, for example, of subject 1 from the regression 
line is ϵ1  =   −  6.35 units, that of subject 2 ϵ2  =   −  14.59 units and that of subject 3 
ϵ3 =  − 26.36 units. The greater these deviations are on average across all subjects, the 
greater the variance between the groups and the greater the strength of the random 
effect. In our example, we obtain a value of s a

2 283 12= . . The remaining share of the 
total variance, which cannot be explained by a random dispersion of individual charac-
teristics between the subjects, is s v

2 27 74= . . Thus 283.12/(283.12 + 27.74) = 91.08% of 
the total dispersion can be explained by a dispersion between the groups. This number 
is called the intraclass correlation coefficient (ICC). It provides information about how 
strongly the observations within a group or an individual are correlated, and thus also 
about how large the error would be if a non- differentiated disturbance variable were 
used. In our case, the correlation of observations within the groups is extremely high. 
This can be seen, for example, in the observations of individual 3 in . Fig. 4.44 (left). The 
first observation is clearly below the regression line, as are the second, third, fourth and 
fifth. For another individual, on the other hand, all five observations are clearly above 
the regression line. In order for the ICC to become smaller, the observations within an 
individual would have to scatter more and “cross” the regression line from time to time. 
In the (theoretical) extreme case of an ICC = 0%, there would be no difference between 
an ordinary least squares estimation and model A.

To conclude the interpretation of model A, we will look at the estimated standard 
deviation of the slope and compare it with that of the pooling model. It is striking that 
the value of 0.29 is significantly lower than the value of 0.95 in the naive model. The 
reason is that model A is based, first of all, on different individuals and, second, on the 
same “true” slopes of all the individuals. If the experiment were to be repeated fre-
quently, new estimated slopes would always result, which would, however, be of equal 
magnitude between the subjects. Under these conditions, the true mean slope can be 
estimated more precisely than if the slope between the individuals after each repetition 
were also different. In another model, we will examine to what extent this assumption is 
justified. But if we look at the individual trajectories of the subjects, it is already possible 
to say that it is at least not completely unrealistic.

We will now assume that the levels of the contributions no longer vary completely 
randomly, but can at least partly be explained by another variable. For example, if we 
assume that men and women generally contribute different amounts, then one explana-
tory variable for the difference in levels in the individual trajectories could be sex or the 
factor variable gender. This results in a complete model, which is again composed of 
two different levels:

Level 1 (within-subject):

contrib a b time vit i i it it= + +

( )Model B
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Level 2 (between-subject):

a genderi a a i ai= + +g d 

bi b= g .

γa is the true mean male contribution (i.e. gender = 0) in the first round of the game (i.e. 
time = 0). The parameter δa specifies the change in this value when gender changes from 
0 to 1. Thus, γa + δa  ∙ 1 is the true mean female contribution in the first round of the 
game. The actual amount ai contributed by a player i in the first round (be it that of a 
man or woman) randomly differs from the true value by  ai N~ 0 2, s( ) . We thus 
obtain the combined form

contrib time gender vit a b it a i ai it= + + + +g g d  .

The individual contribution level ai is now not only explained using the random effect 
ϵai, but also using the fixed effect δa. Fixed effects are characterized by the fact that their 
values have been observed and are of direct interest to the experimenter. In our case, we 
have a particular assumption about the effect of gender on contribution levels and 
would like to quantify this effect. In addition to other collected variables with only few 
characteristics, such as “gender”, “origin” or “foreign languages spoken”, treatment vari-
ables, such as the MPCR specified by the experimenter, are classic examples of variables 
with a fixed effect. A linear model in which level 1 parameters are modeled using both a 
random effect and a fixed effect is called the linear mixed (effect) model (LMM).

. Figure 4.46 illustrates how this model works. The dashed lines show the regression 
line at the population level (thick) and the random effect deviations (thin) of the women, 
while those of the men are solid. We see that the women’s estimation line is above that 
of men. This suggests that women on contribute more than men. If we were to once 
again repeat the experiment with new subjects, the trajectories would not change com-
pletely randomly in a vertical direction, in contrast to a pure random effects model at 
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       . Fig. 4.46 Modeling the 
differences in level of the con-
tributions using the fixed effect 
gender and a random effect 
(model B). The trajectories of 
the women are shown dashed 
and the trajectories of the men 
are solid
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level 2. Instead, the fixed effect ensures that the trajectories of women in repeated exper-
iments lie in an area above the trajectories of men. The still existing random effect does, 
however, cause the vertical arrangement of the trajectories within the group of men 
(lower area) and the group of women (upper area) to be random, as before.

More detailed information on both effects using the estimation of model B is pro-
vided in . Table 4.28. It is hardly surprising that the estimate for the slope is the same as 
in model A, because we are still only modeling the variations in the intercepts not the 
slope. The intercept of 58.30 is modeled in a more differentiated way. The intercept for 
men is ga = 50 73.  and the estimated fixed effect of the variable gender when changing 
from male (gender = 0) to female (gender = 1) is da =15 15. . Thus the estimated inter-
cept for women is 50.72 + 15.15 = 65.87.

It is striking that the effect of gender is not significant, although the difference in the 
mean contributions between men and women is over 15 percentage points! Here again, 
the difference between economic and statistical significance can be clearly seen. After all, 
such a large effect is economically significant in the sense of “relevant”. Situations such as 
this always tend to cause interpretation and specification errors if there is too much focus 
on the p-value and nobody questions what this number means or how it came about. 
. Figure 4.46 clearly shows that it is not only the fixed effect of 15 percentage points that 
is very large (vertical distance between the two bold lines), but also the dispersion within 
the two groups “men” and “women”. Large random effects within the groups mean that 
their values can easily overlap. Then some dashed straight lines of the women (upper 
area) fall into the lower area of the men (solid straight lines) and vice versa. However, if 
the two areas between men and women cannot be distinguished clearly enough because 
they overlap too much, it is difficult for a significance test to identify an actual existing 

       . Table 4.28 Estimation results of model B

Random effect parameters: Random 
effects:

Groups Name Variance Std.Dev. (Intercept)

subj (Intercept) 254.718 15.9599 1 –13.75

Residual 27.735 5.2664 2 –7.14

Number of obs: 40, groups: subj, 8 3 –18.89

Fixed effect (parameters): 4 –13.55

Est. SE df t Pr(>|t|) 5 14.19

(Intercept) 50.73 8.15 6.26 6.22 0.0007*** 6 13.07

time –3.16 0.29 31.00 –10.72 <0.0001*** 7 14.24

gender1 15.15 11.41 6.00 1.33 0.2324 8 11.84
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effect between these groups. In this case, the power of a test that we discussed earlier is 
small and its alternative term “sensitivity” takes on a clear meaning.

If we now equated economic significance with statistical significance, we could be 
tempted to remove the variable gender from the model. However, this would be a clear 
specification error because, as we will see in a moment, this variable is both economi-
cally and statistically significant. We already know that the wide dispersion within the 
two groups ensures a low power and thus a large Type II error. But why is the dispersion 
so large? Well, it takes in differences between individuals that are not explicitly specified 
by their own variable, i.e. for which there is no control. Thus, if the dispersion within the 
groups is unexpectedly large relative to the effect between the groups, this indicates that 
the model is under-specified. We therefore must not take variables or information out 
of the model, but precisely the opposite. To show this, we will now explain the differ-
ences in the intercept using another fixed effect variable.

The most obvious variable to be included in the model is mpcr. After all, it is not 
“only” a covariable of the subjects, such as gender, but a treatment variable explicitly 
determined by the experimenter. We are therefore particularly interested in the effect of 
this variable. One research question could be: “Can a difference in contribution levels 
(partially) be explained by a difference in MPCRs? We add the variable mpcr at level 2 
and obtain the model:

Level 1 (within-subject):

contrib a b time uit i i it it= + +

( )Model C

Level 2 (between-subject):

a gender mpcri a a i a i ai= + + +g d t 

bi b= g .

The main technical difference between model C and model B is that another parameter 
τa is estimated at level 2. The results are shown in . Table 4.29.

The effect of including mpcr in the model is very obvious: changing it from “high” 
to “low” is accompanied by an average decrease of 27.25% points in the amounts con-
tributed (for both men and women). The variance of the random effect falls from 254.72 
to 9.74. The resulting higher power can be clearly seen in . Fig. 4.47 (left). All 4 groups 
(men with low/high MPCR and women with low/high MPCR) are clearly distinguish-
able. No straight line of one group projects into the area of another group. Thus, even a 
hypothesis test has no problems showing an actual effect. Both the effect of gender and 
mpcr is statistically significant with p-values substantially less than 5%.

 > Important
p-values are not suitable for specifying models. “Non-significance” does not 
necessarily mean “irrelevance “.
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Last but not least, we might wonder whether the variations in the slopes also need to be 
explained. To this end, we will introduce another random effect, using model B as a 
starting point, to explain the slope at level 2. We thus have model D:

       . Table 4.29 Estimation results of model C

Random effect parameters: Random 
effects:

Groups Name Variance Std.Dev. (Intercept)

 subj (Intercept) 9.746 3.1219 1 –0.27

 Residual 27.735 5.2664 2 4.03

Number of obs: 40, groups:  subj, 8 3 –3.62

Fixed effect (parameters): 4 –0.14

Est. SE df t Pr(>|t|) 5 0.56

(Intercept) 64.35 2.67 7.64 24.11 <0.0001*** 6 –0.18

time –3.16 0.29 31.00 –10.72 <0.0001*** 7 0.59

gender1 15.15 2.77 5.00 5.48 0.0028** 8 –0.97

mpcrlow –27.25 2.77 5.00 –9.85 0.0002***
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       . Fig. 4.47 Graphical representation of model C (left) and model D (right). In model C, the treat-
ment “MPCR low” is gray and the treatment “MPCR high” is black
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Level 1 (within-subject):

contrib a b time uit i i it it= + +

( )Model D

Level 2 (between-subject):

a genderi a a i ai= + +g d 

bi b bi= +g  .

γb is the true mean rate at which the amounts an individual contributes change over 
time and  bi bN~ ( )0 2, s is the time-independent, random deviation from this value. 
We obtain the following in the combined form

contrib gender time time uit a a i b it ai bi it it= + + + + +g d g   .

The first line shown is the deterministic part of the model and the second line is the 
random part. A new component is noticeable in the random part: ϵbitimeit is a random 
variable that cannot vary completely freely, but whose value depends on the period we 
are in. Such a structure of values can only be generated by a random variable whose 
distribution has a non-constant variance. Thus, compared to model B, model D is not 
only able to model autocorrelation, but also heteroskedasticity – another property that is 
not available in a conventional least squares estimation.

. Figure 4.47 (right) shows model D. The only difference to . Fig. 4.44 or model B is 
that not only the intercepts but also the slopes of the individual straight lines may vary 
at random. Although we explicitly allow this in the model, we hardly perceive any dif-
ferences in the slopes.

Looking at the estimation results in . Table 4.30, we first notice that we have two 
columns for the values of the random effects, one for modeling the intercept and one for 
modeling the slope. A comparison of the two columns reveals that the values are per-
fectly correlated (also see the Corr column in the “Random effects parameters” section). 
This phenomenon occurs when there is too little variation in one of the parameters we 
want to model using a random effect. This lack of information means that both effects 
cannot be estimated simultaneously and the statistics program then generates perfectly 
correlated values of the random effects. In fact, model D is “overparameterized”; with 
the introduction of the random effect for the slope, we are trying to find an explanation 
for an effect that probably does not exist. Our data set suggests a constant rate of contri-
butions across all individuals. In this case, a pure random intercept model, such as 
model C, would be preferable.

For the sake of completeness, the variation of the slope can also be modeled using a 
mixed effect. However, since the same problems would then arise as in model C, we will 
not pursue this idea further at this point.
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Population-averaged models are often estimated using the generalized estimating 
equations (GEE) method (Liang and Zeger 1986). The idea behind this is to extend 
the estimation of generalized linear models (GLMs) so that it can also be applied to 
longitudinal data and the associated within-subject dependence of the observations. 
For this purpose, an a priori correlation structure of the observations between two 
points in time is defined, with this describing the dependency of the observations 
over time as well as possible. Assuming we consider three points in time t over which 
an individual was measured, and ρ denotes the correlation measure between the 
observations of two points in time, then different correlation structures can be 
depicted as a matrix:
 1. Independent: The observations of any two points in time have no correlation.

1 0 0
0 1 0
0 0 1

æ

è

ç
ç
ç

ö

ø

÷
÷
÷

Box 4.6 Interpreting the Coefficients: Marginal Versus Conditional
There are two different ways of interpreting estimated parameters in multilevel models. In 
order to better differentiate these from each other, we first look at the simple linear model 
yi = a + bxi + ui or yi = η + ui with ui~N(0, σ2). Since the disturbance variable has an expected 
value of zero, the expected value of the observations yi corresponds to the linear predictor, i.e. 
E(yi) = μi = η = a + bxi. An estimated parameter of the model always applies to the estimation 
of the “true values” a and b in this mean value. For example, a coefficient b = 3  means that the 
expected value increases by three units if x (ceteris paribus) is increased by one unit. Thus the 
estimated value b = 3  represents the slope of the regression line E y a bxi i( ) = +  . The concept 
of the marginal effect was developed from this interpretation of a slope since the slope of a 
function at one point, especially in the case of non-linear functions, is specifically the ratio of a 
marginal change in the y-value to a marginal change in the x-value. If a model has such an 
interpretation, we often use the term marginal model. Another characteristic of the simple 
linear model is that the marginal effect provides a prediction at the population level and not 
for a specific individual or group. In this case, this is referred to as a population-average model.

Since the multilevel model is more nuanced than the simple linear model, the interpreta-
tion of the coefficients must also be more nuanced. For example, we consider the simplest 
variant yit = γa + γbxit + ϵai + vit, in which the intercept a is modeled using a random effect 
ϵai (model A). The expected value is then E(yit) = γa + γbxit + ϵai. We see that the expected value 
does not correspond to the linear predictor, as it does in the simple linear model. Rather, the 
actual value depends on the value of the random effect ϵai. In contrast to a population- average 
model, the slope can therefore only be interpreted conditionally for a given individual with 
a given random effect ϵai. Graphically, this means interpreting the straight line of a particular 
individual. The population-averaged view is obtained by once again forming the expected 
value via the random effect. Then the expected value E(E(yit)) = γa + γbxit corresponds to the 
linear predictor with reference to the population regression line. Multilevel models therefore 
include both a conditional, or subject-specific, and a marginal, or population- averaged, inter-
pretation. Some statisticians see this as an advantage over pure population- average models 
(e.g. Lee and Nelder 2004).
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 2. Exchangeable: The observations of any two points in time have the same correlation.
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 3. m-dependent: The observations with an interval of one period have the same corre-
lation ρ1, with an interval of two periods they have the same correlation ρ2, and 
with an interval of m periods they have the same correlation ρm. In this case: 
1-dependent:

1 0
1

0 1

1

1 1

1

r
r r

r

æ

è

ç
ç
ç

ö

ø

÷
÷
÷

 4. Autoregressive: The dependencies between two observations decrease exponentially 
with each period that lies between them.
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 5. Unstructured: Each pair of observations has its own correlation.
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It is remarkable that the selection of the correlation structure has no influence on the 
consistency of the estimators, but only on their efficiency. With a sufficiently large num-
ber of observations, therefore, the decision for a particular correlation structure plays a 
subordinate role. Nevertheless, GEEs with different correlation structures are estimated 
in practice and a sensitivity analysis is carried out with the individual estimates. It 
should also be mentioned that the estimators in a GEE are determined using the quasi- 
likelihood method and a GEE does not always have an inner solution.

If we look at the case of a linear model, we notice that the estimators and their inter-
pretation of an LMM and a GEE do not differ. For example, if we estimate the general-
ized linear model with the linear predictor μi = a + b1timet + b2 gendert + b3mpcrt and the 
link function g(z) = z in the GEE (with the “exchangeable” correlation structure), we get 
the results shown in . Table 4.31. The coefficients correspond to those of the multilevel 
model C we have already discussed.
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       . Table 4.31 Estimation results of the generalized estimating equations method

Mean Model:

  Mean Link: identity

  Variance to Mean Relation: gaussian

Coefficients:

estimate san.se wald p

(Intercept) 64.35 1.94 1096.75 <0.0001

time -3.16 0.28 124.35 <0.0001

gender1 15.15 2.19 48.03 <0.0001

mpcrlow -27.25 2.19 155.38 <0.0001

Box 4.7 The “Best of Both Worlds”: Longitudinal Data with a Discrete Variable 
to be Explained
Let us summarize briefly. Generalized linear models can model data with non-normally 
distributed discrete endogenous variables. Linear multilevel models and (linear) generalized 
estimating equations, on the other hand, are able to adequately model dependent observa-
tions within a group. The question now arises as to what happens if both special cases occur 
simultaneously. How, for example, would the dichotomous acceptance behavior of the 
responder have to be modeled in the ultimatum game if the same person has to decide on 
acceptance and rejection of the offer over several rounds? This step is particularly simple for 
generalized estimating equations since they are already based on the generalized linear model, 
which in turn is designed from the outset to be able to explain non-normally distributed 
endogenous variables. Instead of selecting the identity function as a link function, we could 
simply use a parameter (e.g. link = “logit“) to instruct a GEE estimation command to use the 
logit function as a link function. In this way, we can quickly and easily perform a logistic 
regression with dependent observations.

One disadvantage of this approach is that with a GEE we always “only” get a marginal, 
population-averaged model. If we want an analog conditional model, there are two possibili-
ties. One possibility is to extend the generalized linear model again – in this case by adding 
individual-specific effects. Thus a GLM (generalized linear model) becomes a GLMM (general-
ized linear MIXED model). The second possibility is to modify the multilevel model so that it 
can also be applied to variables that are not normally distributed. This is mainly done by 
loosening the assumption of normally distributed disturbance variables and introducing a link 
between the expected value and the linear predictor. In this case, we generalize the LMM 
(linear mixed model) to the GLMM (generalized linear MIXED model). If OR denotes the odds 
ratio p/(1–p), then in the simplest case we obtain the conditional model with only one random 
effect ϵai for the intercept a

OR a bxit ai= + +( )exp .
 

In this model, the odds ratios depend on what the individual-specific value of the random 
effect ϵai is. In terms of the expected value, the “mean” OR in the population-averaged 
interpretation of the conditional model is then

E OR a bx Eit ai( ) = +exp ( ) (exp ( ))× 
 

= exp( ) (exp ( )).hit aiE× 
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4.7.6  Models with Limited Dependent Variables

Limited variables have a natural or defined upper or lower limit (or both). For example, 
the number of days an employee works has the lower limit zero and the upper limit 365. 
Such variables are particularly common in economic contexts since many economic 
variables can only be interpreted for a limited interval (demand, production quantity, 
capacities, etc.). A basic distinction is made between censored and truncated data. 
. Table 4.32 summarizes the main differences.

In the GEE estimate, however, the corresponding marginal model is

OR it= ( )exp .h
 

We can see from this that the mean estimate of the odds in GLMM and GEE differ by the 
factor E(exp(ϵai)). As we already verified using an example, both methods lead to equivalent 
estimates of the parameters if the link function is a linear function lin(·). In this case, the mean 
OR in the conditional model E(OR) = E(lin−1(a + bxit + ϵai)) = lin−1(a + bxit) + dE(ϵai) = lin−1(ηit), 
which would also correspond to the OR in the marginal model. However, estimating ORs or 
probabilities with a linear model is rather unusual because this can lead to difficulties in 
interpretation such as probabilities greater than 1 or less than 0.

Discussing GLMMs in detail at this point would again go beyond the scope of the book. 
Interested readers are once more referred to the relevant literature. For example, Rabe-Hesketh 
and Skrondal (2010) provide a fine and compact review article. The same authors have also 
written a textbook, which is also a good source for more in-depth information on GLMMs 
(Rabe-Hesketh and Skrondal 2004).

       . Table 4.32 Comparison of censored and truncated data

Censored Truncated

Boundaries Permitted and observed Not permitted
(even if observed)

No. of observations n <n

Information loss Moderate Greater

Mean Tends to boundary Doesn’t tend to boundary

Example
A lecturer would like to know whether there is a connection between the lateness yt of his 50 
students in minutes and the distance of their commute to college xt in meters. The actual data 
of all 50 students are shown in . Fig. 4.48.

The only problem is that the lecturer himself is regularly a good 5 minutes late for his own 
lecture. Therefore, of the students already present he does not know whether, and if so, by how 
much, they were late. He can only record the times of arrival of the students from the time of 
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his own arrival. So how does he deal with the students already present? Now, he can at least 
use the little information he has on these students. He knows, for instance, that none of the 
students present is more than 5 minutes late. The lecturer therefore makes no distinction 
between students who are completely punctual (yt = 0) and those who are late by 5 minutes 
(yi = 5) or less. All these students are assigned the lower lateness value yi

min = 5.  This process 

15

10

5

0

0 500

distance [m]

d
el

ay
 [m

in
]

1000 1500

       . Fig. 4.48 Non-
bounded data of the 
example with least 
squares regression line
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       . Fig. 4.49 Censored (left) versus truncated data (right). In the case of censored data, all the 
observations below the horizontal line are raised from their original position (grey circle) to the 
level yt

min .= 5  Information about the explanatory variable (commute to college) is retained, 
whereas information about the variable to be explained is lost. In the case of truncated data, all 
the observations below the horizontal line are removed from the data set, i.e. information on 
both variables is lost. The dashed line shows the regression line that would have resulted from 
an unbounded endogenous variable
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. Figure 4.49 clearly shows that an ordinary least squares estimator would be biased 
for both censored and truncated data. The intercept would be systematically overesti-
mated and the slope parameter systematically underestimated. If the lecturer in the 
above example were to have the exact times of the students already present, it would 
therefore be best to use them. Whenever the endogenous variables have been collected 
for all the observations and these values are basically realistic, there is of course no point 
in censoring or truncating them afterwards. In the example, the instructor could simply 
avoid the problem of limited variables by arriving punctually himself.

In other cases, however, circumventing this problem is not so easy. Imagine, for 
example, ticket sales for the final of the soccer World Cup.

The stadium has a “natural” upper capacity limit ymax; if the actual demand for  tickets 
is higher than this limit, then for this observation it is only known that the demand is 
higher ymax, but not exactly how much higher. In this case, the observation would have 
to be either censored or truncated to ymax or removed. The demand for tickets is a latent 
variable in this case. It corresponds to the number of tickets sold up to the capacity limit, 
but is no longer observable above this limit.

Another example is the limitation imposed by the state on the speedometers in all 
US vehicles of the 1980s to 85 mph. No matter how fast the vehicle could actually go, 
while driving at the actual maximum speed it was impossible to observe a speed greater 
than 85 mph. The actual speed in this case is the latent variable that is not fully observ-
able. If the data were to be censored, this would mean that the study would be carried 
out with all vehicles, but a large number of observations (especially of sports cars and 
motorcycles) would accumulate at the 85 mph limit and by definition cannot exceed it. 
Truncating the data, on the other hand, means that the test is only carried out using the 
vehicles that actually have a maximum speed of less than 85 mph.

It is important to note that special regression methods do not have to be applied if a 
lower and/or upper limit theoretically exists, but this is either never or hardly ever 
reached. For example, if the worst possible score in a math test is 0 and the best 100, and 
no student reached these extremes at the same time, the estimators are not biased. The 
more data points lie at the limits (in relation to the other data points), the more serious 
the adverse consequences are if the problem is ignored.

Models that can handle limited data are generally called limited dependent vari-
able models. The best-known model suitable for censored data is the Tobit model. It 
requires non-negative observations with one or two recognized data limitations and, 
like the logit and probit models, can be formulated as a latent variable model. In our 
lecturer example, the dependent variable y is assigned the value of the partially 
observed latent variable y∗ (actual lateness), if this could be observed, i.e. if y∗ > 5, then 

corresponds to a censorship of the “outlying” data. Sometimes this is referred to as bottom- 
coding (or top-coding for an upper limit). Graphically, this means a vertical shift of all 
unobserved data points with a value of yi < 5 up to the level of yi

min = 5  (see . Fig. 4.49, left). 
All 50 students are still included in the data set, but the exact yi value of some of them is not 
known – only that it is a maximum of 5 minutes.

Another possibility would be to remove the students already present from the data set. In this 
case, the data set would be “cut off” and a truncated data set would result (see . Fig. 4.49, right).
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y = y∗ (fully observable). In contrast, if y∗ ≤ 5 then y = ymin = 5 holds, which represents 
a partial observation, since we still have the information about the commute of all the 
students. In short, this means

y y y= ( )*max .min ,

In the case of the latent variable y∗, we assume the linear relationship

y a bx ui i
* = + + .

The disturbance variable ui is bound to the same conditions as in the simple linear 
model. However, it can be shown that the Tobit estimate is more sensitive to violations 
of these assumptions than the least squares estimate in the linear model (especially a 
violation of homoskedasticity). Checking the disturbance assumptions is therefore even 
more important in the case of Tobit models than it already is in the case of the normal 
linear model.

. Table 4.33 shows three columns with one regression each. The first column shows 
an ordinary least squares estimate with complete information, i.e. we can fully observe 
all the data points (lecturer arrives on time). This estimate is the reference. The second 
column shows the least squares estimate for the censored data set. Even if the slope dif-
fers by “only” 0.002 in absolute terms, this difference has a strong effect on the relation-
ship due to the measurement of the commute to college in meters (and the associated 
extreme scaling). This can be seen by looking at the difference between the estimated 
intercepts. The biased value is almost twenty times greater than the unbiased value. The 
Tobit model is shown in the third column of . Table 4.33. It estimates the slope param-

       . Table 4.33 Comparison of least squares estimates and a Tobit regression

OLS Tobit

(1) (2) (3)

x 0.010*** 0.008*** 0.010***

(0.001) (0.001) (0.001)

logSigma 0.542***

(0.114)

Constant 0.110 2.060*** 0.539

(0.775) (0.667) (0.873)

Observations 50 50 50

Residual Std. Error (df = 48) 1.783 1.534

Note: *p<0.1; **p<0.05; ***p<0.01
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eter in almost the same way as the reference model, resulting in a significantly smaller 
deviation in the intercept.

The estimated parameters of a Tobit estimate always refer to the marginal effect of x 
on the uncensored latent variable y∗ and not on y. In the lecturer example, we could say 
that the estimated additional lateness is 0.01 minutes per additional meter of commute 
to college.

4.8  Statistics Software

There is too much data in practically all laboratory experiments to be evaluated by hand 
within a reasonable time. In addition, every type of experimental software used already 
supplies data in an electronic form. For example, the experimental software zTree is able 
to store data in xls or csv format. Therefore, the first question we have to ask ourselves in 
the context of statistical evaluation is which software package is suitable for our purposes.

Traditionally, students do their first data analyses with Microsoft Excel. The big advan-
tage of this software is that the user becomes familiar with it in a relatively short time and 
can quickly obtain his own initial results. Excel is particularly suitable for the initial prep-
aration or graphical presentation of data. However, if the data sets are very large or special 
procedures such as nonparametric tests are required, the limits of this program are soon 
reached. Experimenters who already know that they will be working in an experimental 
science for a longer period of time are therefore better advised to use a more flexible, more 
powerful and more efficiently programmed software solution. Common examples are 
SPSS (7 ibm. com), SAS (7 www. sas. com), S+ (7 spotfire. tibco.com), GAUSS (7 www.
aptech. com) or MATLAB (7 www. mathworks. com). STATA (7 www. stata.com) is very 
popular among economists. The statistical scope of these software packages far exceeds 
that of Excel. However, most of them have their own programming language, of which it 
is necessary to learn at least the basics and this can initially deter many people. In addi-
tion, the purchase costs and license fees are sometimes considerable. There are free alter-
natives to all the commercial products. Free variants of Excel are Calc 
(7 www. openoffice. org) or SOFA (7 www. sofastatistics. com), SPSS can largely be replaced 
by PSPP (7 www. gnu. org/software/pspp), MATLAB by Octave (7 www. gnu. org/software/
octave) and S+ by R (7 www. r-project. org). An overview of non-commercial statistical 
software can be found at statpages.org/javasta2.html.

If only specific tools for specific analyses are needed, and not complete packages, it is 
also possible to make use of powerful and free programs. PQRS (members.home.nl/sytse.
knypstra/PQRS) provides the density and distribution functions for all conceivable prob-
ability distributions. All the parameters can be freely varied so that critical values and 
p-values of hypothesis tests in particular can be determined quickly and easily. The tool is 
available in three variants. Version 2 can be run immediately on any Windows computer 
without installing third-party software. Newer versions (currently version 2.7) are execut-
able Python programs, so this programming language must be installed to run PQRS. In 
addition, an app that runs smoothly on all mobile Android devices is available.

To perform a power analysis of statistical hypothesis tests, the free program G*Power 
(7 www. gpower. hhu. de) is also available. This is also extremely helpful for fast and 
straightforward analyses.
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 Appendix

 A.1   A Basic Game-Theoretical 
Concepts

 A.1.1  Game Theory

Game theory is concerned with the analy-
sis of strategic interactions. Such an inter-
action exists when actors mutually 
influence the utility they can gain in a 
decision-making situation through the 
decisions they make. We will consider a 
strategic interaction between two players 
A and B as an example. Both have a pre-
defined number of possible actions that 
they can take in a particular situation. 
Both players want to maximize their own 
utility by choosing the best action they can 
take, but the question of what action is 
best for player A depends on what action 
player B takes, and the best action for 
player B depends on what A does. This 
interdependence is the strategic interac-
tion. For example, A and B could be com-
panies operating on the same market. The 
question of which price A should choose 
to maximize its profit depends on which 
price B chooses. Similarly, the choice of 
the maximum profit price of B depends on 
which price A sets.

Game theory analyzes such strategic 
interactions from the perspective of a nor-
mative theory, i.e. it does not ask how real 
persons will probably behave in a strategic 
interaction, but rather assumes that the 
players behave strictly rationally and 
(expected) utility-maximizing, and exam-
ines which equilibria (see 7 Sect. A.1.3) 
arise under this premise. The behavioral 
assumptions that game theory makes are 
very extensive. Not only does it require 
players to always choose the action that 
gives them the highest payoff (measured 
as utility), it also assumes that players 

behave strategically. This means that they 
are fully aware of the strategic interaction 
and fully rationally consider the strictly 
rational considerations of the other play-
ers. For this to happen, it is necessary to 
assume that the rationality of the players is 
common knowledge. This means that all 
the players know that all the players behave 
rationally and strategically, and everyone 
knows that this is known to everyone, and 
everyone knows that everyone knows that 
this is known to everyone, and so on.

The formal analysis of strategic inter-
actions is made possible by representing 
them as a “game” (see 7 Sect. A.1.2). The 
description of this game formalizes the 
interaction such that it is then open to 
analytical treatment. Identifying an equi-
librium in a game described in this way 
provides a prediction of how individual 
players will act if they comply with the 
behavioral assumptions of the theory.

Within experimental economic 
research, it is mainly strategic interactions 
of relatively simple structure (this is 
important to ensure that the subjects’ 
behavior is not distorted by fundamental 
problems of understanding) that are con-
sidered, with the result that the theory is 
particularly easy to test. Theoretical 
research, on the other hand, also considers 
very complex games. Complexity arises, 
for example, by allowing mixed strategies 
of the players. This means that the players 
do not decide which action they choose, 
but only the probability of choosing the 
various possible actions. Games can be 
static (all the players decide simultane-
ously) or dynamic (players decide sequen-
tially). If at least one player is not exactly 
informed about another player’s prefer-
ences regarding the possible outcome of 
the game, this can also lead to strategic 
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situations becoming complex. These types 
of games are called games with incomplete 
information. Under certain conditions 
such games can be transformed into 
games with imperfect information, i.e. 
games in which not all moves of the play-
ers can be observed. The advantage of the 
transformation is that for games with 
imperfect information, there are solutions 
that allow behavior to be predicted.

 A.1.2   The Description 
of a Game

In some respects, the description of a 
game is similar to the descriptions found 
in board games. First of all, it is specified 
who is a player, i.e. who can make deci-
sions during the game (only these are 
players). In principle, the number of play-
ers is not restricted, apart from the fact 
that there must be at least two, otherwise 
no strategic interaction can arise. For the 
sake of simplicity, we will first introduce 
some notation.

We number the players i = 1, 2, …, n. 
For each of the players what is termed the 
strategy space Si is defined. This is the total 
set of possible strategies si available to 
player i, i.e. from which he can choose. 
The strategy space therefore defines the 
options for action available to the player. 
These are fixed; the player cannot change 
them and create new strategies. A strategy 
profile s = (s1, s2, …, sn) contains a combi-
nation of n strategies of n players. s-i = (s1, 
…, si−1, si+1,…, sn) denotes a strategy profile 

that contains the strategies of the n-1 other 
players from player i’s point of view. 
S = S1 × S2 × … × Sn−1 × Sn denotes all the 
possible strategy combinations that are 
possible in the game. The payoff function 
is defined on this set of possible game out-
comes, because it assigns a real number to 
each element of ui: S → ℜ, i ∈ {1, …, n}. 
This function is simply a valuation of each 
individual game outcome by each player. 
The payoff function is therefore nothing 
more than a mapping of the preferences 
that the players have concerning the pos-
sible outcomes of the game.

The description of a game includes not 
only information about the players, their 
strategy spaces and payoff functions, but 
also information about which player can 
make a decision when and what informa-
tion he has at the time of that decision. In 
static games, all the players decide simul-
taneously, i.e. they do not know the strate-
gies chosen by the other players at the 
time of the decision. In a dynamic game, 
the players decide one after the other 
(similar to chess). With perfect informa-
tion, players can observe the moves made 
by the players who moved before them. 
But this observability can be limited, i.e. it 
is possible that certain moves cannot be 
observed. These are games with imperfect 
information.

Static games are specified using their 
so-called normal form. This includes the 
strategy spaces and payoff functions of all 
the players. With two players and a discrete 
number of strategies, this can take the form 
of a matrix. The following . Table  A1 

       . Table A1 Normal form of a 2×2 game

Player B ↓ Player A→ a1 a2

b1 πB11, πA11 πB12, πA12

b2 πB21, πA21 πB22, πA22
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shows the normal form of a 2×2 game, i.e. 
for two players (A, B) who each have two 
strategies available: (a1, a2) for player A and 
(b1, b2) for player B.

The values in the cells of the table indi-
cate the payoffs to the two players for the 
corresponding strategy combination. For 
example, πB11 is the payoff to player B for 
the strategy combination (a1, b1).

In a dynamic game, the information is 
given in the so-called extensive form. This 
is a game, or decision, tree whose nodes 
indicate the points at which a player can 
make a decision and whose branches indi-
cate the actions that are available at a par-
ticular node. At the terminal nodes are the 
payoffs that are achieved if the player 
reaches that terminal node at the end of 
the game. . Figure A1 shows a game tree 
for a dynamic game between two players 
who can choose between two actions at 
each node:

A strategy in a dynamic game tells the 
player which action to choose at which 
node. All the possible nodes are included, 
thus making a strategy a comprehensive 
plan that tells the player what to do no mat-
ter where in the game he is. Since player 
2 in the example has two nodes at which he 

has to decide between two actions, a total 
of 22 = 4 strategies are available to him.

 A.1.3  The Nash Equilibrium
How do we move from the pure descrip-
tion of a game to a solution or to an analy-
sis of the strategic interaction? The basic 
idea is to look for situations  – or rather 
strategy combinations – that represent an 
equilibrium in the sense that when players 
are in this equilibrium, they no longer 
have any reason to change their behavior. 
The most important equilibrium concept 
used in this context is that of the Nash 
equilibrium, which dates back to John 
Nash (1950). The original article in which 
the equilibrium concept is presented and 
the Nash theorem is proven comprises 
only one page, but it revolutionized eco-
nomic theory and earned John Nash the 
Nobel Prize.

Before explaining the Nash equilib-
rium, it is a good idea to explain what a 
“best response” is. In a two-player game, 
this is a strategy that maximizes one play-
er’s payoff for a given strategy of the other 
player. If there are more than two players, 
the definition is analogous, except that 
the strategies of all other players are 

Player 1

Player 2

Action L

Action L

a1
a2

b1
b2

c1
c2

d1
d2

Action L

Action R

Action RAction R

       . Fig. A1 Extensive form of a 
2×2 game
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taken as given. A Nash equilibrium is 
nothing more than a combination of 
strategies, where each strategy in the 
combination is also the best response to 
the other strategies in the combination. A 
Nash equilibrium therefore consists of 
the best mutual responses of all the play-
ers involved. The great significance of 
this concept of equilibrium can be 
explained by the fact that John Nash 
demonstrated that every game with a 
finite number of players and a finite num-
ber of strategies per player has at least 
one such equilibrium. This makes it clear 
that a majority of the strategic interac-
tions also have a solution in the form of a 
Nash equilibrium. This is an extremely 
advantageous situation for theorists. 
When they embark on the analysis of 
such a game, they can be sure that there is 
a solution – all they have to do is find it. 
However, the Nash equilibrium does not 
always yield plausible predictions, which 
is why further solution concepts have 
been developed over time. We will look at 
one of them in the next section.

Nash’s proof does not say that there is 
exactly one equilibrium for every game, 
but that there is at least one equilibrium. 
This means that there can be several. If 
this is the case, then the question arises, 
which of the equilibria will be achieved in 
the end or what does game theory predict? 
This problem of choosing the right equi-
librium long occupied game theorists 
without a general solution being found. 
Frequently it is not possible to highlight 
specific equilibria as “special”, but rather 
one has to be content with the fact that 
there simply are several equilibria to be 
found. Nash’s proof also requires that 
mixed strategies be allowed, i.e. probabil-
ity distributions across the player’s strat-
egy space. A good example of this is the 
penalty shoot-out in soccer. No shooter 
chooses a pure strategy (e.g. “always shoot 

to the right”). The shooters mix their strat-
egies, sometimes choosing the left corner, 
sometimes the right.

 A.1.4   The Extensive Form and 
Subgame Perfection

As in static games, Nash equilibria also 
exist in dynamic games. The problem is 
that there are too many of them. It is pos-
sible that a strategy combination forms a 
Nash equilibrium that is “on the way” so to 
speak, i.e. on a path through the game 
tree, and it is possible that this Nash equi-
librium allows that one of the players does 
not play his best response. Such an equi-
librium is hardly plausible.

In order to eliminate the implausible 
Nash equilibria, we must first introduce 
the term subgame. In a game tree, a sub-
game consists of a node and all its succes-
sor nodes. . Figure A2 shows a simplified 
extensive form,1 which has a total of four 
subgames (without the entire game).

Now that we know what a subgame is, 
we can introduce the “subgame perfect 
equilibrium”, which goes back to ℜeinhard 
Selten (1965) and which also earned its 
discoverer the Nobel Prize. A subgame 
perfect equilibrium is one in which a 
Nash equilibrium exists in all the sub-
games and in the whole game as well. As 
a result, strategies that do not yield the 
best responses are no longer candidates 
for a subgame perfect equilibrium and 
the problem described above has been 
solved.

To determine subgame perfect equilib-
ria, we apply the principle of backward 
induction. To do this, we first identify the 
Nash equilibria for all the subgames at the 
end of the game tree. We then replace each 
of these subgames with the payoffs that 

1 The payoffs and the names of the players at 
the nodes are omitted for the sake of 
simplicity.
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result in the equilibrium of this subgame 
(if there are several equilibria, one of them 
has to be selected). Then we repeat both 
steps for the game reduced in this way, 
continuing this procedure until we have 
determined all the moves in the entire 
game and the subgame perfect Nash equi-
librium has been found. The procedure 
must be repeated for each of the Nash 
equilibria identified in its course.2

Our remarks so far have focused on 
games with complete information. There 
is no reason to hide the fact that there are 
also specific solution concepts for games 
with incomplete information, known as 

2 Brosig-Koch et al. (2015) investigate the 
extent to which this ability is pronounced in 
different age groups. They observe that 
people find it difficult to apply the principle 
of backward induction. However, these 
difficulties decrease with age. Teams are also 
better able to induce backwards than 
individual decision-makers (Brosig-Koch 
et al. 2014).

Bayesian equilibria. For more information 
on this subject, the reader is referred to 
relevant textbooks on game theory. The 
solution concepts outlined above should 
be sufficient to understand the main stra-
tegic incentives in the experimental stud-
ies described here.

 A.2  Important Experiments

In this appendix, we will introduce impor-
tant types of experiments in experimental 
economic research. The presentation is 
confined to the essentials and is intended 
to provide an insight to readers who are 
not familiar with the particular setups. We 
will describe the basic design of each 
experiment without going into the many 
variants that exist for these. In addition, 
we will briefly explain the economic back-
ground of the experiments and list what 
we consider to be the most important 
findings.

RL

I r

I r I r

a b

       . Fig. A2 Subgames in an extensive form
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 A.2.1   The Prisoner’s Dilemma 
Game Experiment 
and the Public Good 
Experiment

The prisoner’s dilemma is a game with 
which a fundamental and, in economics, 
very important conflict between individ-
ual and collective rationality can be mod-
eled. We could also say that the prisoner’s 
dilemma represents a kind of “coopera-
tion paradox”, which can be summarized 
as follows. The very fact that the players 
pursue the goal of maximizing their own 
payoffs completely rationally (i.e. without 
making a mistake) puts them in a situa-
tion where there is an alternative in which 
all the players could achieve a higher pay-
off if they had refrained from rationally 
pursuing their own interests.

The prisoner’s dilemma game shown 
in . Table A2 is a two-person game in 
which both players have two strategies 
and choose between them simultaneously. 
These are denoted D (for defection) and C 
(for cooperation).

Both players have a dominant strat-
egy. ℜegardless of whether the other 
player chooses C or D, it is always best for 
the player to choose D.  Thus, the Nash 
equilibrium of this game is (DA, DB) and 
both players gain a payoff of 3. The coop-
erative solution (Ca, CB) would give them 
a payoff that is twice as high, but that is 
not accessible to rational and strictly self-
ish players under the rules of the game 
because C is never the best response. 

Cooperation could benefit both players, 
but this cooperation is not rational from 
the point of view of the individual payoff-
maximizing player.

Larger groups with n players can also 
find themselves in such a cooperation 
paradox. The public good game is used in 
experimental economic research to model 
the phenomenon of public goods. The 
standard procedure is to apply the volun-
tary contribution mechanism (VCM), 
which dates back to Isaac & Walker (1988). 
In the VCM game, each player has an ini-
tial endowment of zi. Two investment 
vehicles are available in which any portion 
of zi can be invested. The first is a private 
investment vehicle, which provides a pay-
off p per unit invested to a player who 
invested in it, and the second a public 
project, in which each player receives a 
payoff of a/n multiplied by the sum of the 
contributions invested. Parameter a 
describes the marginal productivity of the 
public good. Denoting bi the investment 
of player i in the public project, we then 
obtain the following the payoff function 
for this game:

p i i i
i

n

iz b p a
n

b= -( ) +
=
å

1

with a p a
n

> > .

Given these parameters, it is a domi-
nant strategy for rational and selfish play-
ers in the simultaneous public good game 
not to make any investment in the public 

       . Table A2 Normal form of a prisoner’s dilemma; payoffs: (A, B)

Player A ↓ Player B→ CB DB

CA 6, 6 1, 7

DA 7, 1 3, 3
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good. If the players choose their dominant 
strategy, they will receive a payoff of pzi. If 
all the players were to invest all their 
endowment in the public project, the pay-
off to each player would be azi > pzi. This 
gives the same result as in the two- person 
prisoner’s dilemma. Strictly rational pur-
suit of self-interest leads to a payoff that is 
smaller than that which can be achieved if 
all players refrain from pursuing their self-
interest.

The public project in the game meets 
the conditions that characterize a public 
good: there is no exclusion of  consumption 
and there is no rivalry in consumption. 
Public goods play an extremely important 
role in modern societies. Climate protec-
tion, national defense or the provision of 
environmental goods are prominent exam-
ples of public goods. Analogous to the 
prisoner’s dilemma, a public good game is 
referred to as a situation in which the play-
ers find themselves in a social dilemma.

The experiments on the public good 
game are usually repeated, often over 10 
rounds. The aim is to investigate whether 
the subjects are able to overcome the 
dilemma and achieve an efficient solution 
by acting cooperatively. In the unmistak-
able subgame perfect equilibrium of this 
repeated game, strict free-riding should be 
observed in each round. There are many 
experiments whose reproducible results 
can be outlined as follows. The cooperation 
rate in the first few rounds is about 40% to 
50% of the efficient level, but then drops to 
about 10% in the course of the experiment.3 
Although this disproves the prediction of 
strict free-riding in these experiments, the 
observed differences between the efficient 
and the realized overall payoffs are never-

3 For an early survey see Ledyard (1995), for a 
more recent selective survey see Chaudhuri 
(2011).

theless very high, although the subjects 
(often economics students) are well aware 
of the dilemma and know that they could 
substantially increase their overall payoff by 
cooperating. The provision of public goods 
is thus not an easy problem to solve, even 
under ideal laboratory conditions.

 A.2.2   The Ultimatum Game 
Experiment

The ultimatum game models a negotiation 
situation between two people in a very 
simple way. It involves dividing a predeter-
mined amount of money of value x. The 
two players have different roles. The so- 
called proposer makes the first move. He 
can make an offer to the second player – 
the responder – by offering him a share ax 
(0 ≤ a ≤ 1) and keeping x(1-a) for himself. 
During the second stage of the game, the 
responder must decide whether or not to 
accept the proposed split. If he accepts, the 
money is divided accordingly and the 
game is over. If he rejects the offer, the 
game also ends and both players receive a 
payoff of zero. The proposer’s offer is there-
fore an ultimatum that cannot be further 
negotiated (hence the name of the game).

The subgame perfect equilibrium of 
this game is determined by backward 
induction. At the final stage, the responder 
will accept any offer that makes him better 
off than a rejection of the offer. Since a 
rejection will result in a payoff of zero, he 
will accept any offer with a payoff larger 
than zero. The proposer anticipates this. 
His best response to the responder’s strat-
egy is to make him an offer that is only just 
better than rejection. He will therefore 
offer the responder the smallest possible 
share of x and the responder will accept 
this offer because it is his best response.

The equilibrium of the ultimatum 
game results in an extremely unequal split. 
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While the proposer gets almost every-
thing, the responder gets almost nothing. 
The ultimatum game was first played in 
experiments by Güth et al. (1982). The aim 
was to check whether the game- theoretical 
prediction was correct, although it would 
impose a very unequal allocation. It was 
found that the responders did not agree 
with the equilibrium payoffs and therefore 
often rejected low offers, although this 
worsened their position compared to an 
acceptance. Proposers anticipated this 
behavior and usually offered significantly 
higher shares than the equilibrium fore-
sees. Often a 50-50 split was offered and 
this was always accepted. If the proposer 
demanded a larger share for himself, such 
as 80:20 or 70:30, he had no choice but to 
face rejection by the responder. Since 
then, these results have been confirmed 
time and again in a large number of exper-
iments on the ultimatum game. The ulti-
matum game is rightly considered one of 
the best-studied games in experimental 
economic research.4

 A.2.3   The Dictator Game 
Experiment

The dictator game is similar to the ultima-
tum game, but it does not allow the 
responder to reject the proposer’s offer. The 
responder is thus reduced to the role of the 
so-called receiver, or recipient. This makes 
the proposer the “dictator”, who alone can 
determine how the amount x is divided 
between the two players. Strictly speaking, 
the dictator game is not a game in the 
game-theoretical sense, as there is no stra-
tegic interaction with the receiver. It is the 
absence of strategic interaction, however, 
that makes the “game” so interesting, 

4 For a survey, see Güth and Kocher (2014).

because we can assume that the dictator’s 
decision is not influenced by expectations 
regarding the receiver’s behavior. This 
means, however, that his decision only 
expresses his preference for possible payoff 
allocations. Therefore, the dictator game 
experiment can be used to gain informa-
tion about this kind of preferences.

It is only natural to compare the results 
of the ultimatum game experiment with 
those of dictator game experiments (see 
e.g. Forsythe et al. 1994). This shows that, 
on average, dictators’ allocations are sig-
nificantly lower than those of proposers in 
ultimatum game experiments. This sug-
gests that some of the offers observed in 
the ultimatum game experiment are 
driven by the expectation that excessively 
low offers could be rejected. Nevertheless, 
relatively high allocations to the receiver 
are also evident in dictator game experi-
ments. However, it has also been observed 
that this giving behavior is highly sensitive 
to individual elements of the design. We 
report on these effects in more detail in  
7 Chap. 2 of the book.

 A.2.4   The Trust Game 
 Experiment and  
The Gift- Exchange 
Experiment

The trust game experiment (or sometimes 
also called the investment game) was intro-
duced into the literature by Berg et  al. 
(1995). It is a sequential two-person game in 
which both subjects first receive an initial 
endowment A. The first player (the trustor) 
has the option of giving any share 0 ≤ α ≤ 1 
to the second player (the trustee). The 
amount is then tripled by the experimenter, 
i.e. the trustee receives the amount 3αA. At 
the second stage of the game, the trustee has 
the option to return any part 0 ≤ β ≤ 1 of his 
endowment (A + 3αA) to the trustor.
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The subgame perfect equilibrium of 
this game is easy to determine by means of 
backward induction. At the second stage, 
the trustee has no reason to give anything 
back to the trustor, because his dominant 
strategy is to choose β = 0, since any posi-
tive β reduces his payoff. The best response 
the trustor can have to this strategy is to 
choose α = 0, i.e. not to give anything to 
the trustee. This means that there is no 
allocation in equilibrium and thus no effi-
cient solution that can be achieved by tri-
pling the amount of the allocation. In 
equilibrium, therefore, the payoff is the 
same for both players A. Were the trustor 
to send all his initial endowment to the 
trustee, the total payoff to both players 
would be 4A. If the trustee were then to 
return 2A to the trustor, both players could 
double their payoffs compared to the equi-
librium by showing trust (first mover) and 
by being trustworthy (second mover).

The sequential structure of the trust 
game creates scope for reciprocal behav-
ior. This means that people react to other 
people acting “nicely” by being “nice” 
themselves and are prepared to punish 
people who have harmed them. The trust 
game experiment shows that reciprocity 
can certainly lead to efficiency gains.

Closely related to the trust game 
experiment and directly targeting recip-
rocal behavior is the gift-exchange game 
experiment, which has been investigated 
mainly by Fehr et  al. (e.g. 1998). This 
experiment normally has a very special 
frame, with it being presented as a game 
between employers and employees. The 
subjects representing the employers 
make wage offers to the employees. The 
employees choose from the offers and 
then decide on the work effort they want 
to make in return for their wages. This 
effort incurs costs, i.e. the more effort 
workers put in for a given wage, the lower 
their payoff and the higher the employ-

ers’ payoff. Therefore, at the second stage 
of the game, the employees have a domi-
nant strategy  consisting of choosing the 
minimum possible effort. The best 
response to this from employers is to 
offer the lowest possible wage. This, in 
turn, would result in an inefficient sub-
game perfect equilibrium, because if 
employers paid higher wages and work-
ers chose higher levels of effort, both 
sides could improve in comparison with 
the equilibrium. The similarity to the 
trust game experiment is obvious, but 
the gift-exchange game experiment 
emphasizes even more the exchange of 
“non-best responses”, with this exchange 
possibly leading to an efficiency gain.

The experimental findings from both 
the trust game experiment and the gift-
exchange game experiment show that 
reciprocal behavior is chosen relatively fre-
quently. Therefore, people are indeed in a 
position to achieve efficiency gains through 
trust and trustworthiness, but also through 
the exchange of gifts. However, this is not 
perfect. In many experiments, deviations 
from the maximum possible total payoff 
can be observed and, in particular, the 
behavior of the second movers in the trust 
game experiment is not always focused on 
sharing the entire payoff evenly between 
the two players. Frequently the returns to 
the trustor are designed in such a way that 
the trustor does not suffer any disadvantage 
from giving to the trustee (but he does not 
gain any advantage either).

 A.2.5  Market Experiments

The term “market experiments” does not 
refer to a special experimental design, but 
to a whole class of experiments. The aim is 
to model market processes in the labora-
tory. In particular, the question is how pric-
ing takes place in competitive markets and 
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whether markets or market participants 
are in a position to achieve an efficient 
market equilibrium solely on the basis of 
the individual decisions of suppliers and 
demanders. The process that is frequently 
used can be roughly described as follows.

The experimenter divides the subjects 
into suppliers and demanders. Each sup-
plier then receives private information 
about the costs incurred when selling one 
unit of the fictitious good, which is traded 
on the laboratory market. These costs are 
also his reservation price, since the sup-
plier should not sell at a price below these 
costs. With every completed transaction 
his profit is equal to the purchase price – 
costs. Demanders receive information 
about the payment they receive when they 
purchase a unit of the goods, i.e. their 
profit is equal to the payment – purchase 
price. The payment therefore represents 
their maximum willingness to pay. For 
example, the costs and payments can be 
distributed in such a way that the total 
quantity supplied increases with the price 
and the total quantity demanded decreases 
with the price and an equilibrium, when 
realized, maximizes the efficiency gains 
that can be achieved through trading. The 
question then is whether there is enough 
private information about the respective 
individual reservation prices and pay-
ments to lead the market into such an 
equilibrium. The results of the market 
experiments (e.g. the experiment con-
ducted by Smith 1962) show that market 
equilibrium can be achieved even with the 
limited information available to market 
participants. Whether and how quickly 
the equilibrium is reached, however, 
depends on the specific design of the mar-
kets, i.e. the way in which the offers of the 
suppliers and the bids of the demanders 
are exchanged and accepted. This is where 
the design of what is termed a double auc-
tion, developed by Vernon Smith, proved 

to be particularly robust. Vernon Smith 
was the first experimental economist to be 
awarded the Nobel Prize in 2002 for his 
research into the way markets function.

It should be noted at this point that 
experimental markets differ from com-
pletely competitive markets in an impor-
tant respect. In the latter, by assumption, 
atomistic competition prevails among 
both suppliers and demanders, i.e. the 
actors have no scope for setting prices and 
therefore act as “price takers”. This is 
noticeably different in the laboratory mar-
kets due to the limited number of subjects. 
Nevertheless, Vernon Smith in particular 
showed that prices and quantities similar 
to those predicted for a fully competitive 
market arise in in double auctions. The 
strategic leeway that players have in labo-
ratory markets therefore has no effect on 
the allocation efficiency.

 A.2.6   Lottery Choice 
 Experiments

Decisions under risk play an important 
role in economic research. ℜisk is a very 
important factor in many real decision- 
making situations. The world is stochastic 
and therefore it is rarely the case that we 
know with certainty what consequences a 
decision will actually have. ℜisk prefer-
ence, which refers to the decision-maker’s 
attitude to risk, is very important for mod-
eling decisions under risk. One function 
of lottery choice experiments is to gener-
ally analyze behavior in risky situations or 
to gain specific information on the risk 
preference of experimental subjects.

The procedure for such experiments 
can be simply explained by means of an 
experiment that can be used to determine 
the risk preference of a decision-maker. 
Not having any strategic interaction 
between the subjects, lottery choices are, in 
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principle, not games. It is simply a matter 
of making a choice between different lot-
teries. In a typical experiment, for example, 
the subjects are presented with a lottery 
that realizes a payoff of X with a probabil-
ity p and a payoff of zero with a probability 
of (1–p). The expected value of this lottery 
is thus pX. The subject is then offered the 
possibility of selling this lottery for a sure 
payoff with the selling price varying. The 
sure payoff is interpreted as a lottery with a 
probability of 1 that this payoff is received. 
The risk preference can then be inferred 
from the subject’s decision (see 7 Sect. 
2.4.1). The Becker-DeGroot-Marchak pro-
cedure is often used to determine the res-
ervation price for the lottery directly 
(Becker et al. 1964). This procedure is 
intended to ensure that the subjects state 
their true reservation price for the lottery. 
For example, a list of prices sorted in 
ascending order is presented to the sub-
ject, who is asked to name the price as of 
which she is willing to sell the lottery. One 
of the listed prices is then drawn at ran-
dom. If the price is above the threshold 
specified by the subject, the lottery is sold 
at the drawn price. If the price is lower, the 
lottery is played and the subject receives 
either X or zero – depending on the out-
come of the lottery.

Under the rules of the Becker-DeGroot-
Marchak procedure, the weakly dominant 
strategy is to enter the true reservation 
price as the limit. If this is below pX, the 
subject reveals that she is risk-averse, since 
she prefers a sure payoff to a lottery whose 
expected value is above this sure payoff. If 
the price equals pX, we speak of risk- 
neutral behavior and if the price is higher 
than pX, we speak of risk-seeking (or risk- 
loving) behavior. The prerequisite for the 
applicability of this procedure is that the 
subjects behave in accordance with the 
assumptions of expected utility theory.

However, lottery experiments are not 
only used to reveal risk preferences. They 
are also used, for example, to test basic 
assumptions of expected utility theory, 
which models behavior under risk, and its 
alternatives. Prominent examples of the 
discovery of systematic deviations from 
expected utility theory are the Ellsberg 
paradox and the Allais paradox. The 
results of the relevant experiments imply a 
violation of the independence axiom on 
which expected utility theory is based.
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