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Preface

As a co-op institution, Drexel University has long-since recognized the need for 
better linkages between academic/theoretical content and on the job training. At 
LeBow, we have embraced this linkage through the sponsorship of an annual 
conference called Bridging Practice and Theory Summit (BPTS). Historically, 
BPTS invited keynote speakers with key insight into current challenges faced by 
the business community and the content primarily focused on a traditional aca-
demic conference format of concurrent sessions with faculty presenting their 
findings on innovative pedagogy. We begin to recognize the need to bring industry 
into the summit as a full participant. Our conference focused on two themes: (i) 
the need to bring current business issues into the classroom and relate these issues 
to current theory without decreasing instructional rigor; (ii) the need to reinforce 
the importance of increased dialogue between practitioners and academics.

BPTS seeks to foster this dialogue with a strong belief that these interactions 
between practicing managers and researching academics are important in 
increasing both the relevance of pedagogy and research vital for enhanced learn-
ing and bidirectional problem solving. That is, theory should inform practice and 
vice versa.

From this mission, BPTS 2017 was developed with a focus on business analyt-
ics, given the growing need for strategic and systematic decision making, 
informed by data and analytics. While we can all likely agree that fostering these 
relationships would be beneficial, developing the mechanism for such collabora-
tion is not inherently structured into business or academic practices. Indeed, con-
ferences such as this are sorely missing in the current landscape. Academic 
conferences often focus on specific academic disciplines with a lens toward 
research while overlooking the pedagogical and applied perspectives, while prac-
titioner conferences lean toward tools and techniques and do not address a need 
to bring practice to the classroom.

This conference uniquely highlights the perspective that we should more 
actively involve the business community in this conversation to seek more  
integrated solutions and potentially create more joint collaborations between 
businesses and universities.
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We therefore structured BPTS 2017 such that all academic sessions would be 
co-led by an academic and a practitioner in the field. Faculty and industry experts 
developed the topics, sessions, and presentations jointly, promoting a sustained 
engagement in thinking about these important topics. The chapters you see here 
are the culmination of that collaboration and therefore, collectively, provide a 
unique and novel perspective on the ways that business analytics should grow as 
a field to advance business practice.

We would like to thank Raji Sivaraman, PMI; Chris Radvansky, PRO Unlimited; 
Samir Shah, Drexel University; David Kurz, Drexel University; Gerard Olson, 
Villanova University; and Steven Pyser, Rutgers University, for their valuable 
reviews of the chapters in this volume.

Philadelphia, PA, USA� Murugan Anandarajan
 � Teresa D. Harrison 
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Chapter 1
Aligning Business Strategies and Analytics: 
Bridging Between Theory and Practice

Murugan Anandarajan and Teresa D. Harrison

Abstract  In this chapter, we discuss the current gap between academic training and 
the needs within the business community, the potential for this gap to widen, and the 
role joint work between academic and industry experts can play in bridging this gap. 
We highlight the particular case of business analytics, calling attention to the current 
business landscape and the need for strong training of future employees, grounded 
in both rigorous theoretical background and links to the practical applications. The 
chapter concludes by emphasizing the particular contributions of each chapter and 
making a case for this type of work to be among the first of many steps in creating 
more meaningful dialogue between higher education and business practitioners.

Keywords  Alignment · Business analytics · Theory · Practice · Tools

�Introduction

The gap between theory and practice is widely documented and debated in the busi-
ness literature (Aram & Salipante, 2003; Argyris & Schon, 1974; Wren, Halbesleben, 
& Buckley, 2007). In general terms, the theory-practice gap can be defined as the 
discrepancy between what students acquire through the theoretical classroom lec-
tures and what they experience in the workplace (Ajani & Moez, 2011). There are 
two main issues causing the theory-practice gap. First, some of the theory is too 
idealistic and impractical. Second, even where the theory is practical and beneficial 
to the organization, some practitioners do not act on it, possibly due to ignorance 
and the rigid system in which they work or because they choose to ignore it.

While the gap between theoretical content and practical knowledge has existed 
for some time, the need to facilitate the connections between the two has increased 
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dramatically over the last decade. Business decisions are becoming increasingly 
complex and interdisciplinary, calling on knowledge across many business and 
functional areas. This requires better grounding in theoretical content but also 
increased knowledge across many domains.

Within academic institutions, the business curricula are often frontloaded with 
theories on the grounds that students need to learn the theories before entering the 
workforce. This is based on two implicit assumptions. First, these theories are appli-
cable in the real-life context for informing good practice. Second, formal theories 
constitute the best grounding for the valid knowledge of practice. These theories are 
often taught in a didactic manner as decontextualized abstractions and generaliza-
tions, to be applied later by students in their careers. This approach has historically 
and traditionally been the preferred dissemination of the relevant theories under the 
premise that the particular business and work-related applications will evolve dra-
matically and (perhaps) rapidly over a student’s career and thus the theories provide 
the proper basis for learning new techniques, technologies, and methodologies.

Unfortunately, this approach leads students and working professionals to often 
perceive a disjunction between the abstract form of these theories in texts and their 
lived form in practice. As a consequence, many students find these theories to be 
magniloquent and irrelevant to practice. Unless we are able to help students make 
sense of the link between theories and practice, students will face problems in bridg-
ing the gap between the two.

Moreover, to the extent that organizations, business executives, and hiring man-
agers interpret this gap as implying that universities are not properly preparing stu-
dents for the current workforce, the importance and relevance of higher education 
will be diminished. There are viable reasons why companies may view this gap as 
widening. The pace of business decisions and the velocity of changes to the business 
environment have increased rapidly over the last decade. These types of changes 
filter down to business’ needs for job preparedness, which has increased tremen-
dously (Ahmad & Pesch, 2017). Organizations do not have the luxury of time for 
new hires to “learn on the job.” They require individuals who can become immersed 
in the business problems at hand quickly and develop relevant and timely solutions. 
It is therefore no surprise that organizations may perceive that students are not as 
equipped for this newer business environment. Such perceptions are a main catalyst 
for corporations significantly increasing their expenditures on workforce training. 

Ultimately, we need greater synthesis of theory and practice if we are to prepare 
thoughtful practitioners (Raelin, 2007, p. 495). In business education, even at the 
undergraduate level, business schools are doing the work of preparing practitio-
ners. To prepare someone implies providing a link, building a bridge, or making a 
connection. Preparing thoughtful practitioners requires moving away from the 
apparent dichotomy of theory and practice and moving toward the synergistic com-
bination of the two. Thoughtful practice is informed by the complements of theory 
and practice. As we discuss further below, this volume in our view highlights this 
natural complementary and provides insights into why and how deeper connec-
tions between the academic and practitioner community will lead to more impact-
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ful learning, for students, academics, and practitioners, and ultimately stronger 
academic and business institutions.

�Gap in Business Analytics

The discipline and study of business analytics are not immune to this theory-practice 
gap. Many organizations have become increasingly more dependent upon business 
analytics to obtain a competitive advantage. According to Forbes magazine, the 
analytics market will grow to $203 billion by the year 2020 (Press, 2017). However, 
despite the enormous corporate dependence on analytics, it is estimated that as few 
as one-third of new analytics projects produce a positive return-on-investment and 
that over two-thirds of all major analytics projects end in failure (Agarwal, 2017). 
In a recent study, the Gartner group noted that the major factors leading to analytics 
project failure are largely attributable to the lack of skills to deploy analytics-based 
tools and technology (Gartner, 2015).

Thus, although businesses across the world have invested billions of dollars in 
analytics in the last decade, organizations have found it difficult to harness the true 
value of analytics for long-term benefit, even though there is evidence analytics can 
transform industries and business practices. Aligning business strategies and analyt-
ics remains an elusive goal.

It is not unreasonable to posit that part of the failure can be attributed to the pro-
ficiency gap between knowledge and skills taught by academics and expertise and 
know-how requirements necessitated by organizations. It is also possible that tech-
niques learned at institutions of higher learning become obsolete by the time the 
student joins the work force. As discussed above, we argue that this rapidly chang-
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ing environment necessitates the grounding to strong theory but also influences how 
both parties view the relative importance of current methods and techniques.

The authors examined the nature of the gap between skills taught by academics 
and those demanded by industry in terms of business analytics tools. The study 
found that there was a misalignment between academia and practice for most of the 
analytics tools. As can be seen in Fig. 1.1, academia places an emphasis on SAS that 
is unmatched by industry needs, whereas businesses have a need for professionals 
experienced with Excel, SQL, SAP, and Tableau that academia is not meeting.

With projections for the demand of skilled business analytics talent to triple over 
the next decade (Henke et al., 2016), organizations face challenges employing the 
required numbers of skilled professionals. This presents a two-pronged challenge. 
First, organizations confront the possibility of hiring business analysts with limited 
or no skills and second, organizations additionally face the prospect of having a 
shortfall of needed business analysts. This could be precarious for organizations in 
the current business environment where predictability, reliability, and efficiencies of 
analytics staff are paramount.

One potential way to reconcile academic preparation with industry need is to 
increase the conversations between academia and industry, so that the gap between 
them could be bridged more effectively. The chapters in this volume are the result 
of such a conversation. The BPTS 2017 conference organized sessions such that all 
academic sessions would be co-led by an academic and a practitioner in the field or 
practitioners who crossed the boundary. The chapters you see here are the culmina-
tion of that collaboration and therefore, collectively, provide a unique and novel 
perspective on the ways that business analytics should grow as a field to advance 
business practice.

The chapters are broken into three sections. In the first section, the chapters pro-
vide an insight into analytics in the finance, transportation, and biopharmaceutical 
industries. In the second section, the chapters discuss the importance of methodolo-
gies in analytics. In the final section, the chapters provide strategies by which align-
ment can be achieved between strategies and analytics. As highlighted below, the 
chapters also discuss pitfalls that both academicians and practitioners should be 
aware of that could make analytics less effective.

�Part 1: Business Analytics in Practice

There are five chapters in this section. In Chap. 2, Kliman and Arinze examine how 
the delivery of financial advice and how cognitive computing can provide value for 
both the financial intermediary and the end consumer. For the intermediary, the 
study will assess how cognitive computing can augment and supercharge the exper-
tise of the financial advisor, enabling the advisor to deliver improved advice. For the 
consumer, the study will assess how cognitive computing on its own (without a 
financial advisor) can deliver comprehensive and accurate advice comparable to 
that of a human advisor. The study will assess various aspects of cognitive 
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computing, including but not limited to sentiment analysis, natural language pro-
cessing, predictive analytics, and prescriptive analytics.

The chapter by Schild and Riley follows and discusses how technology is 
accelerating the growth of the financial advising industry at the same time that the 
wealth accumulated by older generations migrates slowly to younger generations. 
They argue that the preferred trust relationship will remain between human client 
and human advisor but will be heavily machine augmented with analytics and big 
data, delivered via the cloud.

In Chap. 4, Powell and Chandran use the case study of a leading fleet manage-
ment company (ARI) and explore the application of advanced analytics to various 
facets of the industry and the company’s experience in aligning analytics with its 
business strategy. Finally they outline the steps needed to implement a telematics 
and analytics strategy in organizations and the importance of bridging the gap 
between theory and practice.

Chapter 5 provides the context for analytics in practice within the biopharmaceu-
tical industry. Holder, Lee, Devpura, and Chandran provide an insightful view of 
how the implementation of a supply chain blueprint model and value stream map-
ping has enabled tremendous cost savings at AstraZeneca. The importance of foster-
ing a two-way dialogue between members of the business community and educators 
and introducing new programs like the Future Leaders program and Supply Chain 
Boards in bridging the gap between theory and practice through meaningful part-
nerships is also discussed.

�Part 2: Methodological Issues in Business Analytics

In Chap. 6, Shah, Gochtovtt, and Balini offer real-world examples of how project 
management professionals tackle big data challenges in a rapidly evolving, data-
rich environment. Simultaneously, project management establishes a bridge between 
business and academia as they both recognize the joint necessity to develop highly 
trained project managers to utilize the powerful and cutting edge analytical tools 
available to create value. This is followed by Larsen who explores the application of 
agile methodologies and principles to business analytics project delivery.

Phillips-Wren and McKniff discuss the operational benefits that can be gained by 
implementing real-time, big data analytics in a healthcare setting and the concomi-
tant influence of organizational culture on adoption of the technology. They demon-
strate these benefits by investigating patient-physician interactions in a large medical 
practice at WellSpan Health and compare the observed workflow with a modified 
one made possible with a big data, real-time analytics platform.

Chapter 9 by Poorani and Sullivan provide a case study on human capital analyt-
ics and investigate if such analytics add new outlooks beyond the usual metrics used 
by lodging enterprises. In addition, the case study provides measures that help man-
agement identify and address inefficiencies, as well as the productivity of its work 
force, with the goal of improving resource allocation.
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�Part 3: Aligning Strategies and Business Analytics

In Chap. 10, Mendoza reviews the opportunities and potential shortfall influencing 
the impact of business intelligence and analytics services for a company’s internal 
use. He describes three strategies for providing these services internally and explores 
issues of importance in the shaping of current demand and of future offerings by 
Web-based providers. He concludes the section by discussing opportunities for the 
development of academic curricula and research that would offer better training to 
students, improve recruiting outcomes for organizations, and better address topics 
of current and strategic importance to the firm.

Duke and Ashraf in Chap. 11 draw attention to how new media marketing and 
analytics has fostered new insights about the customer journey, such as the creation 
of the loyalty loop and the need for alignment in marketing strategy. The implica-
tions for analytics education are also examined in the chapter with recommenda-
tions for curricula shifts and training as they relate to higher demand for and a 
shortage of qualified graduates.

In the final chapter, Kasat and Chandran discuss how data and analytics are play-
ing a revolutionary role in strategy development in the chemical industry. This paper 
provides an overview of the challenges confronting the chemical industry and the 
opportunities to transform the industry by aligning data analytics and strategy. 
Using the case study of DuPont, they provide an example of how applying data and 
analytics to its precision agricultural technology increased yields and improved 
productivity.

�Conclusion

It is important for academics and practitioners to recognize that for organizations to 
use data and analytics, it should be able to clearly articulate its purpose and then 
translate it into action throughout the organization. Similarly academia should be 
informed by practice about the analytics required by industry to be able to develop 
a relevant and rigorous curriculum. This volume uniquely highlights the perspective 
that academic institutions and practitioners should more actively collaborate to seek 
more integrated solutions. The collaboration seen in these chapters fosters this dia-
logue with a strong belief that these interactions between practicing managers and 
researching academics are important in increasing both the relevance of pedagogy 
and research and are vital for enhanced learning and bi-directional problem solving. 
We believe this volume emulates the types of collaborations and conversations that 
we hope to see develop and increase in the future.
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Chapter 2
Cognitive Computing: Impacts  
on Financial Advice in Wealth Management
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Abstract  Cognitive computing is a form of problem-solving that incorporates 
machine learning, big data, data mining, natural language processing, machine 
vision, robotics, and other strands of artificial intelligence. Cognitive computing 
solutions can be used as sole or partial solutions to augment decision-making. The 
financial services industry is in a state of transformation, driven by the conver-
gence of rapid changes in financial service technologies (fintech) – including cog-
nitive computing, the digitization of the consumer, the emergence of younger 
investors (millennials), increased regulatory scrutiny (DOL regulation), and con-
tinued fee compression for products and services. Cognitive computing offers a 
disruptive opportunity in the financial services industry by not only empowering 
the financial intermediary but also by delivering increased engagement and value 
to the consumer.

This study examines how the use of cognitive computing to improve financial 
advice can provide value for the financial intermediary and the end consumer. For 
the intermediary, the study will assess how cognitive computing can augment and 
supercharge the expertise of the financial advisor, enabling the advisor to deliver 
improved advice. For the consumer, the study will assess how cognitive computing 
can deliver high-quality, accurate advice comparable to that of a human advisor.
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�Introduction to Cognitive Computing

Cognitive computing is a form of computer-based problem-solving that has already 
begun to transform companies and industries in profound ways. It incorporates four 
major strands, namely: machine learning, big data, data mining, and artificial intel-
ligence. This new form of computing involves computer systems that can add to 
their own knowledge, utilize both structured and unstructured data, “reason” and 
infer, and frequently interact with their users in natural language.

The International Data Corporation (IDC) has identified cognitive computing as 
a major factor driving digital transformations in companies and changing the ways 
they function. IDC forecasts spending on cognitive systems to reach $31.3 billion 
by 2019, with a compound annual growth rate of 55%. Over 40% of the spending 
will be on software, with the second largest category being consulting and business 
services (IDC, 2016).

In regard to big data, cognitive systems typically leverage not only structured 
data but also unstructured data, such as free-form speech, email, click streams, gov-
ernment reports, research articles, social media, and opinion pieces and process the 
data to solve problems, reach conclusions, and assist workers in making decisions.

Cognitive computing also incorporates data mining, namely, the ability to iden-
tify patterns, causality, correlations, and actionable hypotheses in data. Such func-
tions include descriptive, predictive, and prescriptive capabilities that help users 
gain insights into deep patterns in data and take more data-driven actions.

The road to cognitive computing, once traveled on by a few innovators and risk 
takers, is now crowded with small and large companies alike seeking to take advan-
tage of the power and opportunities offered by these new systems. Why then have 
organizations begun to adopt cognitive computing systems? Here are a few 
reasons:

•	 They allow deeper and more fine-grained engagement with customers by lever-
aging structured and unstructured data. Organizations gain deeper insights into 
their customers’ (or employees’) behavior and mindsets through the use of such 
systems.

•	 Cognitive systems can also supercharge the expertise of workers in the breadth, 
depth, and quality of generated insights. Various cognitive computing “assis-
tants” can collect and use vast knowledge from a wide variety of fields to assist 
human decision-makers.

•	 Next, cognitive computing enables organizations to radically transform their 
business processes, goods, and services by cognitively enabling them. This form 
of product differentiation serves not only to differentiate products but also to 
present customers with powerful new capabilities and services.

•	 The knowledge discovery and learning that are possible with cognitive systems 
are beyond both the reach of traditional modeling and programming and human 
cognitive abilities. Cognitive systems continually learn and increase their knowl-
edge in ways that are well beyond the capabilities of human experts.

R. Kliman and B. Arinze
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Cognitive computing is bringing value to financial management, and in particu-
lar, wealth management. The focus of a financial advisor, and thus the delivery of 
financial advice, is about the relationship with the client. It is through this relation-
ship that the human advisor delivers value. In order for cognitive computing to 
deliver true value, it must enrich the relationship both economically and psychologi-
cally for client, the advisor, and the intermediary for which the advisor works.

Williams (2016) underlines that insisting that people “… tend not to trust things 
we don’t understand or that threaten our jobs. Full adoption of cognitive-enabled 
DSS will have to overcome both of those hurdles to fulfill its true promise.” When 
IBM’s Watson described Toronto, Canada, as an American city (Reynolds, 2016), it 
showed the paradox of humans simultaneously being able to trust self-driving cars 
but being wary of systems that can make mistakes no human would make. 
Accenture’s study (Shanks, Sinha, & Thomas, 2015) also showed that 84% of man-
agers believed intelligent machines would make them more effective and their work 
more interesting. The study also drilled down to better understand the elements of 
trust: managers indicated that in order to trust cognitive systems, they needed to 
understand how the system worked and generated advice (61%), plus a proven track 
record (57%) and convincing explanations from the system (51%).

Financial intermediaries in wealth management must embrace cognitive comput-
ing in their efforts to deliver deeper advice, greater value, and at economic scale. To 
do so, they must recognize that the role of cognitive computing, within the context 
of the financial institution, is not to replace the human advisor but to amplify the 
human advisor’s knowledge and capabilities, as well as to address the cognitive 
limitations of the human advisor. Advisors and the financial intermediary must also 
recognize that commoditization has occurred for elements that used to be part of the 
advice value chain. This includes risk assessment, asset allocation, portfolio con-
struction and implementation, and reporting. This means they must make space in 
their work processes and thinking to allow the cognitive systems to assist them in 
these areas and not repeat prior analyses.

Cognitive systems therefore promise to unleash huge productivity gains via new 
and improved solutions to business problems. The future will see an oncoming wave 
of autonomous and semiautonomous systems that are able to respond independently 
to problems they are presented with.

The aim of this paper therefore is to describe and clarify how cognitive comput-
ing can provide value for both the financial intermediaries and end consumers.

�Defining Cognitive Computing

Many understand cognitive computing from the performance of IBM Watson’s vic-
tory over the best human players of the TV game Jeopardy. In the program, players, 
including Watson, had to listen to questions in English, reason through to an answer 
quickly, and provide an answer – also in natural language (also English).

2  Cognitive Computing: Impacts on Financial Advice in Wealth Management
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IBM defines cognitive computing as: “an evolution of programmatic computing 
that enables a system to formulate responses on its own, rather than adhere to a 
prescribed set of responses.” This differs from programmatic computer-based sys-
tems, where the range of possible responses from the system are predetermined. In 
cognitive systems, outputs are often unanticipated and outside a predetermined 
range.

Cognitive systems are designed to simulate human thought and reasoning using 
such techniques as data mining, natural language, and pattern recognition. These 
computer-based systems also handle ambiguity and tolerate unpredictability unlike 
programmatic systems that operate in predetermined ways. Watson’s play in 
Jeopardy illustrated the major elements of cognitive computing: (a) sensing, (b) 
learning, (c) inferring or thinking, and (d) interacting (in natural language) – ele-
ments that are now being applied to many business problems and contexts.

�Cognitive Computing: A Brief History

Cognitive computing has its roots in the artificial intelligence (AI) work of the 
1960s and 1970s, when expert systems such as ELIZA were created to diagnose 
disease and techniques were developed for machine vision and natural language 
processing. Some see earlier roots from the late nineteenth century, when Charles 
Babbage proposed the “analytical engine” (Roe, 2014). John McCarthy coined the 
term “artificial intelligence” in 1955 and pointed to the potential for making intel-
ligent machines. AI fell out favor in the 1980s and 1990s after the promises of the 
earlier two decades failed to be delivered, mainly due to a lack of processing power.

AI provides a major strand of cognitive computing, which is today’s umbrella 
term that incorporates machine learning, natural language processing, and other 
capabilities described earlier in the paper. It is both a contemporary term and an 
expansion of the original scope of artificial intelligence by incorporating elements 
like big data, analytics, statistics, and the complex integration between all the ele-
ments to create a new form of interaction between people and machines.

Now, cognitive systems are commercially available and able to handle a growing 
list of tasks that were previously the preserve of humans.

�Cognitive Computing in Financial Services

There has been an explosion of disruptive and digital transformative technology in 
the financial services industry over the last 3–4 years. The rapid growth of this tech-
nology sector has dramatically impacted incumbent firms which service the finan-
cial services industry. In 2016 alone, over $50 billion USD was invested in the 
fintech sector, covering 16 categories of technology and encompassing over 1126 
companies. While the investment in pure fintech reached a peak in Q3 2016, an 

R. Kliman and B. Arinze



15

emerging segment within the fintech domain has begun to take on exponential 
growth, namely, cognitive computing.

Cognitive computing within the fintech sector is clearly viewed as the next focus 
area of the artificial intelligence wave of investments. While healthcare, advertising 
and sales, and security have been leading the focus of investments and deals in the 
last several years (CB Insights), in early 2016, the finance sector began to emerge as 
the next focus area for the application of artificial intelligence and cognitive 
computing.

The financial services industry, and specifically the wealth management seg-
ment, structures itself into three organizational areas where capabilities reside that 
enable the delivery of products and services to consumers: (1) front office, (2) mid-
dle office, and (3) back office. Each of these organizational areas can benefit from 
cognitive computing capabilities. These functional areas are overburdened with sig-
nificant amounts of unstructured information, including a rapidly evolving regula-
tory burden.

Additionally, each of these organizational areas encompass roles that require 
specialized domain knowledge, such as financial planning, portfolio management, 
or KYC/AML (know your client/anti-money laundering), knowledge which is often 
embodied in specific individuals within a firm. Lastly, the middle and back office 
organizational areas are burdened with manual and labor-intensive processes that 
require human capital to achieve both financial and capacitive scales. The challenge 
that these characteristics present is where the benefits of cognitive computing pro-
vide the opportunities in the financial services industry.

Applying cognitive computing to applications in the financial services industry 
allows for the synthesis of vast amounts of unstructured economic, financial, and 
market data and can deliver valuable insight to support front, middle, or back office 
needs. This synthesis and insight can be guided based upon the objectives of the 
user of the insight. Cognitive computing can also supercharge the expertise of roles 
which require specialized knowledge, by allowing them to quickly expand their 
knowledge base. This is achieved by allowing the cognitive systems to learn what 
knowledge is required by the specific roles.

Examples of this learning might be heuristics that a human adviser follows to 
allocate assets in a portfolio based on experience; it might also be new government 
regulations. This learning narrows the information needed to empower the roles and 
provides insight and meaning to the information provided, allowing them to act 
faster with greater accuracy. At the same time, since cognitive systems can also 
learn, infer, think, and interact, experts within the firm can also “teach” the system 
through dialog-oriented natural language interfaces.

This teaching model allows the cognitive system to embody the expertise of the 
firm’s most knowledgeable experts plus insights embedded in historical data, allow-
ing for the democratization of the expertise throughout the enterprise, creating scale 
and consistency, and reducing risk. For example, historical data about customer 
online behavior suggested to one financial company more appropriate, individual-
ized web landing pages for their different customers.

2  Cognitive Computing: Impacts on Financial Advice in Wealth Management
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Lastly, cognitively enabled business process automation (coined “smart robot-
ics”) allow for automation of operational tasks which would normally require 
human interaction. The notion of “smart robotics” moves the automation beyond 
binary decision-tree automation to full autonomous and self-learning operations. A 
conceptual framework for cognitive computing in finance might relate to the degree 
of autonomy of the cognitive system. As shown in Fig. 2.1, cognitive systems can 
range from assistants to financial workers, to completely autonomous systems.

Koch (2017) describes how a banking organization uses cognitive computing to 
predict overdrafts a week in advance with 94% accuracy and 4 weeks ahead of time 
with 87% accuracy. Chandarana et al. (2017) recently reported that banks “with the 
highest levels of digital execution saw front-office revenues per producer increase 
by as much as eight times, while those with the highest level of post-trade digitiza-
tion posted four times more trades per middle- and back-office FTE than the bank 
with the weakest digital resources” (boldface ours).

Prior to the disruption caused by robo-advisors, these functions were considered 
part of the unique value proposition of the financial advisor and part of the advice 
delivery model. What the robo-advisors introduced was an automated and program-
matic model to deliver these elements at scale. This has forced many advisors to 
redefine their value proposition to the consumer and to focus on the relationship 
model versus a transactional model. The future impact of cognitive computing will 
continue to enable this domain, as other dimensions of cognitive computing take 
hold within the advice delivery space.

The application of cognitive computing capabilities in financial services is on the 
verge of disrupting the industry. Areas that once relied upon human capital and human 
knowledge to deliver products and services are now looking at opportunities to apply 
cognitive computing to create scale (e.g., mass customization of products and ser-
vices), efficiency, differentiation, and enhanced delivery of products and services.

�Financial Advice and the Human Advisor

The financial services industry, and specifically wealth management, is anchored by 
various roles which deliver financial advice. These roles manifest themselves under 
numerous titles, including financial planner, investment advisor, investment man-
ager, wealth advisor, etc. Generally, these roles are often bundled together and 

Increasing Autonomy

Human Financial 
Advisor

Robo-Advisor Tools
Auditing Tools

Semi-Autonomous 
Robo-Advisors (current)
24/7 Auditing

Autonomous 
StockTrading
Credit Fraud Detection
Future Robo-Advisors

Fig. 2.1  A framework for financial tools, based on autonomy
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called an “advisor.” The roles that generally fall under the “advisor” label are 
responsible for the delivery (and often the execution) of financial advice for con-
sumers. To deliver the advice they provide, advisors may be certified or licensed by 
different regulatory agencies and maintain their certifications and licenses through 
examinations and regular continuing educational credits. It’s through these certifi-
cations and/or licenses that advisors maintain a baseline level of technical knowl-
edge that enables them to provide the products and services, including financial 
advice.

�Knowledge Domains

However, beyond the baseline level of technical knowledge that the certifications 
and licenses require, advisors must be active knowledge seekers to inform their 
decisions, actions, and recommendations for their clients. The knowledge domains 
include, but are not limited to:

•	 Macro- and microeconomic conditions both in the USA and globally
•	 Regulatory requirements
•	 Tax implications and insight
•	 Investment market conditions and drivers
•	 Investment and financial instrument knowledge
•	 Information about products and services from various providers

In addition to the above domains, the advisor must also have knowledge and 
intimacy of the specific client’s situation. This extends beyond basic individual 
information (i.e., age, amount of investable assets, etc.) into areas such as the cli-
ent’s appetite for risk, what specific goals and objectives they are looking to achieve, 
how they might prioritize and/or make trade-offs relative to achieving the goals and 
objectives, and other qualitative insights into the client’s mindset (concerns, fears, 
perspectives, needs, wants, etc.). This knowledge also informs the decision process 
around suitability, which ensures the investment and advice provided is suitable to 
the client’s individual situation.

�Types of Advice Offered

The term “advice” is a broad definition that at a minimum encompasses investment 
advice and recommendations for specific investment allocations but is often 
extended beyond investments to include insurance, tax planning, estate planning, 
college planning, retirement planning, cash flow planning, and sometimes budget-
ing. The financial advice may also include helping the client get organized (financial 
and nonfinancially) and place emphasis on helping clients achieve specific goals 
and objectives.

2  Cognitive Computing: Impacts on Financial Advice in Wealth Management



18

�Current Technologies Used

While the ability to deliver financial advice is predicated on an extensive knowledge 
base and intimacy of the client’s situation, advisors also use various technologies to 
assist in the analysis of the financial data to produce components of the financial 
plan. For analyzing investments, the majority of these tools utilize a Monte Carlo 
method1 of analyzing the data, which uses the underlying investment instruments, 
portfolios, and investment product data and then simulates various sources of uncer-
tainty that may affect their value over time. These simulations are then run hundreds 
of times, and the tools map the distribution of the resulting value change through the 
different outcomes.

In addition, these tools also typically perform a client risk assessment, or risk 
tolerance analysis. This assessment asks a series of multiple choice questions in an 
attempt to assess the risk appetite of a client. The resulting “score” derived from this 
programmatic test is then mapped to specific investment allocations that map to the 
same score. For example, if a client receives a very low score (low risk, very conser-
vative), that score would map to investment classes that are equally low risk, such 
as fixed income (bonds). The majority of tools that exist within the market utilize a 
combination of these models to aid in the delivery of the advice to the consumer.

�Limitations and Opportunities

The delivery of advice to the consumer from a financial advisor is predicated upon 
three dimensions: (1) extensive market, regulatory, tax, and product knowledge, (2) 
extensive client knowledge and intimacy of the client’s situation, and (3) the ability to 
utilize various financial planning tools to synthesize and analyze data. It’s the combi-
nation of these three dimensions that enable the delivery of holistic financial advice to 
the client. Ultimately, the ability of the financial advisor to maximize their knowledge 
across the first two dimensions enables or inhibits their ability to derive insight from 
the analysis of the data and to deliver comprehensive and accurate financial advice. 
Robo-advisors can help tremendously in both tasks, but especially the first where they 
can be 100% current about numerous laws and regulations – and even client knowl-
edge in a way that human advisors cannot, due to human limitations.

Advisors are inundated with external information of the markets, economy, regu-
latory changes, and product options. At the same time, as an advisor increases the 
number of clients they service, their ability to maintain the same level of knowledge 
and intimacy of every client decreases. The opportunity to utilize cognitive comput-

1 The Monte Carlo approach employs computational algorithms using random sampling within 
probability distributions to obtain solutions for optimization and other problems.
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ing to supercharge the advisor’s knowledge and enable the advisor to synthesize the 
client’s qualitative insights will allow not only for greater scale but increased accu-
racy and completeness of the advice provided.

�Digitizing Advice

In late 2009 to early 2010, a small contingent of well-funded Silicon Valley technol-
ogy startups were launched into the wealth management market which delivered 
“financial advice” to consumers using a technology-only approach, absent of any 
human advisor. These technologies quickly gained notoriety in the wealth manage-
ment market and were coined “robo-advisors.”

�Current Digital Advice Offerings (Robo-advisors)

Robo-advisors are software programs, delivered via mobile or web experiences, that 
assist customers by delivering financial advice and customizing investment portfo-
lios, typically without any human advisor input or engagement. While the depth and 
breadth of the advice provided was limited as compared to their human advisor 
counterparts, the robo-advisors exploded into the wealth management market and 
gained significant press and amassed assets from consumers quite quickly. Since the 
initial launches in late 2009 and early 2010, some 40+ robo-advisors have entered 
and disrupted the traditional investment and financial advice market. In 2015, assets 
under management (AUM) in the robo-advisors segment totaled $66 billion. This is 
forecast to rise to $225 billion by 2017 and over $1 trillion by 2021, according to 
Statistica (2017).

As this disruption occurred, it forced legacy brands and market incumbents to 
react to this new model of advice delivery. As a result, most major wealth manage-
ment companies have adopted, or are in the process of adopting, some form of digi-
tal advice (robo-advisor) capabilities for their clientele. Some organizations, such as 
WealthFront, utilize digital advice exclusively, while others such as Vanguard, 
Fidelity, and UBS use digital advice in conjunction with human financial advisors.

Robo-advisors are transitioning from the management of customer financial 
portfolios to digital platforms. By doing so, they open opportunities for increased 
understanding of customers and improved risk management. They also offer 
increased appeal to millennials and digital natives who are more comfortable with 
computer-based access to services.
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�Types of Advice Delivered

While much is made of the intelligence and type of advice provided by robo-
advisors, with few exceptions, all of the leading providers in the digital advice space 
utilize algorithmic solutions to portfolio management. They mostly support passive 
investors using ETF-based products and use buy-and-hold strategies. They offer 
dramatically lower costs to consumers, in the range of 0–20 basis points (bps) ver-
sus the typical 70–135  bps associated with human financial advisors. The robo-
advisor market is now projected to reach $255 billion by 2020.

�Techniques Used

Most digital advice (robo-advisor) technologies adjust balances between equities 
and bonds, international versus domestic stocks, and make their programmatic deci-
sions based on various structured data inputs such as age, expected retirement date, 
amount to invest, the target amount needed, and aversion to risk. Many of the digital 
advice tools utilize models to show user-friendly projections of the investments 
being made and the likelihood of achieving their investment needs. They continu-
ally track markets, rebalance portfolios, and may feature tax loss harvesting. The 
majority of digital advice (robo-advisor) programs use a mix of:

•	 Modern portfolio theory (MPT), which maximizes expected returns based on 
tolerable investor risk.

•	 The Black-Litterman mathematical model for portfolio analysis developed by 
Goldman Sachs.

•	 The Fama/French three-factor asset pricing model. Eugene Fama and Kenneth 
French were professors at the University of Chicago Booth School of Business 
who incorporated risk, comparative performance of small and large firms, and 
book/market calculations to create their model.

•	 In-house expert opinion.

�Market Impact

After a slow reaction to the disruption occurring in the market, the legacy and 
incumbent wealth management companies, such as Fidelity and BlackRock, have 
responded quickly to the pure play companies that deployed the first wave of robo-
advisors. Along with many traditional financial institutions such as banks, the leg-
acy brands and incumbents have now begun to adopt the digital advice technology 
to reach new client segments, service existing ones who desire a more passive and 
digital interaction, and have incorporated the technology into the enterprise to cre-
ate scale and efficiencies for their human counterparts.
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Cognitive computing is bringing new capabilities to the digital advice (robo-
advisor) segment. While only a few of the current providers use machine learning, 
providers such as ForwardLane (powered by Watson) and Kavout now incorporate 
machine learning for automated research and natural language interfaces for their 
users. The new generation of cognitive computing-based digital advice platforms 
will be able to adapt to changes in market dynamics, learn more about investors, 
adapt to changing styles, and improve performance beyond basic MPT.

�Applying Cognitive Computing to Advice

Traditional programs for portfolio management decision support leverage struc-
tured data, that is, data stored in relational databases. These data are stored in rows 
and columns but represent only a fraction of the data available to support investment 
decisions.

�Structured and Unstructured Data Processing

New robo-advisors like Kavout and ForwardLane incorporate unstructured data 
such as text-based analyst reports and financial and economic news. These data are 
regarded as unstructured because they do not fit into typical database structures, 
e.g., tables and rows, and are usually nominal, not categorical, data. Kavout and 
similar advisors ingest unstructured data from many sources and build overlapping 
neural network models using that data. They then use those models to improve port-
folio analysis and decision-making.

�Natural Language Processing and Speech Synthesis

Natural language processing is another key feature of the leading robo-advisors. 
This enables users to interact with the advisers using spoken language, making them 
much easier to use. Natural language is digitized, converted to text, tokenized, 
semantically interpreted, and used to query existing knowledge structures within 
these advisors.

Some of these advisors also have the ability to communicate with their users via 
natural language. This feature is speech synthesis  – the artificial production of 
human speech. Again, just like natural language understanding, speech synthesis 
reduces the communication barrier between human users and advisors.

2  Cognitive Computing: Impacts on Financial Advice in Wealth Management



22

�Sentiment Analysis, Making Inferences, and Recommendations

Sentiment analysis brings expressed sentiment in unstructured data into play in 
portfolio management. Unstructured data such as analyst reports can be analyzed by 
the expressed sentiment and the strength of the sentiment regarding specific stocks 
or markets or companies. This has become a powerful tool enabling the addition of 
new variables to the process of portfolio management.

Ultimately, the strength of these cognitive robo-advisors in wealth and asset 
management is that they can make inferences, evaluate the trade-offs between 
different decisions, and offer recommendations. It is this reasoning ability, coupled 
with the ability to draw upon vast amounts of data, that gives robo-advisors their 
immensely powerful capabilities and future promise.

�Future Impacts of Cognitive Computing in Financial Advice

Today’s use of cognitive computing in the delivery of advice is in the early stages of 
adoption. A small number of platforms exist which are applying a limited number 
of capabilities that fall under the artificial intelligence and cognitive computing defi-
nition. The most common applications today include sentiment analysis, predictive 
and prescriptive analysis, and natural language processing. As the depth and breadth 
of adoption of cognitive capabilities increase, the ability to impact all of the related 
parties within the value chain of financial advice delivery will accelerate and dra-
matically increase.

Platforms will expand on their utilization of NLP (natural language processing) 
to understand what the clients are concerned with, what their priorities are, and what 
their goals and objectives are. They will be able to know the sentiment of the con-
sumer and where trade-offs and recommendations can be made, and the systems 
will offer those in context to the learning that the system has garnered from the 
advisor themselves. At the same time, the cognitive systems will expand further into 
the knowledge domains, enabling advisors to break through their cognitive limits 
and have access to synthesized and insightful data that will enrich the advisor’s 
relationship with the consumer.

�How Will Advice Be Generated?

The future of cognitive computing for the consumer is one that will continue to 
advance as well and quite rapidly. The advances in NLP (natural language process-
ing) will continue to allow natural language interactions through cognitively enabled 
chat bots that move away from preset, programmatic answers to contextual responses 
based upon the consumer’s input. There will be a transition for the consumer from 
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a transactional-based model with current digital advice platforms (robo-advisors) to 
a relationship-based model. The systems will be expanded in their ability to learn 
about the client’s unique situations and combine that knowledge with information 
external to the client, such as the economy, product insight, or investment market 
conditions. This convergence of data, specifically unstructured data, will enable the 
next generation of robo-advisors to deliver even better digital advice and expand in 
use as customers become more used to them.

The technologies will be enabled to interact with a consumer in ways similar to 
that of their human counterparts, asking questions that allow adjustments in recom-
mendations and the ability to make inferences to help the consumer think about 
options. This iterative model, similar to a face-to-face meeting with an advisor, will 
allow the cognitive-based systems to adjust recommendations and the advice they 
deliver with full consideration of risk, suitability, external market conditions, and 
the unique client situation.

�Impact on the Customer

Ultimately, as the advances in cognitive computing continue, there will be greater posi-
tive impacts to the consumer. Consumers who desire a more digital engagement aug-
mented by financial advisors will be able to receive comprehensive and accurate 
advice, at an economic value that the consumer demands. At the same time, consumers 
who wish to engage in a face-to-face advisory relationship will have access to human 
advisors who are more knowledgeable and can provide greater insight and advice.
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Chapter 3
Living or Dying in the Mashup of American 
Financial Services: Literate Does Not Mean 
Competent

Elven Riley and Mark Schild

Abstract  Clients are aging, passive investing is gaining favor, and client objectives 
are growing in detail and diversity. At the same time, advisors themselves are reach-
ing retirement age with no clear succession plan in place. Technology disruption 
waves are transforming accounting, insurance, and estate planning, but it is the 
investment advisor who needs to adapt now or face extinction. We examine the risks 
facing the entire industry by focusing on the small independent advisory firm’s role 
and place in the ecosystem. We suggest that technology will accelerate the growth 
of the financial advising industry at the same time that the wealth accumulated by 
older generations migrates slowly to younger generations. We underscore the natu-
ral advantage of the small independent investment advisor as the trusted partner to 
a client’s life-cycle decision-making. We suggest that the small independent advisor 
can only survive and thrive through reinvention. The preferred trust relationship will 
remain between human client and human advisor but will be heavily machine aug-
mented with analytics and big data, delivered via the cloud.

Keywords  Robo-advisor · Generational wealth management · Augmented human 
teams · Machine learning · EGADIM · CFP · Life-cycle advising · RIA

�Introduction

There have always been threats to the survival of the financial service industry, 
prognosticators forecasting its demise, and scandals tarnishing its reputation. The 
current threat is large firm dominance of the registered financial advisory business 
using technology, eliminating the small firm niche entirely. The largest firms are 
investing in unproven artificial intelligence and machine learning delivered as 
mobile phone applications (robo-advisors) reaching millions of clients to capture 
assets under management (AUM). Millennials, portrayed as abandoning traditional 
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advising just as generational wealth transfer begins, are responding but have little 
wealth currently. New market products, such as exchange traded funds, are touted 
as the replacement for portfolio asset management, and political rhetoric drives 
overreaching regulatory reporting, stifling the entire financial services industry by 
adding uncertainty to the horizon.

We analyze an industry adapting to client-shifting needs and adopting the latest 
tools available. The scope of our topic covers the landscape of financial services, but 
we will anchor our analysis to specifics in the registered investment advisory (RIA) 
community. We highlight the opportunities in the RIA industry in contrast to recent 
doomsday headlines and believe the changing demographics of both clients and 
advisors are a distraction, not a force. We see startup financial technology compa-
nies introducing robo advising applications weekly, devoid of traditional product 
fees and based on unsustainable business models and destined to collapse. Finally, 
caught in the vice grip of both regulatory and competitive change, advisors must 
again be proactive and adapt or become irrelevant.

Beginning with the investment advisor (IA), we highlight the urgent need to 
address the aging population of advisors, recruit younger advisors, and build teams 
of experts to address clients’ varied needs. We also address the need for the IA to 
become technologically competent in order to stay ahead of their client’s technol-
ogy literacy. Next, we outline how advising, anchored in a life-cycle timeline of 
financial decision-making, supports each client’s financial literacy. We will show 
that the timeline does not change although the client’s place on the timeline shifts 
with age and personal conditions. Finally, we will address the fact that the IA and 
the client must be better aligned. While clients are looking at inexpensive financial 
service alternatives to solve their needs, advisors remain committed to traditional 
expensive fee-based investment services. The advisor needs to become part of a 
team, offering holistic planning advice and utilizing cutting-edge technology. We 
will show that a team with technology will always beat a team without technology. 
Equally important, we will show that a team with technology will always beat tech-
nology without a team.

�Hypothesis

The above observations motivate the following three hypotheses:

	1.	 IA technology literacy is required and mastery is preferred to enable a sustain-
able business model.

	2.	 Client financial literacy is a required outcome of the advising process to capture 
the increasing wealth accumulation throughout the client’s life cycle.

	3.	 A machine-learning augmentation applied to a multi-faceted IA team is better 
suited to meet the industry’s and the client’s ultimate requirements.
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�Let’s Meet the Advisor

�The Growing Industry

The US Bureau of Labor Statistics (BLS) defines personal financial advisors as 
those who provide advice on investments, insurance, mortgages, college savings, 
estate planning, taxes, and retirement to help individuals manage their finances 
(Bureau of Labor Statistics, 2018). Interestingly, the Certified Financial Planner 
(CFP) Board describes itself in a very similar fashion. “From budgeting, to planning 
for retirement, to saving for education, to managing your taxes and your insurance 
coverage, ‘finances’ doesn’t mean just one thing for most Americans — and ‘finan-
cial planning’ means much more than just investing. Bringing all the pieces of your 
financial life together is a challenging task” (CFP.NET, 2018). More on the CFP and 
their role will be discussed later.

In reviewing industry growth, BLS estimates that there were 271,900 financial 
advisors employed in 2016 and the 10-year growth, estimated at 14% (2016–2026), 
is double the 7% average growth rate for all occupations. This growth is not surpris-
ing. As BLS indicates, “the primary driver of employment growth will be the aging 
population. As large numbers of Baby Boomers approach retirement, more are 
likely to seek planning advice from personal financial advisors. Also, longer lifes-
pans will lead to longer retirement periods, further increasing demand for financial 
planning services.” That’s the good news (BLS, 2018).

�The Aging of the Industry

A more sobering fact, a 2016 report by Cerulli Associates states that 51% of the 
country’s financial advising professionals are 55 and over. As for younger advi-
sors, the same report states only 26% are under 44, and Ernst & Young (EY) indi-
cates fewer than 5% are under 30. In the same report, EY also indicates that 
younger clients desire younger financial advisors (Fava, Boersema, & Hamaloglu,  
2016). Equally troubling is that Kevin Keller, the CFP Board’s chief executive, 
stated that “if we don’t take action, we’re going to find ourselves with a significant 
shortage of financial advisers” (Benjamin, 2017). Knowing there is a talent liter-
acy shortage in the RIA business, Scott Hanson, of Parthenon Capital Partners, 
inquires at Sacramento States’ CFP training program and found that only 3 of 20 
graduates are headed into planning, but the rest see no career path (Southall, 2017). 
Clearly, students are not being exposed to opportunities in the financial sector. 
Despite the aging of the industry, the 2016 Evolution Revolution profile of the IA 
profession shows the industry is still enormous and growing. In 2016 there were 
over 11,000 SEC registered advisors (3.5% over 2015) with over $66 trillion in 
assets (Barr & Gebauer, 2016). However, this growth is deceiving as over 72% of 
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the assets are managed by the largest 3% of the advisory firms. The IAA/NRS 
report also shows that the industry is predominantly small businesses, with the 
majority (87.8%) employing 50 or fewer employee. The larger firms are already 
building teams to address multiple client-planning issues, as well as advisor-suc-
cession planning. As assets get more concentrated within the larger firms and the 
overall industry professional ages, it will be more difficult for smaller RIA firms 
to adequately recruit (Armstrong, 2017).

In order for the advisory firms’ advice to be effective, client and advisor need to 
be in sync and effectively communicating. The spring 2017 Merrill Edge report 
highlighted that people feel more comfortable with advisors that are of similar age 
or at least who treat them as individuals, rather than as a stereotypical demographic. 
For instance, Millennials, as a group, are likely to have several jobs over their life-
time, may decide to rent versus own, and expect to get answers with the click of a 
button. However, many in that generation, born in the early 1980s, are burdened 
with a staggering amount of student debt and have had difficulty finding a job or 
getting raises during and after the Great Recession (Levine, 2017). The same finan-
cial strategies that worked for previous generations may work for younger genera-
tions, but not now and possibly years in the future. We all move along the same 
timeline, however, where we are on that line shifts. The desire to work with some-
one of a similar ilk is unsurprising and is simply another reason that shifting from 
individual advisors to teams containing advisors with varying expertise and demo-
graphics is one of our recommendations (Tibergien & Dellarocca, 2017).

To summarize some of what we have discussed so far, there is still a need – in 
fact, a growing need – for financial advice. The age has changed since people are 
living longer, working longer, and potentially starting their adult life in debt. As the 
wealth transfer continues, over $30 trillion will pass to the next generation 
(Accenture, 2015). People need advice on how to manage that money. Michael 
Collins (2012) reemphasizes what J.A. Haslem (2008) asserts: “financial advisors 
can help clients overcome feelings of insecurity, help validate clients’ past deci-
sions, and serve as a neutral party in spousal disagreements.” More good news is 
that studies commissioned by the CFP Board and conducted by the Aite Group 
indicate CFP professional practices include a 53% higher share of both high net 
worth and ultrahigh net worth clients. The reason given is due to “…disruption in 
wealth management in general and a pressure on advisors to deliver more value for 
the price they charge…folks that deliver a planning-centric model to their clients are 
able to provide that value proposition that [clients] are looking for” (Pirker & 
Schmitt, n.d.).

Despite job opportunities in financial advising, Millennials with or without 
4-year degrees are not rushing into the industry. There is little media attention to the 
financial advisory industry other than how boring selling life insurance can be. 
Halah Touryalai (2012) states there are barriers to entry compared to the 1990s 
when Wall Street brokerage firms, like Merrill, UBS, and Morgan Stanley, served as 
significant training grounds for young financial advisors. Additionally, Touryalai 
points out that older advisors started out in an age of cold-calling, which college 
grads are not attracted to and, frankly, neither are the clients. A study from 
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Kenan-Flagler Business School, University of North Carolina (Brudner), identifies 
over 80% of decision-makers will not buy from a cold call (Brudner, 2016). The 
drive for automation of administrative tasks and industry consolidation masks the 
labor shortage at the moment. A lack of entry-level employees is potentially a sig-
nificant problem and could choke growth and profit. Looking at the industry’s 
demand for a pipeline of young candidates spotlights the opportunity for focused 
educational programs. The demand for financial advisors is expected to grow by 
41% in the next few years according to Money magazine and Payscale.com. But 
how can companies attract young people to this industry? Companies such as 
Merrill Lynch, Fidelity, and TD Ameritrade are all offering grants, scholarships, and 
jobs to new graduates pursuing the certified financial planning certification, and the 
number of CFP educational programs continues to grow. Seton Hall University 
Stillman School of Business, a private 4-year university, has begun the approval 
process for a CFP program. However, if the slow adoption of CFA-certified pro-
grams and the CPA programs that come before is any indication of pace, the indus-
try may need to look for alternative employee pipelines.

�Let’s Meet the Client

�Which Age Groups Have Investment Questions?

The Silent Generation, Baby Boomers, Generation X, and Millennials all play a role 
in our economy, affecting what we eat, what we watch, where we travel, and yes, 
how we manage our finances. Public media would have you believe that the 
Millennials (people born after 1980) have taken over and won the battle for eco-
nomic dominance. We believe there is still time. Studies from EY, PwC, Merrill, the 
Federal Reserve Board, and Department of Labor all indicate that Millennials are 
deferring decisions about home and car purchases, as well as marriage. The biggest 
reason given is the Great Recession and its effects on Millennials.

As Fig. 3.1 shows, the numbers of non-Millennials decline quickly over the next 
decade, and although that may be true, by 2028, there are still expected to be over 
140 million non-Millennials eating, traveling, watching television, and managing 
their finances. Nielsen states while Millennials may have surpassed Boomers as the 
largest living generation, Boomers still control about 70% of all disposable income 
in the United States. But as Tony Stich (2017) points out, do not forget Generation 
X, as they are on the front-end of the wealth transfer and are currently in a “retire-
ment saving mindset.” Additionally, Stich states that, “…often after years of 
neglect... [Gen-X] will expect an experience on par with robo-advisors, but more 
importantly, one that provides personalized advice and the knowledge to back it up.” 
In fact, according to data from Pew Research, as of 2012, 36% of young adults 
(aged 18–31) were still living with their parents (possibly those Gen-Xers) and only 
25% were married (Fry, 2016). Additionally, the Bureau of Labor Statistics data 
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indicate an unemployment rate of over 14% for young people (ages 16–24) in 2014. 
The 18–31 age group could not afford to rent apartments, furnish homes, and cer-
tainly not invest in markets. Therefore, it is no wonder that a 2016 study by PwC and 
Bankrate.com states that only one in three Millennials have money in the stock 
market (Cornfield, 2016). Even older Millennials, who have more capital available, 
state in surveys that there are greater demands on their money, as they want to start 
families, buy homes, travel, etc. Also, per the spring 2017 Merrill Edge report, 
Millennials, as a group, are not necessarily looking at finances in the traditional 
sense. Merrill finds over 60% are looking to save to live their desired lifestyle, rather 
than a complete exit from the workforce. In fact, in a survey of over 1000 affluent 
Millennials across the United States, the survey indicated Millennials’ willingness 
to work for the rest of their lives to achieve freedom and flexibility (Shekhtman, 
2016). However, Millennials also admit to being unprepared for life’s “what-ifs,” 
like divorce, children, or outliving their assets (Berridge, 2014). The good news is 
that over 60% of Millennials in the survey save 5% of their income, up from only 
42% saving in 2015. Even better news, according to EY, the oldest Baby Boomers 
have begun wealth transfer to their children, and by the end of this decade, 
Generation X and Y investors will accumulate close to US $46 trillion in assets. So 
there is time to build those relationships with the next generation of investors (Jain, 
Hyde, & Lyman, 2013).

As Fig. 3.2 shows, the money is shifting slowly. Millennials may be making all 
the noise, but Boomers still have much of the money, at least the investable money 
(Baby Boomers, 2016). Millennials are influencers, and the robo-advisors are 
growing AUM simply based on Millennials’ desire to do things themselves and to 
spend as little as possible in the process (Harding & Allison, 2016). As Fig. 3.3 
shows, in recent government statistics, people 65 and older, with little savings and 
surviving on Social Security, are forced to put off retirement and stay in the work-
force longer.

Whether advising Boomer, Generation X, or Millennials, advisors should 
ignore the labels and focus on the financial advice each generation requires to 
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define and redefine their goals. As Cam Marston stated in his Generational Insights, 
Millennials are expected to control more than $11 trillion by 2030 and inherit over 
$340 billion by 2040. Although we do not focus on it in this paper, the Bank of 
Montreal’s Wealth Institute survey finds women control about 51%, or $14 trillion, 
of American personal wealth. Wherever and whoever has the assets, they need 
financial advice. Although each is at a different point in their life, everyone has the 
same life-cycle questions.

�The Financial Life Cycle of a Client

How should they pay for education (learn)? How should they save and invest their 
money (earn)? Do they have enough to retire (burn)? Can they leave anything to the 
next generation (legacy)? (Fig. 3.4).

Whether advising Boomer, Millennial, or Generation X, there is no difference. 
They all have a wide variance in personal goals that change as they age. The world 
is not necessarily more complicated now than in the past, but the speed with which 

Fig. 3.2  Silent generations’ wealth transferring to boomers
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everything moves and the immense amount of money in motion make decisions 
more impactful and potentially more damaging. Increasing risk without increasing 
return neutralizes today’s static strategies. The client must be a part of the process 
and that takes effort. The earlier parents include children in decision-making, the 
better. As Deena Katz, co-chairman of Evensky & Katz/Foldes Financial, states, 
“our country is woefully, financially illiterate…It hasn’t helped this generation that 
their parents didn’t teach money management and often tried to hide their own 
financial difficulties” (Mellan & Christie, 2017). While parents are rethinking retire-
ment and legacy planning, Millennials need to know the details of their education 
funding and perhaps plan for debt servicing strategies.

The age of the client helps prioritize the goals and possible objectives. These life-
cycle goals are named and are well known to the advising team members. Financial 
planner, IA, accountant, estate planning attorney, and insurance agent are all required 
for solutions to meet the stated goal. The services are aligned by financial industry 
provider, very often with multiple certifications and license designations.

But if financial literacy is not the responsibility of the educational system and 
elders are not coaching the next generation, then where do people of all ages go for 
advice? As can be seen from Table  3.1, life-cycle planning covers many areas 
throughout a person’s life. Add to the complexity that each client is unique, so the 
plan should also be unique. In the chart above, all of the goals could require tradi-
tional investments, risk management (insurance), tax planning, and legal advice. 
But if the client is illiterate and the advisor is unaware, how does the financial deci-
sion get made? Know Your Customer (KYC) began with regulatory responsibility 
for anti-money laundering (AML) but now leads to a deeper KYC, developing and 
changing planning strategies. We see technology as a huge help in data gathering, 
aggregation, and analysis. Consumers, regardless of demographic, will continue to 
demand information faster, cheaper, and with greater transparency.
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�A Computer Wants My Job

Over the past 20 years, technology tools have infiltrated every aspect of business, 
and the IA is no exception. As the large wirehouses migrated to a standard PC-based 
desktop, the tools of the trade expanded from voice telephony to include email, 
spreadsheets, and charting. The independent IA moved more slowly, replacing 
paper files and hours on the phone but not necessarily the dinner hour house calls or 
the rounds of client golf (Fig. 3.5).

�CRM

Today, successful IAs growing their client base rely on customer relationship man-
agement (CRM) systems to assist them in remembering each client’s details and 
managing their time more effectively. Conversion of a client’s interest in a new 
service to a productive revenue stream is the combination of sales skills and atten-
tion to details. With a small number of clients, many IAs memorize every client fact 
from birthdays and children’s names to property addresses. With a larger number of 
clients per IA, only the rare photographic memory could survive, while the remain-
der decrease their perceived value to the client. The now ubiquitous CRM solutions 
provide all of the client data, delivered via the relationship style of each IA. There 
are many examples of CRM systems from Salesforce, Wealthbox, Redtail, Envestnet, 
Junxure, Zoho, and HubSpot, to name a handful. The costs of these solutions have 
plummeted, and only the initial conversion of disorganized digital and paper records 

Table 3.1  A sample of client goals, services, and product types and the team members

Goals Services Vehicles Team

Education (self) 529, Series EE/I, 
prepaid tuition

Mutual funds, ETFs, 
strips, whole life

Financial CFP, insurance 
CLU and CPIA

Marriage, estate 
planning

Wills, trusts, living 
wills

Insurance – life, 
health, property and 
casualty

Attorney CELA, 
insurance CLU and 
CPIA, accounting CPA, 
financial CFP

Children (planned 
and young) care and 
education

UGMA, UTMA, 
529, prepaid tuition, 
trusts, Coverdell

Strips, whole life, 
mutual funds

Insurance CLU and 
CPIA, financial CFP, 
accounting CPA, attorney 
CELA

Income augmentation Investment portfolio, 
tax planning, risk 
assessment

Stocks, mutual funds, 
fixed income, 
alternative investments

Financial CFA and CFP, 
accounting CPA

Retirement (self and 
spouse)

Health plans, 
inheritance plan

Annuities, IRA, 
401 K, SEP, REIT

Financial CFP, 
accounting CPA, attorney 
CELA, insurance CLU 
and CPIA
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to a consistent form remains a challenge. The benefit to the IA is that firm-wide, 
client information is uniform and current from service to service eliminating con-
stant administrative overhead costs and embarrassing small errors (misspelled mid-
dle name on a new service on-boarding contract). The consistent and up-to-date 
information is also essential when regulators (SEC/FINRA) show up.

The training and integration of new IAs take effort and tax the senior advisor’s 
time. This remains true today as older advisors guide younger advisors into the 
profession. Neither is revenue productive while the training process is under way. 
Time-to-first revenue is reduced by a CRM providing the service history and current 
details of long-time clients. Retention of new IAs is increased as their activity 
becomes more self-directed and monetarily rewarding.

�ERP

As CRMs automated the capture of client information, the enterprise resource plan-
ning (ERP) systems not only housed the information but also automated and stan-
dardized the operational work processes within the organization. The large 
wirehouses were the automation leaders, and as the technology price point became 
more accessible, the independent IA joined in the automation wave. Products from 
Netsuite (Oracle), IBM, SAGE, SAP, and Microsoft offer many choices and prices. 
Custodians of client assets, like Pershing (Bank of NY), Fidelity, Schwab, and 

Fig. 3.5  Human-to-human service delivery requires infrastructure: more than the combination of 
ERP and CRM systems
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others, offer automation of the client statements by automating the service transac-
tions. Moving from dozens of papers with signatures to screens verifying informa-
tion entered has helped turn a necessary but tedious task into an automated one. 
Moving from order to execution with no human intervention, named straight-
through processing (STP), has displaced many operational staff positions while 
simultaneously increasing transaction volumes.

�Big Data

Today, the industry is building on these foundational efforts. The engineered large 
data capacity and multi-processor computer speeds are a commodity. The costs have 
continued to drop and the next wave of disruption has begun. Data from both the 
CRM and ERP systems are being enriched with other internal operational systems 
such as the legal, regulatory, and HR information unique to each IA. Again, familiar 
names from IBM to SAP and Oracle are providing these services. Cross-selling was 
the intention in the large wirehouses in an effort to catch up with the independent IA 
multi-asset class solutions. As more and more data were integrated, including exter-
nal sources, the discovery of new insights into existing lines of business propelled a 
new initiative. These “big data” efforts now integrate massive amounts of informa-
tion including external sources as diverse as social media, enabling accessibility 
never thought possible. The IA today can provide the client with analysis more 
detailed and nuanced than produced by the best market researchers 10 years ago 
(Bertolucci, 2013).

�Machine Learning

The future is in harnessing machine learning, still an infant with great promise. The 
robo-advisor released into production is extremely narrow and limited. To com-
plete even simple transactions often requires significant manual effort and unusual 
patience by the client. Where machine learning can be impactful is in the develop-
ment of formal decision trees, a technique for reverse engineering how decisions 
have been made historically and predicting what the next decision step should be 
to successfully complete a transaction. Coupled with big data, the next step could 
be to suggest the IA begin final account review. The machine learning, reasoning, 
and logic are capable of adapting with more history, while the static prescriptive 
logic found in an ERP must be reprogrammed when conditions change. The proac-
tive suggestions may be most effective with newly recruited advisors, helping them 
gain confidence at this early stage. In fact, as Benjamin L. Britton asserts, there is 
“…a greater demand for analytical abilities in junior recruits as the cognitive 
understanding of what data represents is a weakness of artificial intelligence (AI) 
thus strengthening augmentation between employees and technology” (Britton & 
Atkinson, 2017).
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�The Commodity–Priced Robot

We note the large investments being made in automation and especially in robo 
advising. We suggest the greatest ROI from automation is found in the quality and 
depth of the client profile data, not necessarily the application tool used to collect 
the client data. A great example of building a tool at great expense only to give it 
away is the Aladdin risk analysis and asset management system built by the world’s 
largest asset manager, BlackRock. CEO Larry Fink confirms that BlackRock began 
building Aladdin in 1988, the year the firm was founded, and that he believes within 
5  years, more of the company’s revenue (not necessarily profit) will come from 
software and technology than from traditional money management. Fink has said, 
“We’re using technology to be more connected with our clients, to help with finan-
cial literacy, to help all our clients navigate all our clients’ money” (Zulz, 2017).

Market shifts and media hype once drove clients (and fees) to the professional 
portfolio asset manager. However, as Wharton Professor Jeremy Siegel points out, 
robots are just better at analyzing data and picking stocks. Professor Siegel states, 
“A manager must produce 10 years of market-beating performance to make a con-
vincing case for skill over luck” (Wharton Executive Education, 2018). The combi-
nation of computers, with a digitized history of human decisions, and well-defined 
game rules has led robots to beating individual humans at chess, Go, and Hold’em 
Poker. White collar automation will displace humans just like the original calculat-
ing job displacement gave “computers” their name. Maybe Dell Corporation will 
begin offering a line of “equity analysts.” There is no question Alexa from Amazon 
and Google Home will be offering basic financial services one of these days. 
Meanwhile, human advisor financial advice involves more skills and ambiguous 
game rules, which are well beyond AI capability. In addition, as Darren Tedesco 
(2015) points out, “many advisers love learning about and selecting individual 
investments; some even feel that the investment selection process is the core dif-
ferentiator they bring to the table. Plus investment selection is what they grew up 
doing and one of the things that attracted them to the business model.” The problem 
is that the modern-day advisor needs to be an asset gatherer, not an asset manager. 
Tedesco continues to point out, “…there’s nothing with that [investment selection], 
at least not until it becomes a competitive disadvantage. The best ‘pure’ robo-advisors 
today literally spend 5 cents per client per year managing and maintaining their 
portfolios (including trading costs and so on)” (Tedesco, 2015). Besides the cost 
factor, the active managers’ performance is simply not competitive.

�A Computer Wants to Know Me

Over the last 20 years, technology has been entwining itself in the workings of busi-
ness, and over the same 20 years, technology has also been symbiotically establish-
ing itself in how we communicate. The paradoxical reality that Millennials rarely 

E. Riley and M. Schild



37

speak audibly to another human using their mobile device underscores the commu-
nication change. But, now even the Boomer clients have come to expect, sometimes 
with apprehension, to be recognized and understood by these robo-advisors. There 
is a decreasing number of phone call solicitations and snail mail sales offers from 
IAs. The twenty-first century’s communication infrastructure enables an enriched 
conversation between IA and client. A concept that once required a day to explain 
to a client is now a simple interactive graph, allowing the client to change the input 
and watch the projected cash flows adjust. What used to entail reams of paper for 
each presentation can now be uploaded to an iPad and reviewed (and edited) in real 
time with a stylus.

Arming the client with the same data and analytical toolbox that the IA is using 
will generate more informed client questions and more verifiable answers and ulti-
mately establish trust in the IA, who can bring context to the clients’ life goals. 
Accepting current trends, one of the world’s largest brokerage firms is about to 
deploy a robo advising strategy. In a May 2017 Bloomberg article, Morgan Stanley 
indicated it was set to augment its 16,000 financial advisors with machine-learning 
algorithms (Son, 2017). As the article points out, the best hope human advisors have 
against robots is to harness the same technologies that threaten their disruption: 
algorithms combined with big data and machine learning. In fact, as Michael Kitces, 
partner and director of research for Pinnacle Advisory Group, said, in terms of advi-
sors adopting B-to-B “robo” solutions, “advisors have had rebalancing and trading 
software for a decade” (Kitces, 2016). Robo-advisors are gaining assets, but which 
generation’s assets and are the assets new or are the assets being relocated from a 
human IA?

When viewed from the client’s perspective, the IA relationship becomes all about 
the client. The technology decision is the client’s. The decision to share personal 
information is the client’s. The prioritization of life-cycle events, marriage or chil-
dren, is the client’s.

�My Technology

The communication channel between the client and the IA is now heavily digitized 
with the client providing their own device and the IA extending their technology to 
the client. Flexibility is traded against security with the IA assuming most of the 
responsibility for security breaches. In fact, one of the most common phone calls to 
clients now is the required confirmation that the client’s email requesting funds is 
actually from the client, not a hacked fraud. Given the dubious state of a client’s 
technology, the prudent decision is to minimize the reliance on the client’s technol-
ogy. This is accomplished by either limiting communication to email-type mes-
sages or providing all interactive services from a cloud-based application. The 
cloud paradigm includes using hosting vendors to provide an integrated communi-
cation solution fully encrypted, secure, reliable, and available on an infrastructure 
the IA can access and pay for. Hosting services from major suppliers like Google, 
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Amazon, and Microsoft provide Software-as-a-Service (SaaS) solutions that many 
advising firms lack the technology staff to build. One of the largest value-added 
service custodians of assets (Pershing, Fidelity, Schwab, etc.) provide is the safe-
keeping of assets including data aggregation reporting and real-time quotes and 
trading interfaces. Between SaaS and the value-added service providers, the large 
firm with a large technology staff is challengeable by the small firm with the small 
technology staff.

�My Personal Information

There is an overdue reckoning in the financial industry and social media about 
which personal data the service provider can use and which data cannot be used or 
sold. While we await the regulatory clarification, the focus is on asking for permis-
sion to broadly capture both static and dynamic personal client information. Once 
permission is granted, the data flow into “tagged” fields. The purpose of a tagged 
field is that the tag defines the data; for example, an “LN” tag signifies that the field 
contains the client’s last name. Your digital identity is established using a number of 
tags, some which can easily be found in the public space and some that are kept 
private. Knowing the client and knowing all of the client’s asset holdings are 
required to provide quality financial advising. Much of the CRM and ERP applica-
tions effort have been focused on collecting and maintaining these two information 
sets, identifying the client and knowing the assets. Both client and advisor continue 
to be increasingly dependent on technology, while also remaining incredibly ner-
vous utilizing technology (Fiegerman, 2017).

Two new developments are now underway. The first is the sourcing of external 
information into the client’s profile. This source information can be as simplistic as 
the average income statistic reported to the federal government for the client’s resi-
dential zip code or as complicated as the client’s job history extracted from a 
LinkedIn profile. The second development is the encoding of behavioral decision 
history. This history includes when decisions were made, as well as the choice made 
from a selection of options.

The use of these two new data enrichment sources enables the use of simple 
machine learning – heuristics – which can identify patterns and associations. Much 
like the algorithm music recommendation of “if you liked this song then you might 
like this other song,” these suggestions have higher predictive hit rate with an 
increased variety of data sources and the increased historical decisions to draw on. 
The IA bots are capturing AUM and new clients, but their significant capture is the 
personal behavior data of each captured client. The IA bots are building a decision 
history unique to each client profile while simultaneously aggregated for associa-
tion patterns just like music pick lists.
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�My Digital Life Cycle

Beyond the detailed personal information is the context provided by knowing the 
client’s life-cycle stage. As we have discussed previously, clients need (and want) a 
new advising style focused on client life goals. Some call it financial life coaching 
(think Tony Robbins). Advising is now about everything from birth to death. 
Associating the millions of individual situations and navigating various client life 
decisions helps bring the power of statistical actuarial analysis to assist in answering 
even the simplest of today’s client question: “I have never invested before, what’s an 
ETF?” The engineering of the models to properly associate all of the relevant data 
tags and model the historical decisions with weighted positive outcomes is devoid 
of the human touch. Associating today’s client decision with the life-cycle stage of 
the client adds a weighting of priorities more appropriate for the typical focus of the 
client. By doing this, AIs can avoid a client exclaiming, “Why do you continue to 
try to sell me an assisted living contract when I am focused on paying for an engage-
ment ring?” The refinement of life-cycle information is not easily deduced from 
captured data streams of web browsing. Priorities and life goals are fuzzy-ordered, 
not hard-sequenced, and change as the client’s life changes. Gut feel and intuition 
are still primarily human advisor skills.

Brain research into communication of goals (Lustig, 2017), using magnetic reso-
nance imaging data, indicates much work must be done to further our understanding 
of how humans finalize decisions before automation can be applied. Verbal decision 
data do not always accurately track with the actual behavior recorded. The area of 
AI displacing human IAs remains the subject of movies and fiction, for now. The 
simple age classification, based on birthday, is a start, but after that, the ability to 
classify a client’s life-cycle stage requires human judgment and interaction, with the 
risk of still missing the client’s financial goals.

However, once the client life cycle is identified, as Table 3.1 illustrates, the 
resources that can be promoted, either as services or to support product transac-
tions, are numerous. Identifying a client’s need for tax planning, wills, college 
funding, or rollovers, just to name a few advisor services, remains as important an 
enabling function as ever. The identification of the subject matter experts required 
to support a client through the next decision task can be mapped as easily as a 
supply chain analysis for manufacturing and a sale of tomato sauce. An important 
contribution that automation can provide is identifying the perfect timing for cli-
ent-advisor introductions, based on clients’ immediate needs and wants.

3  Living or Dying in the Mashup of American Financial Services: Literate Does Not…



40

�Age of the Cyborg Advisor

�My Friend “Robbie the Robot”

In the July 31, 2017, issue of Barron’s magazine, Alex Eule reports on robo-
advisors’ competitive landscape from the pioneer Betterment, the self-described IA 
replacement automation, to the large and late entrants (Eule, 2017). Betterment, 
founded in 2010, is the largest independent RIA, with $9 billion AUM, but that’s 
small compared to 2015 entrants Schwab ($19 billion) and Vanguard ($83 billion). 
Clearly, the large firms are where the AUM is housed already, so it has been easier 
to convince clients to switch to lower-cost digital portfolios. Confirming what we 
present, and despite the media conviction that Millennials are perfect for digital 
advice, the robo harvested assets are coming from older and wealthier age groups. 
As Alex Eule of Barron’s points out, “Eighty percent of Vanguard Group’s digital 
clients, for example, are above the age of 50. Betterment skews younger, but the 
bulk of assets and accounts still comes from the 35-to-55 age range.” Why? Because 
that is where the money is. And as a sign of industry direction, Betterment is adding 
human advisors for higher tier AUM accounts (Fig. 3.6).

Much of the research for the Barron’s article comes from 
BackendBenchmarking.com, itself founded by an independent wealth manage-
ment firm, Condor Capital ($1 billion AUM). Backend opened and funded 16 
different robo-advisor accounts to see how they performed. Schwab led the pack 
with 11.94% returns over the year. More important than performance, the final 
comments from Vanguard and Betterment indicate that Backend does not “…
pick up the nuances of an advisory relationship…The nuances are what Vanguard 
calls advisor alpha  – which it calculates can add about 3% to the returns of 
advisor-managed portfolios” (Winokur Munk, 2017).

Fig. 3.6  Over 40 wealth management apps
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�Tools of the Advising Trade

Envestnet is the largest provider of wealth management tools to over 50,000 advi-
sors with excess of $1 trillion in assets on their platform. Envestnet did not build, 
but instead bought Yodlee for $590 million to gain access to technology for advi-
sors, most of whom are at independent firms (Malito, 2015). As Bill Crager, presi-
dent of Envestnet, has said, “It’s what has been missing.” This acquisition allowed 
advisors’ clients to link their bank and credit card information to their advisors’ 
platform, which is essential for the holistic type of advice we are discussing. Based 
on the data aggregation and analytics it acquired in 2015, Envestnet is pulling data 
from hundreds of thousands of accounts at more than 15,000 financial institutions 
and sifting through billions of transactions a day (Dodds, 2017). Advisors can see 
assets held away and can also review client’s spending habits, credit card, or mort-
gage debt, which overall helps advisors provide better advice. Over the next few 
years, the services will include artificial intelligence tools, voice functionality (think 
Alexa or Siri), and other apps that will make it easier for clients and advisors to 
communicate. Envestnet is not attempting to replace the advisor, but simply con-
tinuing to do what it has always done, help the advisor (Arora, 2015).

Envestnet has continued its acquisitions with the announcement in September 
2017 of the proposed purchase of FolioDynamix, a competitor with more than 3.2 
million client accounts and over $800 billion in assets. When complete, Envestnet 
will be working with almost $2 trillion in assets and approximately 10 million 
investor accounts. Blackrock, in partnership with InvestmentNews Research, stud-
ies the “Elite RIA,” which they define as the most successful firms in the financial 
advisory industry. The 2017 study shows, as in past years, the Elite RIAs getting 
larger, gathering more assets, and becoming an even stronger force, not only in the 
independent space but in the entire financial services industry  (InvestmentNews 
Research, 2015). They are “implementing broader fee offerings with more service 
offerings, relying on technology to deliver those services and smooth the back-
office processes.” Morgan Stanley, as stated previously, has begun employing 
machine learning to match investment possibilities to client preferences. Envestnet, 
Blackrock, and Morgan Stanley, as examples, all help confirm our hypothesis. 
Clients and advisors want technology to assist (not replace) the human relationship 
(Davenport and Bean, 2017).

�Embracing Change: Advisor and Client Need Alignment

The human touch is where the relationship is formed that feeds client literacy and 
advisor insights. The human touch is where the new alpha can be found, not by 
myopic portfolio stock picking but through an integrated view of the client’s goals 
and delivering on those goals. A tall order for a profession challenged to maintain 
professional literacy while advising increasingly illiterate clients in a rapidly 
changing industry.
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One way to create literacy and improve competency is by creating a team of 
experts, each knowledgeable in specific areas, since the data and complexity are too 
large for optimal results to be expected from a single individual advisor armed with 
a Bloomberg terminal and an Excel spreadsheet. Plus, the regulators strongly frown 
on advice being offered from those without the formal training and designations. 
We believe a CFP can be the quarterback, with a general knowledge of all areas, 
supported by a team comprised of a CPA (tax), lawyer (wills, estates), insurance 
agent (risk management), financial advisor (investments), and behavioral economist 
(goal transitions). There is overlap within the team, any of the above could be a CFP 
and/or a CFA. Other significant designations only increase both the literacy and 
competence of the team and raise the quality of the service. Over this decade of 
industry team formation, we expect new blended positions to be invented as stan-
dard team positions merge and expand anew.

The “tool kit” is a good image to reference with a balance between investments 
and the specific ever-changing goals of each client. Half of the value proposition is 
addressed using a tool kit and a team of literate experts managing the portfolio 
through market changes. The second half of offering life-cycle goals advice, in 
addition to portfolio composition, means reviewing all planning needs: insurance, 
estate, retirement, and education planning. The first challenge is truly analyzing the 
advising/client process and identifying where tools can help connect the team. The 
second will be integrating behavioral economics into services during client goal 
revisions and decision-making.

A good starting point and a great tool kit for “Knowing Your Customer” was cre-
ated by and for the Certified Financial Planning (CFP) industry, and it is known as 
the EGADIM model (Fig. 3.7). EGADIM stands for Establish relationship, Gather 
data, Analyze data, Develop (and communicate) the plan, Implement the plan, and 
Monitor the plan. The major regulatory agencies’ assessment models follow a simi-
lar approach for the construction and maintenance of a compliant business. Financial 
technology (FinTech) startups are now targeting every step of EGADIM. Today’s 
computer automation solutions target client information enrichment by mining 
Twitter, Facebook, and LinkedIn, to deliver a more personalized profile of the client. 
The assembled profiles are pushed to customer relationship management (CRM) 
software, such as Salesforce and Redtail Technology, to drive credit rating bots, as 
well as the human advisor’s cold call. But today’s analytics require specific client 
data or the applied analytic produces solutions that are simply noise. Human clients 
are not going to sit at a screen or speak to a bot and answer a mind-numbing number 
of profile questions, estimated today to be over 400 for initial account opening. A 
human advisor is needed to shape the profile data with emotional intelligence about 
the relationship. Automated data gathering via a “bot” is impressive in the details 
that can be found and equally concerning in the facts that can be missed including 
Know Your Customer (KYC) and anti-money laundering (AML) regulatory report-
ing. Once qualitatively valued and curated for applicability, both the “bots” and the 
humans use the same analytic tools to analyze, develop, and implement product and 
scenario plans for the assets. The “bots” are faster and produce fewer errors in creat-
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ing multiple strategies. However, it is the humans that meet with clients, communi-
cate the choices, and verify understanding and agreement.

Change is about abandoning old methods and models and adopting new ones. 
The existing vendor solutions will be forced to change or lose markets to new 
FinTechs focused on disaggregated processing steps. As more client-centric ser-
vices are provided, just adding functionality to existing heirloom systems will only 
increase the cost of ownership, without the added benefits of an enriched client 
profile linked to specific client life goals and priorities.

Customer relationship management software, such as Salesforce.com, can cost 
over $10,000 for initial setup and $15,000 a year for a firm with just six users. 
Custodians, who house client assets, send out statements, and in most cases exe-
cute and process trades, rather than charge flat fees, usually have trading mini-
mums that could be $100,000 a month, plus extra costs for additional services and 
reports. Costs vary, and custodians focused on services for independent advisors, 
such as Schwab, Fidelity, and TD Ameritrade, charge less but offer less sophistica-
tion. Companies such as Envestnet also have some initial setup fees, as well as 
ongoing fees ranging from 8 basis points (0.08%) up to 50 basis points, plus they 
also have minimums, upward of $25,000 a quarter. Lastly, on the regulatory side, 
Erado for email monitoring and archiving, NCS for third-party compliance, Quest 
CE for mandatory continuing education, and RIA in a Box for compliance and 
regulation could total tens of thousands of added expenses. And you still need a 
team that can use the tools and can convert client goals into plays, putting points 
on your balance sheet.

The regulatory rules are standardizing the operational process and the tool box 
also has to comply with the rules of play. The simplest regulatory rule to focus on is 
KYC (FINRA rule 2111). The regulators will continue to drive compliance officers 
to know as much as possible before authorizing advisors to offer services, but how 
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does a compliance officer evaluate a robo-advisor? Technology changes the histori-
cal governance process and requires advisor licensing and precedence case law 
review. That is change with a capital C, all the way to the C-suite of the large firms 
with the unanswered question of liability weakly defined (Sheldon v. SEC, 1995).

Regulators still write the rules, and the SEC has made it very clear that “ulti-
mately the responsibility for a broker-dealer’s compliance resides with its chief 
executive officer and senior management.” On the registered RIA side, the SEC puts 
the ultimate responsibility on “senior management,” without clearly indicating what 
that means. The SEC has also expressed concern with outsourcing the role of chief 
compliance officer and has stated in Rule 206(4)-7 that “each advisor registered 
with the (SEC) designate a chief compliance officer to administer its compliance 
policies and procedures.” The bottom line is that regulators are fine with firms using 
technology to supervise, but the ultimate responsibility still lies with human owners 
of the business (SEC, 2015).

The courts, not the regulators, have forced the last area of change: the protection 
of client information in addition to assets. This area has almost always required 
advisors and brokers to custody client assets at a third-party firm, such as JP Morgan, 
Pershing (Bank of NY), Fidelity, Schwab, and TD Ameritrade, to name the biggest. 
The cost of their custody and clearing services range from 10% to 20% a year, 
depending on the types of services needed. These fees have stayed stable as the 
financial service industry continues to recover from the 2008 financial recession, 
but the lack of real competition and the large barrier to entry leads us to believe that 
custody of client assets and information will become an even larger expense in the 
future, especially for the smaller firms. CEOs and CCOs within the industry identify 
compliance is their largest expense without a doubt. In a study done by IAA and 
ACA Compliance, 48% of IA firms spend between $100,000 and $500,000 annu-
ally, while 14% spend between $1 million and $5 million. The access to historical 
data is required to train the robots using machine learning, yet most custody firms 
are just beginning to offer advisors any ability to export client history. The use of 
cloud-based solutions will help with standardized application program interfaces 
(API) to move the data, but privacy or security is weakened (Careiro & Lamba, 
2016).

One thing is certain: technology is here to stay. Services, such as those men-
tioned above, are required by regulators, expected by clients, and desired by advi-
sors. But they cost a lot of money, and, when combined with fee compression, make 
it that much harder for small, independent advisory firms to survive.

�The Nimble Survive

�Fiduciary Role

The smaller independent advisory firms are facing many issues, which can be turned 
into opportunities. Fee compression due to passive management and robo advising 
is forcing a team-based approach. But changing demographics was forcing advisors 
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to create teams to advise clients on all of life’s financial decisions anyway. Even as 
big firms, like Morgan Stanley, augment the advisor with technology, it is the human 
advisor (not the robot) calling to wish the client happy birthday and building a trust 
relationship. Informed personal knowledge of the client and a suite of analytic func-
tionality is exactly what both the Boomer and the Millennial want in a human IA the 
opposite of a cloud delivered AI (artificial intelligence). The Boomers, as they are 
living longer with more complicated needs, demand the team has a CPA, estate 
lawyer, and investment professional all on the same page. The Millennials may not 
know exactly what they want, but as time goes on, we believe personal, unbiased, 
customized advice will be in demand for Generation X, Generation Y, Generation Z, 
and beyond. Regardless of generation, goal-based financial decision-making is the 
answer. These very different generations are moving away from “following the mar-
ket” and focusing on an ever-changing financial plan that meets each client’s unique 
needs. Technology can augment both sides of the relationship increasing literacy in 
the client as well as increasing advisor’s scope and AUM.

Regulators are also looking at the process and requiring, in many aspects, a fidu-
ciary relationship. Simply put, that is putting the client’s needs ahead of the advisor 
and firm. It is difficult for robo advising to act as a fiduciary. Confirming this, 
Betterment announced on July 26, 2017, that they were rolling out fiduciary finan-
cial advice to most of its 280,000 clients without raising its price. To act as fiduciary 
is the highest standard of financial advice, which robo-advisors are providing at fees 
ranging from 25 to 40 BPs today (going to 3 BPs tomorrow). Betterment’s announce-
ment is confirmation that human advice is alive and well and further indication that 
robo advising functionality and focus continue to mature.

Trust relationships are the natural advantage of the human advisor team. Clients 
have witnessed Madoff, Wells Fargo, and the Great Recession, and as such, the 
advisory industry needs to work hard to regain trust. There is a tremendous oppor-
tunity to use technology for cost savings and greater operational efficiencies to 
support a team. In a recent report from Financial Technologies Forum, Optimas 
forecasts a roughly 75% increase in spending by 2021 to invest in IA augmentation. 
Economies of scale are not essential for firms with less than $1 billion in assets 
under management to survive. But these firms must build on the strengths that have 
already made them successful, while responding to increased functional require-
ments. Asset gatherer tools are readily available, as well as tools to improve asset 
management. Becoming a better asset manager today requires using computer-
automated investing tools or wealth management platforms like Envestnet to 
increase productivity. The breakeven for these services is around $150 million in 
assets under management (AUM), and the technology will get less expensive as 
companies like Betterment, Blackrock, and possibly Google and Amazon compete 
for advisory business.
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�Attracting New Entry-Level Advisors

For literacy and competence, as well as succession planning, a Certified Financial 
Planning holistic offering will attract more clients (young and old) and make the 
industry more attractive to advisors (young and old). By joining a team, the entry-
level advisor does not have the pressure of seeking out assets but can learn and be 
mentored by the experienced professionals, which eventually solves the succession 
planning dilemma. Fortunately, the CFP roadmap is being taught nationwide in 
almost 400 registered programs. These CFP programs and licensing, including con-
tinuing education, help build a base of financial professionals delivering on their 
fiduciary duty. Additionally, there are jobs available right now for those with the 
CFP designation (Malito, 2016).

We think the key is for the older, better established advisor to create apprentice-
ships and internships with universities in their community. University programs, 
such as student-managed investment funds, can and should be developed with an 
objective beyond simply managing money. The universities need to foster these 
programs to get students practical experience to complement their theoretical 
knowledge. Upon graduation, these students can become full-time employees and 
need to be brought into client meetings. On the client side, parents need to make 
sure their children know what decisions are being made. The next generation of cli-
ent and advisor need to meet and become a part of the conversation. Even if 
Millennials look at financial decision-making differently than Generation X or 
Boomers, they have goals, and it is the advisor’s job to help them meet those goals. 
As the data shows, the money is in motion, and eventually the next generation will 
be responsible for it.

The trends continue to let the assets gather at large financial firms (JP Morgan, 
Morgan Stanley, etc.), large asset managers (Blackrock, Vanguard, etc.), and large 
custodians (Pershing, Schwab, etc.). While this is fine for now, the advisors need to 
be careful because it is difficult to move money and data from those places. The 
independent advisor needs to maintain their independence. It is essential if they are 
going to show client’s strategies and products that best meet their goals, rather than 
what the wirehouse requires them to sell. The ability to offer multiple types of prod-
ucts, both traditional and alternative, is the best differentiator between large and 
small firms. The best protection the advisor has is to maintain strong client relation-
ships, while beginning to build those same ties with the next generation.

�Closing Comments

As digital transformation overlaps with generational wealth transfer, the way for-
ward is easier said than done, but there is time, the tools are available with more on 
the way, the money is in motion, and the clients need the help. Only with technology 
augmentation of a multidimensional service team will the client find an increasing 
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value proposition. Simply put, revenue will come from the human touch, not the 
machine screen, found in technology augmented team. A team with technology will 
always beat a team without technology, and a team with technology will always beat 
a technology with no team.

We conclude and summarize with the following three assessments of the RIA 
industry today:

	1.	 The information age is on the ascent, and just as the industrial age showed no 
mercy to the Luddites, so too must IAs adapt, adopt, and learn.

	2.	 The information age can improve client literacy if the IA shapes the digital con-
versation and empowers the client as wealth is inherited or accumulated.

	3.	 More client-specific custom service requires an enriched multi-disciplined team 
with the technology augmentation to service the client’s life-cycle timing while 
matching near-term goals.
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Chapter 4
Improving Fleet Management Strategy 
and Operational Intelligence  
with Predictive Analytics

Bill Powell and Suresh Chandran

Abstract  The fleet management industry is comprised of fleet management 
providers that help ensure an organization’s vehicles remain on the road supporting 
core business functions efficiently, safely, and at the lowest total operating cost. 
Recent technology advancements in the data analysis space coupled with enriched 
data domain have made it possible for analytics to be applied strategically for fleet 
management solutions. One of the latest and game changing services to enter the 
fleet management market in recent years is in the IoT (Internet of Things) space, 
specifically, vehicle telematics services. Collating pure telematics information with 
other information from other areas such as maintenance, fuel, and driver perfor-
mance can improve fleet management. Using the case study of ARI, this paper 
explores the application of advanced analytics to various facets of fleet management 
and ARI’s experience in aligning analytics with its business strategy. The paper also 
outlines the steps needed to implement a telematics and analytics strategy in orga-
nizations and the importance of bridging the gap between theory and practice.

Keywords  Fleet management industry · Data · Analytics · Telematics ·  
Internet of Things · Operational intelligence · Business strategy

�Introduction

Fleet managers face increasing economic challenges in the acquisition, operation, 
and disposition of their company cars and trucks (PWC, 2015), especially in voca-
tional fleets where complex work trucks and equipment are vital to their organiza-
tion. The acquisition and configuration of company assets (cars and trucks) have 
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become ever more intricate due to evolving options and expanded supply chain 
processes. Once the asset is built, delivered, and put into service, the fleet manag-
ers’ attention turns toward the effective operation of the fleet. Decisions regarding 
fuel management, vehicle maintenance, and asset uptime can have a profound 
effect on the fleet’s total cost of ownership. Finally, once the asset has reached its 
economic breakeven point, multiple options need to be considered to maximize its 
residual value. Thus, smart and strategic business decisions must be made through-
out the entire life cycle of the fleet from acquisition to operation to disposal. 
Furthermore, it is essential that these choices are balanced with the safe and effec-
tive use of the asset.

Recent technology advancements in the data analysis space coupled with 
enriched data domains have made it possible for analytics to be applied strategically 
for fleet management solutions. One of the latest and game changing services to 
enter the fleet management market in recent years is in the IoT (Internet of Things) 
space, specifically, vehicle telematics services. Telematics is a technology used to 
interface with, obtain, and measure diagnostic and positional data from moving 
assets (cars, trucks, trains, etc.) that can be analyzed and leveraged to make better 
decisions about their location, type of use, status, and behavior. GPS data provide 
the exact location and speed of the asset, while numerous vehicle sensors capture its 
idle time, battery voltage, fuel/air ratio, carbon output, and other performance met-
rics including any diagnostic issues should they arise. This information is streamed 
at high velocity over a cellular network to a centralized facility where it is stored 
and combined with other empirical data (fuel, maintenance, accident information, 
etc.) to form a more complete picture of how the asset is operating. Telematics 
devices are either plugged into the asset’s OBD-II port (onboard diagnostic port) or 
directly wired into the asset depending on the vendor, vehicle manufacturer, and 
required capabilities.

The use cases for pure telematics information are vast. However, the real poten-
tial for this information is when it is collated with other data domains such as main-
tenance, fuel, and driver performance and aligned to the fleet management strategy. 
Our paper explores applications of advanced analytics in various facets of fleet man-
agement and demonstrates these applications through ARI’s experience in aligning 
analytics with its business strategy.

�Background

�The Fleet Management Industry: An Overview

The fleet management industry is comprised of fleet management companies that 
are partnered with organizations to help manage the vehicles they need to conduct 
day-to-day operations as a strategic business asset that contributes to the bottom 
line. Fleet management companies help clients by optimizing the entire lifecycle 
of the vehicle beginning with the acquisition of the car or truck, continuing to 
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programs and services such as maintenance management and licensing compliance 
and through to the eventual sale of the vehicle. Fleet management providers help 
ensure that an organization’s vehicles remain on the road to support core business 
functions efficiently, safely, and at the lowest total operating cost.

The fleet management market is constantly evolving, and the richness of telemat-
ics data has provided insights that previously were difficult to obtain or riddled with 
inaccuracies. Telematics enables more accurate odometer readings, very precise 
vehicle positional information, and the ability to determine how the vehicle is oper-
ated. Drivers who have a propensity to speed are now easily identified in addition to 
those who tend to start and idle their vehicles for an excessive amount of time (each 
hour of idling consumes about one gallon of fuel). This information can be used to 
help customers slow down their fleet, which improves fuel economy. In other cases, 
customers have provided their insurance companies with details about their fleet’s 
performance to negotiate lower rates. Another area where geospatial information 
has helped reduce costs is for customers who operate Department of Transportation 
(DOT)- compliant vehicles. Customers who operate a DOT vehicle on a federal 
highway are required to pay a tax for the distance traveled. Typically, customers 
take a conservative approach and overpay. However, if the asset has telematics capa-
bilities, customers can be assured they pay only for the exact distance traveled.

Similar to the DOT use case, drivers who operate a company vehicle and are 
allowed to use it for personal use must declare their personal mileage as a fringe 
benefit to the IRS. The process of recording business and personal mileage is tedious 
and error prone. To streamline the process, automatic recording for vehicles 
equipped with telematics was recently introduced. By geocoding the driver’s home 
and office, the system can distinguish business trips from personal use. Drivers can 
now simply skim and verify the information before it is posted to their tax depart-
ment instead of manually keeping detailed driving logs.

�Aligning Fleet Management Strategy with Analytics: The ARI 
Case Study

ARI is the largest privately held family-owned fleet management company in the 
world. It provides an array of products and services specifically designed to control 
and reduce its customers’ fleet expense, increase the fleet’s availability, and allow 
the fleet to be operated in a safe and effective manner. Over 1.4 million vehicles are 
managed by ARI across the globe with large concentrations in North America and 
Europe. Focusing on complex vocational fleets is a key component of ARI’s strat-
egy. ARI provides a full range of services including acquisition, supply chain man-
agement, maintenance, telematics, licensing and compliance, fuel management, 
accident claims and subrogation, driver safety, and vehicle remarketing. Each of 
these services generates volumes of information; this is collected, collated, and ana-
lyzed to understand their underlying factors and provide recommendations for con-
tinual cost reductions and improvements in efficiency.
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The fleet management lifecycle illustrated in Fig.  4.1 consists of numerous 
processes and decisions to control the asset’s cost and ensure its reliability catego-
rized into several major subject areas: acquisition, supply chain management, com-
pliance, fuel management, maintenance management, risk management, and 
remarketing. The acquisition and supply chain phases entail aligning the customer’s 
current and future needs with the best options based on the manufacturer’s avail-
ability. ARI uses status feeds from its vendor network to continuously monitor the 
assets as they are built to ensure timely delivery and to take proactive measures if 
disruptions in the supply chain are detected.

Once the asset is built, delivered, and put into service, ARI provides various 
operational services including fuel, maintenance, and risk management. ARI 
receives electronic feeds from its fuel vendors for each transaction that occurs. The 
data are very granular and include the type of fuel purchased (diesel, premium 
unleaded, regular unleaded, etc.), the gallons/liters purchased, the cost per unit, and 
the total cost for the transaction. Analytics are used for both audits and cost control 
to identify anomalies (pilferage) and areas of opportunities (the best station to use 
based on proximity and price). Maintenance management is aimed at maximizing 
the asset’s uptime/availability through preventive maintenance and negotiations 
about repair costs. By using historical repair information combined with vehicle 
sensor data (IoT) to predict future failures, the appropriate proactive correction can 
be determined to minimize major component failures.

Risk management consists of an array of services aimed at improving driver safety. 
Data collected from motor vehicle reports and IoT sensor information are combined 
with empirical data captured from fuel and maintenance transactions to form a com-
prehensive picture of how the driver operates the asset (speeding, aggressive behavior, 
consistently late for preventative maintenance service, etc.). Analytics promote this 
service through personalized recommendations based on enriched data and enhanced 

Fig. 4.1  Vehicle life cycle management
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statistical analyses. Fleet management companies can intercede and assign specific 
driver safety modules and courses that are relevant to the driver’s propensities (to 
speed, drive aggressively, etc.) with the objective of changing driver behavior before 
an issue or accident occurs. Such proactive actions lead to safer driver behavior and 
longer-term cost savings. The Red Hawk Fire & Security LLC use case described 
later in this article is an example of this aspect of fleet management.

Once the asset has reached its economic breakeven point, the inflection point 
where it costs more to maintain the vehicle than it is worth, ARI’s remarketing ser-
vice begins the process of selling the unit via upstream and downstream options in 
the timeliest manner for the best margin. Upstream opportunities include selling the 
asset to the driver or making it available for purchase by other employees of the 
customer. This method typically yields the quickest results and is seen as a perk for 
the customer’s employees. Downstream methods include consignment sales, 
BuyDirect – a program where ARI purchases the vehicles and assumes the resale 
risk – and selling the asset through physical and virtual auctions. Information from 
multiple auction sources is analyzed in real time to determine the optimal time, 
price, and location to sell each asset. ARI sells over 80,000 assets annually. It can 
quickly provide its subject matter experts with insights into market demand in an 
easily consumable manner to maximize value for its customers.

ARI’s telematics strategy depicted in Fig. 4.3 is squarely focused on obtaining 
and leveraging information from devices. As such, its approach is to remain device 
and vendor agnostic. Data integration is a critical component of this strategy. Over 
the last few years, ARI has preintegrated itself with over 20 telematics vendors 
and has made significant capital investments in its analytic capabilities. 
Understanding that many of ARI’s customers operate in diverse geographical 
areas, customers may need more than one telematics vendor to cover their terri-
tory. ARI’s vendor agnostic approach has allowed the company to integrate, col-
late, and analyze data from disparate telematics vendors. Previously, customers 
using multiple providers would log in to each vendor’s site, download the appli-
cable data, and stitch the analyses together themselves. Certain fleet customers 
may use multiple telematics vendors due to the composition of their fleet (cars, 
light duty trucks, heavy duty trucks, equipment, etc.), geographical challenges, or 
simply because they are required to use multiple vendors instead of single sourc-
ing. The agnostic strategy removes the customers’ multi-vendor integration con-
cerns and processes, provides a single system for all of their telematics data, and 
emphasizes deriving value from information instead of the complexities of obtain-
ing and managing it.

Recent estimates project that the global telematics market will grow exponen-
tially and anticipate that approximately 105 million new cars will have some form 
of connectivity by 2025. Companies looking to improve efficiencies and introduce 
a comprehensive driver safety program are investing in telematics. The granular and 
near real-time data can create opportunities for pay-as-you-play types of insurance 
programs, rewarding safe drivers and companies with lower premiums. Positional 
information garnered from the vehicle’s telematics device can help the logistics 
process tremendously by providing live updates of the asset’s location with 
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intelligent routing to avoid congestion and areas prone to accidents. As the technol-
ogy continues to mature and become further integrated, two-way capabilities will 
begin to emerge. However, this level of sophistication will likely be reserved for the 
manufacturer. A recent example is Tesla’s over-the-air reprogramming of select 
vehicles in the path of Hurricane Irma. Tesla’s software update extended the bat-
tery’s capacity, allowing its customers greater driving range to avoid and escape 
Irma’s path, all without the need to visit a service facility (Fig. 4.2).

As mentioned previously, the potential for telematics is better unleashed when 
combined with key performance indicators related to maintenance, fuel, and driver 
performance. The appropriate key performance indicators are determined during a 
discovery phase with customers to understand their business needs and the items 
most relevant to them. Delivering key performance indicators in the proper context 
is an important part of the process if the information is to be actionable. As an 
example, if the customer is a CFO, his/her needs will focus on fiscal analysis and 
actual-to-budget items as opposed to a fleet manager whose key performance indi-
cators will relate to maximizing operational performance. ARI provides recom-
mended pre-built dashboards based on customer preferences, which can be further 
tailored to match their specific requirements. ARI’s experience aligning its services 
with analytics is documented below.

�Aligning Maintenance and Vendor Management Strategy 
with Analytics

ARI’s maintenance management program consists of multiple call centers with auto-
motive service excellence (ASE)-certified technicians who interact with vendors to 
manage asset repairs on behalf of its customers. Knowing which components need 
replacing and obtaining the best price for the part and labor has traditionally been 

Fig. 4.2  Telematics framework: IoT in fleet management at ARI
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learned through experience. Decisions relating to repair vs. replace, which vendor 
the driver should be referred to, and if the issue is under the manufacturer’s warranty 
all need to be made accurately and efficiently in an environment where time is of 
the essence. A new system called VMS (vendor management system) has recently 
been created to reduce the number of inbound calls into the call center and increase 
the overall customer and vendor service experience. Vendors can request the recom-
mended repairs via a new website that is based on an advanced rule-based engine. 
Under the cover are advanced analytics that use an array of information to determine 
if the repair is needed, if the cost is within acceptable tolerances based on previous 
repairs and location, and if the repair needs to be handled by an ARI technician.

Maximizing asset uptime and ensuring that the fleet is available are critical for 
ARI’s customers. By leveraging predictive algorithms to determine potential com-
ponent failures, ARI can proactively address these issues while the vehicle is being 
serviced for routine maintenance, thus minimizing catastrophic repairs and avoid-
ing roadside trouble calls. As Fig. 4.4 illustrates, algorithms compute the likelihood 
of failure using historical maintenance data combined with vehicle sensor informa-
tion supplied via telematics devices, odometer predictions, and driving patterns. In 
Fig. 4.3, the top three component expense categories (tires, engine, transmission, 
etc.) are categorized by manufacturer, cost, and occurrences to highlight potential 
patterns. The software allows the user to drill through the aggregate data into the 
details and to change the dimensions and measures as new questions arise.

To further maximize asset uptime, telematics data are now used to determine 
when a vehicle is repaired and back in service. Historically, the only method for 
learning whether a vendor was finished repairing an asset was to call them within a 
predetermined timeframe. Requiring vendors to notify ARI has proved to be a futile 
effort. ARI’s vendors are geocoded, meaning their longitude and latitude are 
recorded in their system. When a vehicle initially goes to a vendor, a geofence is 

Fig. 4.3  Key performance indicators in maintenance analytics
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constructed by matching the asset’s position to the vendor’s location. Once the asset 
is repaired and the driver is back on the road, the geofence is broken, and ARI’s 
system is automatically notified that the asset is back in service – completely negat-
ing the need for any phone calls.

Proper vendor management is necessary to ensure that ARI’s customers receive 
the best service at the best price. ARI’s vendor management team relies on vendor 
analytics to determine which vendors are performing well and which ones need 
some guidance and/or counseling. The team is armed with information to identify 
vendors with repair prices that frequently fall outside the norm and also details ven-
dors who receive poor ratings from ARI’s call center technicians, driver/customer 
feedback, and scores from the VMS system’s vendor performance algorithms. The 
vendor management team is very transparent with the data and uses the information 
during conversations to show the vendors how they are performing and compares 
and contrasts them to other similar maintenance vendors within a specific proximity 
using geospatial capabilities. Vendors can easily ascertain if their prices are in line 
with their competition. If they are not and are unwilling to negotiate lower rates, 
ARI will typically steer future work to another vendor.

Vendor scorecards that measure performance, cost to value, customer service 
experience, and first-time resolution are key components of ARI’s customer facing 
insight system. Fleet managers can quickly and easily determine which vendors are 
performing per expectations and which ones are the outliers. ARI frequently reviews 
vendor performance with each vendor to ensure they understand expectations and 
are meeting objectives. Figure 4.4 presents an example of a vendor analysis that 
identifies specific repairs by highest cost. This information is reviewed during ven-
dor relationship meetings to ensure that the repair facilities provide a fair and com-
petitive price relative to their geographical footprint.

Fig. 4.4  Vendor management analytics
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�Aligning Fuel Management Strategy with Analytics

After the asset’s monthly depreciation, fuel is the largest expense. Given that it is a 
variable cost, its volatility can lead to budgeting challenges. Fleets that utilize fuel 
cards benefit from tighter fuel controls via detailed transactional information. As 
Fig. 4.5 depicts, this information is analyzed for anomalies, fraud, and cost-saving 
opportunities. The key performance indicators in Fig. 4.6 can be customized based 
on each customer’s objectives. As an example, this particular customer has chosen to 
be alerted if any vehicle purchases more fuel than it can store (tank violations). This 
alert can indicate possible pilferage. Another key performance indicator on the cus-
tomer’s dashboard identifies the percentage of assets with a company fuel card. If the 
asset lacks a fuel card, its transactions cannot be measured. Finally, the customer is 
also concerned with fuel economy and carbon dioxide outputs, which have an inverse 
relationship. As the fuel economy increases, the asset’s carbon footprint decreases.

As an example, fleet managers typically look for assets that have had multiple 
fuel transactions in a single day, transactions where the gallons purchased exceed 
the asset’s capacity, drivers purchasing unwarranted premium fuel, and transactions 
on a consecutive Friday and Monday, indicating the asset was used during the week-
end (unauthorized use). Finally, as Fig. 4.6 demonstrates, by combining the data 
about daily fuel rates from suppliers with the fleet’s geospatial footprint, drivers can 
be steered toward the lowest fuel provider or station based on their needs.

Additional auditing controls on assets with telematics devices can be brought to 
bear for both maintenance and fuel transactions. As an example, when a fuel trans-
action is sent to ARI, it is assumed the transaction was for the company vehicle. 
However, how would the company know if the driver decided to use the company 
fuel card to fuel his/her spouse’s vehicle? If the vehicle is equipped with telematics, 

Fig. 4.5  Key performance indicators in fuel management analytics
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ARI can easily and accurately determine if the company vehicle was physically at 
the gas station when the transaction was authorized by comparing the asset’s geolo-
cation to that of the vendor. If a disparity is identified, the company can investigate 
whether a fraudulent transaction transpired to avoid future losses.

�Aligning Operator Performance with Analytics

Determining how the driver is operating the asset is vital to cost control and its 
effective and safe use. ARI’s driver safety program collates information from a vari-
ety of sources to understand the driver and his/her propensities. Motor vehicle 
records are analyzed in conjunction with maintenance and fuel use, driving patterns 
(hard stops, turns, speeding, etc.), and accident information to determine and rate 
the driver’s performance. Based on the algorithms, specific driver training modules 
are assigned to educate and change behavior before an incident occurs.

ARI provides its customers’ drivers with a mobile application that can be used to 
locate the most cost-effective fueling station and repair facility within a specified 
proximity based on type of fuel (unleaded, diesel, LPG, etc.) and type of repair 
required (oil change, alignment, major component failure, etc.), and identifies the 
preferred vendor(s) based on key performance indicators related to quality of work, 
customer service experience, and cost to value. The application is a pull method, 
meaning, the drivers need to log in to the mobile application to request information. 
This action was chosen instead of a push/text method to avoid the possibility of 
distracted driving. Thus, aligning operator operations with analytics promotes the 
cost-effectiveness of fleet operations.

Fig. 4.6  Fuel price analytics management strategy
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�Use Case Example: Red Hawk Fire & Security LLC

Red Hawk Fire & Security LLC is an existing ARI customer that operates a fleet in 
excess of 800 trucks in the USA in support of their fire and security products. In 
2013 their expenses from preventable accidents were a staggering $1.5 million. ARI 
was consulted (SiliconAngle, 2017) and, working together with Red Hawk, devised 
a multistep process to first understand the contributing factors and then implement 
technology to monitor, manage, and reduce their accident expense. Telematics 
devices were installed on their fleet. By leveraging their information and combining 
it with motor vehicle reports, ARI was able to identify high-risk drivers, who were 
required to take specific driver training courses to change their behavior. As a result, 
Red Hawk’s accident expenses were reduced from $1.5 million in 2013 to $350 K 
in 2015 and as of 2016 dropped to $250 K.

�Future Trends: Advanced Analytics Technology at ARI

ARI invests heavily in its analytic capabilities, investing about 25 percent of its 
operating budget in systems and technology. The fleet management market is 
unique. Off-the-shelf software packages are typically not available, so systems 
need to be custom designed to provide the capabilities required to tackle difficult 
business problems while providing a competitive advantage. Five years ago, ARI 
began investing in a new state-of-the-art analytic foundation in order to capitalize 
on its strategy. Major capital investments were made across the board with signifi-
cant acquisitions of SAP, Oracle, and EMC technology. As Fig. 4.7 demonstrates, 
SAP HANA, an in-memory database platform, was chosen as the analytic founda-
tion. HANA’s remarkable speed was one of the main decision points. As data vol-
umes increased and became more verbose, ARI wanted to ensure that the user 
experience would not be affected. Reports and analyses that used to take minutes 
or hours, and in some cases never returned a result, now consistently run in milli-
seconds. Speed is a powerful catalyst for innovation  – it removes barriers and 
enables creativity.

Moving beyond the foundational aspects, ARI wanted to ensure that data ana-
lytics was pervasive throughout the organization – its full potential would not be 
realized if it remained an IT capability. To that end, it utilized SAP Web Intelligence 
for reporting and analysis and Lumira for visual exploration. To further leverage the 
investment, ARI’s. NET development group has begun creating new applications 
directly on HANA.  Using this multipronged approach, a culture of data-driven 
decisions is leading to innovative new products and services and improved cus-
tomer service.

ARI’s analytic roadmap is full of challenges and opportunities and is centered on 
extending its HANA investment. Sentiment analysis, enhanced statistical capabili-
ties with “R” and HANA’s PAL (predictive analytic library), and embedded geospa-
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tial capabilities are but a few of the items that the team will be exploiting over the 
next 12 months.

In addition to the enhanced analytic capabilities, ARI is also exploring the conver-
gence of its transactional and analytic platforms into HANA.  Previously, system 
architecture’s best practices consisted of separating transactional and reporting and 
analytic databases. However, HANA’s unique design now allows these disparate sys-
tems to be combined into a single platform. The result is a simplified architecture that 
removes data latency (the time it takes to transfer data from the transactional to the 
reporting database) and reduces the overall data footprint, thereby lowering the oper-
ating costs.

SAP is a strategic vendor of ARI providing insightful guidance in terms of tech-
nology market trends and helping to establish relationships with other customers in 
the automotive space where best practices are discussed and shared. ARI frequently 
provides key input at SAP events and conferences (Powell, 2017), detailing the 
alignment of technology and strategy to solve complex business challenges. These 
opportunities provide a conduit to a larger market using SAP’s connections. They 
produce positive results for SAP and ARI.

�Bridging the Gap Between Theory and Practice

Addressing the challenges and opportunities inherent in fleet management can best 
be accomplished by creating a forum or round table of industry representatives and 
academics to create an awareness of the issues at hand. Both traditional and nontra-
ditional solutions provided by academia would be invaluable to the fleet manage-
ment community. Fleet management is at an inflection point where margins are 
being challenged, and differentiation between competitors is becoming blurred. 
Having an outside view and incorporating nontraditional perspectives into the fleet 
business is a healthy exercise and should be leveraged to provide opportunities 
where tunnel vision has set in. Leading companies in the fleet management industry 

Fig. 4.7  Advanced technology analytics overview at ARI
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such as ARI could take the lead in organizing and hosting such a forum for educa-
tors to give them an inside look into the business to determine where opportunities 
exist and efforts are best placed. The key is to build advocates within the business 
community. Once the value is recognized, the requests for better alignment with 
academia will grow organically.

Another area that needs to be addressed is how best to prepare students to address 
current business problems in the fleet management industry. We believe that stu-
dents can be better prepared to handle complex business problems through hands-
on, real-life exposure. Internship programs such as Drexel University’s co-op 
program are an excellent method to expose students to the challenges facing local 
businesses and give them experiences beyond the classroom environment. Another 
suggestion is embedding elements of the fleet management business into the stu-
dents’ curriculum through programs such as business analytics. On-campus presen-
tations are also another excellent method to provide awareness about fleet 
management to students. These presentations can be broad based or more specific to 
the business and the students’ area of interest (supply chain, analytics, marketing, 
etc.). Finally, offering business problem-solving and consulting courses to students 
in which fleet companies provide real data and seek solutions is another proven way 
to prepare students for the business.

�Steps to Implement a Telematics and Analytics Strategy

Implementing an analytics strategy, whether for telematics or any other type of 
product or service, starts with a business need. Businesses should begin with action-
able questions that need to be investigated to improve efficiencies, increase cus-
tomer retention rates, reduce costs, identify and create new revenue streams, and 
enhance products and services. Strategies that begin with technology and then try to 
find business problems to solve are destined to fail. All successful projects need 
advocates, and analytic projects are no exception. Advocates will help sell the value 
and demonstrate the impact to other business leaders in contexts and forums to 
which IT might not have access. The key is to have the business drive the need and 
sell the value to build momentum. If information technology is pushing the project 
and/or if IT is working in a silo, the chances for failure are exponentially raised.

Once the advocate(s) and business problems and questions have been identified 
and agreed to, a clear and measurable understanding of success should be estab-
lished and shared with the team. Initial steps should be small. Large challenges 
should not be confronted until incremental success stories are created. Such stories 
will be needed to counter resistance.

At this stage, attention should turn inward to determine the underlying data 
requirements, how the information will be shared (reports, visual analysis, inte-
grated into existing transactional systems, etc.), the data’s quality, the necessary 
human resources with the appropriate skillset to ensure success (architects, statisti-
cians, data modelers, etc.), and the proper controls to implement related to data 
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privacy and security and its ecosystem (creation, use, storage, and destruction). It is 
critical to review these items in depth and to look at their costs and dependencies 
from a holistic perspective. Otherwise, tactical solutions will have a tendency to 
emerge instead of a strategic approach.

�Conclusion: Enabling Effective Fleet Management Strategies 
with Analytics

As described in this paper, advanced analytics (TDWI, 2014) plays an important 
role in fleet management solutions and makes numerous insights possible (Network 
Fleet, 2015):

	1.	 Predictive analytics – Usage of historic and current information to calculate the 
likelihood and probability of events such as speeding tickets.

	2.	 Prescriptive analytics  – Details specific output based on inputs. An example 
would be a driver receiving a warning that he or she was about to go beyond a set 
number of speeding violations.

	3.	 Geospatial analytics – Usage of spatial data to analyze events such as fleet loca-
tion tracking.

	4.	 Operational intelligence – Enhancing fleet operations by continuously analyzing 
real-time data leading to operational efficiency.

Like other types of risk assessment programs, the usage of analytics to derive 
insights requires commitment from all parts of the organization. As Fig. 4.8 illus-
trates, the most successful users are organizations that involve all departments 
including operations, finance, marketing, safety, HR, and IT in the process at an 
early stage. One reason previous predictive analytics projects have failed in the past 
is due to lack of alignment and enterprise-wide adoption (Automotive Fleet, 2015a).

In order for analytics to reach its full potential and become pervasive within an 
organization, it needs to have the appropriate presence so that no one line-of-business 
steers its direction. Our experience reflects an analytics discipline that typically 
begins in IT but quickly grows beyond its borders once advocates from other lines-
of-business surface and early achievements demonstrate its value. Experience has 
shown that a federated organizational approach involving building relationships 
with key stakeholders is more effective than a centralized service where requests for 
analyses are performed by one group, typically in IT. A federated approach (hub and 
spoke) has the added advantage of empowering all departments, highlighting best 
practices and techniques, and removing the typical funnel effect associated with 
centralized services that can greatly impede the business’s ability to scale.

Identifying and hiring the right analytics talent is by far the most challenging 
aspect of instilling an analytic discipline within an organization. ARI has taken a 
two-pronged approach to hiring and developing talent in this space. First, current 
employees who have the right mix of desire, aptitude, business acumen, and IT 
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capability are actively recruited. Using a combination of in-house educational ser-
vices and third-party training, these employees’ skills are enhanced to maximize 
their performance. The second path ARI has taken is to align itself with universities 
in the Philadelphia tristate area. Drexel University was chosen as the primary school 
due to their well-respected analytics program, their proximity to ARI, Drexel’s 
co-op program, and overall support from multiple Drexel alumni at ARI.

�Top Mistakes to Avoid When Gathering Data

Here are some mistakes to avoid in data gathering (Automotive Fleet, 2015b) for 
fleet analytics:

•	 Not differentiating between fleet vehicles – Fleet vehicles are not uniform. They 
have their own requirements that need to be considered.

•	 Focusing on the wrong issues – The business proposition has to be proven before 
using data and analytics.

•	 Using an incorrect sample size – Ensuring that the sample size is large enough 
helps avoid problems.

•	 Using questionable data – The importance of checks on the data quality is critical 
to model development.

Fig. 4.8  Organizational 
alignment framework and 
role of analytics
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�Top Mistakes to Avoid When Analyzing Data

•	 Becoming overwhelmed by voluminous data
•	 Using incomplete data in analysis
•	 Focusing too much on numbers without understanding their origin
•	 Not paying attention to outliers and anomalies
•	 Ignoring industry benchmarks in performance
•	 Not understanding all of the variables and drawing incorrect insights and 

conclusions
•	 Not considering enterprise-wide solutions and opportunities

Understanding the business challenge and value proposition and then collecting 
data to input into models that solve a real-world problem is critical to success.
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Chapter 5
Aligning Data Analytics and Supply Chain 
Strategy in the Biopharmaceutical Industry

Mark Holder, Amit Devpura, Anthony Lee, and Suresh Chandran

Abstract  Much has been written recently about the important role that data and 
analytics will play in improving productivity and profitability of companies in the 
biopharmaceutical industry. Data analytics will be a source for value creation and 
sustained competitive advantage for companies as new technologies like the 
Internet of Things and digitization of supply chain play a role in transitioning this 
industry into a more customer-centric model. This paper provides an overview of 
the status of the pharmaceutical industry and role that data analytics plays in supply 
chain management. The objective of this paper is to provide a use case example of 
implementation of a supply chain blueprint model including specifics of technol-
ogy platforms, planning and optimization tools, and value stream mapping that 
have enabled tremendous cost savings at AstraZeneca. Lessons learned from expe-
rience with consulting to other companies in the biopharmaceutical space in the 
area of data analytics and strategy are outlined. The importance of fostering a two-
way dialogue between members of the business community and educators and 
introducing new programs like the future leaders program and Supply Chain Boards 
in bridging the gap between theory and practice through meaningful partnerships is 
also discussed.
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�Introduction

Big data is unique because of the volume generated, variety of data types (including 
texts, pictures, videos), and the high velocity of data processing, which today is both 
widely available and much less expensive to access and store (McAfee & 
Brynjolfsson, 2012). Big data is more than a buzzword; it is a competitive resource 
with significant implications to company strategy and alignment with the 
stakeholder-based view of the firm. Big data are being used to transform industries 
with better decision-making capabilities that allow for improved profitability 
(Mayer-Schönberger & Cukier, 2013). Based on their large-scale study, McAfee 
and Brynjolfsson (2012) note that companies which characterized themselves as 
data-driven were more productive and more profitable than their competitors. In the 
pharmaceutical industry, applications of big data are transforming all aspects from 
drug discovery to development to marketing (Copping & Li, 2016).

Big data have the potential to revolutionize supply chain dynamics. To make the 
most of the big data revolution, supply chain leaders need to understand and embrace 
data science and implications for supply chain decision-making (Waller & Fawcett, 
2013). Specifically from a supply chain strategy perspective, data science can be 
applied in qualitative and quantitative ways to solve problems in supply chain as 
well as be used as a predictive tool in strategically improving company performance 
and providing sustained competitive advantage. The objective of this paper is to 
seek to understand how best to align supply chain strategy and data analytics for 
value creation in the biopharmaceutical industry. A review of the present status of 
the industry and the important role that data analytics is expected to play in supply 
chain strategy is outlined. The experience with consulting to companies in the phar-
maceutical industry and lessons learned in linking data analytics to supply chain 
strategy is reviewed. The evolution and development of the supply chain blueprint 
and importance of data analytics are detailed in a case study of AstraZeneca, a 
global biopharmaceutical company. The role that people, process, and technology 
play to enable operational cost savings in supply chain at AstraZeneca is reviewed. 
We also look at how best to bridge the gap between theory and practice as we look 
at emerging trends in linking supply chain strategy to data analytics.

�Background

AstraZeneca is a global, science-led biopharmaceutical company operating in a 
variety of therapeutic areas (oncology, respiratory, neuroscience, cardiovascular, 
etc.) and developing medicines that are used by millions of patients worldwide 
(AstraZeneca, 2017).

Biopharmaceutical companies produce medicines that have biological basis. 
Thus biopharmaceutical companies use living organisms like bacteria, yeast, etc. to 
manufacture medicines as opposed to chemical synthesis that pharmaceutical com-
panies use.
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Biopharmaceutical companies are a rapidly growing subset of the pharmaceutical 
industry and make up about 20% of the pharmaceutical market (Otto, Santagostino, 
& Schrader, 2014). The $967 billion global pharmaceutical industry (Statista, 2017) 
has been experiencing an increase in the volume, variety, and velocity of informa-
tion as every aspect of the value chain in this industry has undergone examina-
tion for cost and efficiency even as patient expectations are changing. This industry 
which has been struggling with growth and operational efficiency is transitioning 
to a more consumer-centric industry. In the USA, pharmaceutical companies, insur-
ance companies, and hospitals are in the midst of consolidation to enable value 
(rather than volume)-based outcomes that call for lowering prices, streamlining for 
operational efficiency and convenience. This industry is increasingly recognizing 
the importance of linking data and analytics to business strategy for value creation 
(Mentesana, Rotz, Strang, & Swanick, 2017).

The emergence of business analytics as a critical business tool for value creation 
and competitive advantage is due to the widespread use of digital technologies 
(Chen, Chiang, & Storey, 2012). Digital is transforming the world of business, and 
the pharmaceutical industry is no exception. While big data deals with the ability to 
process data that has velocity, variety, and volume, business analytics refers to using 
mathematical, statistical, and optimization techniques for deriving insight 
(Accenture, 2014) to enable organizations make better business decisions 
(Muhtaroglu, Demir, Obali, & Girgin, 2013).

Supply chain for the pharmaceutical industry involves all value-added activities 
needed to manufacture the product to be delivered to the marketplace (whether to 
the hospital, pharmacy, or patient). Traditionally the supply chain of pharmaceutical 
companies has been complex and not very cost-effective. In the era of blockbuster 
drugs, the supply chain problems were not as serious, but in today’s competitive envi-
ronment with patent expirations denting revenues and move toward outcome-based 
thresholds, this area needs a serious relook. There are numerous forces reshaping 
the pharmaceutical environment: diversity in products and processing technologies, 
shorter product lifecycles, ability to scale up and down rapidly, growing importance 
of emerging markets, environmental regulations, greater need for risk management, 
etc. which calls for radically changing supply chain operations (PWC, 2017).

While traditional supply chain planning systems have focused on day-to-day 
operations and have limited analytical (modeling and forecasting) capabilities, 
advanced analytical systems using mathematical, statistical, optimization, and visu-
alization tools have predictive capabilities thereby allowing for real-time insights and 
a proactive response to optimize supply chain decisions (SAS 2010). The pharma-
ceutical industry is aggressively looking to implement new technologies and con-
cepts like Internet of Things (IoT), digital supply chain, and Supply Chain 4.0, 
particularly in logistics and supply chain management (Wamba, Akter, Edwards, 
Chopin, & Gnanzou, 2015), to improve operational efficiencies while meeting patient 
needs better. The value of analytics in logistics and supply chain operations is to 
improve the visibility, flexibility, and integration of global supply chains in terms of 
sourcing and logistics (Genpact, 2014), inventory management, handling cost fluc-
tuations, and demand planning (Wang, Gunasekaran, Ngai, & Papadopoulos, 2016).
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�Aligning Business Strategy and Analytics

There are three key advancements in the use of big data that have helped industries 
capture value using data and analytics:

•	 The invention, proliferating adoption, and ease of use of the Internet
•	 Continued rapid cost reduction of computing processing and storage products
•	 Exponential technologies and computing power improvements

These advancements have led to an explosion in data generation and in a lot of 
cases an analytics gap as relates to strategy. The issues related to aligning strategy 
and analytics depend not only on business process and integration but also on where 
each business is along the spectrum in the adoption and application of information 
technology in the big data world today.

�Lessons Learned from Consulting in the Pharmaceutical 
Industry

Some examples of lessons learned (Lee, 2016) from consulting to companies in the 
pharmaceutical industry on linking analytics and strategy are outlined below:

	1.	 Importance of developing realistic trends – This was proved for a global pharma-
ceutical company’s subsidiary operating in a developing country where regula-
tory and government policy changes derailed the old methodology affecting 
budgets and projections. Analytics helped quickly reset issues in the supply chain 
area by developing realistic projections in the new (changed) environment.

	2.	 Improving forecast accuracies in the supply chain  – Analytics was used to 
improve forecasting accuracies by 30–50% in a US-based pharmaceutical com-
pany’s supply chain. Previous forecasts were hampered by a lack of focus and 
scope in aligning business strategy and analytics because individual departments 
viewed certain key metrics as irrelevant to them. The solution implemented 
called for commercial strategies to be implemented with monthly regional 
demand planning through integrated processes, analytical tools, and cross-
department accountabilities. Having key business leaders actively involved in 
the process and the importance of organizational structure and communication 
were highlighted during this experience.

Value of a holistic approach to implementation of a fact-based analytics strat-
egy – This was highlighted for a US-based pharmaceutical company during imple-
mentation of best practice solutions that used analytics to meet strategy, goals, and 
objectives. The importance of cross-functional interactions (rather than working in 
isolated silos) and communication to implement planning processes for value cre-
ation was evident during this exercise. As shown in Fig. 5.1, forecasting errors over 
a 10-year period for this company were reduced to 2% (from 20% previously), and 
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the company climbed to 2nd place (from 6th place) in industry rankings by imple-
mentation and execution of a fact-based analytics-driven strategy. Getting various 
functional areas like finance, commercial, and supply chain and operations to work 
together and align with company strategy was key to progress.

Previously, it was not uncommon for pharmaceutical companies to custom design 
and build in-house systems so that the right kind of data could be captured to develop 
insightful analytics and improve forecast accuracies so as to inform product man-
agement teams of opportunities and challenges. Today’s software offerings address 
those gaps and add more capabilities. What was limited to, say, a single-country and 
offline application in the past can now be implemented across multi-countries enter-
prise and in real-time online. In addition, technologies such as business intelligence 
tools are also helping to close the analytics gap. These tools bypass the IT chasm 
and shorten the “distance” between the decision-makers and data while being able 
to surface information and analytics in much shorter time or in real time.

The key to success in practical implementation of data and analytics calls for 
using the right tools. During one implementation (Lee, 2016), Excel was selected to 
perform and integrate the analytics across a handful of entities. Conceptually, the 
logic and integration in the monthly process were straightforward. However, opera-
tionally, the time pressure and volume of disparate data involved became very cum-
bersome and eventually overwhelmed the analyst and led to resistance for a 
follow-up improvement project. Having the right tools that can easily and quickly 
accomplish otherwise cumbersome and mundane work can garner more support for 

Fig. 5.1  Result of execution of analytics-based strategy
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successful practical implementation. Software vendors also seem to have evolved 
into two camps – ones that start from scratch and develop advanced data mining 
capabilities in the software’s foundation versus more established software vendors 
that still maintain traditional data management technologies but dress it up with a 
flexible user interface. The former group is more agile and holds promise in capa-
bilities to extract newer insights.

Another area that is key to success in practical implementation of data analytics 
relates to gaining senior level support (Lee, 2016). While bottom-up on-the-ground 
support is important, top-down organizational support is key to success. Ultimately, 
people make the final planning decisions based on perspectives gained from their 
work experience. And while analytics could help to minimize the influence of biases 
in decision-making, real adherence to that desired practice depends on how directly 
and strongly senior management articulates and enforces the process and practice. 
The 10-year experiment, outlined in Fig. 5.1, occurred during a period when that orga-
nization’s senior leadership strongly believed and articulated the use of a fact-based 
analytics practice for strategy development and implementation. Experience elsewhere 
where there is weaker senior management interest and/or support in the analytics-based 
decision-making practice seems to correlate with less stellar business performance.

This experience from consulting in the pharmaceutical industry and those out-
lined in surveys (Accenture, 2014) suggest that overall success comes from having 
an enterprise-wide strategy that uses data to drive business value. Embedding ana-
lytics in the day-to-day supply chain and operationalizing it rather than using ana-
lytics on an ad hoc basis are key to operational success. Another interesting finding 
is that as the three Vs of data – volume, variety, and velocity – keep increasing along 
with the complexity in supply chain, there is a feeling among supply chain leaders 
that their investment in analytics is not up to the mark and more investment in ana-
lytics is needed (Gartner, 2017). The reality, however, is that 50% of existing supply 
chain planning solutions in these organizations are not being utilized because these 
companies have not reached the higher levels of maturity required for more advanced 
analytics to be deployed (Gartner, 2017). These organizations need very basic levels 
of foundational capabilities like reports, dashboards, scenario, and statistical analy-
sis tools in their toolbox for implementing requisite solutions. It is very important 
that these organizations look at the problem to be solved and business value that can 
be created by deploying supply chain analytics whether for managing production, 
operations, inventory, demand, or forecasting.

�Case Study of Aligning Supply Chain Strategy with Data 
Analytics: AstraZeneca

AstraZeneca is a global, science-led biopharmaceutical company that develops 
innovative life-changing medicines. The scientific and data-driven approach is in 
full display across different functions across the company including supply chain. 
The evolution of supply chain (SC) and the use of analytics at AstraZeneca have 
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been a journey. Significant progress has been made over the years, by thoughtfully 
evaluating the level of maturity and then implementing the right analytical tech-
nique to best support decision-making. Starting with simple and crude brute-force 
methods, the company has matured into using sophisticated data science for SC.

Data and analytics is used in various aspects of supply chain management, of 
which we are going to highlight a few vis-à-vis, developing the supply chain blueprint 
(SCBP), the way the company does it long range capacity planning, determines the 
right inventory levels, and its quest to improve velocity while decreasing variability.

The process of utilizing and developing a SCBP has to be underpinned by three 
key areas, people, process, and technology, as shown in Fig.  5.2. The people 
approach is an organizational structure and focuses on supply chain excellence 
matched with the capabilities to execute the SCBP strategies. Process means glob-
ally aligned and governed processes that are standardized and followed. Technology 
works as an enabler and needs to be a technology platform sufficiently developed 
and robust in capability that enables and supports the access of critical business data 
and analytics needed for supply chain excellence. On the people and process side, 
new roles were created; responsibilities, streamlines, and interactions formalized; 
and expectations clarified. On the technical side, technology platforms in modern 
supply chains serve an important enabling function. Without an end-to-end enter-
prise resource planning system implemented in conjunction with standardized pro-
cess, most supply chains would be very difficult to coordinate and execute. These 
systems are enablers of key supply chain processes and allow resources and assets 
to be efficiently utilized while alerting supply chain planners to potential problems 
with their plans or schedules. Over the past 3 years, AstraZeneca has made a very 
large investment in upgrading and aligning all of their SAP implementations within 
AstraZeneca to be on a common platform to drive standardization of their supply 
planning and demand planning processes and provide system-wide visibility to 
inventory, capacity outlook, and key planning parameters. This upgrade also 
includes a global roll out of an APO (advanced planning and optimization) tool. 
Without this investment and the visibility it now provides, achieving much lasting 
change would be very challenging. This technology upgrade in conjunction with the 
value stream mapping (VSM), a LEAN process, and implementation of the SCBP 
has enabled tremendous savings in their supply chains. The key outcomes measured 
are inventory level reductions, improved total lead time, reduced stockouts, and 
improved risk management, reporting to show the benefits.

People

Process

Technology

Value Stream Mapping

Roles and 
Responsibilities

Planning and Analysis 
Roadmap

Design 
Principles

Planning 
System

Supply Chain Blue-Print

Fig. 5.2  Supply chain blueprint at AstraZeneca
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As the blueprint got embedded and more data was available, the company has 
over time started using statistical modeling for service level optimization by effec-
tive trade-off between cost and inventory. As a company that develops and supplies 
innovative medicines, the availability is extremely important as in most cases there 
is no alternative available to patients. To keep the medicines cost-effective to patients, 
the company uses a scientific approach to determine how much safety stock it should 
carry. Using product history, life cycle stage of the medicine, demand and supply 
variability, and desired customer service levels, the right inventory target is deter-
mined using a blend of statistical techniques. By being able to group products effec-
tively, quantitative determination of cycle time and cycle time variability, analytically 
determined replenishment intervals, and use of safety formula, the company has 
achieved one of the best inventory performances in the industry. Today the company 
uses a custom tool for inventory optimization which has been developed as a bolt-on 
to SAP-APO, with ongoing work to implement MEIO capability using Llamasoft.

As the data maturity grew, the company initiated the use of data science in stra-
tegic supply chain decisions. In the highly regulated pharmaceutical industry, it is 
vital to operate as efficiently as possible to maximize the availability of high-quality 
medicines to patients at minimal cost. This starts with having the right manufactur-
ing capacity and plans for the future. To support the changing product portfolio of 
the company, capital decisions needed to be made quickly while analyzing multiple 
options and scenarios. So, to help determine the long-term operations investment 
strategy, a blend of techniques using Monte Carlo simulation and an integer 
programming-based solution is being used. A dedicated team of experts evaluated 
different options and settled on Crystal Ball for Monte Carlo simulations and 
Llamasoft for capacity planning and optimization. They then collected detailed 
manufacturing data from the sites, which along with the 10-year demand forecast is 
used to develop and validate the base model. Then different scenarios were analyzed 
to evaluate potential impact of successes of different therapies, changes to demand 
volume and geographic distribution, impacts of divestitures and acquisitions, and 
impacts of expansion, consolidation, and rationalization of capacity. The rigorous 
analysis provides a reliable and consistent approach to future capacity planning. 
The model has been used to evaluate and recommend several network changes to 
best meet the long-term needs of the company and patients. The solution has not 
only highlighted potential financial benefit but has been instrumental in instilling a 
more conscientious data-driven approach to decision-making.

Another place where data science is seen in use at AstraZeneca is in how the 
company is improving the velocity with which products flow through the supply 
chain while reducing the variability in the process. The whole process of getting to 
the right information is a momentous task as there are large volumes of data distrib-
uted across multiple systems across the globe. With the distributed nature of the 
manufacturing process, a product might start at one site and go through different 
processing at multiple other sites. Integrating and deriving conclusions from this 
data that resides at these different locations with its own data specifications and 
nomenclature are a big data exercise. The information from different ERP systems 
is first accumulated in a data lake, and then different algorithms run to create rela-
tionship between the large volumes of manufacturing, shipping, and sales data, thus 

M. Holder et al.



75

determining the true velocity and variability in the process. Most of the data is pro-
cessed through structured database built in Oracle and is visualized through 
QlikView. Having the standard way to process the data and then display the output 
is critical to diagnose the issues and make the results actionable. This information is 
then used to compare performance, identify opportunities, and track progress for the 
various velocity improvement plans. With these activities, the company has already 
reduced WIP and inventory by $200 million and expects further reduction of more 
than $500 million over the next 3 years.

�Emerging and Future Trends

There are enormous opportunities available for pharmaceutical companies to link 
data and analytics to business value creation and performance improvement. A few 
examples opportunities are outlined (Champagne, Hung, & Leclerc, 2015) below:

•	 Research and development will involve more modeling and computer simulation 
techniques, to enhance organizational effectiveness.

•	 Marketing and sales will work to better understand customers including cures for 
rare diseases.

•	 More linkages of data within players in the pharmaceutical ecosystem will 
become commonplace as more digital tools will be used to evaluate best treat-
ment options to meet outcome-based thresholds.

�Bridging the Gap Between Theory and Practice

One way to bridge the gap between theory and practice is the use of future leaders 
programs. The opportunity to bring on new young talent and provide a supportive 
environment to allow these new recruits to evolve into future leaders is a challenge 
many pharmaceutical companies are facing. A creative and successful way some 
companies are dealing with this challenge is the use of a targeted program that enrolls 
recent college graduates into a controlled and focused future leaders development 
program. The first step in the success of these future leaders program is to bring in 
high-caliber graduates, with potential and ambition to become a future leader at the 
company. The use of a rigorous screening and hiring process that includes a behav-
ior-based interview, case study, real-life problem-solving, and group interactions 
with other possible recruits ensures the pool of new hires is well qualified to meet the 
rigors of the 3-year future leaders program. Secondly, by ensuring each individual 
that enters the program has a home organizational sponsor and a senior level mentor, 
recruits’ success rates are increased greatly. Additionally, the home organization 
“owns the head count” at the end of the 3-year program thus guaranteeing the recruit 
a role upon completion of the program if they have not landed a role or been exited 
from the program. By including this requirement, it allows the recruit to focus on 
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embracing the learning and developing experience and for delivering value in the 
roles they rotate through as well as ensures the home organization stays engaged with 
the recruit progress and success throughout the program.

In one pharmaceutical company’s program, a key element of their future leaders 
program is leadership development. In the first 2 years, a recruit will be split between 
three different placements, and each role will give them valuable insight on how to 
influence decisions and provide an opportunity to learn how that area of the business 
operates and connects with other parts of the business. Each recruit will also spend a 
minimum of 3 months living and working abroad, to gain exposure to different cul-
tures and ways of working, as a hands-on way to test and improve their ability to 
handle responsibility. Finally, the recruit will land a consolidation role that will be their 
final role in the program and becomes their first role as a full-time employee. By giv-
ing recruits a vital pharmaceutical industry exposure, this future leaders development 
program is the perfect springboard to a senior job opportunity within the company.

The future leaders development program approach provides a number of benefits 
to both the company and the recruits. First, and most importantly, this approach 
allows the new recruits to effectively transition into the corporate world from the 
academic environment in a supportive and controlled way. By placing these recruits 
into meaningful roles and rotating them through assignments over a 3-year period, 
the recruit gets a chance to better understand the career path they prefer to follow 
that is aligned with their aspirations and strengths. The company gets an extended 
period to determine which area of the organization the new recruit will have the best 
chance for future success or if they should be exited from the program. This much 
longer and more in-depth review and evaluation of a recruit’s future potential 
ensures the best candidates are identified for retention and assigned the more chal-
lenging roles in areas that match their aspirations. This extended “grace” or “provi-
sional” period helps both the recruit and the company ensure future success as a 
full-time employee and leader. Another organizational alignment benefit is the abil-
ity to match new young talent to areas of greatest organizational need due to orga-
nizational growth, introduction of a new business operating model, or shifts in 
business approach due to external business environment changes. This future leaders 
program approach also provides the new recruits early access to senior leaders in the 
company which promotes the accelerated development of leadership prospective 
and guidance on the path they may want to choose in their careers. Finally, the 
recruits benefit from the establishment a solid network with their counterparts in the 
program as well across many parts and levels of the organization with all the manag-
ers and employees they have worked with the 3-year program. This approach has 
promoted a much higher level of successful program completion and retention of 
future leaders and talent than other avenues or approaches.

Another way of bridging the gap between theory and practice is the establishment 
of Supply Chain Boards operated and managed by academic institutions and industry 
partners. By establishing these partnerships through a coordinated and structured 
approach that promote a shared responsibility for analyzing and studying industry 
practices and challenges, it allows for the application of academic theory in support 
resolution to these challenges and improvement of industry practices. Additionally, 
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the development of this synergistic relationship between academia and industry 
ensures the continuous access to critical feedback on how the theory and practices 
being taught apply to real-world challenges and practices. Additionally, it allows for 
ongoing collaboration and feedback for driving improvement through meaningful 
academia and industry programs, symposiums, and training events. This ensures the 
problems supply chain organizations are dealing with in the industry have a partner in 
academia that is looking at the best way to solve it. These Supply Chain Board partner-
ships also extend to undergraduate students, graduate students, and professors in very 
beneficial ways. It allows access to industry resources to funnel research questions and 
queries to as well as gather real-world feedback on new approaches and theories. It 
provides outlets for student project teams to study real-world supply chain challenges. 
It promotes a strong partnership to open up intern and future employment opportuni-
ties for graduating students. Bridging the gap between theory and practice is done best 
when both industry and academia partner in meaningful ways to make this happen.

�Conclusion

As the pharmaceutical industry supply chain continues to evolve in its application 
of data and analytics, due consideration must be given to the strategy and culture of 
the organization. Defining the business case is vital, and understanding that analyt-
ics needs to be linked with business strategy is critical. As outlined in the case with 
AstraZeneca, successful pharmaceutical companies will have organizational struc-
tures and processes in place that make them agile and ready for the future. Winners 
will not be defined not by who are the strongest today but by those that are quickest 
to adapt (Fox, Paley, Prevost, & Subramanian, 2016).

The big data world we live in today has the tools and technology to speed access 
to voluminous data and rush them into analytic engines to turn into information and 
insights to business people involved in developing strategies. The opportunities are 
plenty, but caution is also prudent. In the past, “More Is Better” was a default busi-
ness motto when generating analytical reports. However, to succeed in the business 
world today, a different motto, “Less Is More,” is needed (Lee, 2014). Getting there 
involves weeding out irrelevant data from voluminous data sets, and this can be 
achieved only if we align business strategy with the right analytics.
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Chapter 6
Importance of Project Management 
in Business Analytics: Academia and Real 
World

Samir Shah, Alexander Gochtovtt, and Greg Baldini

Abstract  Project management constitutes a powerful lever as organizations 
face increasing pressure to manage projects to budget, on time, and deliver 
more insights, in less time and with rapidly increasing amounts of data. This is 
critical especially in business analytics, with more than75% of organizations 
planning big data investments over the next several years. But the manipulation 
of massive amounts of data presents challenges – budgetary, time constraints, 
execution, proper manager skillsets, and such like. These challenges have 
cramped recent project rollouts, as only 37% of organizations have deployed 
big data projects in the past year; this suggests that filling the gap between data 
and insight remains a substantial hurdle as well as evolving need of project 
management for such projects. This chapter offers real-world examples of how 
project management professionals tackle big data challenges in a rapidly evolv-
ing, data-rich environment. Simultaneously, it establishes a bridge between 
business and academia as they both recognize the joint necessity to develop 
highly trained project managers to utilize the powerful and cutting edge analyti-
cal tools available to create value.
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�Introduction

Today, project management is a critical discipline in all areas of an organization, 
and these skills seem especially necessary in business analytics projects. Many 
studies and long experience have shown that managing business analytics projects 
can be particularly challenging; these projects are not much different in terms of 
project management challenges but often experience greater uncertainty and more 
change during project execution. According to 2013 Gartner research, more than 
half of all analytics projects fail to deliver the original features and benefits as well 
as running over schedule and budget.

Today’s business analytics project managers need to develop a specific set of 
project management skills that help them become a stronger change agent, a coach, 
and an effective communicator to successfully manage and deliver projects (Viaene 
and Van den Bunder, 2011).

This chapter begins with the discussion of typical characteristics of business ana-
lytics projects followed by the importance of project management in business ana-
lytics projects. It also discusses the real-world examples from Epsilon – how project 
management tools and techniques are being used in Epsilon’s business analytics 
projects. The last section of the chapter describes the efforts in academia (at Drexel 
University) to prepare business analytics students with project management skills.

�Business Analytics Projects

As reported by Hendershot (2016), more than 75% of organizations have planned 
big data investments in the next 2 years, according to a 2015 Gartner report, yet only 
37% of organizations have deployed big data projects in 2015, which suggests that 
filling the gap between data and insight remains a substantial hurdle as well as 
evolving need of project management for such projects.

This is part of a long and growing trend in business analytics. There is constant 
pressure to deliver more insight, in less time and with rapidly increasing amounts of 
data. The amount of analytical data has grown tremendously and continues to do so. 
Today, data comes from every device in an organization, rather than from a few 
privileged business applications (White, 2011).

The pressure to provide analysis based on these data is immense, with business 
decision-makers requiring ever tighter iterations to deliver insights; 64% of business 
managers report shrinking decision windows (White, 2011).

Business analytics projects are unique in many ways and typically face a variety 
of challenges primarily due to large amounts of data as well as uncertain require-
ments and outcomes. One of the primary differences between analytics projects and 
other IT projects is the focus on expanding understanding of data and the process it 
represents. This causes analytics projects to more frequently invite new inquiry as a 
result of successful execution. Other projects tend to be typified by more concrete 
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knowledge and are a formalization of existing understanding or process. Analytics 
projects, when successful, cause individuals to understand a process in new ways – 
this learning prompts novel questions. This is a cyclical process.

Some analytics project challenges are:

•	 Analytics projects include much experimentation.

–– The value of answering a question is often unknown until the question is 
answered.

–– Late arriving data and requirements are the norm.
–– Often, discoveries in an early phase of a project materially alter the scope and 

timelines of later phases.
–– In short, questions beget answers, and answers beget new questions.

•	 Business analytics straddles the fence between business and technical stakehold-
ers more than most IT development projects.

–– End users expect massive flexibility to leverage an analytics deliverable in 
ways not anticipated during its delivery.

–– Reporting logic changes often and is not the domain of the individuals per-
forming technical development.

•	 There are myriad of alternatives to IT-driven solutions.

–– There is a proliferation of “phantom analytics” solutions – reporting and ana-
lytical artifacts developed by end users on their desktops in tools like Microsoft 
Excel, Microsoft Access, SPSS, R, and Python. These are often developed 
independently and without organizational support but are required to be man-
aged or merged into a formal business analytics program.

–– Most line-of-business applications include reporting functionality that will 
offer different results to what might be developed externally.

•	 Business analytics projects have visibility across the entire organization.

–– It is not uncommon for the C-suite and low-level analysts to use the same 
analytical solution and reports and all levels of management in between.

–– Past failures can sour organizations to new projects.
–– Different functional areas may require access to the same solution, but have 

different expectations, leading to a “kitchen sink” mentality of including all 
possible functionality.

•	 Data challenges.

–– For analytical purposes, strong data consistency is often a requirement, but 
unfortunately, that is not the case across many IT systems.

–– Analytics projects must rely on available data. Insufficient data can reduce or 
eliminate the value of analysis.

–– Data volume and velocity present challenges in ingesting new and historical 
data
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•	 Limited expertise.

–– Business analytics is a relatively young technical discipline; thus there are 
few individuals with expertise in the area relative to the massive demand for 
more insight. IBM projects the demand for data scientist to soar 28% by 2020 
(364,000 job openings) in the United States (Columbus, 2017).

�Project Management

Today, project management has become in demand within all areas of an organiza-
tion – skills, such as scope and time management, cost and quality management, 
resource allocation and coordination, team building and communication, risk 
assessment, stakeholder and procurement management, project leadership, post-
project assessment, and the ability to implement strategic change, among others, are 
sought by employers.

Project Management Institute (PMI  – http://pmi.org), founded in 1969, is 
the leading association for the project management profession. Conducted 
since 2006, PMI’s Pulse of the Profession report provides the major trends for 
project management now and in the future based upon their global survey of 
project management practitioners. According to their 2017 Pulse of the 
Profession 2017 report, due to poor project performance, organizations are 
wasting an average of $97 million for every $1 billion invested. At the same 
time, the project success rate is much higher (92% versus 33% of underper-
formers) for those organizations that are more mature with their project man-
agement practices.

There is an ongoing trend for business to increase the priority of analytics proj-
ects (Viaene and Van den Bunder, 2011). Additionally, analytics projects are often 
crosscutting within an organization and have highly variable scope and require-
ments. These factors combine to make project management a critical discipline to 
achieve success in analytics.

Typically, two methodologies are used to manage analytics projects: agile meth-
ods and CRISP-DM.

Agile Methods
Agile methods play a large role in business analytics projects. With the highly 
variable scope and requirements, it becomes necessary to have tighter integra-
tion of development and business stakeholders. Additionally, to justify the often 
large cost of business analytics projects, it is required to deliver value early. 
Finally, as the nature of interaction with an analytics solution is more free form 
and ad hoc, it benefits the business stakeholders to have early and frequent expo-
sure to the data, the modeling process, as well as the solution deliverables. 
Overall, agile methods seem to provide benefits to business analytics projects 
(Kisielnicki and Misiak, 2016).
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CRISP-DM
As mentioned in (McMahon, 2016) report, in analytics projects, five elements are 
critical at all phases of the CRISP-DM (cross-industry standard process for data 
mining) process. Project management ensures that the business stakeholders do not 
change the principal aim of the analytics outcome. As described in Project 
Management Institute’s 2017 Project Management Body of Knowledge communi-
cation among the project stakeholders is one of the core areas of the project man-
agement methodology. Such communication should help a project in terms of clear 
understanding of the requirements, managing risks and changes as well as better 
outcomes as it goes through the five major phases of project management: initiating, 
planning, executing, controlling, and closing.

�About Epsilon

Epsilon is a data-driven marketing company founded in 1969 and based in Irving, 
Texas (http://www.epsilon.com). The company provides database marketing solu-
tions and services that integrate data, creative, technology, and customer experience 
for large brands across industries. Epsilon serves customers in automotive, financial 
services, healthcare, nonprofit, retail, telecom and technology, and travel and hospi-
tality industries in North America, Asia Pacific, Europe, the Middle East, and Africa.

Some of its more analytical services include marketing services such as strategic 
and analytic consulting, marketplace assessment, competitive analysis, customer 
experience design, marketing mix allocation, investment justification, and predic-
tive modeling and optimization.

Epsilon’s technology teams execute small- to large-scale business and marketing 
analytics projects ranging from $50 K to $2 M in average engagement value using 
various technical (analytical) and project management tools and techniques. For the 
technical part, Epsilon uses COTS (common-off-the-shelf) tools such as Microsoft 
Project and PeopleSoft and statistical software suites such as SAS and R.

While some of the projects have a repeatable set of activities (i.e., CRM lift 
analysis, look-alike modeling, customer segmentations), different clients and a vari-
ety of data sources require bespoke project planning and cost accounting. The tem-
plate activities required on a project are therefore managed by project managers 
using Microsoft Project, and high-level cost, budgets, labor, and burn rates are man-
aged with enterprise tools including PeopleSoft. While Epsilon’s project life cycle 
is PMI-based (not PMI-certified), the Advanced Consulting Group responsible for 
analytics project has significant experience in executing marketing analytics proj-
ects across various industries including finance and life sciences where analytical 
rigor is mandatory.

In large projects (typically project which are over 1000 total hours), Epsilon 
takes a multidisciplinary approach, as shown in Fig.  6.1, to partner strategy and 
analytics talent with its campaign execution team. The strategy team is responsible 
for asking and defining the key business questions related to execution, while the 
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analytics team will define measurement standards and execute on the defined project 
that has been deemed to have enough practical utility for the business. Throughout 
this process, project management is essential for phasing the logical units of work 
properly across the execution team. Specifically, strategy is managed to provide 
quantifiable steps to the objective, while the analytics team iterates through the 
important steps of data collection, cleansing, analysis, modeling, and insights.

The model below (Fig. 6.1) has been useful in aligning clients, business repre-
sentatives, and analytics subject matter experts to improve execution of projects. It 
does this by:

•	 Aligning business and analytical goals and objectives early
•	 Performing exploratory data analysis to understand data quality and assess proj-

ect risks
•	 Obtaining client feedback during early model development and training
•	 Leveraging analytics SME to scale and apply the model to the business needs
•	 Testing in-market to provide client and business representatives with the proof 

points required to justify the effort and improve the business

This project approach has been especially useful with the increase in data-driven 
marketing which allows for a better understanding of audience needs, wants, and 
behavior using available client and third-party online data sources.

�Typical Project Success and Challenges at Epsilon

Although many projects at Epsilon get completed successfully,they do face various 
challenges related to project management such as completing them on time and bud-
get, lack of expertise in business analytics project management skills, and executing 
and interpreting results. Specifically, project management with business analytics proj-
ects falls into the following categories: (1) business risk, (2) data risk, (3) execution 
risk, and (4) staffing risks. Business risks are typically encountered when the business 

Fig. 6.1  Project management in analytics projects. (Source: Epsilon Data Management)
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representatives do not have the full understanding of the analytical objectives or the 
ability of the project to help their business. Data risks are related to governance, qual-
ity, and data acquisition issues. Execution risk is often related to incomplete under-
standing of the stage gates and milestones required to ensure a project successfully 
moves forward, and staffing risks are usually related to skills, training, and availability 
of resources on the project. Successfully executed projects tend to have strong project 
managers who adhere to a methodology, who identify risk and mitigation strategies 
early, and who assess data quality and volume early enough to reduce budget waste.

Below is the description of two Epsilon projects where use of project manage-
ment tools and techniques benefited the successful outcome.

�Project 1: Life Science Project

�Project’s Business Goals and Objectives

A life science company was looking to reduce and optimize its marketing invest-
ment across multiple channels. They required a new way to go-to-market that 
reduced emphasis on traditional sales channels and increased the use of inside sales 
and digital sales support. The objectives were to define a weighted measurement 
framework to assess promotional response and optimize it based on the segments 
being targeted for promotion. The project spanned 5 months and involved a strong 
analytically focused core team along with varied business stakeholders. The core 
team consisted of executive level sponsors, several analytics subject matter experts 
(primary research, digital analytics, and statistical methods), and many business 
stakeholders who provided data and inputs on goals and objectives.

�Analytics Tools Used

Standard analytical tools and techniques were used. From SPSS for primary research 
to SAS for latent class modeling, many work streams worked on improving data 
quality and business rules to drive a better integrated model.

�Project Management Tools Used

Due to the highly matrixed nature of the organization and the executive sponsor-
ship level, project management was very rigorous on the project. Since the project 
kicked off with several high-level stakeholder interviews, the business representa-
tives were involved at the start and required frequent updates on the project status 
including complete key activities, risk assessment, and budget updates. Project 
meetings were scheduled twice a month, and tracking was done via Gantt charts 
and risk matrices.
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Key executives were interviewed to align on business objectives and goals, 
primary research was used where data was lacking, and data was aggregated, 
cleansed, and imputed where possible to create high-value data sets. Several work 
streams were undertaken simultaneously and combined to allow for an integrated 
model to be developed. The model, Fig. 6.2, was then trained and operated for 
several months before becoming the standard for the organization. The steps in 
this model are aligned to Stefan H. Thomke’s four-step cycle: design, build, run, 
and analyze (Thomke, 2003).

The project helped commercial operations and marketing leaders better under-
stand the digital preferences of their customers. This insight, in turn, allowed for an 
improved allocation of dollars to marketing tactics based on individual customer 
segments rather than channel allocations. It reduced some marketing waste and 
increased marketing operations yield.

�Project Success and Challenges

The greatest success was establishing an enterprise-wide system for assessing and 
optimizing promotional response for the organization highest-value customers. The 
biggest challenge was obtaining organization buy-in to continue funding the proj-
ect. The lack of an immediate deliverable in an organization with a medium analyt-
ics maturity meant constantly looking for low-hanging fruit to clearly demonstrate 
value and the practical usefulness of the work.

•Review current activity data
•Risk analysis
•Business framework tactical review
•Methodology development

Discover

•Data capture processes
•Knowledge database design
• Promotion data inventory
• Implementation plan

Plan

•Data cleaning process
•Design tracking dashboards
• Segmentation structure
•Tracking reports

Track

•Network analysis
•Multi-channel optimization
•Digital effectiveness assessment
• Promotional response reccomendations

Measure

Fig. 6.2  Epsilon’s integrated model
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�Lessons Learned

Rigorous project management was essential to align the different groups and to 
obtain buy-in for the project. Once all parties understood the potential benefit and 
quick wins the project would afford, momentum helped get the right resources 
applied to successfully complete the project. By having project management focused 
on delivering the solution and the analytics team focused on validating the solution 
for the business, the team was able to reduce organizational friction which could 
have caused the project to derail.

�Project 2: Creative Performance Analysis Project

�Project’s Business Goals and Objectives

A specialty media advertising agency was looking to understand which aspect of 
their ad creative launched into market drove the highest level of performance. 
Experienced direct marketers have always executed tests to determine the optimal 
asset configuration to drive customer response; however, digital advertisers can be 
overwhelmed by the complexity of creative factors, media channels, and ad place-
ments for similar analyses. The scope of the creative performance analysis project 
was to look for a way to understand what aspects of the creative drove digital per-
formance and to what extent was the graphical choices material to performance.

Online/digital advertising, much like direct marketing, relies on various aspects 
of creative for effectiveness. While direct mail uses stamps, stickers, and other 
markings to invite customers to “act now, before the offer expires,” digital ads use 
prominent fonts, calls to action (i.e., buttons in ads), and images to invite online 
users to click or submit information. Due to rich measurement ability in digital 
analytics, it is possible to determine the “effect” of various facets and levels related 
to an online ad using fractional factorial analysis performed either manually or 
using sophisticated testing tools such as Adobe Test and Target® or Optimizely®.

The project took a manual approach to extract the key attributes of several 
thousand online ads and attempt to link overall performance to these attributes. 
For example, would ads with people be more successful than ads without, or 
would ads with authoritative calls to action (i.e. “Click here”) be more effective 
than those without (i.e., “More information?”)? The business request came from 
senior business leaders, and the project was conducted over several weeks with a 
small team of subject matter experts. The project was managed by the chief ana-
lytics officer in close partnership with the analytics lead and subject matter 
experts. Additional support was provided by data analysts who extracted and 
compiled performance data related to the ads.
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�Analytics Tools Used

Microsoft Azure, Kafka, Tableau, Oracle, and Python were used to execute the 
project. Each of the aforementioned tools provided a unique and complementary 
function on the project: Microsoft Azure for its AI and cognitive services, Kafka 
for its dynamic data dashboards, Tableau for exploratory data analytics and reports, 
Oracle for performance data management and table calculations, and Python for 
log processing.

�Project Management Tools Used

Project management was used to define and execute a proof of concept, to define a 
go-to-market approach with sales executive, to perform the analysis, and to rollout 
the project in order to support sales. The project was executed in a tight timeline and 
needed to be timeboxed to keep activities on track and scope managed.

Since the scope was flexible, the project manager created a well-defined project 
plan with deliverables, resources, and scope. Also, since the project was a prototype, 
scope was aggressively managed to focus on key deliverables including image 
assets collection, performance data tables, and dashboard design. Initial data collec-
tion and complexity around image assets caused several project delays which had to 
be addressed. Initially, the project called for Tableau to be used for dashboards, but 
due to compressed timelines, the analytics SME suggested Kafka to accelerate 
development time and keep the project on time.

�Project Success and Challenges

Success was defining a minimum viable product which got instant market uptake 
after being shown to clients. While this project was helpful in defining a practical 
solution, the lack of stakeholder management during the project meant that scaling 
past the initial completion was difficult for the organization. No additional resources 
were applied, and the project was left as useful proof of concept.

�How Academia Prepares Students with the Proper Skills

According to the Master’s in Data Science’s 25 Top Schools with Master’s in 
Business Analytics Programs report, a degree program in business analytics seems 
to be one of the growing majors within business schools. In addition to the founda-
tion courses in business analytics, many such programs offer a set of electives, par-
ticularly, in project management, industry projects, and interdisciplinary programs.

For example, the Clarkson University’s MS in Data Analytics program offers 
an elective course in Strategic Project Management; the University of Chicago’s 
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MSc in Analytics offers a core course in leadership skills – teams, strategies, and 
communication – and the University of Minnesota’s Master of Science in Business 
Analytics offers a core course, Project Management of Analytics Projects. 
Additionally, the University of Connecticut takes an interdisciplinary approach 
with its integrated MS in Business Analytics and Project Management, a program 
where students are trained with both advanced business analytics and project 
management skills.

Through such core, elective and interdisciplinary courses in project manage-
ment, the universities aim to better prepare graduates with not only technical skills 
but also with the core project management skills to link between data analytics and 
business objectives which include managing projects within scope, time and budget, 
controlling and managing changes, understanding customer’s needs, leadership, 
and managing project risks.

At Drexel University, both the undergraduate and graduate business analytics 
programs are offered by the Department of Decision Sciences and MIS where stu-
dents are provided to learn and apply project management skills. This includes dedi-
cated courses in the areas of project management and their practical applicability. 
Some of these courses also include practical classroom projects where students 
develop valuable project management-related insights from real-world 
perspectives.

�Course Offerings

At present, we offer two courses dedicated to project management – MIS 361 (IS 
Project Management) (undergraduate level) and MIS T680 (Special Topic: Project 
Management) (graduate level). Both these courses introduce and explore the basic 
concepts and practices of project management that help students understand how 
the use of project management methodologies and tools can aid managers to plan 
and manage projects successfully.

These courses are structured around the key phases of a project life cycle – 
project initiation, project planning, project execution, project control, and project 
closeout. It also pays specific attention to the ten knowledge areas of project 
management as defined by the Project Management Institute’s Project 
Management Body of Knowledge (PMBOK) – project scope, cost, time, integra-
tion, quality, communication, risk, human resources, procurement, and stake-
holder management.

Additionally, the concepts of agile project management, international project 
management, and design thinking are also introduced. In the graduate version 
course, the related case studies and project management simulation  – scope, 
resources, and schedule  – from Harvard Business School are also discussed 
(Austin, 2013).

Business analytics students at Drexel can benefit learning from these project 
management skills and apply them to the business analytics projects. Table 6.1 
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describes how some important project management skills can be applicable in 
business analytics projects.

Real-World Project Offerings
In order to provide students real-world project management skills, an action 
learning multidisciplinary classroom projects are offered at Drexel as part of MIS 
361 and another global classroom project course, MIS 347: Domestic and Global 
IS Outsourcing. These project problems are both domestically and globally based, 
ranging from working with profit, nonprofit, and government entities.

In some of these real-world problem-solving projects, students at Drexel typically 
collaborate with students from a major university in India as they develop the joint 
solution. The Drexel students are responsible for consulting with their customer – to 
understand the project requirements, to successfully communicate them to students in 
India, and to manage the overall project. The students in India are responsible for 
designing, coding, and testing the technical aspects of the business problem solution.

The purpose here is to help students in both countries develop valuable insights 
not only into how to produce joint solutions but to provide them opportunities to 
learn how to deal with project management-related challenges such as working with 

Table 6.1  Project management skills and its applicability in analytics projects

Project 
management 
skills Applicability in business analytics

Scope and time 
management

By definition, analytics projects are about learning new things and 
understanding business processes better. More than is typical in other 
technology projects; development leads to new questions and requests. It is 
critical to keep discipline around agreed-upon deliverables while balancing 
the need to answer current and relevant questions.Often the most critical 
questions to ask of data are unknown at the beginning of an analytics project

Stakeholder 
management

Analytics projects often involve a wide cross section of stakeholders, from 
line of business employees up to C-suite leadership. The wide range of 
interests and voices involved in defining the requirements of an analytics 
solution present challenges in managing expectations and balancing often 
conflicting needs

Strategic change 
management

Frequently, the goal of analytics projects is explicitly to identify new and 
better ways of doing business. By definition this changes the requirements of 
an analytics solution. Success in a project necessitates a future project to 
accommodate the results of the first project’s success. This can be a virtuous 
or vicious cycle, and which it becomes depends on the ability of project 
leaders to react to changes they foment – change management is a core 
requirement of any successful analytics project

Team building 
and 
communication

Analytics projects often sit at a nexus of multiple source systems and groups 
of stakeholders. If a solution is to serve these groups effectively, it is 
necessary to be clear in communication among all stakeholders. Changes in 
a single source can ripple through a centralized analytical solution to affect 
many end users, who may or may not have any direct relationship to the 
source of a change. Similarly, instigators of changes may not realize how far 
the effects of their decisions might reach
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the team with radically different work patterns, negotiations and trust, cultural sen-
sitivity, project requirement interpretations, time zone difference, risk management, 
quality control, and, more importantly, distant communication.

In many cases, students worked on these projects for 8–10 weeks to fully develop 
the solution using cutting-edge technology. In addition to deposit their individual 
work hours, students typically exchange many emails and text messages and con-
duct face-to-face video conference meetings and social media communication, a 
critical aspect of the project management.

�Conclusion

It is critical to understand the experimental nature of discovery and development in 
an analytics project while balancing these loose requirements against organizational 
and political constraints to ensure that the experimentation drives toward a solution-
oriented deliverable that can benefit the organization.

Project management provides mechanisms to overcome the typical barriers to 
the successful completion of these types of projects thereby unlocking the potential 
for knowing new and exciting things. Project managers with the right skills and 
experience can act as the backbone of complex analytics project, and this body of 
knowledge will become more and more important as data grows, analytical tech-
niques become more complex, and business demand for such services increases.

The best systems, designed with perfect domain understanding, will still be worth-
less if the data flowing through them is insufficient or incorrect. Often analytics proj-
ects highlight or even uncover data quality and management issues, but it is important 
to understand and emphasize that this is not the same as creating those issues.

Project management professionals, more than ever, must be key facilitators and 
drivers of the delivery process. Stefan Ahrens from SAS recommends that so long 
project manager pay attention to the critical success factors of analytics projects 
such as allow time to build domain expertise, limit the scope and try to be realistic, 
be aware of the iterative nature of analytics project, and allow time to fix data quality 
and data management issues, there should not be any reason why analytics projects 
should not benefit from project management (Ahrens, 2014).
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Chapter 7
A Review and Future Direction of Business 
Analytics Project Delivery

Deanne Larson

Abstract  Business analytics is a core competency critical to organizations to stay 
competitive; however, many organizations are challenged at business analytics 
delivery, and these projects have a high rate of failure. The volume, variety, and 
velocity of the big data phenomenon and the lack of current methodologies for 
delivering business analytics projects are the primary challenges. Applying tradi-
tional information technology project methodologies is problematic and has been 
identified as the largest contributing factor for business analytics project failure. 
Business analytics projects focus on delivering data insights as well as software 
delivery. Agile methodologies focus on the ability to respond to change through 
incremental, iterative processes. Agile methodologies in software delivery have 
been on the rise, and the dynamic principles align with the discovery nature of busi-
ness analytics projects. This article explores the big data phenomenon, its impact on 
business analytics project delivery, and recommends an agile framework for busi-
ness analytic project delivery using agile methodology principles and practices.

Keywords  Agile methodologies · Analytics projects · Big data · CRISP-DM · 
Agile software development

�Introduction

Deriving business knowledge and value from data has never been more critical to 
organizations to stay competitive nor has it been more challenging due to the dis-
ruptive nature of big data (Abbasi, Sarker, & Chiang, 2016; Bole, Popovič, Žabkar, 
Papa, & Jaklič, 2015; Davenport, 2013, 2015; Sim, 2014). The big data phenome-
non – the volume, variety, and velocity of data – has created new challenges for 
organizations to deliver business analytics (Abbasi et al., 2016; Davenport, 2013). 
One primary challenge is using existing project methodologies to deliver business 
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analytic projects. Applying traditional project methodologies is problematic and 
has been identified as the largest contributing factor for business analytics project 
failure; organizations are treating business analytics projects like any other infor-
mation technology (IT) project (Demirkan & Dal, 2014). New agile processes are 
needed to increase business analytics project success (Davenport, 2013; Demirkan 
& Dal, 2014; Gartner Research, 2015).

Agile methodologies focus on the ability to respond to change through incre-
mental, iterative processes and were derived from software development (Aston, 
2017). The manifesto and principles for agile software development (ASD) were 
published in 2001, and since then, the objectives and principles have been inter-
preted and applied to IT project delivery. Beck et al. (2001) outlined the core values 
of the manifesto: individuals and interactions over processes and tools, working 
software over comprehensive documentation, customer collaboration over contract 
negotiation, and responding to change over following a plan. The result of following 
these values is that project delivery becomes less formal, more dynamic, and 
customer-focused. Although some organizations may not classify business analytics 
projects as IT projects, these initiatives rely heavily on the need for information and 
technology to be successful (Davenport, 2013). This paper explores the application 
of agile methodologies and principles to business analytics project delivery.

�The Changing Data Landscape

The increased use of internet-connected smart devices has altered how organiza-
tions and individuals use information (Abbasi et al., 2016; Davenport, 2013; Halper, 
2015). The Internet of Things (IoT), where data collection is embedded into devices, 
results in exponentially increasing amounts of data and contributes to the demand 
for fresher data (Halper, 2015). Exploring the change in the volume, variety, veloc-
ity, and veracity of data, otherwise known as the characteristics of big data, demon-
strates the challenge to traditional delivery methodologies. Business analytics, in 
several ways, is a result of big data, primarily due to the need to analyze data (other 
than traditional structured data) such as text, streaming, machine-generated, and 
geospatial data (Halper, 2017). Big data and business analytics go hand in hand; 
thus project methodologies used in business analytics need to consider both 
(Davenport, 2013; Demirkan & Dal, 2014; Gartner Research, 2015).

�Volume

The volume of data created used to be described in terabytes; however, terabytes 
have now been replaced with petabytes and exabytes. The growth of data impacts 
the scope of data used in projects. Scope increases project complexity where new 
technology is used to accommodate more data and more data results in increased 
data quality issues (Abbasi et al., 2016).
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�Variety

Data variety becomes a concern for project delivery as the types of data sources to 
be used for analysis increase. The variety of data means increasingly complex forms 
of data such as structured and unstructured data (Abbasi et al., 2016; Davenport, 
2013; Halper, 2015). Traditionally, structured data is created in rows and columns 
and easily understood; however, unstructured data comes in different forms, levels 
of details, and without clear metadata, complicating the ability to understand and 
use (Abbasi et al., 2016; Davenport, 2013; Halper, 2015).

Transactional data, images, social network content, sensor data from IoT, rich 
text, and clickstream are all examples of the variety of data used in analysis. 
Additionally, data sources are not only valuable independently but also integrated, 
resulting in the need to integrate a variety of data structures. Both the translation and 
integration of data sources increases the complexity of projects.

�Velocity

Velocity focuses on the speed of data creation. Using Twitter as an example, in 
2014, one billion tweets were created on average every 3 days (Abbasi & Adjeroh, 
2014). Data velocity challenges the ability to analyze trends and patterns. 
Historically, fresh data may have been categorized as data from the previous busi-
ness day; but in the case of IoT, data that is an hour old may be too old for analysis 
(Halper, 2015). Data acquisition becomes a challenge as traditional data acquisition 
focused on extract, transformational, and load (ETL) of data. Increased velocity 
changes the order where data is loaded first, then analyzed, otherwise known as 
extract, load, and then transformation (ELT) (Abbasi et al., 2016; Davenport, 2013; 
Halper, 2015).

�Veracity

Veracity deals with data accuracy. Projects that derive value and knowledge from 
data have always been challenged with credibility and reliability issues. Volume, 
variety, and velocity complicate this more, and veracity problems increase. 
Understandability of unstructured data is a challenge as metadata does not exist and 
data completeness varies. The different types of sources complicate the veracity of 
data, and the complexity of deriving knowledge from data increases (Abbasi et al., 
2016; Davenport, 2013; Halper, 2015).

Traditional methodologies focus on understanding requirements first, using 
requirements to derive the design, design to complete development and testing, 
resulting in the deployment of software. Big data requires ingestion of data first 
to explore data, understand the data, then deriving requirements, changing the 
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traditional sequence of activities for project delivery. Projects that include big 
data cannot be treated as a typical IT project, and project failures have provided 
insight on how practices should change (Demirkan & Dal, 2014).

�Best Practices in Business Analytics Project Delivery

Business analytics is still evolving; thus best practices are just starting to emerge. 
The following best practices have emerged from leading analysts and practitioners 
based on some of the failure points of business analytics projects (Demirkan & Dal, 
2014; Gartner, 2015; Halper, 2017; Larson & Chang, 2016). These best practices 
reinforce the failure of existing methodologies to address the challenge of big data 
and the need for leveraging agile practices.

�Due Diligence in Defining Business Goals and Problem 
Statement

Business analytics projects have failed due to the lack of clear business goals or prob-
lem statements. The success and value of a business analytics project will be defined 
at the start of the project (Demirkan & Dal, 2014; Gartner, 2015; Halper, 2017; Larson 
& Chang, 2016). By clearly defining the business goals to be addressed and formulat-
ing a problem statement, the scope of the project becomes clear. A clear scope impacts 
the steps of data understanding and data preparation. If the investment is not made 
up-front to understand expectations, subsequent work on the business analytics proj-
ect is impacted. The problem statement should clearly identify the data needs of the 
project (Gartner, 2015; Halper, 2017; Larson & Chang, 2016). Leveraging a collab-
orative team of stakeholders and delivery personnel can assist in addressing this.

�Allow Time for Data Understanding, Acquisition, 
and Preparation

A key failure point in business analytics projects is allowing for the time needed to 
get the data required for the project. Often the time needed to work with the data is 
underestimated or not known at the start of the project. The challenges that come 
with big data emerge in this area. Working with multiple technology platforms, 
multiple data structures, data sampling, data integration, and merging data into a 
final set for modeling takes time and planning. Additionally, once a final data set is 
created, the project team should document the data lineage to ensure the data set 
logic is clear and the data set can be recreated via a data pipeline (Gartner, 2015; 
Halper, 2017; Larson & Chang, 2016).
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�Identify Needed Toolsets and Skill Sets at Project Start

As outlined, the technology infrastructure in the business analytics industry can be 
varied and complex. Tools can be open-source where support is lacking adding to the 
complexity. Technical tools are needed for analytical modeling and data wrangling 
which are key for the success of the project. The project team will need to have a 
diverse set of roles focusing on technology, analytical modeling, statistics, and busi-
ness skills. The project leader will need to have a strong technical and analytical skill 
set to lead the project. Identifying the tools and skill sets at project start prevents 
technical and team barriers during the iterative stages (Gartner, 2015; Halper, 2017; 
Larson & Chang, 2016). Leveraging small versatile teams can be of benefit here.

�Allow Time for the Cycle of Modeling and Evaluation

The value of business analytics occurs when insight is attained. Insight refers to the 
capabilities provided by the model which typically falls in the categories of lower-
ing risk, increasing revenue, increasing productivity, and supporting and shaping an 
organization’s strategy (Larson & Chang, 2016). Modeling and evaluation tends to 
be experimental which results in answers but also more questions. Models also need 
to be built with different algorithms to be able to validate accuracy increasing the 
time needed for more experimentation (Gartner, 2015; Halper, 2017; Larson & 
Chang, 2016). Iterative software development cycles can be leveraged to support the 
cycle of modeling and evaluation.

These best practices highlight the need to consider adapting agile principles in 
business analytics delivery. The next section explores the prevailing methodology 
and agile application in business analytics.

�Methodology

Methodologies have value in that they help deliver projects effectively and efficiently, 
which, in turn, enables business value from the project investment (Grimes, 2006; 
Sim, 2014). Business analytics projects often are initiated without clear objectives 
and outcomes, inviting constant scrutiny on whether business value occurs (Larson & 
Chang, 2016). Deriving value from information means that each business analytics 
project needs to deliver usable results, where each project is a transformational effort 
to create knowledge from data (Grimes, 2006). The scope of each business analytics 
project covers all activities that need to occur in the information value chain, which 
includes converting data into information and information into knowledge (Abbasi 
et al., 2016). Business analytics projects have a high degree of complexity as convert-
ing information into knowledge requires the use of statistical and analytical models 
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as well as incorporating the use of big data (Halper, 2015). The Cross-Industry 
Standard Practice for Data Mining (CRISP-DM) is the top methodology in use in 
business analytics (Piatetsky, 2014).

�CRISP-DM

CRISP-DM is a data mining process model that conceptually describes the stages 
that are used to tackle data mining problems. CRISP-DM was originally created to 
align with data mining, but it has organically evolved into the primary approach 
used by data scientists (Piatetsky, 2014). CRISP-DM contains six stages which 
appear to be in sequence; however, the stages are not strictly sequential, and iterat-
ing through the stages is expected (Marbán, Mariscal, & Segovia, 2009).

�Business Understanding

Business understanding focuses on determining the business requirements and 
objectives to create a problem definition. Business analytics initiatives start with a 
question of interest or problem to be addressed. The outcome of this stage is a prob-
lem definition. The problem definition may be diagrammed using decision model-
ing or other approach (Marbán et al., 2009).

�Data Understanding

Once a problem statement is understood, data collection can proceed. Data collection 
involves obtaining data attributes required to address the problem statement. Often 
data integration is required as data may come from various sources in various formats. 
Once data is useable, data is profiled and statistically analyzed to determine demo-
graphics, relationships, distribution, and quality levels. The outcome of this stage is 
initial insights into the data to support the problem statement (Marbán et al., 2009).

�Data Preparation

Data preparation is necessary to create the data set that will be used in the analytical 
modeling stage. Data preparation includes the final integration of various attributes, 
cleansing of attributes, and deriving of new attributes. Activities in this stage are 
often iterative as new data may be required to support the subsequent modeling and 
evaluation stages. The outcome of data preparation is a data set that is to be used in 
the first iteration of modeling (Marbán et al., 2009).
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�Modeling

Various modeling techniques and algorithms are explored in this stage as there are 
several techniques that can be used to address one problem. The parameters of the 
analytical models are adjusted to improve model performance. It is possible to go 
back to the data preparation phase if additional data is needed or formatting needs 
to be adjusted (Marbán et al., 2009).

�Evaluation

Models are evaluated based on minimizing accuracy errors, bias, variance, and 
overall fit to the business objectives or problem statement. Before moving to deploy-
ment, a final review is completed to confirm the steps taken to create the model, then 
a final decision is made move to the deployment stage (Marbán et al., 2009).

�Deployment

The model deployment scope will depend on the frequency of the model. Models 
can run one time creating descriptive analytics or be a repeatable scoring model. 
Deployment to a production environment often occurs at this stage. Models are 
monitored to ensure quality as model accuracy can degrade due to change and time 
(Marbán et al., 2009).

CRISP-DM was created for data mining in 1996 and does not highlight the gran-
ularity of effort needed for successful business analytics outcomes (Piatetsky, 2014). 
According to Piatetsky (2014), CRISP-DM as a framework is valuable, but it lacks 
the detail needed for business analytics teams to address the challenges posed by big 
data and modern business analytics. There was an effort to create CRISP-DM 2.0 in 
2007, but there is no new research or activity in this area (Piatetsky, 2014). The 
original web site for CRISP-DM is no longer active, and IBM is the only organization 
still including CRISP-DM in its system documentation (SPSS Modeler). CRISP-DM 
does not directly contribute to business analytics project failure; however, it does 
not provide a modern methodology that can be leveraged for business analytics 
project success (Piatetsky, 2014).

�Agile Methodology

Keith (2006) recognized that agile methodology, although based on software devel-
opment, can be applied more broadly in projects. Many agile methodologies have 
emerged since the agile manifesto was created in 2001. Methodologies such as 
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Scrum, Kanban, Lean Development, and Extreme Programming (XP) are examples, 
and each shares the same properties of focusing on people and results through the use 
of collaboration and streamlined methods (Alnoukari, 2015). While there are benefits 
in each of these methodologies, the values and principles of agile development versus 
the specific methodology are really the focus (Keith, 2006). Beck et al. (2001) created 
the values and the principles that form the basis for agile methodologies.

Application of agile methodology principles means maximizing information flow 
between team members, and reducing the time between decisions, resulting in speed 
and flexibility. Agile is not rigid but adaptable (Keith, 2006). Methodologies such as 
Scrum, Lean Development, and XP are adaptive approaches but use a plan-build-
revise lifecycle. Adaptive Software Development is another agile method that 
embraces an adaptive approach, where plan-build-revise is replaced with speculate-
collaborate-learn (Alnoukari, 2015). Adaptive Software Development demonstrates 
the applications of agile principles versus a prescriptive methodology. Keith (2006) 
outlines that plan is too rigid, build is too process-focused, and revise does not address 
the learning that occurs in the process and speculate-collaborate-learn is more agile.

The agile movement has also produced agile project management which focuses 
on scope flexibility, collaboration, and delivering quality results (Layton & 
Ostermiller, 2017). Agile project management was also built on the agile principles 
and used Scrum as a framework, XP for a focus on quality, and Lean Development, 
to reduce rework. Agile project management focuses on results, communication, 
people, and flexibility.

Ultimately, the goal of business analytics is to produce a data product, which is a 
technical asset that ingests data to return algorithmically generated results. An 
example would be a recommendation engine that tracks and ingests user’s prefer-
ences and makes recommendations. Data products are designed to integrate into 
core business applications and processes to enable smarter business decisions at all 
levels.

The concept of the data product provides a basis of why agile methodology prin-
ciples should be combined with CRISP-DM processes. Keith (2006) outlined that 
working software is the measure of agile project success, but in business analytics, 
the working software is not valuable unless it provides business insight and better 
business decisions. The next section proposes a practical framework for business 
analytics project delivery leveraging both CRISP-DM phases and agile principles, 
tools, and roles.

�Practical Agile Framework for Business Analytics Project 
Delivery

Sahu (2016) proposes existing data mining methodologies need to be more dynamic 
in order to increase business value enabled from business analytics projects, and by 
adopting agile principles, this could be possible. ASD has been applied to IT 
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projects to deliver solutions faster with an intent on increasing business value 
(Aston, 2017). Alnoukari (2015) presented a methodology that leverages ASD prin-
ciples and the CRISP-DM process called ASD-BI (agile software development-
business intelligence) supporting that both CRISP-DM and ASD can be combined 
to improve project delivery and business value.

The practical agile framework focuses on using the CRISP-DM phases to guide 
the business analytics project. Business understanding focuses on determining the 
business requirements and objectives to create a problem definition. Data under-
standing involves obtaining data attributes required to address the problem state-
ment. Data preparation is necessary to create the data set that will be used in the 
analytical modeling stage. Modeling focuses on exploring modeling techniques and 
model creation. Evaluation is where models are evaluated based on minimizing 
accuracy errors, bias, variance, and overall fit to the business objectives or problem 
statement. Last, deployment focuses on moving a model to a production environ-
ment for business use.

Within each of the phases, best practices are proposed based on emerging 
research, agile values are aligned with the phases highlighting which principles and 
values to focus on, tools are recommended that align with emerging best practices, 
agile roles are called out to leverage, and outputs are defined that assist project lead-
ers in planning deliverables. Phases of data understanding, data preparation, and 
modeling are called out to be iterative. The full framework is depicted in Fig. 7.1. 
The value of the practical agile framework is fourfold: it provides best practices that 
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Fig. 7.1  Practical agile framework
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prepare for the challenges of big data; it provides an alignment with agile tools and 
phases where practitioners can leverage these from known agile methodologies; it 
highlights the agile roles that contribute to the outputs of each phase; and provides 
more detail to support the application of CRISP-DM by practitioners with identified 
practices, tools, roles, and outputs. The combination of these four objectives also 
balances the need for working software and delivering insights which are the pri-
mary focus of business analytics projects.

�Framework Explanation and Value

�Activities

The framework activities align with the activities completed with each phase of 
CRISP-DM. These activities are leveraged due to prominent use of CRISP-DM as a 
driving methodology.

�Best Practices

The best practices suggested are derived from documented failure points and emerg-
ing best practices. These best practices include:

•	 Problem modeling such as using a cause and effect diagram will help to visually 
display the many potential causes for a specific problem or effect, and it is very 
useful in investigating and clarifying the problem or opportunity for the business 
analytics project.

•	 Technology inventory includes determining what existing technology can be lev-
eraged and what technology is needed. Addressing early in the life cycle ensures 
no training curves or technology integration issues in later phases.

•	 Data profiling is the process of examining the data from an existing data source 
and collecting statistics or demographics about that data. Data profiling tools 
expedite the data understanding stage and provides data quality reports. Data 
profiling also helps establish the metadata for the project.

•	 Quality reporting is the data quality reports derived from data profiling.
•	 Repeatable pipeline and ETL is a service that is used to process and move data 

between different storage platforms. Data pipelines enable easier data ingestion 
and are reusable. Extract, transform, and load tools enable easier data cleansing, 
reformatting, merging, and integration for training and test sets. ETL tools can 
also support metadata and data lineage collection.

•	 Model train and test data include the data sets to train and test the model. Ensuring 
that these data sets are produced appropriately using the correct sampling technique, 
and cross validation expedites the modeling phase.
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•	 Model comparison refers to having additional models using different techniques 
for comparison to further validate model accuracy.

•	 Performance testing and tuning focuses on the performance of the data product 
and ensure working production-ready software in the deployment phase.

•	 Production monitoring for effectiveness includes creating monitoring dash-
boards to track the performance and effectiveness of analytical models in pro-
duction. Monitoring dashboards assist in tracking the business value of the 
analytical model.

�Agile Values

To illustrate the ASD values in the framework, a short description for each value 
was created. Aligning the values to each stage highlights where the ASD values 
contribute to the outputs from each stage.

�Tools

Agile methodologies have introduced valuable tools to improve communication and 
increase business value. Some examples include user stories, daily meetings, and 
retrospective meetings.

�Team Roles

Team roles have been identified based on common roles used in agile methodolo-
gies and software development projects. Roles adopted from agile methodology 
include project lead and product owner. The project lead enables the project team to 
be productive and tracks the progress and success of the project. A project lead 
facilitates and removes barriers to delivery, as an example. The product owner is an 
agile methodology role that represents the primary stakeholders and is responsible 
for maximizing the value of the product produced – in this case the data product. A 
product owner is important to ensure the data product produced addresses the busi-
ness problem at hand.

�Output

The outputs in the framework are the tangible artifacts created in a stage. Focusing 
on producing a minimal number of key artifacts that provide value allows the proj-
ect team to be the most efficient in each stage.

The next section focuses on the application of the Business Analytics Project 
Delivery Framework.
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�Framework Example  

The framework outlines practices and principles which improve business analytics 
project delivery. It has been used by the author as part of a consulting practice in 
over 20 different business analytics projects in different industries. Time to value 
has increased (reduced time) 20–40% since the first use. Improvements in stake-
holder expectations, data acquisition time, reducing technology complexity, 
deployment ease, and measuring business value after deployment are the noted 
areas of success.

The framework was used on a case of optimizing ordering and delivery of a 
product line for small convenience stores. The outcomes and elapsed times 
tracked for each stage demonstrate an end-to-end delivery time of 30 days or a 
28% improvement over a similar project (similar scope and effort) at the same 
organization. The data products produced were monitored for 90 days, and the 
result was a 25% improvement in store service levels. The application of the 
framework to this case follows.

�Business Understanding Phase

The case studied focused on how to optimize ordering and service delivery sched-
ules for a product line sold in small convenience stores in the USA. The primary 
scope of the project was to provide service schedule optimization for small stores to 
increase store service excellence. Product line ordering and restocking responsibili-
ties belong to the manufacturer and not the convenience store; thus the convenience 
stores are the customer in this case.

This problem statement was further broken down into two problem/opportunity 
statements: improve prediction for store-level days of supply and recommend store-
level service frequency for upcoming periods to be used by district managers for 
service frequency planning.

�Best Practices Used

The focus of the business understanding phase is to have a complete view of the 
problem. The primary problem reported was that convenience store complaints had 
risen, and popular products were often either overstocked or understocked. 
Additionally, deliveries were inconsistent or late. Problem modeling sessions with 
convenience store owners, delivery personnel, and district managers produced the 
two problem/opportunity statements. These statements enabled a clear scope for the 
project, provided insight into the data that would be needed, and identified the 
potential analytical modeling techniques to be used. The technology inventory was 
also reviewed for potential gaps.
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�Tools Used

Cause and effect diagrams were used to investigate the convenience store complaints 
and model root causes. Root cause identification was the key to formulating problem 
statements. User stories were also leveraged to better understand the customer expe-
rience and the desired outcomes.

�Time to Complete

The time to complete the business understanding phase was 8 business days where all 
of the activities listed in this phase of the framework were completed. The deliverables 
of this phase included the problem statements, project charter, and identified technol-
ogy gaps. A similar case at the same organization took approximately 11 business days 
to complete business understanding activities and establish problem statements.

�Data Understanding

The problem statements revealed the data sources to be included in scope which 
included customer data (convenience store profiles), visit data (delivery schedule 
information), delivery data (product levels, order levels), and sales data. The pri-
mary focus of the data understanding stage was to acquire the data sources, com-
plete exploratory data analysis which includes data quality evaluation, and 
identification of candidate features. The outcome of this phase was the data quality 
report and the candidate features list.

�Best Practices

The primary best practice leveraged in the data understanding phase was data profil-
ing. Data profiling is the process of examining the data from an existing data source 
and collecting statistics or demographics about that data. Data profiling tools expe-
dited exploratory data analysis and reduced the amount of time by 50% over previ-
ous initiatives. Data quality reports produced by the data profiling tool provided 
data demographics which enabled quality issues to be quickly identified. 
Additionally, the reports provided summary statistics and a correlation matrix to 
quickly identify and evaluate candidate features.

�Tools Used

Data profiling provided the most benefit in this phase as it reduced discovery time. 
Other tools leveraged included short daily meetings, sometimes referred to as stand-
up meetings in agile, which reduced the back-and-forth communications between 
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data scientists, project leads, and project owners. Data acquisition, storage, and 
integration were tracked via a burndown chart. The development occurring in this 
phase was used as the basis for the ETL and data pipeline.

�Time to Complete

The time to complete this phase was 8 business days, which was a 50% improve-
ment over a similar project. The application of data profiling provided the largest 
gains from the framework by expediting the exploratory data analysis and data qual-
ity evaluation and reducing the number of iterations required. The candidate fea-
tures identified in this phase were customer demographics, delivery frequency, store 
sales, and elapsed time between deliveries.

�Data Preparation

The time spent on data preparation is highly dependent on a successful data under-
standing phase. The data preparation phase focused on producing the sample data to 
be used in modeling. Data cleansing and transformation were completed to produce 
a sample size of 500,000 records, representing store features over the last 6 months. 
The development work completed in the data understanding phase was leveraged 
for data preparation.

�Best Practices

The best practices applied in data preparation focused on producing the required 
sample data and developing a data pipeline to be leveraged in production. Final 
feature selection was completed based on the analysis provided from exploratory 
data analysis and the data quality report. Producing a large quality sample provided 
a base of data to use for multiple modeling iterations and prevented rework in the 
modeling phase. A focus on producing a working data pipeline saved development 
time in the evaluation and deployment phases.

�Tools

Short daily meetings continued to be leveraged to keep communication flowing 
between data scientists, project leads, and project owners. The development 
turned more formal in this phase focusing on producing working software for the 
ETL and data pipeline. Burndown charts were used to track development work. 
The early versions of working software were used to create the sample file of 
500,000 records.
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�Time to Complete

Most of the time gains in data preparation were contributed to the thoroughness of 
the exploratory data analysis and data quality work completed in the data under-
standing phase. Less rework was required to finalize the features list and build the 
cleansing and transformation to produce the final data set. The time to complete this 
phase was 5 business days compared to 7 business days of a similar project.

�Modeling

Based on the problem statements, the prediction targets were identified in the business 
understanding phase. The prediction targets were the optimal days of product supply 
and optimal number of deliveries per store. The modeling approach chosen was linear 
regression, and two different nonparametric modeling techniques were used for 
regression to expedite the evaluation phase. The modeling phase also leveraged the 
500,000 record sample file produced in the data preparation phase. The outcome of 
this phase was four models – two different approaches for two problem statements.

�Best Practices

The improvement observed in the modeling phase was directly dependent on a high-
quality sample file which was split into smaller train and test files. Cross validation 
was used to complete multiple training and testing iterations. Using two different 
modeling techniques enabled a baseline comparison for modeling performance.

�Tools

Daily meetings continued to be leverage, and worked continued on the ETL and 
data pipeline to prepare the software for production. Modeling tools were used to 
produce two complimentary models for each problem statement. Modeling tools 
needed to have a robust set of analytical functionalities, such as having multiple 
approaches to linear regression, to ensure no time is lost in this phase.

�Time to Complete

A trend can be observed where improvement gains in subsequent phases are a result 
of improvement of prior phases. Most of the gains in the modeling phase are attrib-
uted to the high-quality sample file and clear problem statements. Time lost in the 
modeling phase in a similar project was due to the need to recreate the sample file 
and create new features. The time to complete this phase was 5 days compared to 
8 days in a similar project.
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�Evaluation

Model evaluation focused on the performance comparison of the two regression 
models for each problem statement. Both models focused on predicting the opti-
mal supply days and delivery frequency for individual stores. Stores were sub-
jected to standard supply days and delivery schedules which were not geared to 
store characteristics. The outcome of this phase was the final recommendation 
of models.

�Best Practices

The efficiencies gain in this phase were dependent on having comparative models. 
Each model had its own accuracy levels; however, accuracy levels and best perform-
ing models cannot be chosen without another to compare too. Using two different 
regression approaches (decision tree and ensemble methods), time to decision 
approval was shortened. The data pipeline worked continued to ensure a production-
ready working software for the deployment phase.

�Tools

Daily meetings and the use of burndown charts continued to support the data pipe-
line development. A final meeting to present findings to business stakeholders was 
conducted to gain approval for the final models.

�Time to Complete

The evaluation phase took 2 business days. The improvement gains were directly 
attributed to having a minimum of two models to compare for each problem 
statement.

�Deployment

Two models were recommended in the evaluation phase. At this time in the proj-
ect due to early development efforts, working software for the model and the data 
pipeline were ready for production. This included the software needed to create 
the data structures, keep the data fresh, and run the models weekly. The outcome 
of this phase was deployed software and a dashboard to monitor model 
performance.
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�Best Practices

Producing production-ready software and creating a dashboard that was leveraged 
for production monitoring of the models were the best practices. Working on the 
software development in parallel to the modeling and evaluation phases helped pre-
pare for the deployment phase.

�Tools

A retrospective meeting to review the lessons learned and complete a final walk-
through of software readiness was conducted. Lessons learned were documented by 
the project lead, and the product owner worked with the IT team to promote the final 
code to the production environment. The IT team received a package with the 
model, pipeline, and dashboard code to deploy.

�Time to Complete

The end-to-end time to complete deployment was 2 days which included the final 
meeting and software package hand off to IT. The deployment time in a similar 
project was 7 days due to the lack of production-ready software at this phase. In the 
comparison project, developing production-ready software was not addressed until 
a final model was approved, delaying time to value.

The total time to complete this project was 30  days with an improvement of 
8 days over a similar project or a 28% improvement in delivery time with the appli-
cation of the framework. Some of the lessons learned from the application of the 
framework outlined the challenges of applying ASD directly to business analytics. 
These challenges encountered helped evolve the framework to its current state and 
are explored in the next section.

�Challenges of ASD Applied to Business Analytics

Applying ASD principles to business analytics projects identified some challenges 
including time-boxing, the discovery nature of data wrangling, and the focus of 
software delivery versus insights derived from business analytics.

�Time-Boxing

Time-boxing means that time boundaries are placed around an activity and are 
common practice in agile methodologies. The time-box becomes a constraint that 
drives the team to focus on value or minimal viable product (MVP). One of the 

7  A Review and Future Direction of Business Analytics Project Delivery



112

challenges that comes with using a time-boxed approach is that business analytics 
is a process that uses data to follow a chain of analysis. In this chain of analysis, it 
may not be clear what the next question is until the current question is answered. 
In addition, the next area of analysis may be clear, but there may be a dependency 
on gathering or acquiring more data. Given the primary outcome of actionable 
insights from business analytics, time-boxing does not promote iterative and pro-
gressive analysis.

�Data Wrangling

Data wrangling is an umbrella term used to describe the process of acquiring, 
transforming, cleansing, and integrating data into one “raw’ form that enables 
the consumption of data (Jurney, 2017). The CRISP-DM stages of data under-
standing and data preparation require multiple iterations of data wrangling 
before the modeling stage can begin. Data wrangling also pushes up against 
constraints of the time-box. ASD focuses on the client, the technical team, and 
the business, but less value is placed on the data. In business analytics, all of the 
value is derived from the data.

�Insight Versus Activity

In Scrum, a popular agile methodology, work items will be assigned to a developer 
during a sprint, which results in software. Again, the focus with ASD is working 
software; however, working software may produce no insight. Without the insight, 
business analytics produces no value. Multiple iterations are needed to produce 
insight. Jurney (2017) refers to the multiple iterations in business analytics as con-
current experiments. ASD focuses on the completion of activity, where business 
analytics is focusing on actionable insights.

�Quality, Testing, and MVP

In ASD, testing is a component of each development phase accomplished via con-
stant feedback from those that determine the final product. In business analytics, the 
“vision” of the final product is not typically known, and quality is gauged on the 
insight derived. Quality in business analytics has different dimensions: software 
quality, model quality, and insights quality. Model quality is determined on accu-
racy rate, and insights quality is based on creating new actions or improving existing 
ones. Accuracy rate may vary based on the initial problem. For instance, a 50% 
accuracy rate may be acceptable if the model addresses a problem never before 
addressed; thus a MVP version of a model may be acceptable. Acceptable software 
quality will depend on if the model is a onetime descriptive model or a model to be 
used in production scoring. Last, at the end of an ASD development cycle, the result 
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is deployed, and the team moves on to the next work item. In ASD, if insight quality 
is low, the business analytics team might work backward or skip back to steps in 
CRISP-DM to rework the model.

The challenges of ASD application to business analytics have a common root 
cause – uncertainty of how and when insights are considered valuable. A basic con-
flict exists between the experimental nature of business analytics and ASD. Iterative 
experiments produce learning where one experiment determines the next; there is 
no understood stopping point or final product.

�Conclusion

Traditional project delivery methodologies are not robust enough to address the 
challenges of big data and or business analytics (Davenport, 2013; Demirkan & Dal, 
2014; Gartner Research, 2015). Synthesizing ASD principles, CRISP-DM phases, 
with emerging best practices to create the business analytics, project delivery frame-
work is a start in evolving business analytics project delivery. ASD values and prin-
ciples can be leveraged to improve business analytics project delivery, resulting in 
flexible processes, improved communication, and reduction of rework as outlined 
by the application of the business analytics project delivery framework results. 
Some of the challenges encountered applying ASD to business analytics projects 
include the time-box development cycles and the focus on producing high-quality 
software. Business analytics value lies in producing new insight, thus producing 
high-quality software become less of a priority.
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Chapter 8
Aligning Operational Benefits of Big Data 
Analytics and Organizational Culture 
at WellSpan Health

Gloria Phillips-Wren and Sueanne McKniff

Abstract  Our goal in this chapter is to demonstrate the operational benefits that 
can be gained by implementing real-time, big data analytics in a healthcare setting 
and the concomitant influence of organizational culture on adoption of the technol-
ogy. Benefits include improving the quality and accuracy of clinical decisions, pro-
cessing health records efficiently, streamlining workflow, and improving patient 
satisfaction. We demonstrate these benefits by investigating patient-physician inter-
actions in a large medical practice at WellSpan Health, and we compare the observed 
workflow with a modified one made possible with a big data, real-time analytics 
platform. By comparing these two states, we illuminate the lost opportunity and the 
value left on the table by legacy behaviors and processes. In addition, we uncover 
organizational characteristics that create a climate for cultural modification and ini-
tial acceptance of big data, real-time analytics in a change-resistant organization. 
The combination of academic research and practitioner implementation shows that 
optimization of clinical operations is a key first step toward gaining user acceptance 
of big data technologies.
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�Introduction

Healthcare in the United States is undergoing a rapid transformation toward using 
data and analytics to provide improved patient care, evidence-based management, 
and outcome accountability (Kayyali, Knott, & Van Kuiken, 2013; Wang & Hajli, 
2016). Data analytics is based on integrating information from payers, hospitals, 
laboratories, and physician offices, among others, as fundamental to this shift 
(Paradise et al., 2013). Such large datasets and the concomitant integration of mul-
tiple data types are often referred to as “big data.” Analytics associated with big data 
enables assessment of performance, cost, and utilization metrics and is essential to 
driving improvements in care management (Paradise, Gold, & Wang, 2013). The 
next wave of innovation in healthcare is expected to be in real-time health systems 
based on these data and “the transformation of the healthcare delivery organization 
into one that is more aware, collaborative and patient-centric” (Runyon, 2016). 
WellSpan Health, the case study for this paper, is an early adopter of healthcare 
analytics and is moving rapidly toward enabling and acquiring the underlying data 
for real-time systems. In this paper, we focus on process analysis and the illumina-
tion of workflow inefficiencies to guide the culture change necessary for successful 
adoption of a new electronic health record (EHR).

The objectives of this chapter are (1) to present management challenges in 
aligning business strategies and analytics in a complex healthcare organization, 
(2) to demonstrate operational benefits that can potentially be gained with real-
time analytics, and (3) to suggest industry–academic collaboration to address 
alignment gaps.

�WellSpan Health

WellSpan Health is a community-based integrated health system located in South 
Central Pennsylvania with more than 15,000 employees and 140 patient care loca-
tions (WellSpan, 2017). This not-for-profit organization includes a multispecialty 
medical group of more than 1200 physicians and advanced practice clinicians, a 
regional behavioral health organization with services for children and adults, and 6 
hospitals. WellSpan’s hospitals include WellSpan York Hospital (a 580-bed com-
munity teaching hospital and trauma center with 7 residency programs, 5 allied 
health schools, and associated training programs), WellSpan Gettysburg Hospital 
(a 76-bed acute care hospital), WellSpan Good Samaritan Hospital (a 170-bed 
acute care hospital), WellSpan Ephrata Community Hospital (a 130-bed acute care 
hospital), WellSpan Philhaven (a behavioral health hospital), and the 70-bed 
WellSpan Surgery and Rehabilitation Hospital. WellSpan York Hospital’s Regional 
Resource/Level 1 Trauma Center is accredited by the Pennsylvania Trauma 
Systems Foundation and is the only accredited trauma center in York, Adams, and 
Franklin counties.
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With a strong focus on the health of the community, WellSpan has been working 
to transform the delivery of care to meet the changing needs of its central 
Pennsylvania communities. For example, WellSpan has attempted to reduce hospi-
tal medication errors through double bar-code scanning and decision support tech-
nologies (Phillips-Wren & McKniff, 2012, 2015). As the healthcare organization 
has grown with the addition of new hospitals, physicians, and services, WellSpan 
has increasingly focused its efforts on helping individuals develop a relationship 
with a primary care physician who can partner with them and the health system to 
become healthy and stay that way (WellSpan, 2017). Each patient’s information is 
available to providers at any WellSpan location through a sophisticated EMR, and 
their care is coordinated by teams of physicians, health coaches, social workers, and 
other professionals.

Although adoption of these technologies offers many benefits, including opera-
tional efficiencies, physicians have been slow to adapt to the needed changes in 
workflow. In the following section, we provide background on big data analytics in 
healthcare and aligning organizational culture with adoption of the technology.

�Background

�“Big Data” Analytics

The healthcare industry is generating “big data” in the form of individual patient 
history due to the large uptake of electronic health records (EHRs). In 2015, 96% of 
nonfederal acute care hospitals reported use of certified electronic health record 
(EHR) technology with similar usage at state levels (Henry, Pylypchuk, Searcy, & 
Patel, 2016). Functionality is also increasing, and efforts are now shifting to interop-
erability of health information and using technology to support reform of care deliv-
ery (Henry et al., 2016). These EHRs contain quantitative data such as laboratory 
tests, qualitative data such as physician observations, and transactional data such as 
healthcare delivery records. Although the healthcare industry has utilized scientific 
inquiry and rigorous analysis of experimental data such as randomized trials to 
inform practice, big data and associated analytics such as machine learning offer 
new ways to improve the quality and efficiency of healthcare delivery (Murdoch & 
Detsky, 2013).

Big data add new dimensions to analytics (Phillips-Wren et al., 2015). Big data 
can be described as data that have one or more of the characteristics of volume, 
velocity, and variety (Goes, 2014; SAS 2017), or the three V’s. In addition, these 
data can be generally represented as either structured or unstructured (Agarwal & 
Dhar, 2014). Volume indicates the huge and growing amount of data being gener-
ated, with more data often at higher granularity in EHRs. Velocity indicates the 
speed at which data are being generated from digital sources such as patient moni-
toring with wearable sensors, offering the potential for real-time analysis and 
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response. Variety refers to the variation in types of data such as physician observa-
tions or X-ray imaging. Structured data reside in spreadsheets and relational data-
bases that impose a structure for storage and access. Semi-structured data lack a 
strict and rigid format but have identifiable features such as images being tagged 
with type, date, and patient. Human language is unstructured data of growing 
importance to analytics using tools to perform activities such as text mining. Other 
characteristics are sometimes added to the three V’s such as variability and com-
plexity (SAS, 2017) or value and veracity (Raghupathi & Raghupathi, 2014) to 
recognize additional difficulties that organizations encounter in implementing data-
intensive applications.

Business intelligence and big data analytics refer to a set of analytical techniques 
that have been developed to obtain insights from large, complex datasets of varying 
types using advanced data storage, management, analysis, and visualization tech-
nologies (Chen, Chiang, & Storey, 2012). These approaches are based on mathe-
matical models, statistical techniques, decision support methods, data science 
approaches, and computer science algorithms such as machine learning integrated 
to address the unique challenges in big data. Generally, analytics can be descriptive, 
predictive, or prescriptive. Descriptive analytics refers to a description of data and 
may use exploratory methods to attempt to understand data. Predictive analytics 
utilizes historical data to predict or forecast a future state. Prescriptive analytics is 
an emerging field that attempts to find the optimal course of action by examining 
various possibilities and decision options (Phillips-Wren, Iyer, Kulkarni, & 
Ariyachandra, 2015). Although many of these methodologies have been standard in 
data analysis for a long time, in the case of big data, there is a larger amount and 
variety of data under consideration, as well as the possibility of real-time data acqui-
sition and analysis.

Specific to healthcare and based on analysis of 26 big data implementation 
cases, derived benefits from analytics were classified into five benefit categories: 
IT infrastructure, operational, organizational, managerial, and strategic (Wang, 
Kung, & Byrd, 2016). The two benefits noted most often were IT infrastructure 
(reduce system redundancy, avoid unnecessary IT costs, and transfer data quickly 
among healthcare IT systems) and operational benefits (improve the quality and 
accuracy of clinical decisions, process a large number of health records in seconds, 
and reduce the time of patient travel) (Wang et al., 2016). “This implies that big 
data analytics has a twofold potential as it implements in an organization. It not 
only improves IT effectiveness and efficiency, but also supports the optimization 
of clinical operations. In addition, [the] results also indicate that big data analytics 
is still at an early stage of development in healthcare due to the limited benefits of 
big data analytics at the organizational, managerial, and strategic levels” (Wang 
et al., 2016, p. 8).

In this paper, we focus on the optimization of clinical operations by investigating 
one service delivery area in WellSpan Health that can use big data analytics to 
streamline operations, improve patient safety, and enhance clinical decision-making. 
In this case, there is potential to impact all three levels of the system.
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�“Big Data” in Healthcare Practice

The healthcare industry appears to be repeating the trend of computerization and 
data management that has occurred in other industries (Sanders, Burton, & Protti, 
2013). Sanders et al. (2013) describe three phases. Phase I consists of data collec-
tion and transaction-based processing and is reflected in EMR adoption. Phase II is 
information sharing, facilitated in healthcare by Healthcare Information Exchanges 
(HEI). Phase III is the data analysis phase characterized by enterprise data ware-
houses and analysis of “small” and “big” data. “Small” data are not necessarily 
small in volume – they may be huge datasets; they are simply able to be collected 
internally and analyzed using existing tools. In many organizations, analytics asso-
ciated with even “small” data represents a significant step forward.

Moving to “big data” analytics presents even more challenges in healthcare set-
tings. One way to overcome the challenges is to follow a generalized methodology 
consisting of four steps: (1) a concept statement to establish the need based on the 
three V’s; (2) a proposal development stage; (3) fleshing out of the methodology 
including data and platform identification, data acquisition and cleaning, data trans-
formation, and data analysis; and (4) deployment including testing, evaluation, and 
validation (Raghupathi & Raghupathi, 2014). “This process differs from routine 
analytics only in that the techniques are scaled up to large data sets” (Raghupathi & 
Raghupathi, 2014, p. 7). As we will see later, the specific methodology utilized by 
WellSpan Health follows this general process.

A more specific Healthcare Analytics Adoption Model is shown in Fig. 8.1 and 
provides a way to assess expansion of analytics capabilities and maturity in data 
sources, complexity, data literacy, and data timeliness (Sanders et  al., 2013). To 
progress through the steps, an organization must have standard ways of collecting 
data and assessing its validity, integrating data, automating reporting, reducing vari-
ability in processes, tailoring patient care, predicting outcomes to suggest interven-
tions, and tailoring patient care. The nine levels shown in Fig.  8.1 move from 
inconsistent versions of the truth at Level 0 through standardization processes in 

Level 8: Personalized prescriptive patient care

Level 7: Predictive risk models for patient intervention

Level 6: Patient care guided by population metrics

Level 5: Reduced variability in care processes

Level 4: Efficient, consistent, adaptable external reporting

Level 3: Efficient, consistent, available internal reporting

Level 2: Standardized vocabulary and patient registries

Level 1: Collection and integration of core data

Level 0: Inefficient, inconsistent point solutions

Fig. 8.1  Healthcare 
analytics adoption model. 
(Adapted from Sanders 
et al., 2013)
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Levels 1 and 2. Internal standardization can be obtained with an enterprise data 
warehouse that employs consistent language, norms, and governance.

Analytics is employed on Level 3 to develop automated internal reports and new 
knowledge with internal data for executive decision-making, and it is extended to 
impact external reporting in Level 4 and clinical best practice in Level 5. Levels 6–8 
require data beyond the organization and can be considered big data. Level 6 at the 
point-of-care uses population metrics to guide patient care, and those metrics are 
drawn by analysis of the larger world body of patients. Predictive risk models in 
Level 7 require external data to include in the analysis such as collaboration between 
physicians, hospitals, payers, and patients. Level 8 utilizes analytics toward patient 
health optimization and requires personalized data such as genetic data.

Organizations do not move through these phases linearly, and they may be work-
ing on multiple levels simultaneously. However, “the return on investment of EMRs 
… will not be realized … until the healthcare industry … commits culturally to the 
exploitation of analytics, − that is, to become a data-driven culture, incented eco-
nomically to support optimal health at the lowest cost” (Sanders et al., 2013, p. 8).

Even with the advantages of these processes, there is resistance in healthcare. 
Evidence-based medicine (EBM) is “the conscientious, explicit, and judicious use 
of current best evidence in making decisions about the care of individual patients” 
(Sackett, Rosenberg, Gray, Haynes, & Richardson, 1996). “EBM stands in contrast 
to anchoring decisions on personal habits, tangible and intangible incentives unre-
lated to care, or medical traditions that have little or no empirical validation” 
(Fichman, Kohli, & Krishnan, 2011). Barriers to widespread adoption of analytics 
include lack of knowledge and misconceptions about the actual effectiveness of 
treatment, the difficulty of diffusing that knowledge, and practitioner resistance that 
is often connected to a desire for autonomy, incentive conflicts, and fear of litigation 
(Fichman et al., 2011). Many of these issues of technology adoption and culture 
change have been faced and studied by the information systems community for 
decades (Karahanna, Straub, & Chervany, 1999), and the lessons learned can be 
applied to healthcare.

“In healthcare, the foremost concern for management is the people that compose 
it – the key stakeholders – be they patients, physicians, nurses, and other medical 
staff, referring providers, or representatives from the local community. Empowering 
these individuals and increasing the quality and transparency of decision-making 
are key goals for any business analytics initiative. Therefore, the organization needs 
to establish business analytics as an organizational and cultural objective, a compo-
nent of its long-term strategy. However, to realize these benefits, clinicians, support 
staff, and leadership all need to understand and appreciate the importance of busi-
ness analytics as tools and as a fundamental process within the organization. 
Otherwise, the organization will continue to underinvest and staff will be skeptical 
of the value of recording data as a matter of course” (Ward, Marsolo, & Froehle, 
2014, p. 577).
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�Organizational Culture and Technology Adoption

Culture has been framed in various ways, for example, as ideologies, beliefs, 
assumptions, shared values, collective will, norms, practices, symbols, rituals, 
myths, ceremony, and tacit versus explicit components (Leidner & Kayworth, 
2006). Organizational culture is an important factor in absorbing and implementing 
new technology in a healthcare setting (Caccia-Bava, Guimaraes, & Harrington, 
2006). A review of the literature shows that there is a range of social, technical, and 
organizational characteristics that need to be managed to ensure that technology 
innovations are useful to healthcare organizations and individuals; however, these 
factors are interrelated and complex (Cresswell & Sheikh, 2013).

Information systems research has a rich history of investigating the influence of 
culture (e.g., national, organizational, group) and the adoption of IT in organiza-
tions (Leidner & Kayworth, 2006). In particular, technology acceptance and use has 
been studied at length in the information systems community (Phillips-Wren & 
McKniff, 2015). Perhaps the best-known theoretical model is the technology accep-
tance model (TAM) (Davis, 1989) and its extensions based on the theory of rea-
soned action (Fishbein & Ajzen 1975) that attitudes and norms (e.g., influenced by 
culture) predict behavioral intention which predicts actual behavior. TAM has been 
utilized to understand physician acceptance of telemedicine, decision support sys-
tems in primary care, physicians’ intention to accept innovation, adverse event 
reporting, technology within hospitals, and healthcare professionals’ intention to 
utilize healthcare information systems (Phillips-Wren & McKniff, 2012, 2015). 
Technology adoption is a necessary important first step toward a data-driven orga-
nization, and it is the aspect that we focus on in this paper.

In the following section, we apply these concepts to analyze a situation in a 
healthcare organization dedicated to moving toward real-time analytics and 
achieving the benefits of a data-driven culture for its organizational processes and 
patient care.

�Methodology and Discussion of Results

�Issues, Controversies, and Problems

As the WellSpan organization began preparations for the substantial undertaking of 
replacing multiple legacy systems with an enterprise-wide EHR, a variety of depart-
ments were identified as being high risk for adoption of the workflows necessary for 
successful EHR implementation. Direct observation of the service delivery pro-
cesses within these departments reinforced these concerns. “Workflows must be 
designed in a way that assures the important data elements will be captured during 
a visit and that these tasks minimally disrupt workflow, particularly expensive 
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resources such as nurses and physician” (Ward, Marsolo, & Froehle, C., 2014, 
p. 378).

In response to an invitation from leadership of orthopedic services at WellSpan, 
and with full disclosure of the intent to evaluate workflow as it pertained to the 
EHR, we observed various teams during regularly scheduled office hours. Our ini-
tial approach provoked a Hawthorne effect where the person being observed changes 
their behavior in response to observation. Thus, the care teams attempted to use the 
computer system in ways that further broke their processes and reinforced their 
beliefs of computer-generated process inefficiencies. On a few occasions, the ortho-
pedic team used this opportunity of having a captive audience to share testimonials 
and demonstrate functionality flaws. These dialogues introduced additional distrac-
tions and delays to such an extreme that the observers chose to remove themselves, 
so throughput, for the day, might be restored.

To mitigate some of the difficulties with data acquisition, a different approach 
was introduced in attempt to increase the opportunities of capturing accurate work-
flow examples. Trusted in-house personnel with clinical workflow experience shad-
owed the clinical support staff. These individuals gained trust of the care team and 
provided value in real-time while simultaneously witnessing the work-arounds. 
More importantly, they gained awareness via uncensored remarks justifying the 
work-arounds. All management levels, including site directors and practice manag-
ers, were actively involved in this undertaking which became known to the process 
improvement team as “WOW” WellSpan Orthopedic Workgroup.

Physicians shared a common fear that any amount of time spent interacting with 
the EHR is time not spent with a patient and, thus, would increase patient visit times 
and ultimately decrease visit volume. This deep-seated cultural belief was the fore-
most obstruction to the project. A paradigm shift needed to occur. The belief that the 
EHR is just a slow electronic form of documentation is a perhaps a valid perception, 
albeit outdated. Value-added data served up just-in-time to provide guidance during 
the fast-paced delivery of orthopedic ambulatory care needed to be proven.

�“Current State” Workflow Observed in Practice

Figure 8.2 shows a traditional cross-functional workflow diagram representing the 
findings of our observations on the “current state.” It shows the role-based activity 
steps and handoffs during a typical ambulatory office visit for orthopedic evaluation 
or postoperative visit. Despite having a functioning EHR, physicians and their sup-
port teams employed work-arounds designed to decrease the physician’s need to 
interact with the computer. As shown in the diagram, the physician verbally requests 
the room location of the next patient to be evaluated. The support staff pause, think, 
and respond verbally. Following the physician’s exam, orders are verbally commu-
nicated in the charting area hallway. The details necessary to complete the elec-
tronic orders frequently require additional clarification. Decision support systems 
and best practice advisories appear during the order placement, and resolution of the 
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alert often requires the expertise of the physician. This creates a recurring situation 
of waiting and interrupting one another for task completion or perhaps a riskier 
practice of the alert being addressed by a non-physician.

Note writing is another area in which the support staff devised a work-around to 
alleviate some of the documentation burden for the physician. However, only one 
person can contribute to a note at a time. This created a situation of waiting between 
colleagues to finish and release the note. One enhancement recommended by the 
care team during our observations was to allow for multiple simultaneous contribu-
tors to a note. While this might seem to make documentation faster, it has obvious 
inherent safety concerns.

Clinical support staff can be inadvertently put in situations in which they are 
practicing above their certification/license in the name of physician efficiency. Lack 
of standard processes and physician preferences introduced process variation that 
challenges support staff to work effectively with different physicians and contrib-
utes to staff attrition and retention issues.

�Workflow Process for “Future State”

We suggested that by using big data technologies and analytics with the EHR, the 
process could be significantly simplified to a “future state” with improvements as 
shown in Fig. 8.3. In this workflow, the physician uses technology associated with 
the EHR to locate the patient; capture observations and recommendations during 
the patient encounter; record heath strategies such as medication, treatment, follow-
up, and referrals; and move to the next patient. We suggest that although cultural 
changes are required to implement the new workflow, the advantages will be signifi-
cant. The physician’s expertise is captured accurately, decisions are documented, 
patient prior encounter information is available, patient history can be incorporated 

Fig. 8.2  Current state – office throughput
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into treatment plans, best practice alerts can guide decision-making in real-time, 
and clinical staff contact with the patient is more effective. The support staff will 
become more available to effect office throughput because of the previous opportu-
nity cost of their time waiting and doing nonsupport staff responsibilities. Support 
staff will not be waiting to clarify verbal orders and other rework that was out of the 
scope of their certification/license. In addition, the capture of structured and unstruc-
tured data can be incorporated into the EHR and used to inform real-time decision-
making and reporting.

�Technology Acceptance and Cultural Challenges

We used the traditional tool of a cross-functional diagram to illuminate what we 
thought were obvious risks and delays. We created a “current state” diagram 
(Fig. 8.2) based on our observations and a proposed “future state” diagram (Fig. 8.3). 
We presented these documents to a few of the orthopedic physicians. Our technique 
failed. We did not successfully persuade them that a workflow change was neces-
sary for their efficiency or for their readiness to adapt to the impending implementa-
tion of a new EHR. The culture is so ingrained, along with the fact that diagrams 
were developed by non-orthopedics personnel, that the diagrams were considered 
an inaccurate representation of the current state. Physicians feared that the recom-
mended process changes would be detrimental to their office efficiency and, subse-
quently, their livelihoods.

A different approach to overcome organizational resistance to technology was 
needed. After discussion with leaders, we presented the workflows at an orthopedic 
all-staff and all-provider meeting and asked them for help validating our findings. 
We used custom animation via PowerPoint to make the workflow advance one 
activity step at a time. We replaced some of the words and squares with clip art 
representing physicians and staff. We did this slowly and void of judgment. The 

Fig. 8.3  Future state – office throughput
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energy in the room became palpable. The staff clapped and cheered as group con-
sensus grew and the gaps and rework were illuminated. The interactive approach 
overcame initial resistance as the group participated in developing the process flow.

The approach used during the team meeting was a catalyst of multiple down-
stream efforts to change culture and affect efficiency. The orthopedic care team 
realized that ineffective processes had accidently evolved in the name of efficiency. 
The phrase “efficiency theater” was a light way for staff to refer to a situation where 
rework and reduced waiting time resulted when colleagues assisted each other in 
using the technology effectively.

�Discussion of Results: Digital Transformation at WellSpan

Within WellSpan Health, an organizational goal is the use of technology to improve 
the delivery of patient care. WellSpan’s mission is “Working as one to improve 
health through exceptional care for all, lifelong wellness and healthy communities.” 
The executive leadership team at WellSpan Health has embraced the challenge to 
provide tools necessary to deliver exceptional care. A reliable EHR, accurate real-
time analytics, and clinically led information technology initiatives have provided a 
foundation for success.

However, this technology adoption project was initially interpreted as risky while 
not adding value. Using technology was viewed as slowing down the number of 
patients that could be seen in a day, and time is critical since charges are accrued per 
patient. In addition, healthcare professionals prefer to interact with humans rather 
than a computer. They are trained to assess a situation and make decisions without 
technology, so introducing technology into the workflow was not clearly an advan-
tage. Yet they rely on discrete patient-specific data and situational health informa-
tion when applying their knowledge of medicine to safely formulate their care 
delivery decisions. The EHR will be considered a value-added tool when physicians 
and nurses experience value in real-time through data analytics such as decision 
support alerts that interrupt the ordering of an inappropriate medication, or a popu-
lation health alert that recommends an appropriate diagnostic screening exam, or a 
timesaving alert indicating that a procedure will not be covered by the patient’s 
insurer. When providers experience the embeddedness of the EHR in the delivery of 
safe healthcare, then digital transformation will begin to occur.

Clinical stakeholders must be involved in all phases of technology development 
and implementation in order to incentivize physicians and clinical end users to 
adopt and embrace it. The collective experience of interacting with the EHR defines 
usability. Issues such as slow log-on times, number of clicks to perform a task, and 
nonintuitive design contribute to resistance and subsequently underutilization by 
the end user. Just-in-time support and at-the-elbow guidance may mitigate the steep 
learning curve that historically has contributed to the delegation of EHR responsi-
bilities to residents and junior staff. Such delegation further delays the hands-on 
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experience required for adoption and increases patient risk potential because deci-
sion support is being addressed by less experienced providers.

Another technique to positively affect the rate of digital transformation is to lis-
ten to the physicians’ concerns and mitigate them when possible. If the physician is 
incentivized for visit volume, they must be provided tools that do not impede their 
ability to function at an optimal capacity. In our case, it was important not to repli-
cate bad processes or simply automate current paper records. Lean methodologies 
should be applied to the workflows surrounding the physician’s workload such as 
strategizing and standardizing tasking, formally delegating prescription refill 
responsibilities, or alleviating time burdens via upstream data collection such as 
documentation of the patient’s preferred pharmacy.

By clearly communicating organizational goals and subsequent anticipated 
results, members of an organization can collaborate to achieve a common goal. One 
example is to achieve a specific level/stage of EMR adoption model. In 2015, 
WellSpan Health’s hospitals were judged by a US organization, Healthcare 
Information and Management Systems Society (HIMSS), an American not-for-
profit organization dedicated to improving healthcare in quality, safety, cost-
effectiveness, and access through the best use of information technology and 
management systems. WellSpan received two Electronic Medical Record Adoption 
Model (EMRAM) certificates of achievements from HIMSS. Figure 8.4 shows the 
percent of hospitals achieving that level in 2015. WellSpan Surgery and Rehabilitation 
Hospital in York, Pennsylvania, achieved HIMSS EMRAM Level 7, and WellSpan 
Good Samaritan Hospital in Lebanon, Pennsylvania, achieved HIMSS EMRAM 
Level 6 designation in 2015.

The current HIMSS EMRAM is shown in Fig.  8.5 along with the percent of 
hospitals achieving each level in 2017. It differs somewhat from the Generalized 
Healthcare Analytics Adoption Model discussed earlier (Fig. 8.1) and the HIMSS 
EMRAM 2015 (Fig. 8.4). HIMSS EMRAM 2017 has seven stages and does not 
currently require the use of personalized data such as genetic markers as outlined in 
Level 8 of the Sanders et al.’s (2013) model. We discussed the generalized model in 
Fig. 8.1 as aspirational and applicable to all healthcare organizations, national and 
international, while the EMRAM 2017 model in Fig. 8.5 is an instance of a metric-
driven evaluative model developed by a specific US organization (HIMSS, 2017). 
These standards continue to evolve.

In 2015, at the time WellSpan Surgery and Rehabilitation Hospital achieved 
stage 7, only 4.2% of the hospitals in the United States had achieved this designa-
tion, while 27.1% had achieved stage 6 with WellSpan Good Samaritan Hospital. 
In 2017 Q3, the percentage of US hospitals achieving stage 7 had risen to 6.1%, 
while the percentage in stage 6 was 32.7% (HIMSS, 2017). Thus, IT adoption is 
improving in US hospitals, although more slowly than proponents desire (Keller 
et al., 2017).
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�Bridging the Gap Between Research and Practice

A major issue in the implementation and effective use of big data analytics in an 
organization is convincing practitioners that the required changes are worth the 
effort. One way that the academic community can contribute to overcoming this 
perception is by theoretically researching benefits of big data analytics and docu-
menting those benefits with real use cases.

In healthcare, academics can provide evidence that a larger population of data 
acquired by the EHR will improve evidence-based decision-making and lead to 
improved patient care. These new data enhance generalizability of medical deci-
sions by including demographics and patient characteristics that cannot be captured 

Stage Cumulative Capabilities 2015
2015 Q4 

WellSpan 
awarded Level 7

7 Complete Electronic Medical Record 
(EMR); continuity of care transactions 
to share data; data warehousing; data 
continuity with emergency department; 
ambulatory; out-patients

4.2%

6 Physician documentation with 
structured templates; full clinical 
decision support system with variance 
and compliance; full images

27.1%

5 Closed-loop medication administration 35.9%

4 Computerized physician order entry 
(CPOE); clinical decision support with 
clinical protocols

10.1%

3 Nursing/clinical documentation 
(flowsheets); clinical decision support 
system with error checking; images 
available outside Radiology

16.4%

2 Clinical data repository (CDR); 
controlled medical vocabulary; clinical 
decision support; may have document 
imaging; Health Information Exchange 
(HIE) capable

2.6%

1 Ancillaries – Laboratory; Pharmacy; 
and Radiology/Cardiology - all installed

1.7%

0 All three ancillaries not installed 2.1%

Fig. 8.4  United States Electronic Medical Record (EMR) adoption model of HIMSS analytics 
2015
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in randomized trials that are necessarily limited by practicality. To be most effec-
tive, big data analytics should be delivered into the hands of the most experienced 
professional to affect decision-making, so the physician should personally see the 
data, the alerts, and best practices suggested by the data.

Academics can also apply process-flow methodologies to enhance operations 
using big data analytics and operational research techniques. The concept of having 
additional human resources to relieve physicians from tasks that do not require their 
expertise is logical at first glance. Physicians are trained professionals who should 
not be performing tasks such as record keeping. The authors agree with this premise 
when the task was simply transcription of notes into electronic format. However, 
the increasing capacity of computers to assist in complex human decision-making 
creates new opportunities. Using big data analytics such as that made possible with 
EMRs, computers can correlate patient outcomes with healthcare, identify trends 
and best practices in the larger population, provide individualized recommenda-
tions and alerts, and with greater precision provide information to mitigate patient 

Stage Cumulative Capabilities 2017 2017 Q3

7 Complete Electronic Medical Record (EMR): 
Includes External Health Information 
Exchange (HIE); data analytics; governance; 
disaster recovery; privacy and security

6.1%

6 Technology-enabled medication, blood 
products, and human milk administration 
including risk reporting

32.7%

5 Documentation by physician using structured 
templates with intrusion/device protection

33.5%

4 Computerized physician order entry (CPOE) 
with clinical decision support; nursing and 
allied health documentation with basic 
business continuity 

10.1%

3 Nursing and allied health documentation; 
electronic medication administration records; 
role-based security

12.6%

2 Clinical data repository (CDR) including 
internal interoperability and basic security

1.9%

1 Ancillaries – Laboratory; Pharmacy; and 
Radiology/Cardiology information systems 
with image management system

1.5%

0 All three ancillaries not installed 1.6%

Fig. 8.5  United States Electronic Medical Record (EMR) adoption model of HIMSS analytics

G. Phillips-Wren and S. McKniff



129

harm. Thus, physicians need to interact directly with the technology as records are 
being created.

In the classroom, case studies such as WellSpan serve to illustrate the applicabil-
ity of analytics methods to the real world and, especially for graduate students, 
provide an analogy to a student’s own organization. It is especially powerful to have 
business partners as speakers to instructional groups. This two-way dialogue 
between educators and members of the business community lends credence to peda-
gogy and relevance to the concomitant research.

�Conclusion

This paper reports research on the environmental conditions needed to obtain value 
from big data analytics in a healthcare setting. We focused on an orthopedics unit at 
WellSpan Health and observed the workflow and the interaction of physician, staff, 
patient, and documentation processes. We found that simply having an electronic 
medical record available was not enough. Although real-time analytics has the 
potential to assist healthcare professionals with decision-making, underlying cul-
tural processes can interfere with effective use of available data. In our case, optimi-
zation of clinical operations was a key first step toward utilizing electronic medical 
record systems effectively to improve patient safety and enhance clinical 
decision-making.

Big data analytics will continue to grow in the healthcare sector due to its 
proven ability to enhance medical decision-making and improve operational effi-
ciency. Physicians and healthcare providers are becoming increasingly trusting 
and subsequently reliant on real-time, big data during the decision-making phases 
of the delivery of patient care. Not just the use of technology but the use of smart 
timely data will continue to be further embedded into the workflow of personnel 
caring for patients.
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Chapter 9
HR Analytics: Human Capital Return 
on Investment, Productivity, and Profit 
Sensitivity: A Case of Courtyard Marriott 
Newark at the University of Delaware

Ali A. Poorani and William A. Sullivan

Abstract  The objective of this case study is to apply human capital analytics, more 
specifically, human capital return on investment, human resources productivity, and 
compensation efficiency at the Newark Courtyard Marriott Hotel, University of 
Delaware, and investigate if such analytics adds new outlooks beyond the usual 
metrics used by lodging enterprises. The study presents quantitative metrics and 
trend analysis for a 3-year period at this business unit. In addition, the case study 
provides measures that help management to identify and address inefficiencies, as 
well as the productivity of its human capital. The study also highlights the benefits 
of Bridging Practice and Theory.

Keywords  Human capital analytics · Productivity of human resources · Profit 
sensitivity · Big data · Case study

�Introduction

Obviously, a strategy of maintaining a culture of employee engagement and 
retention requires investment in human capital, but little is known about the 
financial results of investment in human capital (Marler & Boudreau, 2017). 
Both executives at the corporate level and managers at the property level need to 
justify the cost-benefit of investment in human capital by leveraging the power of 
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real data that not only supports a culture of engagement but also adds to financial 
results. As cited by Stevens (2015), most of the narratives when addressing HR 
issues to board members and executives are derived from expertise, intuition, and 
gut feelings rather than statistical analysis of the data. As Stevens (2015) quoted 
Brad Church, HR business partner at the Williams Cos. Inc., “most of the people 
we were talking to wanted something that could carry more weight than just my 
best judgment.”

A study of big data across a variety of industries (Erikson & Rothberg, 2015) 
revealed that gaming and hotels earned about average scores on knowledge man-
agement (KM) but relatively low scores in utilizing big data and competitive 
intelligence (CI). This is surprising, since hotel and gaming companies possess 
large volumes of data from loyalty programs, customer data, and service opera-
tions. Perhaps, this deficiency could be attributed to the shortage of skilled 
employees with the knowledge to utilize big data and lack of widespread learn-
ing from other industries. A study of 328 business executives by TDWA, Best 
Practices Report (Halper, 2015), revealed that more than 52% of executives indi-
cated that the lack of skilled personnel was the number one challenge for next-
generation analytics.

The objective of this case study is to apply human capital analytics, more specifi-
cally, financial return on human capital investment at the Newark Courtyard Marriott 
Hotel, and investigate if such analysis adds new outlooks beyond the usual metrics 
used by lodging enterprises. The study presents quantitative metrics and a standard-
ized financial approach to investment in human capital at this business unit. In addi-
tion, the case study provides measures that management can identify to address 
inefficiencies as well as the productivity of its human capital. The study also high-
lights the benefits of Bridging Practice and Theory.

�Background

As compared to many other businesses, human capital costs in the hotel industry are 
highly significant. According to the Lodging Magazine, posted by Robert 
Mandelbaum (2014), “In 2013, 44.8 percent of all dollars spent to operate a hotel in 
the United States went to pay for labor-related costs, making it the single largest 
expense item for operators.” And, overall the labor costs ranged from roughly 35% 
at limited-service and extended-stay properties to 48% at convention hotels and 
resorts for the same year. Among the contributing factors for high human capital 
costs are high turnover rates ranging from 25% for managerial positions to about 
60% for line-level employees with a total turnover cost per employee ranging from 
$2,604 to 14,019 (Tracey & Hinkin, 2006).

Kline and Harris (2008) attributed  the failure of hoteliers to expect account-
ability for the investment into employee development and return on investment 
(ROI) in training to hard-to-identify human capital bottom-line contributions, time 
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constrains, lack of reliable information, and reliable tracking methods for 
employee contributions. Today, big data and related analytics are revolutionizing 
the way we see and process the world. According to Mayer-Schonberger and 
Cukier (2013) and McMillan (2016), the use of analytics and big data suggests 
implementing a system of accountability, including measuring success with ana-
lytics and big data, and delivering value that will be credible to top executives.

�Big Data a Definition

Big data is distinguished from regular data by (the three Vs) volume, velocity, and 
variety (Chintagunta, Hanssens, & Hauser, 2016) defined as follows:

•	 Volume— massive size.
•	 Velocity— how fast data are changing or coming in.
•	 Variety— multiple formats, such as Facebook, Tweeter, encrypted packages, etc.

Brands (2014) expanded on the 3Vs to include:

•	 Value—usefulness
•	 Venue—location
•	 Vocabulary—context

For example, Walmart collects approximately 2.5 petabytes (1 pet-
abytes  =  1,000,000 gigabytes) of information per hour including information 
about transactions, customer behavior, location, and other devices (Bradlow, 
Gangwar, Kopalle, & Voleti, 2017). The challenge for organizations is how to 
leverage this massive information and add value to their organizations. Business 
intelligence (BI) offers a broad range of analytical tools to access, mine, and 
analyze big data.

�Revolution of HR Analytics

Although measurement of human resources has been around since early 1900s, 
Marler and Boudreau (2017) conducted an evidence-based literature review of 
published peer-reviewed articles that addressed HR analytics. Their analysis showed 
that the volume of research regarding modern HR analytics in high-quality peer-
reviewed journals is limited. Using an innovation adoption method, their study 
identified 60 articles on this topic of which only 14 articles were published in quality 
peer-reviewed journals. Additionally, 10 out of the 14 articles did not involve 
hypothesis testing but were short illustrative case studies. One can conclude that 
research on HR analytics is still in its infancy, and there is a need for future studies. 
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Utilizing the published reviewed articles, Marler and Boudreau (2017) offered the 
following definition for HR analytics:

A HR practice enabled by information technology that uses descriptive, visual, and statisti-
cal analyses of data related to HR processes, human capital, organizational performance, 
and external economic benchmarks to establish business impact and enable data-driven 
decision-making.

Bassi (2011) offered a similar definition that HR analytics is an evidence-based 
approach; it could include an array of simple reporting metrics all the way to 
predictive modeling. There is no one size fits all. The analytics could take a form of 
a single environment to global analytics across various environments, such as 
regulatory, geographic, etc. Beyond the definition, in their study, Marler and 
Boudreau (2017) focused on the following four questions:

	1.	 How does HR analytics work? In summary, 6 of the 14 articles addressed the 
LAMP model (logic, analytics, measures, and processes), the key elements 
necessary to understand the cause-effect relationships in HR analytics.

	2.	 Why does HR analytics work? Evidence-based research regarding this question 
is very limited. We hope that our case study will shed more light on how and why 
the HR analytics works in the lodging industry. Aral, Brynjolfsson, and Wu 
(2012), using a sample of 189 firm-level data collected over 5 years from 1995 
to 2006, showed that HR analytics alone did not result in higher productivity, but 
firms that combined human capital management (HCM) software and pay for 
performance method achieved significantly more productivity. In this case, 
aligning incentives and employee behavior (logic), using HCM (analytics) with 
pay for performance (process), and measures from HCM software neatly corre-
sponds to the LAMP model.

	3.	 What are the outcomes of HR analytics? According to Bassi (2011), the end goal 
is to improve individual and organizational performance. An empirically tested 
study by Aral et al. (2012), along with six nonempirical case studies, demonstrated 
a strong relationship between HR analytics and financial results. A study by 
Harris, Craig, and Light (2011) offered a divergent view and asserted that cost 
savings on HR process are unlikely to produce significant financial impact based 
on the notion that administrative costs typically constitute about 3% of company’s 
sales. In our assessment, although this number might accurately represent many 
business segments, lodging industry is highly labor-incentive, and this conclusion 
may not accurately represent this industry. Other less promising studies included 
a low or moderate use of HR analytics to measure the relationship between HRM 
process and people and business impact across Fortune 1000 firms (Falletta, 
2013) or Fortune 500 companies (Lawler & Boudreaau, 2015) demanding more 
research and explanations.

	4.	 What moderating factors affect HR analytics outcome? Marler and Boudreau 
(2017) concluded that HR analytics to be successful required three moderating 
factors, namely having HR professional analytical skills, acquiring managerial 
buy-in, and using HR information technologies. This conclusion is further sup-
ported by skepticism about the ability of human resources professionals to effec-
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tively employ data analytics as well as deliver data-driven and business-oriented 
organizational results (King, 2016).

Often there is a disconnect between data that HR professionals use to track HR 
metrics, such as turnover ratios, demographics, promotion rates, etc., and their 
effects on total human capital return on investment for the unit or the organization 
as a whole. In this chapter, we work to break this disconnect by using accounting 
data (real and accurate data) to provide a quantitative measure of human capital cost 
for the organization and link those costs to the financial success of the firm. As an 
example, at Best Buy, a 0.1% increase in investment in employee engagement has 
been measured to create more than $100,000 in the store’s annual operating income 
(Davenport, Harris, & Shapiro, 2010). We propose that such analyses can be carried 
out at the unit level, as well as the entire organization for the hotel industry. As these 
methods of data collection build up, we foresee useable trends emerging that can be 
exploited to measure progress and cost-benefits of the human capital components to 
the organization’s total cost structure.

One controversy regarding HR analytics is who should take the lead, HR or 
finance? Bassi (2011) suggested that HR develop new capabilities and capacities to 
partner with finance and IT. We will show that in the human capital model in our 
case study, senior levels and other team members can easily capture and analyze the 
metrics of human capital management. HR team members share ownership and 
responsibility for these costs and the results, since they often set, enforce, and track 
the base data to produce the human capital costs. Too often HR has been silent on 
the costs of their actions, but by using the human capital metrics, they can see and 
feel the impact on the larger organization. HR always wanted a seat at the table and 
now can share in the financial impact of human resources policies.

Finally, it is important to address ethical concerns regarding HR and predictive 
analytics and ask ourselves when is it appropriate to apply HR analytics? This intro-
duces ethical dilemmas that HR professionals might face. For example, is it ethical 
to identify employees or applicants and their prescription drug records or their prob-
ability of becoming violent at workplace? The literature review on this topic is lim-
ited. Falletta (2013) in a survey of 220 participants from Fortune 1000 companies 
found that 76% of the listed practices, in his research, were considered neutral or 
inappropriate by the respondents. In addition, it is quite likely that individual ethical 
judgments will vary depending on the variety of human capital decision from hiring 
to assessments, promotions, etc.

�Big Data: Industry and Academics

The challenges of leveraging big data have compelled the industry and academics to 
work together and develop well-designed strategies to capitalize on the organization’s 
data assets. Within the last 50  years, business schools have started to embrace 
sophisticated research methods, mathematical optimization, multivariate statistics, 
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and econometrics to study marketing problems, such as customer behavior, lifetime 
value of a customer, etc., which later, combined with the emergence of data science 
and big data technologies, resulted in development of new professional organizations, 
scholarly journals, and specialized conferences and bringing teaching and practice 
together (Chintagunta et al. 2016). The hotel industry is not an exception. There 
have been a number of hotel chains that have utilized predictive analytics to make 
business decisions; however, these activities primarily address understanding 
customers and what they want from the hotel, customer analytics, loyalty marketing, 
and capacity and pricing optimization (http://duettocloud.com/resources/
whitepapers/Bringing-Predictive-Analytics-to-the-Hotel-Industry.pdf). However, 
these analytics did not capture issues in human capital investment and returns.

Today, companies are targeting sufficient customer data that can provide valu-
able business information to support business decisions on par with financial and 
human resources (Sun, Cegielski, & Li, 2015). HR analytic companies have brought 
onboard a number of Ph.D. statisticians and business intelligence professionals and 
suggested involvement of academia in implementing analytical practices and case 
studies (Starner, 2017). Following aforementioned accomplishments in the 
marketing field, this case study opens up new doors and an example of a partnership 
between academics and industry to leverage the capabilities that each side can bring 
to the table as relate to HR. Figure 9.1 provides a brief narration of academic and 
industry partnership leading to this case study.

�The Need for Human Resources Analytics 
in the Lodging Industry

For the HR field, to establish strategic and business partnerships, like the ones in the 
field of sales and marketing, it needs to become strategic partner with business. To 
achieve this goal, HR needs data-based decision-making and analytics capabilities 
to influence business strategy. This is crucial because if HR wants to play a strategic 
role in organizations, it needs to develop measures grounded on how human capital 
decisions affect the business and vice versa (Lawler, Levenson, & Boudreaau, 
2004). For example, JetBlue, Best Buy, and Limited Brands have discovered an 
important statistical relationship between employee satisfaction and company 
performance (Davenport et al. 2010).

In the lodging industry like many other businesses, BI tools (platforms) can pro-
vide an architecture for businesses to analyze company data and reveal patterns and 
insights. These platforms offer a variety of solutions to HR challenges. A study 
conducted by G2|crowd (2017) that recently rated BI tools (platforms) highlighted 
that “…to be qualified as BI platform a product must:

•	 Consume data from any source through file uploads, database querying, and 
application connectors

•	 Provide an architecture to transform data into a useful and relatable model
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•	 Support data modeling, blending, and discovery processes
•	 Create reports and visualizations with business utility
•	 Create and deploy internal analytics applications”

For example, Sage Hospitality, a leading hotel company, began using ProfitSage 
Financial Suite as its business intelligence tool, since May 2008. The web-based 
ProfitSage software consists of six modules that interface with the PMS, back office 
accounting, point of sale, sales automation, and payroll systems in order to warehouse 
critical operational data. The information is then used within the different modules to 
produce revenue reports, detailed forecasts, line-by-line budgets and a number of other 
customized reports. ProfitSage also interfaces with Smith Travel reporting to provide 

UD's Poorani, Sullivan introduce new metrics that apply human capital analytics 
to hospitality

University of Delaware hospitality professor Ali Poorani and Bill Sullivan, managing director of the Marriott Courtyard 

Newark at UD, have partnered to introduce new metrics for evaluating human capital performance in the lodging 

industry.

“The current metrics, such as average daily rates, occupancy percentages, revenue per available room, and various 

labor costs that hotels use to measure performance, though well-established, do not adequately quantify return on 

human capital investment,” Sullivan said.

Nearly 90 percent of organizations report that leveraging large swaths of critical data, otherwise known as “big data,” is 

critical to being competitive in their industries, Poorani added, but, “Hotels earn relatively low scores in utilizing big data 

and competitive intelligence. This is surprising.”

Poorani said that he has been trying to apply the concept of human capital analytics to the lodging industry, but he had 

doubts that he would have access to the data, until he approached Sullivan.

Poorani and Sullivan then launched an investigation into the hotel industry. As a case study, they applied the Vienna 

Human Capital Performance Index, which uses various algorithms to calculate an organization’s:

• Entire investment in human capital: Employee costs, costs in support of employees and costs in lieu of employees.

• Human capital productivity: The amount of revenue generated for each dollar invested in human capital after adjusting 

for the costs of material.

• Profit sensitivity: The ratio between profit driven incentives and profit goals determined by the organization.

The case study analyzed detailed financial data for the UD Marriott over a period of the past three years. (Article by Sunny 

Rosen)

http://www.delawarebusinesstimes.com/ud-hospitality-professor-creates-new-metrics-hotel-
industry/

Fig. 9.1  Academic and industry partnership narrative
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comprehensive comparisons to the competitive set (http://www.hotel-online.com/News/
PR2008_3rd/Sept08_SageProfitSword.html). Similarly, Peachtree Hotel Group (PHG), 
one of the nation’s fastest-growing hotel investment and management companies, has 
utilized ProfitSage applications for its portfolio of 34 hotels including Comfort, 
Starwood, Hyatt, Marriott, IHG, and Hilton brands (https://profitsword.com/
peachtree-hotel-group-chooses-profitsword-for-business-intelligence-platform/).

In our case study, we used data driven from ProfitSage, a BI tool, to calculate the 
following metrics: return on investment, productivity, and efficiency of human 
capital. We hope as the process matures, the metrics discussed in this case study 
may become key performance indicators (KPIs) for lodging organization to better 
evaluate their investment in human capital.

�HR Analytics BI Metrics

Figure 9.2 lists some of the most utilized metrics in HR adapted from Visier, Ultimate 
Software (white papers), DiBernardino and Miller (2008), and Ping (2013).

�The Scope of HR Analytics

Generally, analytics for managing human capital can be categorized from simplest 
to most sophisticated in the following manner proposed by Davenport et al. (2010): 
Human capital facts, analytical HR, human capital investment analysis, workforce 
forecasts, the talent value model, and the talent supply chain:

Fig. 9.2  Human capital return on investment, productivity, and profit sensitivity metrics
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	1.	 Human Capital Facts: Explore a single truth regarding individual performance 
at the enterprise level, such as demographics, contingent labor use, turnover, or 
recruiting data. For example, Harrah’s Entertainment uses insight from data to 
put the right employees in the right jobs.

	2.	 Analytical HR: Analyzes individual performance data in relation to certain HR 
metrics. For example, comparing staff-turnover investigation in two distinct 
regions or how individual performance data relates to cost, time, engagement, or 
retention.

	3.	 Human Capital Investment: Investigates which actions have the greatest 
impact on business outcome. For example, Sysco, a Fortune 100 global food-
service company, has saved nearly $50 million in hiring and training costs by 
analyzing the company’s delivery personnel and their satisfaction scores. When 
the satisfaction rates dip, the company institutes training and improvement to 
bring them back on track. As a result, the company has improved its retention 
rates from 65% to 85% in 6 years.

	4.	 Workforce Forecast: Workforce planning involves an examination of a com-
pany’s current and anticipated labor needs and predicting future gaps. It helps to 
avoid talent gaps by analyzing talent shortages, skill gaps, turnover, succession 
planning, and business opportunity data to identify potential shortages or 
excesses of key capabilities before they happen. For example, by analyzing his-
toric data, one can determine why people are leaving, or does it cost more to 
retain employees or replace?

	5.	 The Talent Value Model: Uses analytics to determine what the employees value 
the most or like about the company and choose to stay with the company. This can 
help the company to focus on certain individuals, groups, etc. to actively engage in 
their development. For example, Google uses this model by analyzing the employee 
performance data to help both high- and low-performing employees.

	6.	 The Talent Supply Chain: Given the rapidly evolving workplace, it is essential 
that organizations maintain an effective talent supply chain. Big data helps, in 
real time, to determine the current talent, the talent the organization needs, or the 
talent that it will need in the near future. For example, a hotel can optimize next 
day’s schedules based on forecasted sales patterns, inbound call center volumes, 
or predicted receipts. HR can help the organization to determine where a certain 
talent is needed to support the company strategy. In labor-incentive organizations, 
such as lodging industry, this can be critical for the long-term success of the 
organization.

�What Is Needed in the Lodging Industry?

Lodging industry, also known as hotel business, encompasses various brands, types 
of hotels and motels, and related industries, such as bed and breakfasts, extended 
stay, Airbnb, and other providers. Marriott, with its recent merger with Starwood, is 
the leading provider of hotel services internationally.
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All the six BI metrics listed above (the scope of HR Analytics) are essential for 
lodging industry, an industry that is heavily labor-incentive. However, in this case 
study, we will focus on human capital investment metrics, which investigate what 
actions and strategies have the greatest impact on business outcome (number 3 in 
the hierarchy proposed by Davenport et al. (2010).

To our knowledge, direct effects of human capital investment and its financial 
results have not yet been fully utilized in the lodging industry. To address this void, 
we used Vienna Human Capital Performance Index proposed by the Vienna Human 
Capital Advisors (DiBernardino & Miller, 2008) to investigate how the following 
three BI metrics, namely, human capital ROI, productivity, and profit sensitivity (see 
Fig. 9.2), can be utilized in the lodging industry to help management and HR to 
better justify any additional investment in human capital.

We propose that the three human capital metrics, the human capital return on 
investment, productivity, and profit sensitivity, signify innovative “human capital 
metrics,” a set of new and possibly future key performance indicators (KPI’s) for the 
lodging business. We believe that determining these measures are achievable, since 
a large volume of data are available for the lodging industry but not utilized in this 
manner. These new human capital metrics provide a new tool for management and 
HR to look at the targets that relate to the financial results of investment in human 
capital and a “going forward” way to separate human capital costs from other 
volumes of accounting data that are commonly used in the lodging industry, which 
will be discussed later in this chapter.

Key performance indicators are those metrics established by the firm as “criti-
cal success factors” for the business, and they are regularly updated and often 
highlighted in MIS or other dashboards for quick analysis of business results. The 
three metrics used in this case study will help analyze the root causes of issues 
relating to HR and measure success of investment in human capital based on tar-
gets set by the organization, or a competitive set. As a starting point, we will 
demonstrate how these models can become (KPIs) for the organization using a 
3-year period of data analysis.

�Value of Big Data in Lodging Industry

Biljihan and Wang (2016) stressed that in order to create a competitive advantage, 
lodging organizations need to integrate all new technologies and create synergy 
among human capital, knowledge, and financial capital. They argued that both 
academia and practitioners attempt to understand the driving factors of competitive 
intelligence. Academics and lodging businesses can benchmark KM, BI, and CI 
from other industries on a case-by-case basis and develop new predictive analysis to 
enhance the use of big data. Based on the authors’ experience, companies often 
bring in consulting expertise to analyze operating data to better understand the 
figures and course of action based on that data analysis. Real data speaks for itself, 
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but there is a need for further analysis by industry and educational experts to dig 
beyond the real data. The lodging industry needs to look at both short- and long-
term trends and recommend actions to improve the results and even come up with 
new metrics to present data about human capital costs. The three metrics presented 
in this case study will show the business results of any additional dollars spent in 
human capital.

�Methods

�Case Studies

Case studies are powerful means of introducing the impact of analytics in the hos-
pitality industry. For example, Vanneste (2016), by analyzing performance data in 
more than 400 of its restaurants in the United Kingdom, concluded: “McDonald’s 
was able to ascertain that customer satisfaction averaged 20% higher in restaurants 
where employed staff are 60 years or older. An older market segment was drawn to 
the restaurants and the older employees had a positive impact on the team morale.” 
In another case study, ConAgra Foods Inc. measured the impact of new leadership 
training by studying performance of 600 trained and 1600 untrained supervisors 
across 65 US-based plants to measure the effect of training on leader retention. The 
results indicated that the turnover rate of trained supervisors was around 5.3%, 
while the untrained supervisor turnover reached 11.4%, during the 12-month after 
training, resulting in $2.3 million saving in the first year of leadership initiative 
(Baron, 2016).

As relating to lodging industry a case study posted by Caruso (2013), Starwood 
Hotels (with more than 1000 hotels and 145,000 associates) used a predictive 
workforce analytics by gathering 360-degree feedback from 2700 of its leaders and 
established Starwood critical leadership competencies. Using viaPeople BI tool and 
its large database, Starwood concluded that leadership effectiveness leads to 
associate engagement, which leads to guest loyalty and consequently to higher 
RevPar Index (revenue per available room). This case study has critical implications 
to HR and underlines that certain leadership behaviors and competencies impact the 
company bottom-line and business results.

�Issues, Controversies, and Problems

Lodging industry’s human capital analytics often incorporates top-line financial 
metrics, focusing on evaluating past performances rather than incorporating the 
predictive power of data and their strategic impact. Among many financial ratios, 
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hotel enterprises focus on the following key performance indicators, metrics, or 
ratios for measuring effectiveness and efficiency of their operations:

•	 Guest room occupancy = total guest rooms sold/total guest rooms available
•	 Average daily room rate = total rooms revenue/total guest rooms sold
•	 RevPar (revenue per available room) =  total rooms revenue/total guest rooms 

available
•	 Average dining check = food revenue per meal period/total customers (covers 

served in that period)
•	 Operating efficiency ratio = gross operating profits/total revenue
•	 Return on investment = net income/total assets

The guest room occupancy, average daily room rates, and RevPar are data ele-
ments that are submitted by thousands of hotels on a daily basis to a neutral confi-
dential third party, Smith Travel Research (https://www.strglobal.com), to permit 
peer comparisons (most commonly is known as comparative set analysis). The other 
data, such as total customers served, food revenue per meal, etc., are extracted from 
the hotel point of sale restaurant/bar system.

As it relates to human capital, the most used ratio is labor costs, calculated as a 
percentage of dollars spent on labor divided by total revenues. This ratio could be 
calculated for each department and/or for the whole hotel property. Obviously, these 
and other similar metrics provide some raw data for comparison; however they do 
not capture or predict overall contribution of human capital to organization’s 
business outcomes. Other than labor hour and labor cost comparisons, nothing is 
close to the “human capital costs” as defined in the Vienna Human Performance 
Index (DiBernardino & Miller, 2008). In this case study, we use the Vienna Human 
Capital Performance Index to analyze human capital return on investment (HC 
ROI), productivity, and profit sensitivity for the proposed property, Newark, 
Courtyard Marriott.

�Application

	1.	 Human capital return on investment (HC ROI) uses the following metrics to 
calculate HC ROI:

	
HCROI

Profit financial capital costs

Humancapital costs
=

−( )
	

Human capital cost, defined as the metric to “Measure the organization’s 
entire investment in human capital – employee costs, costs in support of employ-
ees, and costs in lieu of employees.”

Profit numbers are depicted from the income statement lines and earnings 
before interest, taxes, depreciation, and amortization (EBITDA) otherwise 
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known as operating cash flows; financial capital costs include interest payments 
and cost of borrowing; and human capital costs include employee costs, costs in 
support of employees, and costs in lieu of employees as follows:

•	 Labor cost (wage and salary)
•	 Employee benefits costs (medical, 401 K, social security, education, relocation, 

sick pay, paid holidays, and employer contributions to healthcare benefits)
•	 Training and development, tuition reimbursement if applicable
•	 Recruiting costs (people, ads, development of position descriptions, etc.)
•	 Hiring costs (physicals, drug tests, background checks, reference checks, 

agency fees, referral fees from agencies)
•	 Orientation costs for new employees
•	 Uniforms issued by firm
•	 Employee meals and locker room costs

	2.	 Productivity measures the amount of revenue generated for each dollar invested 
in human capital, after adjusting for the costs of materials, calculated as follows:

	

Productivity
Revenue materials costs

Humancapital costs fin
=

−( )
+ aancial capital costs( ) 	

This formula is an adaptation of the traditional financial measure for produc-
tivity (revenue ÷ assets), and it can normalize all kinds of enterprises by control-
ling for material costs (which vary greatly by industry). Most hotel and restaurant 
operations, given the service nature of the business, are labor intensive; and 
material costs are tightly monitored as a percentage of sales or by profit margin 
(sales minus direct costs of goods sold). The “productivity” metric takes the two 
asset categories (people and investment costs) and looks at the multiplier for 
revenue, after cost of goods sold (material cost). In this formula, the assumption 
is that material costs do not drive revenues, they are passed through costs, and 
only human capital and financial capital are the drivers of true revenues. This 
pinpoints the hotel’s ability to seize productive assets and make a return.

	3.	 Profit Sensitivity measures the ratio between profit driven incentive compensa-
tion (PdIC) and a profit goal determined by the organization:

	
Profit sensitivity

Profit driven incentive compensation PdiC
=

− ( )
PProfit goal 	

This formula is an adaptation of the quick ratio, also known as the acid test, 
used to measure liquidity. The quick ratio is the most stringent, current method 
used by finance professionals to ensure that liquidity levels are adequate enough 
to protect an organization’s cash position. The Vienna Index’s Profit Sensitivity 
indicator is a corollary of the acid test but with a laser focus on the organization’s 
compensation structure. Managers have clear goals to gain incentive compensation 
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(bonus), and this measures the percent that the reward is. This is a perfect 
addition to portfolio of metrics for any hotel leadership team.

�Data Analysis

Using DiBernardino and Miller (2008) model of human capital analytics, we pro-
vide data for a 3-year period, 2014, 2015, and 2016, to learn how managers can 
readily measure return on human capital investment, productivity, and profit 
sensitivity and report the finding at the executive and property levels.

�Human Capital Return on Investment (HC ROI)

We drilled down to financial data for the periods of 2013–2014, 2014–2015, and 
2015–2016 and inserted the relevant data in formulas using an excel sheet. Our 
results are illustrated in Fig. 9.3. The findings indicate that the property’s HC ROI 
has been negligibly negative (−) for the years 2013–2015 and hovering near (0.00) 
indicating that human capital had not added enough incremental value sufficient to 
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cover financial capital costs. However, the trends show that the property is moving 
to a positive territory, during 2015–2016.

The 2015–2016 HC ROI shows that, in the most recent year, the property has 
achieved a positive territory and can allocate further investment in HC and still 
recoup the financial capital costs. The increase from FY14-15 to FY15-16, amounts 
to over 8% [(0.0029)–(−0.0831)], underlining that, keeping everything else constant, 
the hotel has gained $0.08 additional profit for each dollar invested in additional 
HC, justifying and, in some cases, defending future investment in HC.

�Productivity

As mentioned earlier, productivity measures the amount of revenue generated for 
each dollar invested in human capital, after adjusting for cost of materials. In this 
formula, the assumption is that material costs do not drive revenues, they are passed 
through costs, and only human capital and financial capital are the drivers of true 
revenues. The results indicate positive and relatively stable productivity for the 
property hovering near 2.9X.

First, keeping other elements constant, an increase in revenue levels can boost 
productivity. Net Promoter Scores (Markey & Reichheld, 2009), guest surveys, 
number of repeat stays, retention (Joa, 2015), loyalty programs (Garnefeld, Eggert, 
Helm, & Tax, 2013), and customer sentiment analysis on social media (Leung, Law, 
Hoof, & Buhalis, 2013) are all reported to increase revenues. Courtyard Marriott, 
like most other hotel brands, uses all of the above. Second, many hotels routinely 
measure material costs. Management by controlling such costs can maintain a 
desirable ratio without sacrificing quality. Finally, a healthy productivity ratio 
provides flexibility to further invest in HC. Exploiting and propagating productivity 
ratios in the industry provide HR and management team to see the trends, compare 
the results over time, and benchmark with other similar establishments.

�Profit Sensitivity

Profit sensitivity analytics helps organizations to establish a clear and measurable 
relationship between profit-driven incentive compensation (PdIC) and profit goals. 
A look at the 3-year history shows the volatility of profit-driven incentive 
compensation.

Based on our findings, as profit goals for this property increase, the percentage 
profit sensitivity decreases. By analyzing data over time and/or comparing this ratio 
to similar hotels, one can easily establish strategic target rates that are satisfactory 
for the organization and management, highlighting what percentage of profits could 
be dedicated to profit-driven incentives.
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Studies have shown that profit sharing improves productivity, job satisfaction, 
organizational identification, and working hard (Bryson & Freeman, 2016; Fibirova 
& Petera, 2013). The metrics discussed here can help management to rightsize the 
profit goals and profit-driven incentives while maintaining liquidity to cover cost of 
capital.

�Trend Analysis

As we see in Fig. 9.3, these measures provide a trend when using multiple years, 
which enables HR to clearly plan and predict what to expect in the future years. In 
the absence of available benchmarks in the lodging industry, the above measures are 
best utilized when the results are compared with the on-site established targets.

Obviously, the goal of exceeding the financial costs was not met in the year 2014 
and 2015. This is not a surprise for lodging industry, in the early years, when the 
cost of debt is high. The data clarifies this expectation for strategic decisions. Also, 
it is not unusual in lodging enterprises to show smaller earnings as a percentage of 
sales due to the low margin of many hospitality businesses, especially where food 
and beverage sales are present.

On the upside, the trends show that our establishment has moved to the positive 
territory during 2016. HR and management can now analyze the historic data and 
evaluate what has contributed to this upward movement. As a result of data analytics, 
now HR can conclude that any additional dollar invested in HC can produce at the 
minimum, $0.08 in profits, and the raw data show the dollar amount of additional 
investment available for HC, in the meantime, sufficient to cover the cost of capital.

The productivity metric is showing the trends for earnings turnover of the two 
cash assets (HC costs and capital costs) are increasing. This is clearly a step to more 
asset productivity and thus better earnings. Since capital costs are not controllable, 
fine-tuning the human capital costs for the better return is a win for all. In addition, 
reallocating human capital resources to address the areas deemed vital to guest 
service or adding resources from areas beyond human capital are also notable 
considerations.

Particular to the hotel and restaurant industry, material costs are significant. During 
hyperinflationary periods, the cost of material increases, and adjusting sales prices, 
accordingly, may be difficult in the short term. Productivity analysis can help to deter-
mine the root causes of diminishing productivity ratio. Accurate usage data, inventory 
control, preventing spoilage, etc. can also help to maintain productivity levels.

Profit sensitivity analysis can help to set clear targets for employee and man-
agement incentives. Obviously, driving higher returns while sharing the payoff 
with staff is one of the best motivation tools. Studies have argued profit sharing 
can result in improved productivity, job satisfaction, and value creation (Bryson & 
Freeman, 2016).

Reviewing the trends in the current case study, clearly the hotel trends are in the 
proper direction. The analysis shows the profits have substantially increased making 
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the ration of incentives over profits smaller (the 2016 contribution to profit sharing 
hovers around 16% versus 40% in 2014). In absence of a stock sharing plan, the 
cash payout model is a real plus for the short-term drive needed to meet each year’s 
business plan objectives.

�Conclusion

The employee-centric focus is exemplified in the people-first culture at Marriott 
International. The enterprise’s “Core Values and Heritage” web page clearly 
identifies valuing employees and providing associates with opportunities to grow 
and succeed is a top strategic priority. Quoting Executive Chairman, Bill Marriott, 
“Take care of associates and they will take care of the customers” (Marriott 
International, 2015).

The data, in this single property, provided strategic level understanding of this 
property’s investment in human capital and its productivity levels for a 3-year 
period. Charting the three metrics of human capital ROI, productivity, and profit 
sensitivity over time for one hotel helped to show trends (positive, negative, and 
volatility) and establish baselines for the use of such metrics in the future.

Per Managing Director of the proposed property, “The exercise of this case study 
was an eye-opening experience, a change in mindset.” Traditionally, accountants 
would slice and dice performance data extracted from financial data. This case study 
made it abundantly clear that management and HR can incorporate key performance 
and profitability data to improve organizational performance. The process further 
established that the BI tools used in this case study were relatively easy to use. The 
information was readily available and the management did not have to go through 
IT to perform such analytics. The analysis process was fairly simple using Excel 
sheet. The partnership with the University of Delaware faculty made the analysis 
more effective.

The process of manual calculations can even be further streamlined by building 
dashboards using industry-specific metrics to address key business outcomes and 
people strategies. The case study we developed and the BI methods we used will 
start a movement toward more sophisticated analytics that matter for bottom-line 
and business predictability.

Mindful about our tangible, positive experience and results from this case 
study, we plan to investigate additional case studies nationwide, in order to pro-
vide a platform that companies can benchmark their HC ROI, productivity, and 
profit sensitivity with similar properties and the industry averages. We also sug-
gest the academia and lodging institutions to incorporate the value of other big 
data, such as Net Promoter Scores, guest surveys, number of repeat stays, mem-
berships, loyalty program, etc., into financial metrics proposed in this case 
study. Clearly, feedback from other data sources can help human resources 
teams make changes in the recruiting process (such as redefining position 
description requirements or changing areas of recruitment), new employee and 
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existing employee training, and other issues exposed in the process of financial 
returns in HC investment.

�Appendix: Case Study Questions

Q1. How can HC analytics help us find where the most investments in HC should be?

Suggested answer: In calculating HC costs, we used all of the following 
figures:

•	 Labor cost (wage and salary)
•	 Employee benefits costs (medical, 401 K, social security, education, relocation, 

sick pay, paid holidays, and employer contributions to healthcare benefits)
•	 Training and development, tuition reimbursement if applicable
•	 Recruiting costs (people, ads, development of position descriptions, etc.)
•	 Hiring costs (physicals, drug tests, background checks, reference checks, agency 

fees, referral fees from agencies
•	 Orientation costs for new employees
•	 Uniforms issued by firm
•	 Employee meals and locker room costs

Management can scrutinize any of the above numbers and decide where the sav-
ings or additional investment is most appropriate. Obviously, in the lodging busi-
ness, trade-offs between qualities of service, mainly customer satisfaction data and 
costs, could be considered first. As we look at the root causes of service issues, we 
can track back to various components of the human capital costs listed above. For 
example, costs in support of employees. We know that lack of familiarity with job 
procedures could be related to investment in training or turnover, both manageable 
costs. Likewise, corrective action could be taken to increase emphasis or investment 
in those areas. Each issue can be fully investigated to determine the best way to 
improve that measure. Management can decide the level of resource allocation 
based on the HC ROI results and connect it to other data sources considering the 
severity of the issues and overall impact on key guests’ measures, such as “likeli-
hood to return” or “likelihood to recommend.”

Q2. Can tying sentiment analysis and guest satisfaction data to investments in people 
(human capital metrics) give us advance warnings of service delivery problems?

Suggested answer: In addition to direct guest feedback, most hotels have added 
feedback from user generated sites (Trip Advisor, Google, Yelp) to provide other 
sources of guest feedback. Marriott currently uses both own customer data and a 
social media index to analyze hotel performance against peer hotels. HC ROI 
metrics can expose areas of service improvement opportunity and enable 
management to focus on those areas. The related costs of that emphasis may well be 
visible in the component costs of human capital (i.e., training, pay, benefits, 
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turnover). Mining the verbatim comments from these guest feedback sources is vital 
to getting to root cause, trends, and identification of possible corrective actions.

Q3. What kind of data can we bring into our data analytics tools and algorithms to 
better understand HC productivity?

Suggested answer: The productivity algorithm in this case study showed that, 
keeping other elements constant, an increase in revenue levels and reducing material 
costs can boost productivity ratio. To improve revenue levels companies can utilize 
Net Promoter Scores, guest surveys, number of repeat stays, loyalty programs, and 
customer sentiment analysis on social media to increase revenues. Similarly, 
companies by monitoring prevailing material costs and its trends can assure the 
target productivity levels and benchmark with other competitive set.

Q4. If we have service quality disruptions, how can we most effectively recover?

Suggested answer: Hotels need to prepare for more disruptions in the near future. 
Disruptions can come from both external and internal (on-site). From an external 
perspective, general state of economy, consumer mindset, technology, and business 
platform are critical (Deloitte: https://www2.deloitte.com/content/dam/Deloitte/us/
Documents/consumer-business/us-cb-2017-travel-hospitality-industry-outlook.
pdf). First, a strong economy can add to demand, which requires accurate workforce 
planning and recruitment effectiveness that can contribute to productivity. Reverse 
is the same when economy is not performing or some unexpected risks might be on 
horizon, such as spread of Zeka, etc. Second, consumer mindset and expectations 
are in state of flux. Companies need to get customized and personalized data in the 
hands of those who deliver service at all touch points in order to differentiate their 
business and service offerings to their clients using their customer behavior measures 
and social networks. Third, hotels are, to a degree, behind in delivering enabling 
technologies to their customers. For example, by utilizing innovative apps hotels 
can enable their customers to book rooms, make various appointments, control their 
room temperature, and communicate with staff or other guests. The Internet of 
Things (IoT), by connecting devices, offers numerous opportunities to hotel 
businesses, such as connecting customer smartphones to various sensors at the hotel 
to greet a guest by name upon arrival, lead them to their room, open the door 
automatically, and manage the other needs of customers based on their unique 
profile. Fourth, new business platforms will be needed as the industry’s organic and 
vertical growth reaches maturation. That is, hotels engaging in mergers and 
acquisitions will need to add across travel experiences, such as retail, restaurants, 
local excursions, etc. to provide personalized experiences. Finally, HC metrics 
offered in this case study will be helpful to analyze, add people to service areas that 
have impact on revenue growth, and reduce them where they don’t.

Q5. How can we link analytics to talent acquisition strategies? Retention? 
Engagement?

Suggested answer: Although this study focused on strategic level financial 
metrics of human capital, lodging industry faces many human capital challenges. 
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Other case studies and human capital analytics can help in a number of areas, such 
as new hires, employee post-hire performance, total reward systems, overtime anal-
ysis, and effective benefit plans. Additionally, turnover, resignation, and employee 
movement are common place in hotel industry. BI methods used in predictive 
human capital analytics can analyze available data across location, department, gen-
der, age, promotion wait time, pay increase, training, and other factors and relate 
them to business outcomes.

Q6. What are potential ethical concerns with respect to leveraging analytics to mea-
sure human occipital performance?

Suggested answer: Management and HR need to be mindful of ethical consider-
ations in using BI. Be wary of broad classifications of guests with trends in service 
issues. We cannot allow our staff to have preestablished perceptions of guests that 
will impact service and generate reactive behavior from guests (i.e., sensitivity to 
ADA conditions, race, gender, nationality). The privacy of guest feedback in all 
areas needs to be respected even if the guest has not taken reasonable precautions. 
HR predictive analytics tools can build employee profiles, such as engagement, 
dietary habits, shopping practices, tracking employee sentiments, etc. Companies 
are using employee data, such as who knows what? Who knows whom? Which 
employee is likely to quit? Data about surprise events or escalated incidents, etc. 
(Leong, 2017). Privacy of employees is a critical ethical consideration. Although 
these technologies are beneficial, companies need to create information governance 
committee (IG) to analyze their privacy culture, set guidelines, and encourage best 
practices.
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Chapter 10
Delivering Internal Business Intelligence 
Services: How Different Strategies Allow 
Companies to Succeed by Failing Fast

Rubén A. Mendoza

Abstract  This chapter reviews opportunities and issues propelling and limiting the 
success of business intelligence and analytics services for a company’s internal use. 
We describe three strategies for providing these services internally (on-premises, 
cloud, and hybrid) and explore issues of importance in the shaping of current demand 
and of future offerings by web-based providers. It also discusses opportunities for the 
development of academic curricula to offer better training to graduate and improve 
recruiting outcomes for organizations and for the development of more relevant aca-
demic research to address topics of current and strategic importance to the firm.

Keywords  Business intelligence · Business analytics · Cloud · Service architectures

�Introduction

Business intelligence and analytics (BI&A) are a category of computing  
technologies and supporting processes facilitating data collection, storage, 
access, and analysis to improve managerial decision-making (Chaudhuri, Dayal, 
& Narasayya, 2011; Watson, 2009). Business intelligence generally refers to 
technologies and processes which provide descriptive understanding of data sets, 
from non-interactive reports to dynamic dashboards capable of drill-down activi-
ties. Front-end tools such as Tableau, Qlik, Cognos, and others provide multiple 
configuration options to create stunning, interactive data visualizations. At the 
back-end, high-performance databases with support for relational, object, and 
non-relational data capable of storing and accessing traditional structured data as 
well as unstructured multiformat data are critical to BI activities. BI product 
options abound, but Microsoft SQL Server, Oracle Enterprise Server, IBM DB2, 
SAP ASE, and MySQL are leading choices.
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Business analytics (also commonly known as data analytics) is generally used to 
describe higher-level statistical analysis of large data sets. While data analysis is 
necessary to the development of a story conveyed via BI reports, the value of data 
analytics lies in its predictive and prescriptive nature. Predictive analytics uses 
sophisticated data modeling to make forecasts, and prescriptive analytics makes 
specific recommendations on an optimal course of action (Davenport, 2013). In 
addition, business analytics generally assumes self-service activities, in which the 
analysis is performed by business users who are also specialists in data analysis 
techniques. Business analytics is closer to process than to product, but many (if not 
all) of the products listed above support analytics processes adequately.

BI&A success stories have more to do with the company’s innovative use of 
existing tools than with the capabilities of the tools themselves. The opportunities 
are endless: the Burberry Group personalizes in-store customer shopping experi-
ences with the use of RFID tags and targeted videos on display screens; CVS Health 
matches call center agents with the types of customers agents are more likely to 
engage positively; L’Oreal mines social media posts and routes appropriate ones to 
employees who can engage with the post’s author; Lockheed Martin mines project 
data for early indicators of trouble; and Petroleos Mexicanos uses sensors to moni-
tor equipment noise to proactively schedule maintenance and reduce downtime 
(Laskowski, 2015). For simplicity, the term “BI” will be used here to refer to any 
and all technologies and processes described here as included in BI&A.

This chapter provides a discussion of the three most commonly adopted 
approaches to the provision of internal BI services by organizations: on-premises, 
on the cloud, and a hybrid approach of the two. A description of some common 
benefits and limitations of these three common strategies on the spectrum of BI 
service provisioning accompanies each description.

An on-premise strategy involves the use of the firm’s own human and technology 
assets to complete all business analytics activities resulting in any BI product. At the 
complete opposite end of the spectrum, a pure cloud strategy requires the use of 
external, network-accessible vendors, commonly referred to as cloud providers for 
all BI activities. The description of this strategy will also be accompanied by a dis-
cussion of its defining characteristics, primary service models, and common private 
deployment modalities. Finally, in a hybrid strategy, companies offer BI services 
using a combination of its own existing infrastructure and cloud providers.

�Business Intelligence and Analytics

What constitutes a product or service in the business intelligence and analytics 
space is still relatively open to debate and can include anything from static reports 
(printed or electronic) to mobile, customizable/configurable, and on-demand data 
visualizations with real-time data and automated insight discovery. The simplest 
BI&A tools provide a summary view of historical data, often without the ability to 
request additional context for the data. Farther along the spectrum of complexity, 

R. A. Mendoza



159

Apoteket, a state-owned Swedish pharmacy retailer, uses dashboard applications to 
analyze marketing data to identify effective store promotions, track the performance 
of products via online orders, and coordinate supply chains with pharmaceutical 
manufacturers and other retail partners (Tableau.com). The technologies which 
make this possible are, generally, familiar technologies: large, high-performance 
databases, telecommunications networks, mobile devices, and user-friendly inter-
faces. The business processes they support are also very familiar: identify profitable 
customers, products, services, and market opportunities, reduce costs, and increase 
customer satisfaction. The combination of increasingly powerful hardware/software 
platforms and business insight is what drives the innovation we see in BI&A.

Business intelligence and analytics have been described as both process and 
product: the results of processes and activities firms use to identify and extract use-
ful information become the product which allows them to compete more success-
fully (Jourdan, Rainer, & Marshall, 2008; Vedder, Vanecek, Guynes, & Cappel, 
1999). The process itself becomes the product as it generates insight. As processes 
mature and become proven industry bench marks, they are embedded in new soft-
ware products as standard capabilities. The process becomes replicable and, eventu-
ally, generic (Carr, 2003). BI&A technologies and processes only provide as much 
competitive advantage as the firm can extract from data. Maintaining lasting com-
petitive advantage becomes difficult because the creation of in-house applications 
specific to the firm’s needs is expensive and slow, and off-the-shelf products are one 
size fits all. Firms whose BI processes or technologies are unique (likelier with on-
premise strategy) may find longer-lasting positions of competitive advantage 
(Barney, 1991). However, cloud platforms are ideal for fast innovation cycles 
because service elasticity dramatically lowers the risk of provisioning a service 
incorrectly (Armbrust et al., 2009). As such, a unified framework for identifying a 
single corporate strategy for provisioning internal BI services either in-house, on 
the cloud, or in a combination of both is unlikely to emerge soon.

While many academic and industry researchers do not bother to differentiate 
between business intelligence and analytics (Chen, Chiang, & Storey, 2012; Gartner, 
2013), others describe analytics as extending beyond large-scale data storage, min-
ing, and colorful interactive visualizations to develop new products and services 
based on deep analysis of all the data companies maintain (Davenport, 2006, 2013). 
The notion of business intelligence has been around since at least the late 1950s 
(Luhn, 1958), but it was not popular with the business and IT communities until the 
late 1990s (Chen et al. 2012). At that point in time, business intelligence included 
all processes and technologies in support of better decision-making. In the late 
2000s, the added & analytics descriptor began to make its way into research and 
industry literature (Davenport, 2006). In the 2010s, the two terms have started defin-
ing separate but related ideas, and while there is still not a consensus, uniform defi-
nition of each, differences are starting to become clear.

Chen et al. (2012), in their introduction to a special issue of the MIS Quarterly, 
the premier MIS academic research outlet (Lowry et al., 2013), synthesize a num-
ber of academic and industry articles and further classify BI&A into generations 
given the ever popular 1.0, 2.0, and 3.0 labels. According to the authors, BI&A 1.0 
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includes most current technologies, procedures, and uses, which rely on the  
collection of structured data via transactional systems (often legacy) and store it in 
traditional relational database environments. Data analysis is based on techniques 
developed in the 1970s and 1980s, consisting largely of intuitive, simple visualiza-
tions. BI&A 1.0 examples include practically any static data report or visualiza-
tion but can extend to more current practices with dashboard applications. From 
spreadsheets to most OLAP activities, BI&A 1.0 captures what most companies 
are currently doing with their data.

BI&A 2.0 technologies and activities add text mining, web analytics, and social 
network analysis to the mix of data analysis activities discussed in BI&A 1.0. 
Perhaps the most recognizable label associated with BI&A 2.0 is Big data. Big data 
has three defining characteristics: volume, velocity, and variety (McAfee & 
Brynjolfsson, 2012). The volume of data being created by today’s business environ-
ment is truly spectacular. And it is being created at an astonishing rate of speed 
(velocity). It is one thing to generate one petabyte of data (one million gigabytes, or 
1015 bytes), but it is quite another to generate it in a single day. It is estimated that in 
2016 Netflix users watched around 8.3 petabytes of video per hour and that total 
consumption of data in the United States topped 2.5 petabytes per minute (James, 
2016). The variety of big data is reflected in the multitude of sizes, formats, and 
contents of the data being created and includes both structured and unstructured 
data. Structured data is most easily described as the kind of predictable data associ-
ated with online purchases: customer name, shipping address, credit card informa-
tion, etc. It is predictable because all data fields are easy to categorize, have a range 
of anticipated values and well-known formats, and are subject to maximum sizes 
which do not sacrifice content or meaning. Building a database to accommodate this 
data is a simpler task (as difficult as building a good database is). Unstructured data 
is normally defined to include multimedia, graphics, e-mail, and a large number of 
social media content formats (Tallon, Short, & Harkins, 2013) which is much less 
suited to simple numerical analysis or categorization (Devlin, 2010). To illustrate 
that last point, the reader is invited to consider what the average of his/her last 20 
social media posts would be (the question itself makes little sense and invites more 
questions in order to define it better). Building data repositories for unstructured 
data is a more complex task because it is much more difficult to predict its content 
and to categorize it. Extracting meaning from data with such varied origins, content, 
and format is a formidable challenge.

Lastly, BI&A 3.0 is the label applied to data products with analytics embedded, 
which provide and create data simultaneously. These technologies and activities 
support and enable location-aware, mass-customized, context-sensitive, mobile 
analysis and product/service delivery. For example, location-relevant advertise-
ments and discounts in mobile traffic apps such as Waze, which can alert you to the 
presence of establishments or offers in your vicinity (data delivery) and record and 
report whether you take advantage of their offers (data creation). Using Yelp, con-
sumers can check into restaurants and receive special discounts on the spot (data 
delivery and creation) and request a review of their experience later on (data cre-
ation). Other offers which consume and create data are tasks in apps like LinkedIn 
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via in-network endorsements or recommendations, or the ability to modify Facebook 
ad campaigns in real time (as an advertiser) and to request that similar ads not be 
shown to you (as consumer) are all BI&A 3.0 services. Davenport (2013) calls them 
simply Analytics 3.0.

It is also worth noting that there is overlap and bleed at the edges of BI&A 1.0, 
2.0, and 3.0 services, and a clear-cut border is often difficult to find. One is also 
likely to see a blurring of the lines between the terms business intelligence and ana-
lytics in current environments. In general, however, an on-prem approach is ade-
quate for BI 1.0 activities, a hybrid approach can complement on-prem strategies to 
provide BI 2.0 services quite well, and the speed of application development in a 
cloud strategy is better suited for the intensive platform demands of BI 3.0 applica-
tions and products.

The Society for Information Management’s (SIM) long-running (since the 
1980s) IT Issues and Trends study series shows BI has remained at or near the top 
of technology investment by surveyed organizations in the United States for over a 
decade (Luftman, Kempaiah, & Nash, 2005, many others) and in recent surveys 
across several other geographical regions as well (Luftman et al., 2013). Similarly, 
IT and business alignment has been on the list of top five management concerns for 
an even longer period of time (Kappelman et al., 2015; Luftman & McLean, 2004; 
many others). In the past few years, the SIM survey has measured cloud computing 
and its many associated manifestations (Xaas, SOA, etc.) separately, and they have 
been shown to be among the areas receiving the highest levels of investment by 
organizations (Kappelman et al., 2015; Luftman & Derksen, 2012). Combined, all 
these results point toward the importance of aligning BI service capabilities with 
business objectives, especially when cloud computing activities are receiving such 
high level of attention and investment.

�BI Service Architecture

A discussion of a general architecture to support the delivery of internal BI services 
through various modalities follows. By necessity, BI architectures will vary based on 
business need, budget, and technology capability (Shariat & Hightower, 2007; 
Turban, Sharda, Aronson, & King, 2008; Watson, 2009; many others) and will con-
tain differing combinations of data sources, storage, and reporting technologies 
(Ong, Siew, & Wong, 2011). Figure 10.1 illustrates a generic BI services architecture 
suitable for the discussion of provisioning of internal BI services in this chapter.

Starting from the left side of the diagram, Fig.  10.1 shows the two possible 
sources of data (internal and external) and some of the various combinations of 
systems and partners from which data can originate. Data may be generated inter-
nally by transactional systems which collect data as customers order products or 
services from companies (TPS), as products move through a supply chain (SCM, 
ERP), as customer data is collected by sales staff (CRM), as raw materials are 
received and processed, and as products are manufactured, shipped out, etc. (op sys). 
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Data may also be generated externally as a firm purchases marketing data sets, tracks 
product movement through the supply chain, advertises on social media outlets, 
monitors its online presence, engages with customers via social media, etc. As the 
data is generated internally or received from external sources, the firm may store it 
temporarily in an operational data store (not much more than a temporary database) 
until any preliminary data formatting, validation, and other activities are performed 
or until a suitable time after which the data may be moved elsewhere for preparation. 
This could be the end of a transaction, close of business day, the end of an online 
campaign, or once a predetermined amount of data has been collected. The opera-
tional data store shown is a proxy for various possible collection points. Though 
Fig. 10.1 does not explicitly indicate it, this data may be analyzed for near real-time 
trends and insights, but companies must be careful about interpreting results at this 
stage of analysis because data may be incomplete, redundant, or inaccurate and pro-
duce flawed insights (van der Lans, 2009a, 2009b, 2009c).

In preparation for eventual storage in an enterprise data warehouse, data may be 
moved to a data staging location (to make space for new data coming into the opera-
tional data store). With the rise of big data, this data staging location may also be 
known as a data lake and be used to combine structured data typically stored in 
relational environments with unstructured data coming from external environments. 
These environments will most frequently be implemented using well-known big 
data frameworks, technologies, and tools such as NoSQL databases, Hadoop, 
HDFS, and many others. The data in these staging areas or lakes can undergo analy-
sis or additional and extensive filtering, validation, reformatting, and selection, col-
lectively known as extract-transform-load (ETL; Watson, 2009).

An enterprise data warehouse (EDW) is a long-term storage and access environ-
ment for the data. Transactional systems generate and collect the data to be stored 
in the EDW and are dynamic and volatile, i.e., data changes very quickly. An EDW, 
by contrast, is static and batch-oriented, and ETL activities are critical to bridging 
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the gap between the low complexity of the data processing in operational data stores 
and the very high complexity and accuracy required of long-term EDW storage to 
support BI services (DeLua, 2008). EDW contents are often categorized into data 
marts, collections of data specifically suited for targeted use (Chen et al. 2012). For 
example, some of the data contents of an EDW may be flagged as being of particular 
interest to the marketing or accounting functions, and some of this data may be of 
interest to both. This can be done with or without the need for data replication, and 
any given piece of data may be part of multiple data marts.

Online analytical processing (OLAP; Chen et al. 2012) tools and activities feed 
data directly to users or to additional BI tools such as dashboards, predictive model-
ing and data mining engines, etc. Big data mechanisms (such as MapReduce) can 
also provide users with data stored in distributed environments (like Hadoop) for 
direct analysis.

This simple architecture can be made more complex by the addition of technolo-
gies and processes designed to help the organization define data access and system 
configuration globally (master data management), specify, standardize, and codify 
the meaning of any data structure (metadata), facilitate the exchange of data between 
systems on demand (enterprise data and messaging buses), engage software ser-
vices within and outside the company (web services, SOA), etc. The basic structure 
presented in Fig. 10.1 is sufficient to guide the discussion in this chapter.

�BI Service Provisioning Strategies

This section discusses three strategies for the provisioning of internal BI services, 
beginning with the full ownership of all assets needed by the company itself, 
using its own technology infrastructure, followed by the opposite end of the spec-
trum, a fully cloud-based approach. A discussion of a hybrid strategy closes out 
the section.

�On-Prem Strategy

The provisioning of a firm’s internal BI services using its own human and technol-
ogy assets is commonly known as on-premises, for obvious reasons. The term is 
hereafter shortened to on-prem for convenience and to reflect common industry 
practice. A pure on-prem strategy requires that a company own all human and 
technology assets required to create, collect, store, and analyze data, on both the 
client and on the server side, including all network assets in physical locations 
where the firm’s employees are permanently located. In anticipation of the discus-
sion of a hybrid provisioning strategy, it is important to note that we still define 
remote access to on-prem BI assets as on-prem, because the BI assets themselves 
are the firm’s property. Among the benefits of a pure on-prem strategy are the 
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development of expertise with the planning, implementation, operation, and 
replacement of traditional IT infrastructures, the ability to completely specify all 
security controls and environments for all BI services, and greater business agility/
service speed. These benefits, and how they are accrued, are discussed below.

First, the ability to offer BI services on-prem allows an organization to 
develop in-house expertise with all aspects of information systems service deliv-
ery, from implementation to operation and eventual replacement, enhancing the 
firm’s ability to recognize the value of technical innovations, an idea labeled 
absorptive capacity (Cohen & Levinthal, 1990). Zahra and George (2002) 
extended the concept to differentiate between potential and realized capacity and 
defined them as the acquisition and assimilation of new information or innova-
tions and the transformation and exploitation of either or both. Additional 
research argues that competency with BI systems increases the firm’s ability to 
acquire and transform additional innovations and to assimilate BI technologies 
and services (Yeoh, Richards, & Wang, 2013). Empirical work by ElBashir, 
Collier, and Sutton (2011) shows that, while top management support is a strong 
moderator of the deployment of BI technologies and services, the power to 
assimilate and transform BI capabilities comes “from the bottom-up” (p. 180), 
that is, from the managers working directly with these services and who are 
closer to the operations of the firm. On-prem delivery of BI services can be a 
tremendous advantage to the corporation.

Second, security and privacy and their associated controls have been top-level 
strategic concerns for management for more than 10 years (Luftman & McLean, 
2004; Kappelman et  al., 2015; many others). These concerns will remain at the 
forefront of thought for strategic planners as IT service provisioning priorities shift 
from tactical and operational concerns to strategic and value-generating areas 
(Kappelman et al., 2015). The ability to completely regulate the security controls 
environment for BI services is a very attractive benefit of on-prem provisioning. 
This is an increasingly more difficult assignment for any organization, and total 
control over data security and privacy is very much desirable.

Lastly, the annual SIM industry survey previously cited has also identified 
business agility as a top management concern for well over a decade. Business 
agility has been defined variously as the ability to react to changing market con-
ditions more effectively and efficiently and to identify prospects for innovation, 
maintain superior customer satisfaction, and gather expertise, technology, part-
nerships, and other assets to act on those opportunities with speed and surprise 
(D’Aveni, 1994; Goldman, Nagel, & Preiss, 1995). Wixom, Yen, and Relich 
(2013) expand that definition by including the speed at which an organization 
can turn raw data into useful information, an ability they term “speed to insight” 
(Wixom et al., 2013). A firm’s expertise with on-prem BI services can contrib-
ute to business agility by enabling truly customized service development with 
in-house expertise.
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�Cloud Strategy

The second BI strategy discussed here is the complete provisioning of all BI 
services via external, network-accessible vendors, commonly referred to as cloud 
providers. Fittingly, this approach is referred to here as, simply, cloud. Before a 
description of what cloud services are and could be, it is worth noting that cloud 
services are defined by both providers and customers as their needs require it, 
and no single framework theoretical to explain their adoption, diffusion, or 
assimilation yet exists. The reasons for the corporate adoption of any cloud ser-
vice are as varied as the services themselves. Whether any particular company 
derives any benefit from any given cloud service is so heavily dependent on con-
text, as to make a universal framework of analysis a daunting task. This section 
provides a brief history of the development of cloud services and descriptions of 
their defining characteristics, service offer models, and customer deployment 
models and closes with a brief discussion of some of their benefits and limits.

The provisioning of computing services over network connections by third-party 
providers has a checkered past. Companies looking for cost savings began to out-
source computing and software services in the early 1990s, and as network band-
width began to increase and costs decreased, access to those services over network 
connections became much more attractive options. The first generation of this type 
of service involved access to commercial off-the-shelf software on a subscription or 
on-demand basis, and vendors became known as application service providers 
(ASPs; Lee, Kim, & Kim, 2007). The initial success of ASPs was propelled by a 
desire for firms to concentrate on their core competencies, reduced IT costs, and a 
shortage of skilled workers (Lee et al. 2007). The collapse of stock market prices for 
Internet pure plays in the late 1990s led to the failure or consolidation of most “dot-
coms” and to the restructuring of Internet-based business models. After that period 
of time, the ASP acronym fell out of favor due to its association with the dot-com 
bust. The outsourcing of software services model, however, survived and reemerged 
with several variants and names, such as Software as a Service (Saas) and the pre-
ferred label of cloud computing we use today, which has now grown to include 
SaaS.  Cloud computing has been formally defined by the US Department of 
Commerce’s National Institute of Standards and Technology (NIST) as:

enabling ubiquitous, convenient, on-demand network access to a shared pool of configu-
rable computing resources (e.g., networks, servers, storage, applications, and services) that 
can be rapidly provisioned and released with minimal management effort or service pro-
vider interaction. (Mell & Grance, 2011, p. 2)

This shared pool of resources has five defining characteristics:

	1.	 On-demand self-service, such that consumers can engage services as needed, 
when needed, without human intervention

	2.	 Broad network access over standard telecommunications technologies for  
heterogeneous computing platforms
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	3.	 Resource pooling, otherwise known as multi-tenancy, in which numerous  
service consumers share hardware, software, and other resources, dynamically 
assigned according to demand, and without the consumer having knowledge or 
control over the physical location of said resources

	4.	 Rapid elasticity, which gives the impression of unlimited resources to consumers 
who can scale demand up or down without prior negotiation

	5.	 Measured service, which helps optimize the allocation of resources by providers 
and charges consumers only for what they use

Cloud services are generally delivered in one of three primary service models: 
Software, Platform, and Infrastructure as a Service (SaaS, PaaS, and IaaS, respec-
tively). The differences can be subtle, but it is largely accurate to say SaaS is soft-
ware, PaaS is hardware, and IaaS is both. Thus, consumers have a range of options 
over which to engage software services offered by the provider, use the provider’s 
hardware to run the consumer’s choice of software, or use the provider’s hardware/
software platform as if owned by the consumer.

Deployment models range from completely private clouds to shared (community 
cloud), public, or combinations of the above (hybrid cloud). While a private cloud 
sounds suspiciously like on-prem service (and does, in fact, include it), the resources 
on the cloud may be owned and operated by a third party, on- or off premises. Thus, 
a careful distinction must be made (however fuzzy it may become) between how the 
company chooses to provide internal BI services and how the services are offered. 
In this chapter, any portion of an internal BI service not owned and operated by the 
consuming organization is considered a hybrid strategy, which could be offered in a 
private, community, public, or hybrid cloud environment.

In a pure cloud strategy, companies perform all BI activities, from collection to 
storage to analysis, using computing resources and analytics software offered by 
network-based providers (Thompson, 2009). The rise of big data and the increasing 
affordability of processing and storage have been major drivers for the rise of cloud 
BI. As the volume of data generated by firms and the affordability of computing 
power both grow, more and more companies are finding it attractive to outsource BI 
services to external vendors. Many large organizations not traditionally in either the 
technology or technology services sectors now offer access to their vast computing 
and storage resources to provide almost any level of service to numerous clients. 
Companies like Amazon, Google, IBM, and Microsoft have been consistently 
among the industry leaders in cloud services for several years (Darrow, 2015). These 
established firms can leverage existing technology investment and expertise in IT/IS 
service provisioning and generate more market opportunities for themselves. Newer 
players such as CenturyLink, 1&1, Rackspace, and a multitude of smaller national 
and regional cloud providers (Liu, 2016) compete vigorously in what is sometimes 
referred to as the service as a service (LeMerle, 2012) arena, which also uses the 
SaaS acronym. Others prefer the term everything as a service, abbreviated as XaaS.

Gartner’s Magic Quadrant reports describe a dizzying array of services from a 
number of players, including professional services companies like 
PricewaterhouseCoopers, KPMG, Ernst & Young, Deloitte, traditional software 
developers like SAP, and international players such as Tata, Wipro, and Tech 
Mahindra (Heizenberg, Lo, & Chandler, 2017).
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Some of the benefits of a cloud strategy are greater business agility, scalability, 
platform flexibility, enhanced security, and cost advantages. Agility is a firm’s abil-
ity to respond effectively and quickly to unanticipated change (Goldman et  al. 
1995), and a cloud strategy enables companies to experiment with new BI services 
without undergoing infrastructure modifications and committing extensive resources 
(capital, technology, or human). In turn, this allows them to “fail fast” and learn 
about useful BI service features in shorter cycles. Scalability is the capacity to grow 
services on a large scale quickly and in consistent fashion and then be drawn down 
to meet lower demand without sacrificing performance or compromising capital 
investment. Platform flexibility is the ability to quickly take advantage of multiple 
platforms offered by service providers, which allows companies to generate greater 
numbers of digital service options (Sambamurthy, Bharadwaj, & Grover, 2003) to 
develop new products and services and increase speed to market. Business continu-
ity and security controls offered by service providers are critical, and companies 
may choose tested and certified offerings which match or exceed their own ability 
to provide enhanced security. Lastly, cost advantages include the on-demand nature 
of these services and of their fee structures, which remove capital investment con-
straints for firms and enable targeted investment in BI services with quick ROI.

Among the drawbacks of a cloud strategy, one may consider the loss of opportu-
nity to develop in-house technical expertise with the technologies required to pro-
vide BI services, a trade-off between complete customization and limited 
configuration based on provider capabilities, dependence on external security con-
trols environments, and the potential for more difficult egress from a service pro-
vider due to closed data architectures and formats.

�Hybrid Strategy

In a hybrid strategy, companies provide some BI services using existing on-prem infra-
structure, and other BI services using cloud providers. There are almost limitless com-
binations of on-prem and cloud combinations to choose from, and they can start with 
very small expenditures. Firms may maintain complete control of data collection and 
only outsource analysis, or do any of the data collection, storage, access, or analysis on 
the cloud and complete the rest of the tasks on-prem. A company may even choose a 
different approach for its different business units, product lines, or physical locations.

Not surprisingly, a hybrid approach may include all benefits and drawbacks 
typically found in on-prem and cloud strategies, and not necessarily in best-of-
both-worlds combinations. A company may find the agility provided via cloud 
services to be a tremendous opportunity but fail to develop a strategic base of 
expertise in-house by providing its BI services externally. At the same time, a 
company could be in complete control of its cloud-based data access and controls 
environment but choose a technology platform which makes it extremely difficult 
to switch providers later in time.

The next section illustrates successes in the delivery of internal BI services using 
on-prem, cloud, and hybrid approaches and issues limiting their growth.
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�Industry Opportunities and Issues

A review of current practices and industry reports shows a number of practices 
driving the success of internal BI service delivery by organizations of various sizes 
and scopes (Heizenberg et al. 2017). Many service providers deftly integrate busi-
ness advisory expertise with deep and/or wide-ranging technical skills to success-
fully develop appropriate service platforms for their clients. IBM is noted for its 
wide BI product capabilities and its history of success with its clients.

Service providers which emphasize cloud-based over on-prem solutions have a 
wider array of options to offer clients, along with a range of attractive pricing mod-
els. Oracle is offered as an example of a company with wide-ranging on-prem and 
cloud solutions aimed at making the transition to cloud-based services easier. 
Amazon’s web services platform (AWS.com) is one of the dominant players in the 
cloud arena, partly because of its many product choices, and the flexible pay-as-
you-go options for its offerings.

The largest professional services organizations, also known as the Big Four 
(Deloitte, Ernst & Young, KPMG, PwC), offer services on various industries, sup-
porting their central staff with international resources from a strong network of 
member firms. The Big Four professional services firms have extensive global net-
works: Deloitte employs more than 240,000 people in 150+ countries, EY (ey.com) 
reports over 230,000 professionals in over 150 countries, KPMG (kpmg.com) has 
over 174,000 people in 155 countries, and PwC (pwc.com) employs more than 
220,000 associates in 157 countries. Partnerships with local resources can lead to 
innovation and service upsell due to the providers’ ability to deliver locally on proj-
ects of greater complexity, involving multiple technical platforms, lines of business, 
and locations (Heizenberg et al. 2017). Large organizations with many capable part-
ners can deliver sophisticated service portfolios focused on a number of different 
industries and become trusted strategic partners for organizations. There are oppor-
tunities for smaller providers who can be nimble and respond faster to specific 
needs. Companies such as KPI Partners, CBIG Consulting, Protiviti, and many oth-
ers do not have the number of employees or the global network of partners the Big 
Four have but offer well-regarded services.

A number of common threads regarding barriers to the success of internal BI 
service provision emerge. The 2017 Gartner Magic Quadrant report shows several of 
their top-ranked business intelligence and analytics vendors possess excellent busi-
ness advisory depth or deep technical skills. The report also states deep expertise in 
both areas is much less common. Other challenges range from issues with system 
integration expertise, to lack of depth “on the bench,” leading to scarcity of knowl-
edgeable technical experts to respond quickly enough to challenges. On the business 
advisory side, thought leadership, simple consulting skills, project and change man-
agement, or innovative solutions are listed by clients as commonly found barriers.

Service provider size can compound these problems. Too small, and providers are 
often unable to balance staff deployment with needs, provide quick turnaround, or 
satisfy demand for domain expertise. Gartner cites evidence that regional providers 
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face problems with consistency of execution, methods, or best practices across 
geographies. For example, the 2017 Magic Quadrant report states regional European, 
Canadian, and Indian providers and system integrators frequently deal with incon-
sistent engagement scope and bench marks, lower-than-expected business deliver-
ables, better regional than global results, and cultural fit issues.

Large providers can become riddled with bureaucratic procedures, coordination 
issues across locations or business units, and still be spread too thin, and regardless 
of size, the greater the complexity of the projects providers take on, the higher the 
price tag for organizations.

Vendors with deep technology expertise face issues beyond project or change 
management challenges. For organizations with deep technology expertise with one 
or a few platforms, or whose BI services and solutions are based on their own pro-
prietary platforms and applications, skill gaps with third-party tools and services 
present problems for customer organizations.

Customer organizations also need to be on the lookout for data egress strategies 
when establishing service contracts. Proprietary platforms, or even the way con-
tracts are created and signed, can leave the organization locked into data formats or 
contract lengths which can jeopardize growth or service improvements. This lock-in 
condition (Shapiro & Varian, 1999) is problematic for the firm because data migra-
tion can be a significant barrier to later growth. Economic models show this kind of 
lock-in is not always predictable, particularly in markets subject to increasing 
returns, as technology markets are (Arthur, 1989), and that equilibrium in increas-
ing returns markets can often be suboptimal.

The International Institute for Analytics (IIA), an independent research and advi-
sory firm, found that the biggest barriers to the adoption and effectiveness of BI are 
difficulty turning insight into action, lack of qualified talent, quantifying value of BI 
efforts, organizational culture, and a lack of upper management support. The find-
ings result from a 2016 survey of over 300 mid-market and large enterprises across 
a range of industries (IIA, 2016).

Software developers and service providers enjoy touting the ability to customize 
their products/services to a client’s needs. However, one quickly finds there is a 
large gap between customization and the ability to configure services using limited 
options. While configuration options in software applications and services can be 
quite extensive and may even appear endless, there is an end to a customer’s choices. 
Typically, customization of a software application goes beyond the ability to config-
ure it using developer-provided options and require software (re)engineering to 
develop extensions to off-the-shelf capabilities.

When BI services are developed or operated on-prem, the firm’s ability to com-
pletely dictate the capabilities offered by these services is greater. This ability is 
greatly reduced, at best, when software moves to the cloud, because control over 
software functionality moves to the vendor and multi-tenancy requires software 
capabilities to remain consistently available to all customers. Customization remains 
an option in SaaS environments, but multi-tenancy changes vendor responsibility to 
its customers (Song, Chauvel, Solberg, Foyn, & Yates, 2017). Configuration, as 
extensive and beneficial as it may be, is simply not a substitute for customization.
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�Future Industry Trends

Despite the high levels of interest, importance, and investment in BI in the past 
decade (Kappelman et  al., 2015), service maturity levels remain relatively low. 
Findings by Forrester Research suggest more time is necessary for providers to 
develop and converge on industry best practices, incorporate lessons learned, 
develop technologies and processes suitable to business needs, and determine the 
right mix of centralized versus distributed offerings (Evelson, 2011).

The growing need for BI-specific technology, services, and data governance at 
enterprise scale versus the locally optimal solutions prevalent in the market at the 
moment will continue to drive service maturity. As service complexity needs grow, 
the initial rush to adoption of disparate tools without an overarching architecture 
will subside, and more mature architectures will emerge. This has been a long-
standing part of the cycle of maturity of corporate IT architecture, which Ross 
(2003) describes so very well. She identifies four stages of corporate IT architecture 
with identifying capabilities and increasing levels of service maturity starting with 
separate, local investment by individual business units without a guiding plan 
(application silo stage) and proceeding to a controlled list of standardized technolo-
gies. Next, a stage she calls rationalized data, which includes the standardization 
and documentation of not only data formats but also business processes supported 
by IT, and finally, a stage which enables much greater agility through technology, 
data, and process modularity brought about by standardization.

Greater architecture maturity and capabilities will also reduce what Gartner calls 
technical debt (Sallam et al., 2017), known elsewhere as lock-in: hasty technical 
decisions regarding analytics platforms which show quick ROI, become entrenched, 
and leave the organization stranded or in a more difficult position to grow BI ser-
vices in the future.

Growth for BI services in the areas of advisory, systems integration, platform 
selection or development, implementation, and operations will be driven by several 
trends. These include data governance, tool simplicity, automated knowledge dis-
covery, faster and/or near real-time ETL activities, and mobility. Similar to the 
development of corporate IT architecture described by Ross (2003), BI services 
(on-prem and cloud) have begun a process of standardization of capabilities and 
tools and are evolving from best-in-class applications offering little compatibility 
with other tools. The eventual standardization of data meaning, aided by mature 
data governance practices and technologies such as the Extensible Markup 
Language (XML) and by industry data standards based on XML, will add pressure 
on BI service providers to compete on tool accessibility via simple interfaces. The 
increasing power and affordability of IT will also enable a new generation of auto-
matic pattern discovery by BI engines, allowing users to spend less time manipulat-
ing data and more extracting actionable insight from it. Simpler insights extend 
beyond simple descriptive statistics and into significant correlations, meaningful 
clusters, components of multivalued constructs, etc. Analytical bias is present when 
existing knowledge influences the conclusions derived from a data set.
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ETL activities will also be performed faster and more efficiently, and data access 
to mobile platforms will be more ubiquitous. Demand for simple, easy-to-use BI plat-
forms which provide greater accessibility to sophisticated data visualizations and 
which increase business agility will continue to be high. Both of these trends will be 
enabled by the continued affordability and increased performance of IT components.

Data governance is a subset of IT governance, the management and control of IT 
planning and implementation to support business objectives (Van Grembergen, 
2002). Data governance concerns itself with the technologies, policies, and prac-
tices which govern the management of data and other electronic assets (Soares, 
2015). Data governance issues include consistent data meaning (semantics) through-
out the organization, as well as the more traditional governance concepts of owner-
ship, data operations permissions, etc. Data semantics are an important, but nearly 
invisible, enabler of BI services. Semantics refers to technologies and processes 
which enable consistent, well-defined data meaning, allowing systems and people 
to work with that data based on common understanding. Semantics express portable 
data and processing rules about the data so that differing terms by separate systems 
referring to the same concept can be reconciled automatically (Berners-Lee, 
Hendler, & Lassila, 2001). Data analysis, insight extraction, and automated pattern 
recognition will all improve as the maturity of semantics policies and technologies 
matures across industries and within individual firms, fueling growth.

Demand will also rise rapidly for BI services and platforms which can handle the 
increased speed of multistructured data, i.e., structured data suitable for traditional 
relational applications, and multimedia, multisource “big data.” Trusted data sets 
are important for all BI activities, and the speed, amount, and variety of big data 
(McAfee & Brynjolfsson, 2012) streaming into corporations are only accelerating. 
Lastly, mobility of BI services means more than simply their availability and perfor-
mance on mobile devices. It will include the ability to provide formats and applica-
tion links (APIs) so that analysis and results can be inserted into a variety of 
applications, portals, feeds, and even data-based products (Davenport, 2013).

A couple of factors may also work to slow down full migration to cloud-based 
services. Data governance practices and/or proprietary data formats may prevent a 
company from completely moving to a cloud strategy. Data governance practices, 
formal or not, may make it difficult to overcome the inertia of keeping data “in 
house.” Gartner research (Sallam et al., 2017) shows only 51% of participants in a 
recent survey about cloud services intend to move to a cloud strategy, an uptick 
from 46% in 2016, but far from a categorical shift. One must be careful when evalu-
ating such as a result, as intent (as measured in the survey) obscures action, time-
frames, percent of existing services being migrated, and even the extent to which a 
cloud service is truly a cloud effort and not a hybrid solution.

Secondly, work by Forrester (Evelson, 2011) defined untamed business processes 
as informal, localized, human-dependent, and cross-functional. Untamed business 
processes create difficulties for organizations looking to standardize BI services (as 
consumers or providers), because these untamed processes are often not highly vis-
ible, and they defy traditional formalization and codification processes and require 
custom approaches. The research report calls for an agile approach which combines 
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technologies, tools, processes, methodologies, and organizational structures to 
increase the flexibility with which BI consumers adapt to the changes required by 
formalized and untamed processes. Not surprisingly, the features of agile BI options 
in the report include simplicity, automation, consistency, and mobility.

Academic research will continue to be hard-pressed to keep up with these devel-
opments, and its largest contribution to this rapidly changing field may be the rein-
forcement of solid concepts which can accommodate changing technologies while 
retaining their theoretical validity. Well-understood ideas in project management, 
customer requirements identification, and data governance, to name a few, com-
bined with new technology developments and emerging data creation and consump-
tion models are key to the formation of BI professionals.

One must remember the cyclical nature of developments in information technol-
ogy and information systems and that, while BI services are certainly not a fad, the 
time will come when they are also not front-page news, and new concepts, technolo-
gies, tools, and methods will dominate the news cycle. Academic research contribu-
tions will continue to add value when theoretical concepts are strong and flexible 
enough to accommodate these changes.

�Bridging the Research-Practice Gap

Researchers in the IT/IS field have made multiple calls for greater technology 
engagement in academic research (Orlikowski & Iacono, 2001) and to expand how 
theory is generated to include multiple research perspectives (Orlikowski & Baroudi, 
1991), not just the dominant view of most mainstream academic research (Lee, 
2010). Other IS academic researchers have observed that academic IS research is in 
danger of talking about itself, mostly to itself (Keen, 1991), and that three primary 
effects are to blame: the separation of academia from industry practice, the lan-
guage and tone of academic research, and the choice of publication channels for the 
research (Lang, 2003).

This chapter closes with suggestions for how to foster two-way dialogue between 
academic and industry sectors to develop relevant research which can influence 
pedagogy and provide the necessary skills not widely found in currently graduates. 
Partnerships between academe and industry in the IT/IS field are strong but are 
greatly concentrated to a few programs and researchers. Dialogue can help identify 
and develop curricular programming or technology infrastructure at universities to 
help develop skills in business students to define and answer current problems. The 
suggestions are grouped in three categories: recruiting, pedagogy, and research.

The primary findings of a 2009 survey on the state of university-level BI curricula 
by the Association for Information Systems were that BI programs were not yet wide-
spread, needed to provide a broader range of skills using interdisciplinary approaches, 
and require better alignment with industry needs (Wixom et al., 2011). College instruc-
tors reported a need for better access to data sets, case studies, textbooks, software, 
and technical support and training to help them deliver appropriate content. The  
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survey was repeated in 2012 and found demand for skilled BI professionals still out-
paces supply despite a tenfold increase in the number of BI degree programs world-
wide (Wixom et al., 2014). In the era of Big Data, survey results show foundational 
skills like communications, business expertise, basic analytics, and data management, 
and SQL remain the most sought after. Employers participating in the survey express 
dissatisfaction with the practical experience of graduates. The survey also shows that 
employers value internships and technical skills like dashboard development and ana-
lytics practicums the most (Wixom et al., 2014). Firms can help universities in each of 
these areas by establishing internship or co-op programs, hosting or sponsoring case 
study or data analysis competitions, providing financial support for curriculum devel-
opment, via in-kind donations of hardware/software, or by offering free access to 
white papers, reports, or data sets for use in classrooms.

Employers report specific tool certification is not a critical element of the skills 
mix they seek (Wixom et al., 2014), but offering funds or training toward certifica-
tion for instructors in desirable tools and methods would be useful in curriculum 
development. Guest lecturers and hosting faculty and students for in-office presen-
tations, networking opportunities, and best practices demonstrations can also spur 
curricular innovation. Lastly, firms can assist in curriculum improvement efforts by 
participating in departmental advisory boards.

Academic corporate partners can increase visibility of their recruiting efforts in 
several ways. Many faculty members appreciate having access to experienced staff 
who can deliver guest lectures on special topics or skills or who can lead software 
or analytics demonstrations. This raises the visibility of the company on campuses 
and generates excitement among students, who see companies whose employees 
deliver guest lectures as potential sources of employment. Visits to the company’s 
local offices where students learn what the company does and which skills are val-
ued in potential employees are also very useful. The obvious approach of formal 
internship or co-op partnerships is a tried-and-true method, but too often companies 
overlook the value and impact of sponsoring student societies and honors societies. 
Very small investments can lead to tremendous visibility with top-performing stu-
dent leaders: a few hundred dollars to cover expenses for induction ceremonies, 
informational meetings, or community service events go a long way on campus. 
Scholarships and book stipends for students in leadership positions can also greatly 
enhance the company’s prestige in the eyes of future professionals.

Lastly, calls for increased relevance in IS research have been made for decades 
(Robey & Markus, 1998). Lee (2010) argues that the starting point for IS research 
does not need to be theory but rather the observation, explanation, and documenta-
tion of the art & craft of IS professionals. From this, a theory can be derived, but 
more importantly IS research can document and explain practices as “consumable” 
for practitioners (Robey & Markus, 1998). Research partnerships between industry 
and academe already exist but are not as widely accessible as they could be. Funding 
for work of specific interest to organizations, access to employees or consortium 
members for the purpose of collecting data for the development of theoretical mod-
els, and access to existing corporate data sets would be extremely useful to both 
academics and corporate partners. Participation in research design and execution, 
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data analysis and synthesis, and publication of results are all valuable commodities 
to academics and of great use to industry partners. More creative outlets for research 
cooperation are faculty-in-residence opportunities, in which faculty members can 
work part time or take a sabbatical to work full time at an organization to develop 
and deliver research and other products of interest to the organization.

Business intelligence has demonstrated its value to organizations, but as with 
other IT investment, extracting this value is neither easy nor automatic. Collaboration 
between academia and industry can result in the improvement of skills for graduates 
so high in demand, a more prepared professional workforce, and research products 
which are of more immediate practical use to organizations.
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Chapter 11
Aligning Analytics with Marketing  
Strategy: Using Analytics to Drive Marketing 
Strategy with New Media Applications

Lawrence Duke and Atif Ashraf

Abstract  This chapter discusses how changes in the business and technological 
landscape affect marketing practice in industry and academic research. One differ-
ence is that marketers have turned to new media and digital marketing tools to 
understand better their customers and how they interact with their brand. Another 
development has been the steady convergence between published marketing theory 
in the academic literature and practitioner research. The chapter also draws atten-
tion to how new media marketing and analytics has fostered new insights about the 
customer journey, such as the creation of the loyalty loop and the need for alignment 
in marketing strategy. The implications for analytics education are also examined in 
the chapter with recommendations for curricula shifts and training as they relate to 
higher demand for and a shortage of qualified graduates. The chapter concludes 
with a case study, “Einstein Health System: Erectile Dysfunction,” which provides 
a straightforward illustration of the potential benefits for an organization to align 
their analytical methods with their marketing strategy.

Keywords  Marketing strategy · Customer journey · New media marketing · 
Digital marketing tools · Analytics education · Alignment

�Introduction

Marketing strategy continues to evolve in an ever-changing business and techno-
logical landscape. Trends tend to change from day to day and in some cases minute 
by minute. Firms are now required to attend to the particular profile of their con-
sumers and what motivates them to interact with their brand to remain competitive 
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in the marketplace. Marketers have increasingly turned to new media applications 
to help achieve this goal.

New media applications offer an excellent opportunity for firms to capitalize on 
the data generated by each application. Thoughts and actions of consumers can be 
analyzed in great detail to provide managers insights into constructing more accu-
rate customer profiles to understand better how to reach out to their clients. 
Fortunately, recently developed analytical tools help marketers more genuinely 
grasp the data that is driven by these new media channels. A prime example of a 
data-driven marketing analysis is assessing the sentiment of a consumer commu-
nity. By actively monitoring trends within the community, marketers can better 
understand consumer sentiment through the application of statistical methods. For 
example, Twitter produces millions of records of unstructured data that can be used 
to generate a view of consumer sentiment. Analysis of these records can allow mar-
keters to gauge the “pulse” of their consumers. With the Twitter tracking tool 
Hootsuite, firms can utilize this tool to track the conversations transpiring around 
their brands using keywords known as hashtags. This data can be processed through 
Twitter’s web API into a big data environment for analysis using methods in artifi-
cial intelligence fields such as natural language processing (NLP). Through such 
processes and practices, managers can better understand their customer feedback 
and improve the overall brand representation they have in the community. Ultimately, 
this data-driven analytic approach allows managers to streamline their targeted mar-
keting efforts more efficiently.

The adoption of these new media technologies and the data they generate has 
created dramatic changes in both industry and the academic world. In academia, 
curricula have started to shift by introducing these new media applications to the 
classroom. Theories are being updated to include the social feedback, users becom-
ing a part of the marketing process, and the nature of this new age of marketing. 
Within the industry, new technologies and techniques are being employed to han-
dle the data generated. Analysts are being hired with both quantitative and techno-
logical skills to help make sense of data. The capability of using analytical methods 
and technology has become a strategic asset for staffing businesses. This challenge 
has exposed an alignment need both in academia and business. The development 
of more quantitatively capable marketers requires academia to align with the sec-
tor’s growing needs for technology and quantitative analysts. As the digital mar-
keting industry itself continues to become more data focused, it is necessary for 
management to align their business strategy with their analytical insights gained 
from analysis.

The objective of this paper is to address the evolution of marketing strategy and 
a better understanding of the customer journey both in academia and the industry, 
the way analytics enhances traditional academic models, and the issues faced by 
organizations when trying to align their strategy with analytics. In this context, our 
paper starts with an overview of the historical progression in marketing theories and 
the impact of the growth of analytical insights to the marketing discipline in general. 
Then the paper will address the issues and challenges that businesses and academia 
currently face in developing alignment. Following that, recommendations will be 
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provided to help organizations enhance their efforts to align their strategies, fol-
lowed by the coverage of future trends. The paper will conclude with a section cov-
ering the implications for marketing strategy formulation and an illustrative case 
study exemplifying how aligning analytics with digital marketing strategy can yield 
added value for a firm. This Einstein Healthcare Network: Erectile Dysfunction 
(ED) case study provides a simple and straightforward example of how analytics 
and a deeper understanding of the customer journey can help drive bottom-line 
improvement for a health system’s e-mail marketing campaign.

�Background

Marketing practices have changed dramatically over the past two decades. 
Traditional methodologies of reaching the consumers have evolved to incorporating 
consumers into the marketing process with frequent engagement and the develop-
ment of feedback loops. We can track the change in the academic coverage of new 
and innovative marketing practices through the searching of the marketing 
literature.

Lamberton and Stephen analyzed the research evolution in issues published by 
academics focused in the area of marketing from the period of 2000–2015 
(Lamberton & Stephen, 2016). The two researchers concentrated on the three new 
media channels of digital, social, and mobile marketing, which they abbreviated as 
DSMM. Lamberton and Stephen used keyword analysis on 160 published articles 
in the leading academic marketing journals. Their study identified 200 distinct key-
words in the surveyed journal articles and significantly “167 (83.5%) of which were 
used only once” (Lamberton & Stephen, 2016, p. 148). This finding supports the 
view that DSMM researchers’ work is fragmented (Lamberton & Stephen, 2016).

It is important to point out this vast array of topic areas within digital marketing 
academic research. New techniques and methodologies have been appearing as con-
sumer sociological trends have shifted to incorporate technological innovations 
such as social media into people’s daily lives. It also brings to light the importance 
of these technologies as touch points that are critical to a company’s marketing suc-
cess. Lamberton and Stephen (2016) plot out both the keywords found in academic 
journals, with five or more mentions, and the topics discussed in business publica-
tions over the same 2000–2015 period.

Lamberton and Stephen’s study points to a dramatic shift toward a more model-
based and analytical approach in the published literature (Lamberton & Stephen, 
2016). From a business practitioner approach, the change manifests through a new 
strategic framework development. This framework incorporates a real-time market-
ing loop process that customers progress through with a greater focus on social 
media marketing. The academic literature needs to highlight the new marketing 
theories and structures, as the proper strategic alignment requires the analysis of 
data acquired through these social media feedback loop platforms. Their work 
shows that while individual topics mirror themselves from academic research to a 
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business focus, a gap does exist in the attention shown to each subject area. The 
authors also note, “it is not surprising to see that practitioners have been less focused 
on the development of analytical methods relative to academics” (Lamberton & 
Stephen, 2016, pp. 149–150). Yet, some of the more strongly represented topics in 
the academic world (advertising/search advertising, networks, return on investment 
[ROI], and user-generated content [UGC]) parallel issues of substantial discussion 
in the practitioner world (digital advertising, social media and networks, ROI, and 
UGC), though the ordering of topics diverges to some extent.

More specifically, UGC, one of the most significant research areas among aca-
demics and practitioners, is a published content that is “created outside of profes-
sional routines and practices” (Kaplan & Haentein, 2010; Wunsch-Vincent & 
Vickery, 2007; cited in (Smith, Fischer, & Yongjian, 2012, p. 61)). Individuals and 
groups can produce, modify, share, and consume UGC (Smith et al., 2012). They 
use social media in many different ways as reflected in their UGC (Kaplan & 
Haentein, 2010). UGC is related to, but not identical with, electronic word of mouth 
(eWOM), and while UGC is a broader concept, the two considerably overlap when 
UGC is brand-related (Smith et al., 2012).

While Lamberton and Stephen focused on the evolution of academic marketing 
research publications, the development of theoretical marketing models also needs 
to be discussed. As noted before, social media marketing is a primary topic of inter-
est to business. The social media platforms generate a two-way conversation with 
consumers. They also facilitate direct interaction with customers and allow real-
time analysis of marketing efforts. In turn, these platforms serve as the brand touch 
points that help drive more profound brand perceptions and broader brand adoption. 
Consumers can evaluate a brand based on their profile and the UGC they develop on 
these platforms that serve as an extension of the brand itself. Incorporating the use 
of these platforms into marketing tactics has caused a fundamental change in under-
lying marketing theory and strategies.

To help understand the change, we compare the traditional push model from a 
new one that incorporates the loyalty loop. Court, Elzinga, Mulder, and Vetvik 
(2009) believe there has been a fundamental shift in the marketing funnel from a 
conventional push model to one that incorporates the feedback loop. They focused 
on what they called the loyalty loop, which is centered on developing brand loyalty 
among consumers. Figure 11.1 illustrates the traditional push model.

The decision-making process is now a circular journey with four phases: initial 
consideration; active evaluation, or the process of researching potential purchases; 
closure, when consumers buy brands; and post-purchase, when consumers experi-
ence them.

It can be seen from the purchase funnel that consumers first attain a state of 
awareness then generate familiarity with a brand. This familiarity can occur by 
examining a direct marketing effort, which creates an impactful association and 
initial name recognition. They then go on to consider the options or services the 
brand has to offer. Following that, once their decision has been made, they proceed 
to make a purchase. Based on the evaluation of their choice, this may result in a 
loyal customer for an organization.
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In today’s more digital and technological world, the funnel model has changed 
significantly to include the numerous touch points that facilitate a two-way conver-
sation with the consumer. Court et al. (2009) visualized the process as shown in 
Fig. 11.2.

In this version of the loyalty loop, consumers start their initial consideration of a 
brand from multiple touch points. These contact points can vary from a digital 
advertisement on a search result, community pages on social media platforms, or 
a television advertisement. Here the initial impressions are brought directly to the 
consumer through platforms they engage in on a daily basis. They then move to the 

Fig. 11.1  The purchase 
funnel illustrates the 
relative number of 
prospective purchasers 
over time. (Source: 
BronHiggs, 2016)

Fig. 11.2  Exhibit from “The consumer decision journey,” June 2009, McKinsey & Company, 
www.mckinsey.com. Copyright (c) 2017 McKinsey & Company. All rights reserved. Reprinted by 
permission
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second part of the loop, with these impressions already formed, and apply an evalu-
ation process to the companies’ offerings. Once they purchase the product, their 
experience with the brand does not end there. A post-purchase phase then occurs. At 
this stage, the marketer can continually engage with their customers through solicit-
ing product ratings, follow up e-mails, and feedback on post-purchase surveys.

Employing the loyalty loop model, a marketer must first study where a consum-
er’s first impression occurs. This first step of the consumer journey occurs even 
before they evaluate the product or brand for a potential choice. The implication for 
firms is that to reach a consumer, they need to understand who they are and what 
they are interested in and to engage them to shape their perception. With the multi-
tude of customer touch points, a cohesive and aligned strategy is necessary for firms 
to target customers effectively. This focused effort to reach out to the client to estab-
lish loyalty is aided by a robust analytics capability within an organization. To eval-
uate the marketer’s need for such a skill, it is necessary to understand how analytics 
enhances traditional marketing models. An evaluation of the purchase funnel (also 
called an AIDA model) improved by analytics provides this insight.

Elias St. Elmo Lewis, a marketing legend, developed the AIDA model (Lewis, 
1908). Marketers use this model (see Fig. 11.1), which stands for awareness, inter-
est, desire, and action, to help manage their advertising campaigns and has proven 
resilient to the technological changes over time (Hassan, Nadzim, & Shiratuddin, 
2015). Even with its resilience, the incorporation of analytics help marketers 
enhances the value of the traditional models. Using analytics, marketers can track 
the primary touch points users use to interact with their brand. They can expand the 
awareness of their content and brand by targeting the most optimal areas shown in 
the data analysis. The same data also offers marketers the ability to see which con-
tent proved to be the most interesting and the critical characteristics of the targeted 
customer profiles. With these acquired insights, the marketer can target and recom-
mend options to those customers directly to enhance their desire of interacting with 
the brand. Engaging consumers with personalized and targeted content can poten-
tially raise the chances for a particular user to turn into a conversion. The Einstein 
Health System case study at the end of this chapter provides a simple example of 
how analytics enhances the traditional AIDA model through a greater emphasis on 
the customer journey, touch points, and their importance in both academic research 
and business practice.

�Issues and Challenges

The incorporation of new media marketing platforms has led to a change in the 
fundamental marketing theories and has enabled organizations to align their strate-
gies through the analysis of the vast amount of customer data now available. With 
the change comes the inherent need to add insight derived from data analysis to the 
formulation of marketing strategy. However, for managers to create more efficient 
and aligned data-driven marketing strategies, organizations need to address several 
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critical issues. The first issue centers on how an organization starts the alignment 
process. This action entails the company taking stock of the data the organization 
already possesses, the data collection methods, and the assessment of potential 
missing touch points which could provide relevant customer information and data. 
Here the goal is to understand what role data currently plays in the organization and 
how the organization stores the data. A frequent issue that occurs in many organiza-
tions is the separation of data.

Each department within the company and individual department teams possesses 
different datasets, and these datasets are located separately from one another with 
different users accessing them. As you can see in Fig. 11.3, the data is recorded and 
stored in separate databases, which then form and reconstitute into data analysis 
assets used by that particular department. In this instance, critical insights that could 
be used by collating data together are likely lost through the lack of user knowledge 
between departments. These resulting gaps in developing actionable ideas has 
become a significant issue that companies face in producing and storing essential 
documentation around their data and data repositories. Better content management 
and documentation practices are an easy way for firms to manage and assess their 
in-house data structure. Understanding how the data is being recorded and mapped, 
the relevance of the information being collected, and the overview of their data 
assets can help companies evolve their data strategy. Often when organizations seek 
to want to understand their data, they do not have the supporting documentation to 
do so. This lack of supporting documentation requires the individual who has been 
working with the information the most to provide insights to the company as a 
whole. This dependence on a particular employee can be a vital issue if that person 

Fig. 11.3  Company data silos
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is no longer a part of the organization and results in a point of failure when develop-
ing a data strategy. Organizations need to be aware of the “linchpin” individuals 
who handle the data in each of their departments and create a central knowledge 
repository for present-day and future analysts.

The second issue focuses on enhancing data strategy by assessing critical tech-
nologies with the goal of improving the skill sets of analysts and streamlining the 
data flow process. Marketers engage with consumers through a variety of touch 
points. Each of these touch points serves as a point of data collection. Aggregation 
of the collected data requires the use of the proper tools. The structure of this data 
will vary from entirely unstructured to highly structured data. Each data type neces-
sitates that the right systems are in place to store the data and the right tools are 
available to complete useful analysis. In marketing tactics and strategies, tools are 
used to enhance the ability of analysts to streamline and leverage search engine 
optimization results, website analysis for tracking traffic, content marketing plat-
forms for campaign organization, mobile marketing tracking platforms for real-time 
monitoring, and community management tools for engagement. Given the diversity 
of functions and needs, many businesses currently set budgets for analytics infra-
structure without understanding why a particular analytical application is needed.

These gaps in understanding lead to a broader issue that plaque the digital mar-
keting industry. As digital marketing has become more data focused, there is a sig-
nificant shortage of analytical industry professionals with the requisite skills to fill 
the understanding and employment gaps. The profile for a marketing analyst has 
continued to evolve as the required technology and required skill sets become more 
complex and varied. An analyst today needs to be able to think critically about the 
psychology of the consumer through more frequent interaction with technology and 
a deeper understanding of how to interpret real-time statistics to gain better insights 
to respond more efficiently to their consumers. Hence, the two issues of focused 
analytical thinking using data and the adoption of new technologies to attain insights 
become highly relevant to hiring managers. A number of the essential knowledge 
skill sets for marketing analysts are highlighted in Fig. 11.4.

A company’s collection of more relevant data allows for a better assessment of 
their strategic marketing effectiveness. However, equally important to the bottom 
line, companies need to have a sufficient number of trained analysts to dive into the 
data, conduct proper data management, extract the meaning pieces of data, and 
analyze the data results. Fully functioning, data-driven marketing departments can 
capitalize on these opportunities to gain an edge in their marketing strategy by 
increasing the speed and depth of their analyses. The main issue becomes a supply 
side one whereby how can industry attract suitably educated professionals to fill 
these analyst positions.

Business schools can foster the creation of qualified analysts by introducing ana-
lytical tools to the classroom and updating the curriculum to include data-driven 
marketing strategy coverage (Terel & Kapoor, 2016). The marketer of today needs 
to have a solid grasp of technology, the ability to conduct proper business analysis, 
and the ability to apply quantitative skills on data to derive actionable insights. 
While understanding consumer behavior models and theories are necessary, 
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marketers now require a more holistic understanding of how the consumer interacts 
and connects with marketing campaigns. To be more competitive and productive, 
the marketer needs to leverage the widely used digital marketing analytic tools that 
can enhance their ability to manage campaigns, aggregate information, conduct 
analysis, and visualize their data.

In addition to focusing on adding tools to the skills set of aspiring marketers, 
academia needs to prepare students to be able to think critically about applying 
proper business analysis and how to effectively present their results. Communication 
skills are essential in any industry and vital in conducting appropriate data analysis. 
Understanding how to map a project from beginning to end will allow marketers to 
understand how their campaign or project interacts at each stage of a process. Proper 
implementation of these skills gives marketers an edge in seeing potential failures 
of their plan and allows businesses to manage their limited budgets when develop-
ing their data strategy. Learning how to conduct proper business analysis is complex 

Fig. 11.4  Analyst knowledge skill sets
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yet can prove invaluable. An example of a tool used in business analysis, the busi-
ness process flow diagram, can be seen in Fig. 11.5.

Process flow diagram expertise can prove essential when mapping out a cam-
paign, an implementation of a new data flow, or the adding of new data technologies 
to a company’s information systems. A firm foundation of business analysis carries 
over into every area marketers may operate in and becomes another acquired skill 
that adds to the productivity and competitiveness of a digital marketer.

The final area that universities need to emphasize in their data analysis courses is 
visualization of the marketing data. Data visualization supports a more impactful 
analysis and explicit communication with a target audience. Data visualization 
enhances dialogue with consumers, which can lead to improved outcomes, includ-
ing a stronger brand reputation and community engagement. As such, data visual-
ization is a powerful and increasingly essential tool for an analyst. For students, also 
knowing the correct aspects of design can enhance how their information is received 
both internally and externally, which can lead to their work having a stronger 
impact. In fact, companies face an increasing need for individuals who possess 
these data visualization skills.

The fast-paced nature of digital marketing requires marketers to seek tools that 
would allow them to increase efficiency, tracking capability, and reach of their con-
tent campaigns. This dynamism also requires marketers to think critically and con-
duct a systematic analysis of information received through their marketing strategies. 

Fig. 11.5  Business process flow diagram
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These tools will enable marketers to follow the conversation of their consumers on 
social media, monitor the digital campaign response rates, and provide avenues to 
conduct more useful competitive research. In fact, thousands of tools are available 
for marketers with some offered as free for public use. The challenge of individually 
launching content campaigns can now be reduced to a few clicks of a mouse on one 
tool. For example, a marketer can follow the performance of a hashtag on Twitter 
among consumers through Hootsuite®. The use of Hootsuite® and other tools 
allows marketers to gain a competitive edge and keep current on the results of their 
campaigns. Moreover, these applications can provide in-depth analytics to market-
ers enabling them to construct models of performance and effectiveness. These 
models can then be applied to foster future improvements in advertising and mar-
keting strategies, a critical success factor for marketers facing a more dynamic mar-
ketplace. The ultimate challenge for marketers is to gain broader and more in-depth 
knowledge of these tools and applications and to use those with the best fit to the 
marketing strategy and objectives.

�Solutions and Recommendations

Organizations need to take a step back to evaluate their current marketing and infor-
mation processes. The most critical action involves a comprehensive marketing 
audit. Such an investigation would include an inspection of the existing datasets and 
collected data with a focus on their location, the data source, its accessibility, and 
any associated documentation needs. The audit outcome will give the organization 
a standard overview of their data collection processes. Once the processes have been 
reviewed, it will be necessary to take stock of the current data and to hold an ide-
ation session of the data’s analytical potential. Documentation also needs to be 
addressed in this session as it allows for the sharing of data to be facilitated more 
easily between the different functions and departments. It also provides a safety net 
for an organization’s information management if their leading analysts leave. The 
marketing audit offers opportunities to identify additional data collection require-
ments. This process also helps create a cross-team culture with a focus on data shar-
ing and aggregation. By establishing this comprehensive understanding of who has 
what data will benefit the organization as a whole. A good analyst will be able to 
understand how each separate dataset can potentially integrate to drive more signifi-
cant insights. A central repository would be the best fit, if possible, as it allows for 
easy access and aggregation.

After the ideation session and the marketing audit have been completed, the 
organization will have a clearer grasp of its data management. At this stage, firms 
can assess which analytic tools are truly essential. Marketing analysts should select 
tools or applications based on more efficient data collection and allow data to be 
formatted in an analytically useful way. Applications should also be picked based 
on a better understanding of the data sources and the flows within and through the 
company. One given tool will likely not solve the overall need of the organization, 
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and dual or multiple application approaches may be required. For instance, an appli-
cation like Google Analytics can track an e-commerce company’s website for usage, 
while the HubSpot CRM tool provides the capability to monitor their sale conver-
sions and customer data. The resulting data would need to be analyzed, factoring in 
the primary customer touch points for the e-commerce company. Other important 
analytical questions would include addressing where do most of the interactions 
occur and what type of data do they generate. Once these analytical considerations 
have been factored into the tool and application selection process, it is essential for 
companies to set up internal training on a selected tool or system. The field of ana-
lytics is flooded with many different software vendors, a large number of which are 
small organizations that may have limited support capabilities. For tools created by 
smaller organizations, training becomes even more crucial for internal teams to be 
successful. Furthermore, data analysis can be viewed through various lenses and the 
use of multiple tools and applications. Our internal biases, analytical training, and 
personal experiences all shape our analysis. Thus, by marketing management taking 
such a holistic view, the internal training and employment of multi-trained profes-
sionals will likely enhance business opportunities for the firm to gain more valuable 
insights from data analytics.

Finding talent can be difficult for many organizations. Finding analytical exper-
tise can be even more challenging. However, the study of quantitative analysis and 
employment in data analysis interest a large and growing number of recent univer-
sity graduates and current students. For instance, a straightforward way that organi-
zations can capitalize on this interest is to open up an anonymized dataset to the 
public. As examples, companies can establish an online data competition or host 
data camps at local universities. Competing or participating in these types of events 
allows individuals that are interested in the analysis field to engage with your com-
pany and increases your known brand recognition as a data forward company. Also, 
creating an internal training program to teach skills to current employees can prove 
valuable. It will foster a progressive learning environment and promote a greater 
corporate brand appreciation among your employees.

In a drive to make their students more attractive to the job market, business 
schools need to have a curricula shift. This shift requires marketing course content 
to incorporate the new marketing frameworks, apply critical business analysis, and 
enhance this analysis through data visualization and other analytical methods. Data 
has now become a central focus of the marketing world. Marketing graduates 
increasingly need to have a solid grasp on how to acquire and analyze that data. As 
an illustration, the curricula shift should incorporate web analytics tools such as 
Google Analytics, social media tracking instruments such as Hootsuite, statistical 
tools such as R, and database interaction opportunities. Another focus should con-
tinue to be on the psychological aspects of consumer decision-making with an addi-
tional emphasis on complementary data analytics using methods such as A/B testing 
or market basket analysis. Business schools can also provide students with the rel-
evant project management skills. These skills include knowledge of deriving proper 
requirements for projects, defining project scopes, and conducting project estima-
tion. Also, business schools need to prepare students to understand fundamental 
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design principles and be able to present their data as stories upon entering the work-
force. Faculty can also take proactive steps to ensure that their students are profi-
cient in using and applying the current industry tool sets, platforms, technologies, 
and techniques to real-world problems and case studies. This proficiency involves 
the creation of a digital ecosystem as part of the curriculum that includes relevant 
data sources, a “demo” environment, and professional licenses for hands-on experi-
ence. Also, many of these tools and technologies allow for professionals to attain 
certification on their use either through specified courses or self-study. We recom-
mend that business schools take steps to provide for or make available to their stu-
dents the necessary training to earn these highly sought-after certifications. Students 
with certifications have a much-increased ability to find desirable positions upon 
graduation. By augmenting the course of study with the recommendations as men-
tioned above, business schools can play a more significant role in helping meet 
growing industry demand for qualified market analysts.

�Future Trends

Data collection will continue to abound within marketing to obtain a better under-
standing of the customer journey; it is the type of touch points that will evolve to 
provide new and exciting insights. One of the most notable changes that will con-
tinue to grow will be a focus on cross-interaction marketing. Cross-interaction mar-
keting is where consumers directly interact with one part of a campaign that leads 
to another part of the campaign until it reaches its conclusion. We predict that this 
type of marketing will capitalize on the gamification effect, where users complete 
tasks or goals to receive rewards for their efforts. These tasks serve as touch points 
to build customer loyalty and to increase marketing opportunities for new products 
or services. Coupling with the trend will be a focus on the application of augmented 
and virtual reality outlets, where users can use the environment around them to 
interact with brands. Users can discover in-store opportunities, again utilizing the 
gamification effect, and log this success through apps or limited time web portals. 
We also see voice and video, along with wearables, as marketing technology growth 
areas that will generate more touch points and content marketing challenges. Data 
analysis will continue to play a significant role in gaining greater customer insights 
and greater alignment in marketing strategy.

�Conclusion

The addition and proliferation of new media marketing platforms have prompted a 
continual evolution of digital marketing. Digital marketing has become a data-
centric industry, with technological innovations prompting new touch points that 
have been integrated into consumer lives. To succeed, organizations need to 
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understand the shift to a more data-focused perspective and prepare their data orien-
tation to handle more massive volumes of data. They face issues stemming from 
their current data-collecting efforts, digital tool choices, and lack of qualified ana-
lysts in the marketplace. In academic research and pedagogical practices at business 
schools, this shift to a more data-intensive approach needs to be combined with 
traditional marketing models to include feedback and loyalty loops. Curricula revi-
sions necessitate course development around the myriad of analytical tools used 
within the industry. Proper alignment of the academic fields with industry practice 
will lead to a more manageable adoption of an analytical focus in digital marketing 
strategy and industry practices. When a digital marketing organization plan aligns 
with their marketing analytics efforts, it leads to valuable insights that will allow the 
strategy to be more quantitatively defined.

One of the main implications for aligning analytics involves how marketing 
strategy is conducted. The traditional marketing mix approach that utilizes the 
4Ps of product, price, place, and promotion requires refinement to reflect the 
richer data and information gained from analytics. Palmatier and Sridhar suggest 
a new framework that incorporates the more open system approach gained from 
analytics (Palmatier & Sridhar, 2017). This framework includes four fundamental 
decision-making principles: that customers differ; that customer needs, attributes, 
and challenges may alter or transform over time; the nature of competitor actions, 
responses, and game theory elements; and the management of limited human, 
physical, financial, and informational resources. The open system approach 
necessitates the use of a number of robust analytical methods and tools, including 
customer lifetime value, Hidden Markov models, choice models, conjoint analy-
sis, response model attributions, and the like. Through this approach, marketers 
can better leverage the marketing strategy and mix frameworks through improved 
measurement and taking into account the interaction between the elements of the 
four principles.

A number of researchers opine that firms can add value through leveraging 
analytics (Ducange, Pecori, & Mezzina, 2018; Erevelles, Fukawa, & Swayne, 
2016; Kumar & Sharma, 2017; Oztekin, 2017). Their studies provided examples 
of firms’ successful adoption of incorporating analytics in marketing mix compo-
nents or marketing strategy to improve marketing and business performance. 
Also, Ducange et  al. (2018) argues that data mining and analysis available in 
social media data has become a requirement for a successful marketing cam-
paign. The Einstein Healthcare case that follows is a suitable example of this 
argument.
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�Case Study: Einstein Healthcare Network: Erectile 
Dysfunction (ED)

�Case Study Introduction

The adoption of new media technologies has enhanced the marketer’s ability to 
capitalize on new opportunities. These new opportunities stem from insights derived 
from data from these new media technologies. The capacity to collect and analyze 
new media marketing data through the entire marketing cycle can influence the 
management of the whole flow of a marketing campaign. This capability is particu-
larly beneficial to firms seeking to market specific niche products to customers. It 
allows brands and sectors of industries, often overlooked due to their specialized 
audience, to discover the most appropriate customers who want to engage with their 
product or service.

In the case study that follows, the Einstein marketing team was tasked with 
promoting their services around the topic of erectile dysfunction (ED) and the 
services offered by their urology department. ED posed a particular problem to 
the team as it is layered with inherent cultural sensitivities and perceptions among 
the public. The team used a multichannel promotional plan to help break through 
the opinions of ED and to market the expertise of Einstein’s urology department. 
At the end of each promotional marketing step, the team used the data generated 
to create a marketing funnel of consumers more likely to engage with their ser-
vices. It can be seen from this case study how the power of data and analytics, 
managed by a full complement of trained professionals, can foster success for this 
healthcare company.

�Case Study

Einstein Healthcare Network “is a private, not-for-profit organization with several 
major facilities and many outpatient centers” (Einstein Healthcare Network, 2017a, 
p. 1). Their urology department has expertise in caring for a patient’s urinary tract 
needs and conditions with a focus on specialized procedures. The urology depart-
ment approached the marketing team to market their capabilities and to increase 
enrollment for their specialized surgeries, which earn higher margins than routine 
care. To better market the services of their urology department, Einstein’s marketing 
team created a wide array of digital marketing content utilized in a multichannel-
focused promotional plan.

Often in the initial stages of a marketing plan, marketers have a broad mix of 
potential consumers to engage with their marketing efforts. It is a real hope that 
each of those consumers in the initial phase of engagement will turn into an action-
able conversion of the product or service offered. This situation isn’t often the case, 
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as marketers typically find themselves needing to whittle down the number of 
consumers into a targeted group which includes those who are most likely to engage 
with content and has a higher probability of converting.

Einstein’s first step was to narrow a number of targeted consumers. In this initial 
stage, named the “reconnaissance” step, Einstein sent two ED-themed e-mails to the 
marketing team’s entire e-mail list consisting of nearly 156,000 recipients. The 
team utilized an ongoing monthly e-mail sent to a curated e-mail list to start their 
efforts. At this point, the group took action by focusing the topic of the e-mail for 
the month on ED. Following the first e-mail, the team sent a second e-mail with a 
notification and reminder of an upcoming live chat with a resident doctor from the 
urology department. These two e-mails were able to generate data in the form of 
open rates, those who opened or clicked on the e-mail. The monthly e-mail with an 
ED focus resulted in a 5.2% opening rate, while the reminder e-mail had a rate of 
7.7%. Upon seeing the results of each, Einstein used this data to concentrate their 
target marketing to those who opened the two e-mails. This step-by-step refining 
process led to a refined, targeted list of 14,263 recipients for the team to further 
focus their efforts.

With the targeted list in hand, the team sent a follow-up e-mail with a link to the 
transcript of the live chat with the expert ED urologist. At this stage of the funnel, 
labeled as the distillation step, the e-mail garnered an outstanding open rate of 
44.3%. This result provided evidence of the power of data-driven marketing. By 
narrowing down their initial list of recipients to those who have shown interest, the 
team’s subsequent efforts would lead to higher engagement and probability of con-
version. Again, the users who engaged with this part of the marketing process were 
moved forward in the funnel to the next stage of marketing efforts.

At this third level of engagement, the targeted communications step, 6088 
recipients were targeted. A video featuring the ED expert doctor from the live ses-
sion was sent to the subscribers resulting in a very high 65.3% open rate. By track-
ing the user’s interests, the team was able to see that these users would continue to 
engage with the ED subject content. Using an engaged and already proven sub-
scriber of interest and the same ED expert, marketers were able to continue to tar-
get and narrow down the number of users. Finally, 3757 recipients were targeted 
for a final marketing push by the team called the precision marketing step. The 
expert doctor recorded a video, also included a personal testimonial about his abil-
ity that was sent to all the recipients. In this stage, the recipients have repeatedly 
shown interest, and the team could track them through each step of the process. 
Again this resulted in a very high open rate of 71.7%. The entire marketing funnel 
is summarized in Fig. 11.6.

With this targeted data campaign, the team was able to get a return on investment 
(ROI) of approximately five conversions with a total marketing budget of under 
$8000. Even though the campaign ROI appears to be a low number, note that each 
surgery has a high cost resulting in higher revenue to the urology team using a mea-
ger marketing budget. With a small marketing investment and the ability to leverage 
data analytics, a campaign can be managed efficiently with the potential to make a 
high ROI. Also, the new targeted list was used in conjunction with a now highly 
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targeted social media campaign consisting of social ads to the people already identi-
fied as good leads through the e-mail campaign.

The Einstein Health System: ED case study is an example of how the power of 
data-driven digital marketing leads a greater understanding of the customer journey. 
The Einstein marketing team executed a successful campaign utilizing only a few 
digital tools. To gather their data and track their efforts, the team used one single 
analytics platform: HubSpot. HubSpot™ specializes in developing an inbound mar-
keting platform for users to attract their consumers and visitors through digital mar-
keting efforts. For this campaign, the team used the platform to track each e-mail 
and to create conversion forms to measure the conversion performance of their cam-
paign. Utilizing analytics to drive marketing performance allowed the team at 
Einstein to engage in precision-targeted marketing that ultimately can lead to suc-
cess as shown by the attractive ROI and other key performance indicators (Einstein 
Healthcare Network, 2017b).
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Chapter 12
Aligning Data Analytics and Strategy 
in the Chemical Industry

Suresh Chandran and Rahul Kasat

Abstract  Data and analytics are playing a revolutionary role in the chemical 
industry. This paper provides an overview of the challenges confronting the chem-
ical industry and the opportunities to transform the industry by aligning data ana-
lytics and strategy. We look at various facets of the chemical industry and outline 
the role of data analytics in production and research strategies, as well as in mar-
keting and customer service strategies. Using the case study of DuPont, we pro-
vide an example of how applying data and analytics to its precision agricultural 
technology increased yields and improved productivity. The chemical industry is 
also successfully implementing analytical techniques used by a variety of other 
industries such as retailing and finance to create value through differentiation and 
rethinking customer offerings. We also describe the opportunities that big data 
and analytics offer the industrial Internet of Things (IoT) strategy to drive perfor-
mance and growth. Finally, we outline the limitations of data analytics and oppor-
tunities for future research in this area and discuss the importance of industry and 
academia working together to leverage the power of data and analytics in the 
chemical industry.

Keywords  Chemical industry · Data · Analytics · Internet of Things strategy

�Introduction

Data and analytics are revolutionizing the chemical industry. Analysis of big data 
is being used as a tool to assess strategies in manufacturing and pricing and provide 
insights to evaluate customer demand for innovative products and services. For a 
chemical company to use big data appropriately, however, it needs to be aligned 
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with and used as a strategic pillar along with people, processes, and technology to 
create a sustained competitive advantage. Our paper investigates the application of 
big data to various facets of the chemical industry. To do so, we explore DuPont’s 
experience in aligning analytics with its business strategy.

�Background

The definition of big data is based on three Vs: the massive volume of data being 
generated and gathered; the wide variety of data types, including text, pictures, 
and videos from social networking; and the high velocity at which the data must 
be processed. Combined with analytics, the resulting information supports two 
more Vs: veracity, meaning ensuring the quality of the information, and value for 
businesses seeking greater productivity, lower costs, and higher revenues. Big 
data and analytics have created a paradigm shift in the way chemical companies 
operate. They have moved from a reactive position in which they respond to 
changing production or demand conditions to predictive and finally to prescrip-
tion-based models that determine how best to address these issues in the future 
(Kaestner, 2016).

�Status of the Chemical Industry

The chemical industry is composed of hundreds of companies that manufacture 
and/or distribute thousands of products such as basic chemicals, synthetic mate-
rial, agrochemicals, paints and coatings, and inorganic chemicals that are used as 
intermediates or converted into products for daily use. These products are sold 
across multiple industries such as oil and gas, pharmaceuticals, automotive, elec-
tronics, and packaging. Twenty million people are employed in this industry, 
which has annual sales of $5 trillion (Statista, 2017), and the industry leaders are 
large global companies such as BASF, DowDuPont, Sinopec, SABIC, 
LynodellBasell, Formosa, Bayer, and Mitsubishi Chemicals.

The global chemical industry has been depressed since peaking in 2007. 
Overall sales growth increased an anemic 2.1% in 2016, as the sector faced declin-
ing industrial production and broad inventory rightsizing by many of its custom-
ers. The outlook for the industry is expected to be worse for companies that are 
unwilling to take steps to address the continuing uncertainty in major markets. In 
the USA, policy changes could make access to international markets difficult. In 
Europe, monetary easing has not translated into increased demand for chemical 
companies, and the Brexit cloud affects the outlook in the UK. As the Middle East 
looks to diversify its economies beyond oil, chemical companies must determine 
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how best to adapt to this new situation. As the Chinese economy transitions to one 
based on domestic consumption rather than exports, chemical companies will face 
further challenges (Sarathy, Morawietz, Gotpagar, & Bebiak, 2017).

Chemical companies are focusing on three strategic activities to address these 
challenges:

	1.	 Undertaking M&A activity  – Faced with challenging demand conditions and 
profitability, chemical companies are trying to complement their existing offer-
ings or move into lucrative areas aligned with their strategic goals using a merg-
ers and acquisition strategy. In 2016, nearly 1200 deals valued at more than $380 
billion were announced including blockbusters such as Dow/DuPont, Syngenta/
ChemChina, and Bayer/Monsanto.

	2.	 Emphasizing value over volume  – Chemical companies are trying to extract 
value through differentiation by rethinking customer offerings and service levels 
with a tiered fee structure and pricing excellence.

	3.	 Adopting digitization and utilizing data and analytics to increase business 
value – As a recent PWC study (Sarathy et al., 2017) showed, these initiatives 
can create benefits from an organizational, operational, and customer perspec-
tive. Figure 12.1 illustrates that value creation in the chemical industry comes 
from reducing costs and increasing revenues. Areas ripe for cost reduction 
include procurement, manufacturing, and operations. From a procurement 
standpoint, digital procurement planning as well as advanced analytics can lead 
to cost reductions. From a manufacturing standpoint, robotics, automation, pre-
dictive maintenance, and better demand forecasting can lead to cost reduction 
opportunities. Similarly, from an operations perspective, improving energy effi-
ciencies and performance leads to cost-saving opportunities. In total, utilizing 
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these approaches can save a company 3–5%. Similarly, enhanced marketing 
initiatives including targeting customers based on advanced analytics and 
improving pricing power by having a solutions provider approach rather than a 
product sales approach can lead to revenue improvements of 2–4%. Furthermore, 
digitization can result in increases of 5–9% in earnings before interest, tax, 
depreciation, and amortization. This study found that chemical companies plan 
to invest 5% of their annual revenue in these initiatives over the next 5 years.

�Data and Analytic Tools Used in the Chemical Industry

A wide variety of analytical tools are used in the chemical industry (Briest, Dilda, 
& Sommers, 2015). Examples include (1) Monte Carlo simulations to identify bot-
tlenecks and the impact of interventions, (2) production and distribution planning to 
determine product allocations across various product lines given constraints, (3) 
capacity planning to identify additional capacity requirements given constraints, (4) 
value-in-use modeling to evaluate the impact of different grades of raw materials 
across the value chain, (5) optimization of demand and pricing to determine the 
optimal level of stock keeping units (SKUs) based on their contribution to net prof-
its, and (6) process optimization, meaning improving productivity by optimizing 
technical parameters in chemical manufacturing.

For example, BASF saved $36 million through analytics using MVT® 
(Multivariable Testing) analytic software from QualPro. This program utilizes 
advanced mathematical models that can test up to 40 variables simultaneously. 
BASF introduced it to optimize its manufacturing and costing as well as improve its 
product quality at its Freeport facility in Texas. Using this tool, the company was 
able to identify ways to make improvements in operations as well as optimize its 
service and marketing strategies (QualPro, 2015). Similarly, Dow Chemical has 
reported sales and marketing benefits with advanced analytics. Sales forecasts were 
accurate to within 10%, versus an error rate that was sometimes as high as 40% 
previously (Kaestner, 2016).

�Aligning Analytics and Strategy

Chemical companies have traditionally used data and information technology to 
reduce expenses. The cost models developed were used to negotiate with suppliers 
for better terms and reductions in spending (Stringer, 2013). Today, chemical com-
panies use data and analytics to create value and compete effectively in the market-
place. Value creation comes from increasing productivity and efficiency and 
improving innovation using advanced analytical techniques (Kaestner, 2016). 
Companies can thus begin to build a competitive advantage by capturing market 
share and improving margins through data and analytics (Lundia, 2015).
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�Aligning Data Analytics with Production and Research Strategy 
in the Chemical Industry

The use of data and analytics in a chemical production plant can help automate 
production, improve asset utilization, and make better operational decisions in real 
time. Using data and analytics, energy use, production, and maintenance can be 
optimized, leading to an improvement in the return on investment. Combining ana-
lytics with operational and financial data can streamline supply distribution sys-
tems, and models can be developed that lead to better terms when purchasing raw 
materials and pricing finished goods. Minimizing inventory holding costs through 
optimization projects enables chemical companies to move products efficiently 
from manufacturing facilities to numerous destinations at the right time. Analytics 
software can help enhance demand-planning processes and streamline business 
operations, enabling chemical companies to reduce costs, increase efficiency, and 
optimize production (Kaestner, 2016).

For chemical producers with complex operations, production optimization is 
challenging. Volatility in costs and prices as well as the diversity of inputs is a real-
ity that can be addressed using data and analytics. One global chemical maker used 
advanced data modeling to deal with all of these problems. Company experts from 
various disciplines gathered pricing information, equipment information, and mar-
ket forecasts and input more than 600 decision variables into a mathematical model 
describing production yields under various operating conditions (Briest et al., 2015). 
The resulting model helped managers better understand the value chain and high-
lighted opportunities for improvements that helped increase earnings before interest 
and taxes (EBIT) returns by more than 50% (Briest et al., 2015). One of the leading 
advantages of this experience, according to managers, was the realization of better 
collaboration across different units.

One example of this approach is DuPont’s proof of concept for scaling and 
speeding up the critical comparative genomics workflow in the research environ-
ment. Comparative genomics is vital for many research projects, and the number of 
completely sequenced genomes grows rapidly every year. In this case, the similari-
ties and differences between thousands of genomes, which consist of over four mil-
lion proteins, had to be evaluated. Traditionally, the process starts with a 2-week 
initial step of running an all-versus-all comparison of all four million proteins and 
even running a parallel job on a 1000-core cluster. The results from this comparison 
are loaded into a relational database that produces a terabyte-sized table – a full 
2-day process. This table is then partitioned and indexed accordingly to enable que-
rying within a reasonable time frame. In the last step, a process runs for 30 days, 
including calling scripts that perform computationally intensive comparisons to find 
the best bidirectional matches between every pair of genomes and loading the 
results into the relational database.

To test whether an alternative approach using big data and analytics would 
prove more efficient, DuPont’s bioinformatics experts used Hadoop, MapReduce, 
and HBase on the Intel cluster to parallel the loading process. They loaded the 
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entire 12-trillion-record data set previously generated by the all-versus-all  
comparison into HBase. They observed linear scalability as they added more 
nodes, and the loading process was very fast. They also eliminated the 2-day load-
ing step by using MapReduce to run the all-versus-all comparison and feed the 
results directly into Hbase as Hadoop generated them. The team was also able to 
use Hive to immediately query and search the distributed data in HBase, achiev-
ing millisecond response times to their queries. As a result, they shrank a 30-day 
job down to an estimated 4 days with linear scalability (Intel, 2014).

As this case illustrates, the application of faster computational power and more 
advanced analytic techniques to large data sets is providing continuous improve-
ment in the chemical industry. These advanced analytical applications, some bor-
rowed from risk management and finance, are helping solve previously unsolvable 
problems such as hidden bottlenecks, operational rigidities, and areas of exces-
sive variability that undermine efficiency in complex manufacturing environ-
ments. As companies become better at storing, sharing, integrating, and 
understanding their data more quickly and easily, they are also seeing improve-
ments in related areas such as quality and production planning (Dhawan, Singh, 
& Tuteja, 2014).

�Aligning Data Analytics with Pricing, Marketing, and Customer 
Service Strategy

Big data and analytics are now being used to develop competitive pricing strategies 
based on accurate, timely information from a variety of sources so that more 
informed decisions can be made. Understanding the distribution of prices and 
reviewing outliers are key to making adjustments to underperforming products. A 
leading chemical company in Europe (Mamro, 2014) recently used data and analyt-
ics to develop value-based drivers for customer behavior that helped provide spe-
cific pricing guidance during contract negotiations. Chemical companies are also 
using big data to develop accurate forecasts for investment planning purposes 
(Stringer, 2013).

�Case Study of Aligning Data Analytics with Strategy: DuPont

Another area where big data is being used is in precision farming, meaning pro-
ducing higher yields using fewer chemicals in a very precise way. With precision 
farming, the detailed analysis of weather, soil conditions, and seed traits helps 
farmers determine the specifics of planting as well as the application of chemicals 
to protect their crops. The increasing demand for agrochemicals is an example of 
how big data is helping create new markets for chemicals (Markets and Markets, 
2015).
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With increases in population driving the demand for food, more companies are 
relying on precision agriculture to help farmers make optimal decisions with regard 
to all aspects of planting, fertilizing, and harvesting crops. Sensors used to measure 
the temperature and humidity of the soil and surrounding air combined with satellite 
imagery and robotic drones show crop maturity. When coupled with predictive 
weather modeling, these images can predict future conditions and help farmers 
make proactive decisions (IBM, 2015). Advanced precision technology allows 
farmers access to optimal seed and planting strategies that improve production 
while minimizing costs and the associated environmental impact. It is projected that 
global agricultural production in 2050 will be 60% higher than in 2005 as a result of 
increases in yields and advances in productivity.

One of the leading companies involved in precision farming is DuPont, an 
American science company founded in 1802 and dedicated to solving challenging 
global problems using a dynamic portfolio of products, materials, and services to 
meet the market needs of various industries in more than 90 countries. On August 
31, 2017, DuPont merged with the Dow Chemical Company to create the 
DowDuPont Company, the world’s largest chemical company in terms of sales 
(DowDuPont, 2017). There are several initiatives underway at DuPont to link data 
analytics and strategy within its operations.

DuPont Pioneer (Pioneer) is the world’s leading developer and supplier of 
advanced plant genetics providing high-quality seeds to farmers around the world. 
With business operations in more than 90 countries, Pioneer sells high-quality corn, 
soybeans, sorghum, sunflower, alfalfa, canola, wheat, rice, cotton, pearl millet, and 
mustard seed, as well as forage additives and a variety of services and expertise. 
Pioneer combines conventional plant breeding, biotechnology, and emerging areas 
of science with unsurpassed services and support to deliver solutions to farmers that 
help them increase agricultural yields to meet the increasing food demands of a 
growing population (DuPont, n.d.).

Pioneer plays a key role in DuPont’s plan to build a higher growth, higher value 
company, particularly the company’s strategic focus on extending its leadership 
and leveraging links in the science-driven segments of the agriculture-to-food 
value chains. Pioneer has developed products such as EncircaSM Services that 
combine the latest technology for weather, soil, agronomy, and analytics to help 
growers make decisions about farm inputs. Through collaboration with the 
University of Missouri and the US Department of Agriculture, EncircaSM Services 
provides growers with a 3D high-resolution view of their soil, showing their depth, 
texture, organic matter content, and water-holding capacity. These details help 
growers make more informed decisions about nitrogen and fertility inputs than 
they could, using publicly available soil maps. EncircaSM Services also helps 
growers decode the information by providing access to certified service agents, 
who can help translate data using powerful analytics into specific actions that 
growers can take to improve efficiency and profitability. In the next decade, 
EncircaSM Services is estimated to deliver a peak revenue stream of more than 
$500 million annually for Pioneer (DuPont, 2014). Monsanto, a competitor of 
DuPont in the agriculture space, recently paid $930 million to acquire the Climate 
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Corporation, the maker of a software platform that provides weather-related data 
to help farmers grow crops more effectively. This move highlights the role of  
analytics in competitive strategies.

DuPont has even empowered the growers’ mobile phones and tablets with tech-
nological advances. Apps such as PioneerR GrowingPointTM agronomy allow 
growers to access valuable agronomic information on-the-go. According to the 
American Farm Bureau Federation, a full 60% of them now use precision data ser-
vices. These innovative data-driven programs use historical data coupled with new 
data capture techniques and predictive analytics to help growers maximize crop 
yields and reduce risk, unlocking the full potential of their land (DuPont, 2016).

Data presented in 2017 by DuPont from 420 Pioneer Research trials conducted 
in 2015 and 2016 show that the use of data and analytics increased yields by 6 bush-
els per acre and produced 8 pounds less nitrogen per acre, providing the average 
farmer with a $22 per acre return (DuPont, 2017).

�Emerging and Future Trends

�Lessons Learned from Other Industries of Use to the Chemical 
Industry

Amazon is one of the leaders in predictive analytics and is known for using these 
tools to target its marketing to increase customer satisfaction, build company 
loyalty, and increase revenue. Amazon uses big data to analyze what items cus-
tomers have previously purchased, what is in their online shopping cart or wish 
list, which products were reviewed and rated, and what items were searched for 
most. Using this information, the company can recommend additional products 
that other customers purchased when buying those same items. Amazon’s pat-
ented anticipatory shipping model uses big data for predicting what products are 
likely to be purchased, when the buying might occur, and where the products 
might be needed. The items are sent to a local distribution center or warehouse 
so they will be ready for shipping once ordered. Amazon uses predictive analyt-
ics to increase its product sales and profit margins while reducing its delivery 
time and overall expenses. Because Amazon wants to fulfill orders quickly, the 
company links with manufacturers and tracks their inventory. Amazon uses big 
data systems to choose the warehouse closest to the vendor and/or customer, 
thereby reducing shipping costs by 10–40%. Additionally, graph theory helps the 
company decide the best delivery schedule, route, and product groupings to fur-
ther reduce shipping expenses. Big data is also used to manage Amazon’s prices 
to attract more customers, increasing profits by an average of 25% annually. 
Prices are set according to activity on the website, competitors’ pricing, product 
availability, item preferences, order history, expected profit margin, and other 
factors. Product prices typically change every 10 min as big data is updated and 
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analyzed. As a result, Amazon can offer discounts on best-selling items and earn 
larger profits on less-popular items. For example, the cost of a novel on the New 
York Times’ best sellers’ list may be 25% less than the retail price, while a novel 
not on the list costs 10% more than the same book sold by a competitor.

Several other industries including finance, healthcare, and online streaming are 
using big data to either acquire new customers or retain existing ones. Capital One 
determines the optimal times to present various offers to clients, thus increasing 
conversion rates and increasing the ROI from its marketing efforts. Starbucks uses 
big data about locations, traffic, demographics, and spending behaviors to deter-
mine the potential success of each new location.

The chemical industry is learning from techniques used by Amazon and other 
companies, and customizing it for their own purposes. For example, BASF is 
deploying a predictive analytics approach by combining the company’s historical 
data with economic data, enabling it to forecast demand. The forecasting model 
considers external factors such as weather, macroeconomic data, political, legal, 
and regulatory changes and internal factors such as BASF’s proposed strategies to 
make decisions. Using the forecasting model, BASF can adapt its plant as demand 
changes. BASF is also using advanced analytics models for predictive asset man-
agement, plant commissioning, and process control. For example, the company 
automated the production of liquid soaps at its pilot plant in Kaiserslautern, 
Germany. Once a user places an order for a customized soap in this smart pilot 
plant, the radio-frequency identification tags attached to the soap containers 
update the production equipment of the desired soap specifications and enable 
mass customization (Deloitte, 2016).

�Industrial Analytics and the Internet of Things for Chemicals: 
Top Priorities to Build a Successful Strategy for the Future

The intelligent systems used in the chemical industry have the potential to transform 
the industry by improving operations and providing the technology that enables the 
capture of process data that can be quickly converted into effective actions. The 
Internet of Things (IoT) helps connect assets, people, products, and services to 
enable real-time decision-making while reducing costs and boosting innovation. 
Some uses of big data and analytics in the IoT strategy to drive performance and 
growth are outlined below (SAP, 2016):

•	 Predictive Maintenance – Software and analytics embedded in a chemical com-
pany’s assets make them more intelligent and help diagnose their health. Assets 
can send signals about their status and performance to predict possible malfunc-
tions and maintenance needs.

•	 Precision Farming – For precision farming to work effectively, all participants in 
this ecosystem  – farmers, agribusiness suppliers, equipment manufacturers, 
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traders, and technology providers – have to be synchronized. A big data-enabled 
platform is needed to share the information that supports precision farming.

•	 Operational Intelligence – Chemical firms generate a great deal of data during 
manufacturing but use only a small amount to improve decision-making. By 
using big data and analytics in real time, performance can be improved through 
sound decision-making.

•	 Smart Products and Connected Logistics – Chemical firms can use sensors and 
active RFID tags to identify the specifics of products such as their location and 
authenticity. This capability helps track products and ensures their quality across 
the value chain. Supply chain risks can be minimized by using devices that create 
and process data in real time.

�Case Study of Industrial Analytics and IoT Strategy: GE

GE is one of the key companies in the industrial sector that has invested heavily in 
data analytics in recent years. The company has been installing sensors in turbines, 
jet engines, and machines so it can collect data and analyze it in real time to help 
improve the productivity and reliability of these machines, resulting in savings of 
billions of dollars. GE sees about a $1 billion opportunity in the oil and gas industry. 
A single unproductive day on a platform can cost a liquified natural gas facility as 
much as $25 million. Increasing the uptime of these operations is critical, especially 
given that oil and gas companies are facing a drop in revenues due to lower crude 
prices. GE believes that software, data, and analytics will be central to the compa-
ny’s ability to differentiate itself within the oil and gas industry. Therefore, it began 
developing a cloud-based software platform called Predix that provides real-time 
data to operators and maintenance workers to reduce machine downtime. GE 
believes Predix can help the oil and gas industry address four of its most pressing 
challenges: improving asset productivity, creating a real-time picture of the status of 
an entire operation, stemming the costly loss of tacit knowledge from an aging 
workforce, and building an industrial Internet platform that meets customer needs 
(Winnig, 2016).

�Challenges and Limitations of Data Analytics: Opportunities 
for Future Research

The big data movement is creating opportunities for the chemical process industries 
to improve their operations. However, there are challenges as well.
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�Challenges and Opportunities with Regard to Volume

Data collected from industrial processes reflect their operation under normal condi-
tions and production situations. The range of this data is relatively narrow even 
though the quantity of information may be huge. Such data sets have limitations for 
predictive activities and control and optimization tasks. To optimize processes, a 
design of experiment program is needed to actively collect data over a wide range 
of conditions. Future research should focus on the development of methods to 
remove irrelevant data, as well as analytical methods including visualization tools 
that can condense large amounts of information (Reis, Braatz, & Chiang, 2016).

�Challenges and Opportunities with Regard to Value

Chemical industry data come from different sources and involve analysis of a vari-
ety of objects and are therefore complex. In addition to the usual scalar quantities 
such as temperature and flow, data collected in modem industrial settings also 
include other data structures such as one-way, two-way, and higher-order arrays 
indexed by time and/or space that are representative of a product or process. Future 
research should focus on developing more platforms that can fuse all of these het-
erogeneous sources of information together (Reis et al., 2016).

�Challenges and Opportunities with Regard to Veracity

When dealing with the analysis of big data, the quality of the information is of 
utmost concern. Quality issues include how the data are collected, whether the 
information is current, and whether there is uncertainty in measurement. Improving 
processes requires an assessment of the multiple sources of variability. Reducing 
process variation and increasing product quality and consistency are the basis of 
most improvement activity in this regard. Ensuring that data are acquired correctly 
and using appropriate statistical tools are essential to the analysis of big data sets in 
the future (Reis et al., 2016).

�Challenges and Opportunities with Regard to Velocity

When collecting large quantities of data at high speed in chemical plants, several 
challenges are inherent, including appropriate collection techniques and resolution. 
Future research should develop ways to select the proper resolution that takes the 
features of the variables into account (Reis et al., 2016).
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In the chemical industry IoT world, the use of information will become more 
sophisticated. Given that various players in the value chain capture the data used, stra-
tegic partnerships and business models that enable value creation through collecting, 
analyzing, and making sense of the data have the potential to transform the industry.

�Bridging the Gap Between Theory and Practice

To achieve growth in the chemical industry, and to address the challenges and 
opportunities of volume, variety, veracity, and velocity described above, it is impor-
tant that industry and academia work together to develop tools and skill sets to 
leverage the power of big data and analytics. The American Institute of Chemical 
Engineers (AIChE) has started to organize sessions focused on big data and analyt-
ics for the chemical industry during its annual and topical conferences. In addition, 
in terms of workforce development, it is important that universities develop an inter-
disciplinary curriculum combining elements of traditional chemical engineering 
education along with big data analytics. Academia can also provide on-the-job 
training for experienced professionals within the industry and offer professional 
courses for the chemical industry on the use of big data analytics. It is also impor-
tant that chemical companies partner with companies such as Amazon, Facebook, 
Alphabet, and Microsoft that have developed expertise in the area of data analytics 
to leverage already developed tools. Academia can play a crucial role in building 
consortia with different stakeholders to facilitate this partnership.

�Conclusion

Companies that consult in the area of strategy believe that many organizations have 
not yet recognized how big data and analytics can transform their company’s ability 
to operate efficiently and innovate (KPMG, 2015). Chemical companies should 
focus on the following action areas as they consider their big data and analytics 
strategies (Kaestner, 2016):

•	 Focus on the business issues – Understanding the issues will provide clues to 
where big data capabilities can have the greatest impact.

•	 Insights do not come from data alone – Data must be analyzed and then applied 
to the issues that the business needs to address.

•	 Go beyond immediate solutions – Companies must focus on the enterprise as a 
whole when using data and big analytics solutions.

•	 Clearly articulate the value proposition – The source of competitive advantage, 
whether cost or differentiation, must be articulated, and data and analytics need 
to be linked to this value.

•	 Understand that customers drive decisions  – Companies must use data and  
analytics to engage in profitable transactions with their customers.
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•	 Analyze the right data – Companies must understand the business problem and 
the data needed for a solution to it.

•	 Share success stories  – Companies must share stories and knowledge about 
problem-solving across the organization so that more projects can be funded.

•	 Focus on stakeholders – Companies must engage with all stakeholders and com-
municate and demonstrate the power of data and analytics to transform the 
organization.

About 2.5 quintillion bytes of data are generated every single day, and 90% of 
the world’s data have been created in the last 2 years alone (IBM, 2017). As the 
availability of data grows, it offers companies greater opportunities to focus on the 
customer while increasing efficiency and revenue. To realize this promise, compa-
nies will need to delve deeper into unstructured data and leverage advanced analyt-
ics and computing to generate valuable insights.

As chemical companies shift from a pay-by-the ton revenue model to provide 
value-added products and services model, they will need to plan and identify how to 
integrate their digital and physical assets across different stages of the value chain. 
To operate and grow their businesses, they will need to use data and analytics to 
increase the effectiveness of their operations while also thinking about innovative 
ways to grow their business by discovering new and smarter materials and creating 
new service-driven value propositions (Deloitte, 2016).

It is important for academics and students to recognize that successful chemical 
companies use big data effectively by dealing with it in a strategic manner. In other 
words, they identify a particular business problem and use big data and analytics as 
part of the solution with the goal of creating value. The identified value proposition 
is therefore important and allows for solutions, be they lower costs, differentiation, 
or reduction of risk, to be achieved using big data. Advanced analytics, therefore, is 
a tool to implement an answer that drives value. Leaders within a company must be 
able to clearly articulate its purpose and then translate it into action throughout the 
organization. As competitive dynamics within an industry evolve, insights unleashed 
by analytics should be used to improve competitive performance and alignment, 
focus on stakeholders, and achieve strategic business objectives.
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