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Preface

The book Advances in Plant Ecophysiology Techniques has its origin on the suc-
cessful launching of the Handbook of Plant Ecophysiology Techniques released by 
Kluwer Academic Publishers in 2001. As with any book written about a rapidly 
growing discipline, the techniques included in that handbook considerably evolved 
and changed during the last 17 years. Particularly, molecular and microscopic meth-
ods have been highly improved during these years, which made necessary an update 
on the techniques used to measure ecophysiological parameters.

This book will be useful, we hope, for expert and non-initiated scientists and 
graduate and post-graduate students starting their research studies or looking for 
new techniques to complement the parameters they already measure. Researchers 
interested in Plant Ecophysiology, Agronomy, Forestry, Environmental Sciences, 
and other related disciplines will find here a plethora of techniques easy to apply 
and reproduce.

Advances in Plant Ecophysiology Techniques consists of 28 chapters, written by 
a variety of scientists all over the world, which cover the most relevant parameters 
necessary to be measured when plant response to biotic/abiotic factors is under 
study. Every chapter included in this handbook has a theoretical part, reviewing the 
analyzed parameter, the techniques used for its measurement, and the meaning it 
has in ecophysiology, and a more empirical part focusing on the selected technique, 
with hand-by-hand procedures as used in the laboratory, which will allow the end 
users to easily reproduce the method in their labs.

Although every chapter can be read independently, we have made an effort to 
avoid repetitions and to group the different chapters from the most general to the 
most complex techniques.

The first chapter written by Mercedes Verdeguer focuses on the bioassays used 
to measure the impact of biotic/abiotic factors on the growth and germination of 
seedlings and adult plants. This chapter is well complemented by the second chapter 
studying root morphology, written by Maria Rosa Abenavoli and colleagues.

After this morphological approach, there are four chapters related to the study of 
photosynthesis into the plant: photosynthetic pigment content by Beatriz Fernández- 
Marín and collaborators, net photosynthetic rate and respiration by Jaume Flexas 
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and colleagues, and fluorescence and thermoluminescence by Amarendra Mishra 
cover all aspects of the photosynthetic status of the plant. In addition, water status is 
very well covered by Ricardo Aroca and his group and Hamlyn Jones, who does a 
nice review on the key biophysical equations involved in the use of thermal sensing 
for the study of plant water relations. In this group of chapters are also included two 
chapters related to oxidative and photooxidative stress markers, one of them written 
by Erola Fenollosa and Sergi Munné-Bosch and focused on the use of stress mark-
ers to unravel plant invasion success, and the other written by Adele Muscolo and 
colleagues and focused on the role that reactive oxygen species (ROS) have on plant 
response and the way to measure them.

The next two chapters, written by Teodoro Coba de la Peña, Adela M. Sánchez- 
Moreiras, and Fabrizio Araniti, are focused on the use of flow cytometry to measure 
cell cycle and other physiological parameters, such as pH, calcium content, gluta-
thione level, etc., including the use of mutants to take all the advantages of this 
technique.

The following five chapters are focused on different microscopic techniques 
ranging from optical to confocal and transmission electronic microscopy and their 
use for the measurement of a variety of different parameters, such as mitotic index 
and plant microtubules (by Elisa Graña), programmed cell death (by John Conway 
and Paul McCabe), structural and ultrastructural morphology (by Adela M. Sánchez- 
Moreiras and colleagues), and many physiological parameters measured by fluores-
cence (by Elfrieda Fodor and Ferhan Ayaydin) or confocal (by Leonardo Bruno and 
collaborators) microscopy. The advances we have seen in these techniques during 
the last years make these chapters especially useful for plant scientists.

The next four chapters are devoted to –omics and SAR/QSAR techniques. 
Leonardo Bruno and colleagues addressed multi-probe whole mount mRNA in situ 
hybridization for the quick and simultaneous measurement of the expression of sev-
eral genes, while metabolomics significance and measurement has been addressed 
by Leslie Weston and her group, proteomics was reviewed by Jesus Jorrín and col-
leagues, and SAR/QSAR techniques for activity studies have been written by Marta 
Teijeira and María Celeiro.

After these chapters, Adela M. Sánchez-Moreiras and collaborators present an 
approach for the testing and the study of the mode of action of natural compounds, 
including morphological, physiological, biochemical, as well as molecular tech-
niques. This chapter is a good example how successful can be mixing different sci-
entific expertise when approaching the response of the plant to external factors. The 
next chapter focused on allelochemical detoxification in plants and written by 
Margot Schulz and colleagues is highly related to this one, as plants have evolved 
different strategies to cope with the presence of these potentially toxic natural com-
pounds. Moreover, Chap. 24 by Fabrizio Araniti and collaborators is also related to 
plant natural compounds/secondary metabolites, as it focuses on the chemical char-
acterization of volatile organic compounds (VOCs) using two different techniques.

The use of carbon radiochemicals and stable isotopes for plant (Geneviève 
Chiapusio and collaborators) and soil (Adrià Barbeta and colleagues) studies gives 
a nice environmental perspective and has been addressed in the following two 

Preface



vii

 chapters. Also with an eye on the soils, the next chapter written by Paula Castro and 
colleagues focuses on different approaches to structurally and functionally charac-
terize key soil microorganisms.

Finally, a nice chapter about computational approach to study ecophysiology has 
been written by Amarendra Mishra.

All these chapters together represent a useful compendium of the most interest-
ing parameters on plant ecophysiology, which we hope will become a personal 
guide for plant scientists.

We want to show our warmest gratitude to all the authors for their involvement 
in this project and also to Springer for their support and help during the period of 
editing this handbook. And finally, we want to thank all readers who will use these 
chapters to update their knowledge and to improve their research in Plant 
Ecophysiology and other related sciences.

Vigo, Spain Adela M. Sánchez-Moreiras 
  Manuel J. Reigosa 
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Chapter 1
In Vitro and In Vivo Bioassays

Mercedes Verdeguer

1  Introduction

The plant’s environment is determined by all the physical and chemical factors that 
characterize the habitats, and also by the effects that other co-occurring organisms 
induce on them. The functional study of plant’s behaviour in their environment 
linked ecology and physiology in a new discipline, the ecophysiology (Pardos 
2005). Ecophysiologists, or physiological ecologists deal with ecological questions 
like the mechanisms that regulate and control growth, reproduction, survival, abun-
dance, and geographical distribution of plants, as these processes are affected by 
interactions of plants with their physical, chemical, and biotic environment. The 
knowledge of these ecophysiological patterns and mechanisms helps to understand 
the functional significance of specific plant traits and their evolutionary heritage. 
Ecophysiological techniques have greatly advanced understanding of photosynthe-
sis, respiration, plant water relations, and plant responses to abiotic and biotic stress, 
from immediate to evolutionary timescales. Many important societal issues, as agri-
culture, climate change, or nature conservation, benefit from the application of an 
ecophysiological perspective (Lambers et  al. 2008). Plants have adapted to an 
incredible range of environments, and the fields of ecological and environmental 
plant physiology have provided tools for understanding the survival, distribution, 
productivity, and abundance of plant species across the diverse climates of our 
planet (Ainsworth et al. 2016).

One of the branches of Ecophysiology focuses on the study of the physiological 
interactions of plants with other plants, animals and microorganisms. Some plants 
have the capacity of inhibiting the growth or development of surrounding plants by 
releasing chemical compounds known as allelopathic compounds or allelochemi-
cals. Plants introduce allelochemicals into the environment through foliar leaching, 
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root exudation, residue decomposition, volatilization and debris incorporation into 
soil (Inderjit and Keating 1999). Most allelochemicals are secondary metabolites, 
which are obtained through branching of the main metabolic pathways of carbohy-
drates, fats and aminoacids (Lotina-Hennsen et al. 2006). Secondary metabolites act 
sometimes as allelochemicals; however, the terms ‘allelochemical’ and ‘secondary 
metabolite’ should not be used as synonyms (Whittaker and Feeny 1971).

In this chapter, in vitro and in vivo assays for the study of plant interactions, 
especially for the study of the effects of potential phytotoxic secondary metabolites 
(allelochemicals), are in detail described.

2  In Vitro Bioassays

The research of phytotoxic chemicals with potential utilization as herbicides is one 
of the areas in which allelopathic studies are more promising nowadays (Macías 
et al. 2001; Benvenuti et al. 2017). These studies need to have into account the fol-
lowing focus points: (1) the knowledge of the organism that release the chemicals 
(‘donor plant’); (2) the knowledge of the chemicals involved in the interaction; (3) 
the observation of the plant that acts as the receiver (‘target plant’) to discover the 
effects of the chemicals and their mechanism/s of action; and (4) the way the chemi-
cals go from the donor to the target plant, as well as the transformations, induced by 
biotic and/or abiotic factors, that the allelochemicals could undergo in between, as 
this could essentially modify their effects (Macías et  al. 2008). Analytical tech-
niques and bioassays are basic tools for the detection and understanding of the 
effects of these compounds.

The most widely used bioassays are seed germination assays, carried out on Petri 
dishes with filter paper as the most common support (Leather and Einhellig 1988), 
or agar as an alternative; and seedling growth tests (Lotina-Hennsen et al. 2006).

2.1  Seed Germination Bioassays

Although seed germination bioassays seem simple, some decisions are important in 
order to have representative and useful results.

First, depending on the objectives of the study, a mixture of compounds or a 
single compound could be tested. This is sometimes a point of controversy.

Allelopathic activity in field situations is thought to be often due to the joint 
action of mixtures of allelochemicals rather than to the action of a single allelo-
chemical (Einhellig 1995). For example, Lydon et  al. (1997) reported that soil 
amended with pure artemisinin was less inhibitory to the growth of redroot pigweed 
than soil amended with a chemically more complex annual wormwood leaf extract. 
There are many more examples supporting the synergistic action of mixture com-
pounds (Barney et al. 2005; Koroch et al. 2007). Araniti et al. (2013) found that the 
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inhibitory effects caused by Calamintha nepeta methanolic extract on Arabidopsis 
thaliana depended on the combined action of different molecules. Inderjit et  al. 
(2002) argued that the understanding of the joint action of phytotoxins in allelopa-
thy research is mainly hindered due to the lack of a well-defined reference model 
and to methodological problems. Determining which compounds are involved in 
causing phytotoxicity will be important in developing predictive models for toxic-
ity. Although plant physiologists have successfully determined the mode of action 
of several individual allelochemicals, more research is needed to evaluate the mode 
of action of compounds in a mixture belonging to different chemical classes (Inderjit 
and Duke 2003).

Essential oils or aqueous or solvent extracts contain a mixture of compounds. 
Therefore, it is necessary to test them as a whole to know the effects that they could 
exert, but complementary tests with isolated compounds that are part of the mixture 
could also be done to better understand their activities and mechanism/s of action 
(Araniti et al. 2013). When more components are part of the mixture more difficult 
is to comprehend how they are acting and more complicated trials need to be 
performed.

The second step when planning bioassays is the selection of the target species. 
Lettuce seeds (Lactuca sativa L.) have been widely used because of their fast ger-
mination and high sensitivity. Some crop species have been also used for these 
purposes. There is concern that these species do not reflect what is occurring on 
natural ecosystems but they offer researchers a starting point from which to learn 
more about phytotoxicity and allelochemicals. There are some criteria that seeds 
must satisfy to be used in phytotoxic bioassays: being readily available; being 
affordable; germinating quickly, completely, and uniformly; and producing repeat-
able and reliable results. They must also be sensitive enough to respond to a variety 
of chemicals with different biochemical effects and to offer researchers a means by 
which to help identifying the mechanisms of action of active compounds. 
Arabidopsis thaliana (L.) has been also used as model species, as it is sensitive to a 
variety of potent allelochemicals and satisfies all of the selection criteria for target 
species (Pennacchio et al. 2005).

The most important consideration when choosing the species for developing a 
bioassay for an allelopathic study is to select the target species from both mono and 
dicotyledons (Lotina-Hennsen et al. 2006), because they have different metabolism 
and different responses to the phytotoxic compounds. It has been demonstrated that 
phytotoxic compounds cause different effects depending on the species they are 
acting against (Reigosa et al. 1999; Verdeguer et al. 2009a; Graña et al. 2013). The 
selected target species also depend on the objectives of the research. For studies of 
allelopathic compounds action in natural ecosystems it is necessary to select the 
species that are receiving the compounds in nature (Herranz et al. 2006). When 
searching new bioherbicides it is interesting to select different important weeds and 
crops as target species (Benvenuti et al. 2017) while when focusing in the mecha-
nism of action is better selecting A. thaliana as target species (Reigosa and 
Malvido- Pazos 2007).

1 In Vitro and In Vivo Bioassays
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In vitro seed germination bioassays can be performed placing the seeds on filter 
paper (Dudai et al. 1999), agar (Pederson 1986) or other inert substrates, as sand or 
vermiculite (Dayan and Duke 2006). Filter paper is the most used substrate for 
many reasons, like its easy availability and management, low cost and the fact that 
usually limited quantities of natural compounds are available for testing. Depending 
on the thickness of the filter paper employed the requirements of water or water plus 
solvent solution of the compound(s) studied will be different. For example, Whatman 
n° 1 paper, which is one of the most used (Barnes and Putnam 1987; Reigosa and 
Malvido-Pazos 2007) is 87 g/m2 and Whatman n° 3 paper, which has also been used 
for germination bioassays (Dudai et al. 1999), is 185 g/m2. It is important that the 
filter paper is wet enough to allow seed germination but without excessive water to 
prevent fungal growth and to avoid anaerobic conditions that could difficult seed 
germination. Previous assays could be done with control seeds to determine the 
adequate water or solution supply.

Most allelochemicals or their mixtures (e.g. essential oils) are not soluble in 
water. In some studies, they are applied directly to the filter paper (Dudai et al. 1999; 
Verdeguer et al. 2009a), while in others, different solvents are used based on the 
compound’s solubility to obtain aqueous solutions, like ethanol, dimethyl sulfoxide 
(Reigosa and Malvido-Pazos 2007) or Tween 20 (Angelini et al. 2003). When using 
solvents, it is necessary to include a control with the concentration employed to 
verify that they are not causing undesirable phytotoxic effects. It is important to 
have a good solution of the compound(s) studied, otherwise the results could be not 
as expected. For testing essential oils, Fitoil, a biological adjuvant containing 40% 
of soybean oil can be used to solubilize them in water (Verdeguer 2011).

Another aspect to consider when planning seed germination tests is the number 
of seeds and replications used. Normally, at least five repetitions are performed 
(Dudai et al. 1999; Angelini et al. 2003; Verdeguer et al. 2009a; Graña et al. 2013; 
Benvenuti et al. 2017). The number of seeds included can vary depending on the 
size of the seed and the purpose of the experiment, and also on the diameter of the 
Petri dish employed. The inhibitory potential of essential oils against different crops 
and weeds was tested in Petri dishes of 6 cm with 20 seeds each and 5 replications 
(Dudai et al. 1999). Benvenuti et al. (2017) used Petri dishes of 15 cm diameter and 
50 seeds each with 3 repetitions, repeated twice (6 replications in total) to evaluate 
the effect of Compositae essential oils on Amaranthus retroflexus L. and Setaria 
viridis (L.) P. Beauv. Petri dishes of 9 cm diameter are commonly used for germina-
tion bioassays. Depending on the size of the seeds tested is recommendable to 
change the number of seeds placed in each Petri dish. Eight replicates with 24 seeds 
each were used for large-seeded species, whereas five replicates with 50 seeds each 
were used for small-seeded species for testing the phytotoxic potential of citral on 
weeds germination (Graña et al. 2013; Díaz-Tielas et al. 2014).

If the germination tests are being maintained for more than 5–7 days, to study 
the effect of natural products in the development of the seedlings after germina-
tion, it also affects the number of seeds to be used, for example, Portulaca olera-
cea L., which is an important weed in Mediterranean summer crops has very small 
seeds and 20 or more seeds can be easily placed in a Petri dish of 9 cm diameter 
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(Fig. 1.1a, b). Echinochloa crus-galli (L.) P. Beauv., which is an important weed in 
rice crops has greater seeds and is not recommendable to use more than 10 seeds 
in each Petri dish if the seedlings development has to be analysed, because when 
germination starts seedlings develop very quickly and take up a lot of space 
(Fig. 1.1a, b). In this case 5 repetitions of 20 seeds each could be used for P. olera-
cea and 10 repetitions of 10 seeds each could be used for E. crus-galli. It is impor-
tant that the concentrations of compound(s) tested are the same in both cases. 
There is also a bit controversy with this issue because some authors stated that the 
doses received by seeds are different in both cases (when placing different seed 
number) but also the seeds requirements are different. As the doses of herbicides 
in field conditions are measured by surface area, we could use the same idea for the 
doses used in Petri dishes.

Fig. 1.1 Portulaca oleracea seeds after 3 days of incubation (a) (30 °C l2 h light/20 °C 8 h dark) 
and after 14 days (b). Echinochloa crus-galli seeds after 3 days of incubation (c) and after 14 days 
(d) in the same conditions

1 In Vitro and In Vivo Bioassays
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In a given soil volume containing a specific amount of phytotoxin, plants grow-
ing at low densities have a larger amount of toxin available per plant than at high 
densities, where the toxin is shared (and thus diluted) among many plants, receiving 
each plant a proportionately smaller dose. Lower phytotoxin concentrations could 
produce equivalent or greater inhibitory effects than higher concentrations when the 
amount available per plant is greater (Weidenhamer 1996). The degree of inhibition 
caused by an allelopathic compound will depend upon both phytotoxin concentra-
tion and the total amount of phytotoxin available (Weidenhamer et al. 1987).

Some species can present autotoxicity, like alfalfa, Medicago sativa L., (Chon 
and Nelson 2001) or tobacco, Nicotiana tabacum L. (Deng et al. 2017) or Prosopis 
juliflora (Sw.) DC. (Warrag 1995), among others. When testing these species, it is 
recommended to use well plate systems in order to separate the seeds and do not 
mask the effects of the allelochemicals tested with the autotoxins released by these 
seeds or seedlings. It is important to note that the International Seed Testing 
Association (ISTA) has developed the International Rules for Seed Testing, to uni-
form seed testing methods. The 2018 edition is available at the ISTA website. They 
are recommendations and testing methods for seeds designated for growing of crops 
or production of plants, but for spontaneous and medicinal plants or weed seeds had 
not been developed.

The last decision regarding seed germination tests is to define the duration. 
Depending on the objective, it can be established normally when all seeds have 
germinated or when there are not changes in germination rates after consecutive 
counts. Previous assays can be performed to determine how much time needs the 
majority of seeds to germinate.

Different parameters can be evaluated in germination tests. It is very important 
to use suitable indices of germination because the interpretation and the biological 
meaning of the assays depend of them (Chiapusio et al. 1997). For example, if it is 
considered only the total final seed germination rate (percentage of seeds germi-
nated at the end of the experiment) delays on germination cannot be measured nei-
ther evaluated, while this is an important effect of allelochemicals on germination. 
The speed of germination (proportion of germinated seeds obtained in n days or 
hours) reflects better what happens during the germination process and is a good 
indicator for delays in germination. The speed of accumulated germination (cumu-
lative number of seeds that germinate on time N since set up of the experiment) and 
the coefficient of the rate of germination (number of seeds germinated on time T) 
are less sensitive than the speed of germination to show delays on germination and 
their interpretation must be done carefully. Control and treated seeds must be com-
pared at each exposure time for better conclusions. Other parameters that can be 
evaluated are the abnormal symptoms observed in seeds, and the radicle length, 
among others. If the tests are performed to investigate the phytotoxicity of some 
products on seed germination could be interesting to determine the concentration of 
product that causes 50% inhibition of germination rate (IC50) and the concentration 
of product that causes 80% inhibition (IC80). It is also important to verify if the 
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phytotoxic effects on seed germination are reversible or irreversible. For this pur-
pose, the seeds that had been in contact with the phytotoxic product are transferred 
to water (Petri dishes are prepared as they were controls) after the germination tests, 
and their germination is evaluated again. If they germinate the phytotoxic effects are 
reversible. This is important for biodiversity conservation purposes.

A protocol for testing natural products phytotoxic effects on seed germination is 
here described. Seeds of different weeds, monocotyledons and dicotyledons are 
used in order to study different responses depending on the type of weed. For small- 
sized seed weeds, 20 seeds are placed in Petri dishes of 9 cm diameter between two 
layers of filter paper (50 g/m2) wetted with 4 mL of the corresponding treatment, 
and 5 replicates are performed. For large-sized weed, 10 seeds and 10 replicates are 
used. The treatments applied are control (distilled water) and 4 different concentra-
tions of the product assayed. The Petri dishes are incubated in a chamber with 60% 
HR, 30 °C 12 h light and 20 °C 8 h dark. Photos of Petri dishes are registered after 
3, 5, 7, 10 and 14 incubation days and are processed with Digimizer and ImageJ to 
determine different parameters: number of germinated seeds per day, abnormal 
seeds, radicle length and seedling length, to calculate germination speed and rates. 
At the end of the assay also fresh and dry weight of treated plants can be 
registered.

2.2  Seedling Growth Bioassays

Seedling growth of the developed seedlings can be evaluated in order to determine 
the effects of one compound or a mixture of compounds on seedling growth after 
germination, if the seeds were able to germinate after the treatment, and this is per-
formed as described in the previous part. Photos are registered from the Petri dishes 
after 3, 5, 7, 10 and 14 incubation days and processed with Digimizer and ImageJ to 
determine radicle and seedling length and other parameters of interest.

There are also specific assays performed to study the effects of natural products 
applied in post emergence, once the seeds have been germinated. In this assays 
seedlings of the target plants are produced following the protocols described in the 
previous section for the controls and then ten plants with uniform radicle length 
(5 mm) are selected and transferred to Petri dishes with the treatment to analyse the 
effects (Fig. 1.2). Five replicates are prepared for each treatment and the Petri dishes 
are incubated in the same conditions used for germination tests (Verdeguer 2011). 
Photos are registered after 3, 5, 7, 10 and 14 days since the plants are transferred and 
are then processed with Digimizer and ImageJ to measure radicle and seedling 
length. Other studies follow similar protocols using seedlings of 1–2 mm radicle 
length that are transferred to Petri dishes with the treatments and the growth is mea-
sured for 48 h (Dudai et al. 1999; Araniti et al. 2017).

1 In Vitro and In Vivo Bioassays
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3  In Vivo Assays

There are few studies about the in vivo phytotoxic activity of natural products 
against weeds. One of the most important reasons is because of the lack of the natu-
ral products, which normally are laboratory obtained compounds without an ade-
quate formulation for being applied in in vivo conditions, which is a limiting factor 
when planning assays. In the last years, groups working on this research area have 
made efforts to develop protocols for in vivo testing of natural products. In this sec-
tion, some of these protocols will be described. Natural products can be tested in pre 
and post-emergence, and they can be applied by irrigation or spraying.

Fig. 1.2 Chenopodium album seedlings of control (a, b) and treatment of 100% concentration of 
Eucalyptus camaldulensis aqueous extract (c, d) after 3 and 14  days incubation (30  °C  l2  h 
light/20 °C 8 h dark)

M. Verdeguer
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3.1  Pre-emergence In Vivo Assays

When testing natural products in pre-emergence against weeds there are two differ-
ent possibilities: working with soil, and its seed bank, that has not been treated with 
herbicides, or working with peat substrate and sow specific weed seeds. Other 
important considerations are how, when and how often to supply the treatments. 
Assays with soil are better performed in trays than in pots, because soil in small pots 
can cause compaction problems, it is necessary a careful water management. It is 
recommendable to inventory the weeds that are growing in the field from which the 
soil is collected, and is imperative to correctly homogenize the soil collected before 
using it for the experiments.

In a greenhouse experiment, trays of 56.5 × 36.5 × 12 cm were filled with 5 cm 
perlite at the basis, and 5 cm soil from a citrus orchard where herbicides had not 
been applied for the last 5 years (Fig. 1.3). Three replications were prepared for 
each treatment. Treatments were applied in pre-emergence, and three aqueous 
extracts were tested: Lantana camara, Eucalyptus camaldulensis and Eriocephalus 
africanus at 100% dose. Controls were irrigated with water and the other trays were 
irrigated with the respective treatments (4 L per tray). Treatments were applied only 
once, and trays were irrigated once a week. Emerged plants were counted and 

Fig. 1.3 Greenhouse in vivo experiments. Filling with perlite the basis of the trays (a), trays with 
soil before being treated (b), trays just after treatments application (c), trays 4 weeks after treat-
ments application

1 In Vitro and In Vivo Bioassays
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 classified, and the weed density was also calculated. Height, fresh and dry weight of 
the emerged plants was also registered. The experiment was finished when there 
were no significant differences in the number of emerged plants between control 
and treatments (Verdeguer et al. 2009b).

When using peat substrate, the experiments can be performed in seedbeds or 
pots. It is necessary take into account the same considerations about seeds size and 
number of repetitions that were exposed for in vitro bioassays. For example, in pots 
of 8 × 8 × 7 cm 20 small-sized weed seeds or 10 big-sized weed seeds can be placed.

3.2  Post-emergence In Vivo Assays

It is important to consider that treatments can be supplied by irrigation or spraying 
and their activity is influenced by the applying method (Fig. 1.4) (Graña et al. 2013; 
Díaz-Tielas et  al. 2014; Castañeda 2017). As described in the previous section, 
assays can be performed with soil or with peat substrate. In assays with soil it is 
necessary to irrigate it to allow the germination of the seeds that are in the seed bank 
of the soil and the growth of the seedlings. In the assays with peat substrate, seeds 
are sown in pots or seedbeds, and when seedlings develop a thinning can be done if 
it is necessary. When the emerged plants reach the desired development stage, treat-
ments can be applied by both methods, in order to determine which is the most 
effective.

The phenological stage in which the plant is treated is also an important factor to 
consider, because the activity of natural, and also synthetic products is very influ-
enced by it. Previous assays could be performed with weeds in different stages to 
determine the best moment for application. For example, for Arabidopsis thaliana, 
treatments were applied when it had five fully expanded leaves (Graña et al. 2013; 
Araniti et al. 2017). For E. crus-galli it is recommended to apply herbicides for a 
best control when it has 2–3 true leaves and for Conyza species at the rosette stage. 
The treatments can be applied once (Verdeguer et al. 2009b; Castañeda 2017) or 
repeated times (Graña et  al. 2013; Araniti et  al. 2017). After the treatments are 
applied, phytotoxic effects can be evaluated. Mortality, observed damages (classi-
fied with a phytotoxicity scale), height, fresh and dry weight of the plants can be 
recorded to determine the herbicidal activity of the tested products.

M. Verdeguer
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Fig. 1.4 Greenhouse in vivo experiment. Treatments with Eucalyptus camaldulensis essential oil 
in post emergence applied by irrigating (a, c) and spraying (b, d), Conyza bonariensis controls (a, 
b) and treated plants (c, d)
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Chapter 2
Root Morphology

Antonio Lupini, Fabrizio Araniti, Antonio Mauceri, Maria Princi, 
Antonino Di Iorio, Agostino Sorgonà, and Maria Rosa Abenavoli

1  Introduction

Root system defined as the “Hidden Half” of plant, has not attracted a great deal of 
attention for a long time from plant biologists. In recent years, through the new 
innovative techniques, root system has been deeply studied allowing all to reveal its 
structure, function, but also its genetic potential, which could be manipulated to 
improve crop yield and plant survival in stressful environments. Plant root system 
has three major functions: site of water and nutrients acquisition from the soil, 
essential support for plant anchoring and sensor of abiotic and biotic stresses. It also 
points out secondary functions such as photoassimilates storage, phytohormones 
synthesis and clonal propagation.

Root system growth and development depend on endogenous genetic program 
as well as biotic and abiotic environmental factors (Forde and Lorenzo 2001). For 
example, nutrient status of the plant and/or photosynthate supplies (intrinsic fac-
tors) and nutrients distribution in the soil and/or soil texture and/or water poten-
tial and/or microorganisms and/or salinity (extrinsic factors) highly modified root 
system (Walch-Liu et  al. 2006). This considerable root plasticity provides to 
plants to maximize both reproductive success and survival, especially in severe 
environments.

Root system of monocots is more complex than that of dicotyledoneous plants. 
Monocots display a “fibrous root system”, with several moderately branching roots 
growing from the stem. In particular, fibrous root system of monocots is character-
ized by having a mass of similarly sized roots, consisting of a primary root 
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 emerging from embryo, a variable number of seminal roots that originate post-
embryonically and crown roots emerging from the stem. All major root types form 
lateral roots and undergo higher-order branching (Hochholdinger et  al. 2004; 
Nibau et al. 2008). In cereals such as maize, rice and wheat, lateral roots arise from 
the phloem pole pericycle with a contribution of endodermis (Hochholdinger and 
Zimmermann 2008). In contrast, dicots have a “taproot system”, which is charac-
terized by having a primary root (the taproot) emerging from the embryo and grow-
ing downward. As roots mature, quiescent cells within pericycle begin competent 
to sustain a set of divisions to form lateral root primordia (Malamy 2009). Lateral 
roots elongate and are further undergone to reiterative branching to form secondary 
and tertiary laterals. Ultimately, adventitious roots at the shoot-root junction can be 
formed (Hochholdinger et al. 2004; Nibau et al. 2008). Newly emerged roots are 
highly sensitive to environmental signals such as gravity, which drives root growth 
towards moisture and nutrients in the soil (Muday and Rahman 2007).

Fibrous roots are excellent for soil erosion control because the mass of roots 
cling to soil particles, while taproots anchor plants deeply helping to prevent wind 
damages and stabilize plants especially in beach and sand dune areas. Taproots are 
often modified to store starches and sugars as shown in sweet potatoes, sugar beet 
or carrot. Taproot systems are also important adaptations for searching for water 
from deeper sources, conferring great drought resistance compared to fibrous ones. 
Whereas, fibrous roots near the soil surface, may absorb quickly water also from 
even a light rainfall.

1.1  Root System Analysis

Root system analysis can be approached in terms of structure, morphology and 
architecture. Root structure takes in account all anatomical aspects of the individual 
roots; while root morphology deals with the surface traits of the individual root axis, 
such as length, biomass, diameter, surface area, root specific length, fineness and 
root density. It also includes epidermal features such as root hairs, root headset, root 
axis ripple, and cortical senescence. Finally, root architecture defines the spatial 
configuration of root system in the soil (Lynch 1995). Next paragraphs deal with 
root morphology and architecture whose analysis is carried out by WinRhizo system, 
the image analysis system described in this chapter.

1.2  Root Morphology and Its Parameters

Root morphology was described through the estimation of several parameters, 
which allow better understanding of root functional aspects, especially those related 
to resources acquisition from soil. Root length (LR) is a morphological parameter 
that best describes root ability to explore the soil (Ryser 1998) and to acquire water 
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and nutrients. In particular, LR is positively correlated with ions absorption with 
low mobility such as phosphate (Newman and Andrews 1973). Change in root 
length (RL) is determined by two morphological components: root biomass (RB, g) 
and specific root length i.e. root length per unit root dry weight (SRL, cm g−1) as 
described by the following relationship:

 
RL RB SRL cm= ( )*

 

To better emphasize the importance of root length in resources acquisition, it has 
been proposed the root length ratio (RLR) parameter, i.e. root length per unit of the 
plant’s dry biomass. The RLR defines “how much plant biomass is transformed into 
root length”, or better, “how much plant invests in root system”. Higher RLR value 
allows the plant a greater soil exploration and, consequently, an increased resources 
acquisition. Therefore, this parameter is a good index to describe the plant’s ability 
to acquire soil resources. For this reason, it is strongly modulated by changes in 
nutrient and water availability: it increases under lower nitrate concentrations 
(Ryser and Lambers 1995; Sorgonà et  al. 2005) and drought stress in drought- 
tolerant bean landrace (Abenavoli et al. 2016).

Change in RLR is determined by different morphological components: root mass 
ratio i.e. relative biomass allocation to root per unit of plant’s dry biomass (RMR, g 
g−1) and specific root length, i.e. root length per unit root dry weight, (SRL, cm g−1), 
which, in turn, depends on root fineness, i.e. root length per unit root volume (RF, 
cm cm−3) and tissue density, i.e. root dry mass per unit root volume (RDT, g cm−3) 
(Ryser 1998). The relationships among these parameters are the following:

 
RLR RL PB RMR SRL cmg= = ( )* -/ 1

 

 
RMR RB PB gg= ( )-/ 1

 

 
SRL RL RB RF RDT cmg= = ( )-/ / 1

 

 
RF RL RV cmcm= ( )-/ 3

 

 
RTD RB RV gcm= ( )-/ 3

 

Therefore, plants may produce longer roots either by increasing biomass allocation 
to roots, as demonstrated under a low supply of nitrogen (Ryser and Lambers 1995; 
Sorgonà et al. 2005, 2007a) or by increasing root fineness and/or reducing root 
tissue density, leaving biomass allocation unchanged (Ryser 1998).

In particular, RMR parameter is a relative index, which indicates the biomass 
allocation towards root that is modified by environmental conditions such as nutrient 
availability (Ryser and Lambers 1995).

2 Root Morphology
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On the other hand, the SRL is a root parameter related to the ability of species 
or genotypes to effectively spend their photosyntates for the limiting resources 
acquisition. Then, the SRL is a root trait, which better explains the root system 
investment in terms of costs (biomass) and benefits (length). Therefore, plants with 
high SRL achieve the same purpose in terms of elongation but with lower costs (less 
biomass) than those with low SRL, showing more efficiency in mineral resources 
acquisition. However, SRL is a “complex parameter” determined both by the root 
fineness (FR) and the root total density (DTR), which can often nullify the SRL 
variation in response to environmental conditions (Ryser 1998).

In particular, the fineness (FR) is functionally correlated with the adverse envi-
ronmental conditions and, in particular, with the habitats. On the other hand, root 
tissue density (RTD) is the other component of SRL, whose modulation can increase 
the plant’s ability to capture soil resources (high length or root length ratio) without 
changing biomass allocation or root fineness. For example, higher RLR was main-
tained by lower root tissue density at different N and P (Ryser and Lambers 1995) 
and nitrate levels (Sorgonà et al. 2007a). Furthermore, this parameter appears to be 
negatively correlated with growth rate of the plant species (Wahl and Ryser 2000).

1.3  Root System Architecture

Root system architecture (RSA) defines the spatial arrangement of root axes in soil 
(Lynch 1995) and varies hugely among species and within species, also matching to 
different environment where plants grown (Loudet et al. 2005; Osmont et al. 2007). 
The importance of root architecture relies on its closely relationship with plant yield 
performances (Lynch 1995) and nutrient acquisition efficiency (Sorgonà et al. 2005, 
2007b).

Different techniques are developed for studying root architecture both in lab and 
field conditions. Several phenotyping systems use 2D imaging captured by cameras 
(Le Marie et al. 2014) or flatbed scanners (Adu et al. 2014), following 3-D root 
architecture analysis by topological (Fitter 1991; Sorgonà et  al. 2007b), fractal 
(Eghball et  al. 1993; Lynch and Van Beem 1993; Berntson 1994) and computer 
simulation analysis (Lynch and Nielsen 1996). Further, 3D root architecture has 
been captured in plants grown on gel by 3D laser scanners (Fang et al. 2009) and 
digital cameras (Iyer-Pascuzzi et al. 2010), or in pot filled with soil by X-ray com-
puted tomography (Hargreaves et al. 2009; Tracy et al. 2010) and magnetic reso-
nance imaging (Jahnke et  al. 2009) and in field by magnetic resonance imaging 
(Zhou and Luo 2009), magnetic resonance imaging-positron emission tomography 
(Jahnke et al. 2009), ground-penetrating radar (Hruska et al. 1999; Hagrey 2007), 
manual (Oppelt et al. 2000) and digital measurements (Danjon et al. 1999; Di Iorio 
et al. 2005).

Next paragraphs detail on topological and fractal analysis of root architecture by 
2-D images captured and analyzed with WinRhizo system.
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1.4  Topological Analysis

The topology, which is a non-metric aspect of root architecture, refers to the hierar-
chical order by which the individual axes are connected to each other in determining 
the degree or the mode of branching of roots. The topology is analyzed by quantifi-
cation of different non-metric parameters such as the links, the magnitude (μ) of the 
entire root system, the altitude (a) and the total exterior pathlength (Pe) (Fitter 
1996). The links define root segments between two nodes or between a vertex and a 
node. The links are divided into those with meristem end, exterior links, and those 
that combine two branching points, internal links (II). In turn, the exterior links that 
connect with the interior links are defined exterior-interior links (EI), while if they 
bind with other exterior links are called exterior-exterior links (EE) (Fig. 2.1).

The altitude is the number of links in the longest path through the system starting 
from the base; while the Pe is the sum of all the routes from the base toward 
the exterior links (Fig. 2.2a). The slope of the linear curve obtained by plotting 
the values of a (Loga) or Pe (LogPe) as a function of magnitude (Logμ) is used as 
topological index (TI) (Fig. 2.2b). High slope values indicate a herringbone-type 
branching pattern of root system, while low slope values are typical of the dichotomous 
model (Fig. 2.2b).

Through the computer simulation, Fitter (1991) pointed out that “the exploitation 
efficiency” (soil volume within the depletion areas divided the root volume) was 
positively correlated with TI. In particular, herringbone-type root systems are more 

Fig. 2.1 Root system 
represented by topological 
model. EE: exterior- 
exterior link; EI: exterior- 
interior link; II: 
interior-interior link
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efficient in exploring and exploiting the edaphic resources while the dichotomous 
pattern is more efficient in nutrient transport within roots and less expensive for its 
large number of high magnitude links.

To support the simulation results, several experiments pointed out that root topol-
ogy exhibited dichotomous traits as mineral nutrients increase in the soil and/or 
nutrient solution (Fitter and Stickland 1992; Sorgonà and Cacco 2002; Sorgonà 
et al. 2005).

1.5  Fractal Analysis

Fractal geometry is an interesting geometrical system for the description of very 
complex and modular natural objects. Root system exhibits a modular growth. Hence, 
the fractal geometry, by scaling relations, is a promising technique to analyze and 
quantify the complexity of root architecture both from the structural point of view that 
functional as, for example, the root system ability to occupy the soil volume.

Fig. 2.2 (a) Dichotomous- and herringbone-type root systems with the corresponding topological 
parameter values: μ, magnitude; a, altitude; Pe, total exterior pathlength. (b) Loga vs Logμ plot 
where the herringbone- and dichotomous-type exhibit the lowest and highest slope values, 
respectively

A. Lupini et al.
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Fractal analysis for root architecture utilizes box counting method and the eq. 
N(L) = KL

–D where L is the length of the box side and N(L) is the number of boxes 
of size L needed to cover the root (Tatsumi 2001; Walk et al. 2004; Eshel 1998). By 
linear regression of N(L) vs L levels are computed the slope (D) and intercept log 
K. D is the fractal dimension (FD) and log K is associated with fractal abundance 
(FA). The FD is closely related with root length and biomass (Fitter and Stickland 
1992; Lynch and Van Beem 1993), root size (Eghball et al. 1993; Berntson 1994; 
Lynch and van Beem 1993), root length density (Berntson 1994), root topology 
(Fitter and Stickland 1992), root length, surface area and branching frequency 
(Costa et  al. 2003), nutrient availability (Eghball et  al. 1993), drought tolerance 
(Wang et  al. 2009) and ecophysiological strategies of fruit crops (Oppelt et  al. 
2000).

2  The WinRhizo System

The WinRhizo system includes:

• a calibrated color optical scanner to acquire images;
• a positioning system to ensure a good arrangement of the root before starting 

scanner acquisition;
• a work station which allows to store and analyze image by software after 

acquisition.

The system should use a specific flat-bed scanner as image acquisition devise 
(Fig. 2.3a), which is characterized by a lighting system placed on both scanner glass 
parts (top and bottom). Since the system has to acquire macroscopic objects (root 
and leaf), an optical scanner allows obtaining an image with high resolution 
(Arsenault et al. 1995).

Fig. 2.3 (a) Scanning system coupled to Scanner used in lab to acquire root images; (b) maize 
root types acquired (8 days old)

2 Root Morphology
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In addition, excellent optical, electrical and mechanical features are needed to 
provide a lighting uniformity over entire area thereby avoiding further positions, 
orientation and light adjustments. For optimizing root image acquisition and analysis, 
an optical resolution (dots per inch, DPI) at last of 4800 with 0.005 pixel size, 
fast speed, 16/48 bit per pixel is necessary. Moreover, scanners include a standard 
calibration (Régent Instruments Inc.) to normalize the data obtained from different 
model or root position (orientation, lighting, method of acquisition etc.).

On the other hand, the scanning system does not allow to obtain detailed infor-
mation concerning root tips (e.g. cell organization of root apical meristem, root hair 
density etc.). Therefore, a camera connected to a stereomicroscope should be useful 
to have a higher resolution (Fig. 2.4).

In both cases (scanner or camera) these hardware are connected to a work sta-
tion. However, a computer configuration to image analysis software needs a power-
ful processor with a high RAM (over 2 GB), an operative system work at 32 or 64 
bit and a large screen (at least 24″). The analysis can be carried out on root directly 
placed on scanning glass or adopting a root position system, which consists in a 
waterproof tray (Fig. 2.5). This system makes easy the root spatial disposition on 
the scanner surface improving the image quality.

Fig. 2.4 (a) Camera 
connected to a 
stereomicroscopy; (b) 
microscopy
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3  Image Acquisition

3.1  Root Collection and Stocking

Since there is a huge difference between roots collected from soil and those hydro-
ponically grown, this should be considered during the experimental design. 
Hydroponic systems or plants cropped on sandy soil can greatly simplify this step, 
while plant collection from soils rich in clay and/or organic matter can make it 
extremely difficult and it could increase the loss of roots (especially thinner roots).

WinRhizo allows the automatic acquisition of root parameters. Roots grown in 
hydroponic systems can be directly acquired, conversely, those collected from soil 
system need to be accurately washed before image acquisition.

However, root system could be also stocked for a long time without any morpho-
logical changes, in a preserving solution, also known as FAA, containing ethanol 
(96%) (656.25  mL  L−1): formaldehyde (37%) (50  mL  L−1): glacial acetic acid 
(99.85%) (50 mL L−1). This stoking method could be useful in experimental setups, 
with a high number of samples or huge root apparatus. In fact, large roots need to be 
divided in smaller portions that will be analyzed separately.

3.2  Root Staining

During image acquisition process, roots are digitized through a scanner. To obtain a 
detailed image of roots, especially the finest ones, could be necessary to increase the 
contrast of tissue, through a previous staining. It improves both the accuracy of the 

Fig. 2.5 Tomato roots 
grown in hydroponic 
system, disposed in 
water-proof tray, before (a) 
and after (b) toluidine 
staining
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analysis and the determination of root diameters. Roots are soaked for 5–10 min 
(depending on root diameter) in 0.1% Toluidine blue solution. After staining, roots 
have to be washed thoroughly in order to remove the excessive dye (Fig. 2.5). Care 
should be taken during long dye exposition since it could bring to the production of 
dye lumps around the root surface, invalidating the analysis.

3.3  Root Positioning and Image Acquisition

Once stained, roots can be directly placed on the water-proof trays filled with dis-
tilled water (Fig.  2.5b). Root positioning is helped using tweezers and very fine 
plastic sticks as tools. Roots should be completely immersed in distilled water, 
thereby avoiding the presence of shadows as well.

Furthermore, roots should be positioned randomly avoiding overlaps, especially 
when the analysis aimed to quantify crosses, forks and tips numbers. For roots with 
large dimensions, the positioning in the trays could be difficult or not possible. 
Therefore, as before indicated, roots have to be separated in smaller portions 
(Fig. 2.3b), or alternatively, a representative sample of whole root could be scanned, 
before determining dry mass. Then, the SRL (Specific Root Length) of sample can 
be used to estimate the total root length.

All root adjustments should be done on trays directly placed on scanner glass to 
avoid shifts during acquisition.

As previously introduced, WinRhizo is coupled to a calibrated scanner, which 
lights roots from above and below while being scanned further reducing shadows on 
root image. The first step in root acquisition consists in creating a preview of whole 
root that should be analyzed for improving the final acquisition quality of image in 
terms of brightness, contrast, exposition, etc. A pivotal parameter that should be 
considered during image acquisition is the final resolution, which depends on type 
of samples. A low resolution reduces excessively the image quality causing loss of 
precision in measurement. For example, Zea mays roots may be scanned at 200–
400 dpi, while tomato roots should be scanned at 500–600 dpi.

Moreover, in order to reduce the file size, root acquisition could be done in gray- 
scale images. This option is suggested only for root length measurements and not 
for other parameters.

At the end of scanner acquisition, images are saved and stored in .tiff or .jpg 
format, allowing to acquire a huge number of samples and to carry out the analysis 
later.

A. Lupini et al.
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4  Image Analysis

Image analysis starts immediately after root acquisition. One of the most important 
steps is the choice of the right threshold value (Fig. 2.6). During image analysis, the 
software uses thresholding to discriminate between root and image aberrations. 
Based on grayscale values, each pixel is classified as either root or artifact; that’s the 
reason why any shadows should be avoided. Although the software is provided by 
macros that automatically set the adequate parameters, it is advised to manually set 
them each time.

Successively, root artifacts, debris or unattractive image regions should be 
excluded using the dedicated function. Then, the user selects the region/s of interest 
to run the analysis. Once started, the software collect all the desired parameters at 
once, then the results are displayed on the monitor and roots are skeletonized by 
different color traits, which represent the classes of the parameters selected by the 
user (e.g. diameter, area, volume etc.) (Fig. 2.7). At the end of the analysis the soft-
ware directly save all the data as .txt file, which could be opened in standard spread-
sheet statistic programs for further data meaning interpretation. In Table  2.1 is 
reported an example of data output.

Fig. 2.6 Parameter setting in WinRhizo software
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Chapter 3
Plant Photosynthetic Pigments: Methods 
and Tricks for Correct Quantification 
and Identification

Beatriz Fernández-Marín, José Ignacio García-Plazaola, Antonio Hernández, 
and Raquel Esteban

1  Introduction to Photosynthetic Pigments

1.1  Leaf Composition of Photosynthetic Pigments

Chloroplast of green photosynthetic tissues in the Viridiplantae (monophyletic 
group that includes green algae and terrestrial plants) is characterised by a relatively 
conserved composition of pigments (Esteban et al. 2015). Leaves of virtually all 
plant species invariably contain chlorophyll (Chl) a and Chl b, and six carotenoids. 
Five of them are xanthophylls (carotenoids that contain oxygen): neoxanthin (Neo), 
lutein (Lut), violaxanthin (Vio), antheraxanthin (Ant) and zeaxanthin (Zea). The 
remaining carotenoid is a carotene (no oxygen in the molecule): β-carotene (β-Car). 
Additionally, certain taxa contain a second carotene: α-Car, which partially substi-
tutes β-Car in some species under low light environment (Young and Britton 1989; 
Esteban and García-Plazaola 2016). Some species phylogenetically unrelated also 
include lutein epoxide (Lx), a xanthophyll likewise related to shade acclimation 
(Matsubara et al. 2005; Esteban et al. 2009b). Regarding pigment concentration, in 
agreement with the relatively conserved composition of pigments across green pho-
tosynthetic organisms, and because the maximum Chl concentration per leaf is lim-
ited by specific and physiological constrains (Niinemets 2007), photosynthetic 
pigments are restricted within specific ranges of concentrations. Highly reliable 
ranges of pigment content for non-stressed plants that were obtained from two data- 
bases comprising more than 800 species can be found in (Esteban et  al. 2015; 
Fernández-Marín et al. 2017) (summarized as reference in Table 3.1).
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1.2  Location and Functions in the Chloroplast

Individual photosynthetic pigments have specific locations and functions within the 
photosynthetic apparatus. Chlorophyll a is located in the reaction centres (RCs) and 
the antennae (light harvesting complexes, LHCs) of both photosystems (PSI and 
PSII). Chlorophyll b, by contrast, is only bound to LHCs (Croce 2012). Both Chls 
show slightly different absorption spectra (Table 3.2, see Sect. 2.2) and function as 
the main light collectors in PSI and PSII. Carotenoids, on the other hand, play mul-
tiple roles in photosynthesis: first as light harvesters by broadening the spectrum of 
light collected by Chls (thanks to their absorbance of blue and blue-green light and 
to their capacity to transfer the absorbed energy to Chl); and second, as photopro-
tectants due to their ability to quench singlet oxygen and triplet Chl under excess 
light conditions. Additionally, they take part in the assembly of photosystems, 
thereby, altering the structure and function of the photosynthetic apparatus. 
Moreover, a relatively small fraction of the xanthophyll molecules, is not directly 
bound to any protein complex (i.e. is free in the lipidic membranes), where directly 
participate in thylakoid membrane stabilization (Havaux 1998; Dall’Osto et  al. 
2007b; Polívka and Frank 2010). Such is the remarkable case of some molecules of 
Zea (Havaux et  al. 2004; Gruszecki and Strzalka 2005; Dall’Osto et  al. 2010). 
β-Carotene is mainly found in the core complexes of PSII and PSI and also in LHCI, 
where it has an important role as quencher of singlet oxygen and triplet Chls 
(Dall’Osto et al. 2007b; Cazzaniga et al. 2012, 2016), while xanthophylls are mostly 
bound to antenna complexes (Moradzadeh et al. 2017).

Table 3.1 Reliable ranges for chlorophyll contents and photosynthetic pigment ratios of non- 
stressed plants and their expected trends under high light or stress conditions

Chl a + b 
(μmol m−2)

Chl a + b 
(μmol g−1 DW)

Chl a/b 
(mol mol−1)

Neo/Chl 
(mmol mol−1)

Non-stressed 145–800 0.2–15.8 2.2–4.2 24–65
Trend under high 
light or stress

Decrease Decrease Rise Quite stable

VAZ/Chl 
(mmol mol−1)

AZ/VAZ 
(mol mol−1)

Lut/Chl 
(mmol mol−1)

β-Car/Chl 
(mmol mol−1)

Non-stressed 22–177 0.05–0.35 68–283 27–157
Trend under high 
light or stress

Rise Rise Quite stable Rise

Derived from (Esteban et al. 2015) and (Fernández-Marín et al. 2017)

Table 3.2 Spectral maxima of main photosynthetic pigments from green plants

Chl a Chl b Neo Vio Lx Ant Lut Zea α-Car β-Car

MaxAbs 435 469 437 441 441 446 446 451 446 451
λ(nm) 666 656 466 471 471 476 476 481 471 480

Wavelengths correspond to extracts in acetone obtained by the Photo-Diode Array (PDA) detector 
of the HPLC (García-Plazaola and Becerril 1999)
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Lutein is the most abundant xanthophyll in the photosynthetic apparatus and is 
located in LHCs. It can directly quench triplet Chls (Dall’Osto et al. 2006) but addi-
tionally plays a crucial role in the stability of LHC trimers (Lokstein et al. 2002) and 
has a photoprotective role (Dall’Osto et al. 2007a).

Neoxanthin is thought to play mainly a structural role in the assemblage of 
antenna protein complexes. It is located in the periphery of LHCII where it scav-
enges singlet oxygen (Dall’Osto et  al. 2007a), but additionally, it has been evi-
denced very recently that Neo competes with Vio in the binding to LHCII, 
influencing the inter-conversions of Vio to Ant and Zea in the so-called VAZ-cycle 
(Wang et al. 2017). The conversion of Vio towards Ant and Zea is related to confor-
mational changes in the antennae and with enhanced dissipation of energy as heat, 
that overall has an important photoprotective role in the photosynthetic apparatus 
(Demmig-Adams 1998; Johnson et al. 2011).

In parallel to the VAZ-cycle, an inter-conversion from Lx to Lut can also take 
place in some species (particularly common among some families, as Lauraceae) 
mainly acclimated to low light environments (i.e. forest understorey) in the so called 
LxL-cycle (Esteban et al. 2009c; 2010; Esteban and García-Plazaola 2014).

1.3  Dynamics of Photosynthetic Pigments in Response 
to the Environment

One of the most remarkable features of plant photosynthetic pigments is that their 
composition and proportion are highly dynamic (in particular, in response to 
changes in light intensity, and in general, in response to any stress factor), reflect-
ing changes in photosynthetic and photoprotection processes. Environmental 
stresses (e.g. low temperature, drought, desiccation, salt stress, nutrition deficit, 
pollutants etc.) depress photosynthesis and consequently, lead to an excess of 
energy absorbed by Chls that cannot be converted into photochemistry. On a daily 
scale, cycles of synthesis/degradation of antenna components (including Chls) 
(Fukushima et al. 2009) and inter-conversion of xanthophylls within the VAZ-cycle 
(Demmig-Adams et al. 1996) or within the LxL-cycle (Esteban et al. 2009b) occur. 
The first (present in all the species from the Viridiplantae studied until now) con-
sists on the conversion (de-epoxidation) of Vio into Zea via Ant under stress (i.e. 
excess irradiance at midday). Under non-stress (i.e. at night), the opposite reaction 
takes place, giving rise to VAZ-cycle that usually operates following a diurnal 
rhythm (day/night). This cycle modulates the efficiency of light energy conversion 
protecting the photosynthetic apparatus from photodamage but also being able to 
reduce plant productivity up to 20% under fluctuating light conditions (Kromdijk 
et al. 2016).

A second xanthophyll cycle, the LxL-cycle operates when a sunfleck sud-
denly increases the irradiation incident on seedling leaves. A fraction of the Lx 
molecules are de-epoxidised to Lut, which could enhance dissipation and pho-
toprotection in addition to Zea. In contrast to the VAZ-cycle, the re-epoxida-

3 Plant Photosynthetic Pigments: Methods and Tricks for Correct Quantification…
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tion of Lut back to Lx under low light conditions is much slower and it has 
probably a pre-emptive role in case of repetitive sunflecks (Esteban et  al. 
2010). The operation of the VAZ-cycle under stressors other than light has been 
evidenced upon desiccation/rehydration cycles and also under anoxia or heat 
stress (Fernández-Marín et al. 2009, 2011a, b). Weather the same response is 
developed by LxL cycle or not, remains still unexplored. Apart from light 
stress, endogenous circadian rhythms are also among regulatory factors of 
chlorophyll and carotenoid contents in leaves on a daily basis (García-Plazaola 
et al. 2017).

Variations in photosynthetic pigments, estimated either as absolute content 
(per leaf area or per leaf mass) or as ratios (relative amounts of some pigments in 
comparison to others), can be extremely informative if few considerations are 
taken into account before data interpretation. First: location of the pigments in the 
LHCs and/or the RCs; second, if they are usually bound to protein complexes or 
free in the thylakoid membranes, and third, what their functions are. Thus, dif-
ferential pigment contents (and proportions) can be found after analysis, regard-
ing leaf acclimation (i.e.: sun vs shade exposition) or stress level. Probably due to 
their large amounts and to its important structural role in the photosynthetic appa-
ratus Neo content is among the most stable under stress (Esteban et  al. 2015; 
Fernández-Marín et al. 2017). By contrast, total Chl content, Chl a/b ratio, VAZ/
Chl and to higher extent AZ/VAZ (de-epoxidated state of VAZ-cycle (Ant+Zea)/
(Vio+Ant+Zea)), are among the most variable parameters either in response to 
high irradiance or to stress. Thus, when comparing sun with shade-exposed leaves, 
or stressed with non-stressed plants, Chl content is generally lower, while Chl a/b, 
VAZ/Chl and AZ/VAZ ratios are higher. Low temperature and drought are among 
the abiotic stresses inducing more evident changes in the VAZ-cycle. Thus, winter 
acclimation and also desiccation of photosynthetic tissues can lead to high levels 
or AZ/VAZ even if stress occurs in the dark (Esteban et  al. 2009a; Fernández-
Marín et al. 2009, 2011b, 2013; Míguez et al. 2017). Finally, different pigment 
composition can also reflect inter-specific or inter-ecotypes differences on leaf 
structure, anatomy and morphology (Camarero et al. 2012; Esteban et al. 2015; 
Fernández-Marín et al. 2017).

Different methodological approaches allow for the identification and quanti-
fication of photosynthetic pigments. Two main types of methodologies can be 
distinguished: (i) analytical procedures that imply destructive sampling, and 
(ii) optical methods that allow non-destructive assessment of photosynthetic 
pigments (Fig. 3.1).

While analytical procedures require the extraction of leaf pigments in an organic 
solvent, several optical methods can be applied over intact plants at different scales 
from leaf to landscape. Near-Infrared Reflectance Spectroscopy (NIRS) represents 
a methodology in between, since it requires destruction of samples, but non- 
extraction is needed once calibration for a certain sample-type is done. In this chap-
ter, both invasive and non-invasive approaches will be covered with special focus on 
the analytical (U)HPLC procedure, for which a detailed and reproducible method is 
specifically provided.
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2  Destructive Methods to Quantify Photosynthetic Pigments

2.1  Sample Collection, Storage and Grinding

2.1.1  Sample Collection

When researchers are planning an experiment, in which the determination of chlo-
rophylls and carotenoids is foreseen, special care should be taken at different steps 
of the procedure. Proper sample collection, (mainly in field studies) is particularly 
critical since leaf biochemical composition may vary enormously, as a result of 
individual differences and changing environmental conditions (as explained in the 
Sect. 1). This step is, therefore, extremely important due to the intrinsic capacity of 
pigments to quickly respond to the environmental fluctuations (i.e. within seconds 
(Peguero-Pina et  al. 2013)) and the highly variable conditions in field studies. 
Primarily determinant for changes in the photosynthetic pigments are light, tem-
perature and drought (Esteban et al. 2015; Fernández-Marín et al. 2017). Under this 
prerequisite, sample collection should be, whenever possible, performed under 
comparable conditions in order to exclude undesired variations (Tausz et al. 2003) 
(Fig. 3.2). This means that sampling must preferably be conducted at the same time 
of the day, sun orientation, relative position of leaf within the crown, etc. As an 
example, under non-stressful circumstances, north oriented leaves could be sampled 
at predawn from the lower part of the crown (i.e. low AZ/VAZ will be expected, 
Fig. 3.2). All these things considered, immediate freezing of leaf sample in liquid 
nitrogen is strongly recommended to prevent biochemical modifications, whenever 
available. If liquid nitrogen is not available, rapid desiccation of small leaf samples 

Fig. 3.1 Summary of main procedures currently available for the quantification of photosynthetic 
pigments: analytical, as spectrophotometric and chromatographic, and optical, as spectroradiomet-
ric and photographic
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Fig. 3.2 Summary of the procedure for photosynthetic pigment analysis by (U)HPLC, including 
tricks and tips for a successful assessment
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by using silica-gel is a secondly commendable approach, although non-reliable de-
epoxidation index will be obtained during the quantification (Esteban et al. 2009a) 
(Fig. 3.2).

Alternatively, whenever the individual content of Ant, Vio, Zea or the AZ/VAZ 
are irrelevant for the aim of the experiment, scinded leaves can be collected in the 
field, keep under saturated atmosphere (to avoid dehydration) overnight and collect 
samples for pigments in the lab (this procedure is sometimes referred to as “artificial 
predawn”). When using liquid nitrogen all safety protocols need to be strictly 
followed.

2.1.2  Storage of Samples

After freezing, plant material should be stored at −80 °C until analyses (Young et al. 
1996). Special care has to be taken to prevent sample melting during transfer from 
Dewar flask to the freezer since keeping the cold chain until the extraction is abso-
lutely crucial to prevent any chemical transformations and/or pigment degradation. 
If a sample accidentally melts, even for a few seconds, irreversible chemical modi-
fications may occur, altering its chemical composition. This sample should be then 
discarded for the pigment analyses (Esteban et al. 2009a) (Fig. 3.2). As an alterna-
tive to storage at −80 °C, samples can be lyophilized, which implies freezing of the 
samples and the subsequent sublimation of water under vacuum below the triple 
point (the temperature and pressure at which the three phases gas, liquid and solid 
of a substance coexist in thermodynamic equilibrium) (Cherian and Corona 2006). 
This procedure stabilises and improves the storability of the samples that can be 
preserved with silica gel at room temperature for several days, and at −20 °C for 
months. Even so, storage in the dark is recommended to avoid photo-deterioration 
of the pigments. Finally, when liquid nitrogen is not available (as in many remote 
areas), samples can be alternatively desiccated (explained in Sect. 2.1.1) and stored 
in silica according to the procedure of (Esteban et al. 2009a) (Fig. 3.2).

2.1.3  Commendable Amount of Sample and Methods for Grinding

Physical properties of the photosynthetic tissue of interest (e.g. leaf type: broad- 
leaf, needle, etc.; or the phylogenetic group of the species, etc.) represent another 
major critical point during sampling. Depending on this, the optimal amount of tis-
sue collected for each sample, the grinding procedure (by mortar and pestle or with 
electronic devices such as homogenizer, mill, or dismembrator) and/or the final pig-
ment expression (per fresh or dry weight, per area or per chlorophyll) may vary 
(Fig. 3.2). For a typical broad leaf and 1 mL volume of final extraction, approxi-
mately 20 mg fresh weight, 10 mg dry weight, or 1 cm2 of leaf-tissue, are recom-
mended per replicate.

Conservation protocols explained above generate two types of samples: desic-
cated (and consequently, dehydrated) or frozen (and hydrated), which differ in 
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chemical terms by the presence of water. This water is very important in the 
 extraction procedure to facilitate the extraction of most polar pigments such as some 
xanthophylls (e.g. Neo, or Vio). For frozen samples, which contain water, pure 
organic solvent is used, but lyophilized or desiccated samples should be extracted 
with water-diluted organic solvents 95–98%.

2.2  Spectrophotometric Assay of Photosynthetic Pigments

Photosynthetic pigments are among the few plant metabolites that absorb light in 
the visible range. Furthermore, low polarity of these pigments allows relatively high 
specificity in the extraction and prevents interference with other coloured metabo-
lites such as anthocyanins or betacyanins, which are hydrophilic. Consequently, its 
quantitative determination by spectroscopic techniques should be possible in crude 
pigment extracts. Given the fact that Chl a and b absorb red light at distinct wave-
lengths and that the absorbance of carotenoids is negligible in this range (Table 3.2), 
quantification of both Chls in green leaf extracts containing a mixture of photosyn-
thetic pigments should be easy. In the 1940s, the first spectrophotometric equations 
for the simultaneous determination of Chl a and Chl b became available, and in fact 
those described by (Arnon 1949) are still in use by many scientists. However, sev-
eral decades later it was evidenced that Arnon equations were inaccurate and were 
replaced by newer and more precise ones (Porra 2002). Nowadays, a wide range of 
equations optimized for the spectroscopic properties of chlorophylls and carot-
enoids extracted in different organic solvents (pure acetone, 80% acetone, chloro-
form, diethyl ether, dimethyl sulphoxide, methanol, 90% methanol, dimethyl 
formamide, ethanol and 95% ethanol) are available (see Table 3.3). Furthermore, 
some of them have been optimized for its use with spectrophotometers of high and 
low resolution (0.1–0.5 nm or 1–4 nm, respectively (Wellburn 1994).

In a basic protocol, pigment quantification starts with the grinding of plant mate-
rial and extraction of photosynthetic pigments with an organic solvent (see Sect. 
2.1.3). When other non-photosynthetic pigments are present, this step is usually 
enough to eliminate them from the extract, preventing any potential interference. 
The protocol simply finishes with the determination of absorbance at several (usu-
ally 3) wavelengths that represent the average maximum absorbance of carotenoids 
(470 nm), Chl b (642–653 nm) and Chl a (660–666 nm).

This method allows the estimation of the bulk of carotenoids, but the exact com-
position of each individual carotenoid cannot be estimated in the pigment mixture. 
The quantification of each carotenoid in principle would require separation analysis 
by HPLC (see Sect. 2.3). However, some alternative protocols, based on multi- 
wavelength measurement, have been developed to quantify spectrophotometrically 
each carotenoid on pigment mixtures (Küpper et al. 2007). Nevertheless, the useful-
ness of this method is limited by the fact that it does not allow a reliable estimation 
of carotenoids with identical absorption spectra, such as Zea and β-Car, of great 
interest for physiological or nutritional studies.
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Overall, the spectrophotometric assay of pigment composition is a simple, fast 
and reliable when is properly carried out. However, pigment studies are particularly 
prone to the occurrence of errors (as revised in (Fernández-Marín et al. 2015) caused 
by the careless use of analytical protocols. In the following lines, some typical prob-
lems, frequently encountered during the pigment determinations, are described, 
together with some alternatives:

• Low extraction yield: The extraction yield is not optimal. Differences among 
solvents, extraction procedures and species properties may account for unrealis-
tic pigment composition in the extract. Optimize the grinding (the finer the 

Table 3.3 Equations for the simultaneous determination of Chl a and Chl b in different organic 
solvents

Solvent ABS λ1 ABS λ2 Factor A1 Factor A2 Factor B1 Factor B2 Refs

Acetone 661.6 644.8 11.24 2.04 20.13 4.19 3

662 645 11.75 2.35 18.61 3.96 4

Acetone 90% 664 647 11.93 1.93 20.36 5.5 2

Acetone 80% 663 645 12.7 2.69 22.9 4.68 1

663 646 12.21 2.81 20.13 5.03 4

663.2 646.8 12.25 2.79 21.5 5.1 7

663.6 646.6 12.25 2.55 20.31 4.91 5

Chloroform 656.6 647.6 11.47 2 21.85 4.53 7

666 648 10.91 1.2 16.38 4.57 7

Diethylether 660.6 642.2 10.05 0.97 16.36 2.43 3

662 644 10.05 0.766 16.37 3.14 4

662 644 10.1 1.01 16.4 2.57 6

662 644 10.05 0.89 16.37 2.68 8

Diethylether 660 641.8 9.93 0.75 16.23 2.42 3

Water free
Diethylether 661.6 643.2 10.36 1.28 17.49 2.72 3

Water sat.
DMFA 663.8 646.8 12 3.11 20.78 4.88 5

664 647 11.65 2.69 20.81 4.53 7

DMSO 665 649 12.19 3.45 21.99 5.32 7

665.1 649.1 12.47 3.62 25.06 6.5 7

Ethanol 665 649 13.95 6.88 24.96 7.32 4

Ethanol 95% 664.2 648.6 13.36 5.19 27.43 8.12 3

Methanol 665.2 652.4 16.72 9.16 34.09 15.28 7

665.2 652 16.29 8.54 30.66 13.58 5

666 653 15.65 7.34 27.05 11.21 4

References cited in the table: 1. Arnon (1949), 2. Jeffrey and Humphrey (1975), 3. Lichtenthaler 
and Buschmann (2001), 4. Lichtenthaler and Wellburn (1983), 5. Porra et al. (1989), 6. Smith and 
Benitez (1955), 7. Wellburn (1994), 8. Ziegler and Egle (1965). Table shows wavelengths and fac-
tors for the two following general equations:
 Equation 1: Chl a (μg/mL) = (Factor A1 × ABS λ1)–(Factor A2 × ABS λ2)
 Equation 2: Chl b (μg/mL) = (Factor B1 × ABS λ2)–(Factor B2 × ABS λ1)

3 Plant Photosynthetic Pigments: Methods and Tricks for Correct Quantification…



38

 powder obtained, the easier the extraction will be) and check always the best 
extraction medium for each type of plant material.

• Water in the tissue: When extracting pigments from fresh or frozen leaves, a 
certain amount of water present in the tissue is unavoidably added to the extrac-
tion medium. This can have effects on the extraction yield of some pigments or 
in the spectroscopic properties of pigments (and consequently the accuracy of 
equations). If this issue needs to be solved the best option is to use only freeze- 
dried plant material that does not contain water. In any case, be aware of the 
polarity of the solvent (Fig. 3.2).

• Turbidity: A plant extract is turbid, and must be centrifuged to remove particles. 
Once the extract is completely clear, absorbance at 750 nm should be close to 
zero since photosynthetic pigments do not absorb at this specific wavelength. 
Nevertheless if, after the clearing process, some turbidity remains, consider that 
the lower the wavelength is, the higher the scattering of light will be. This effect 
causes a higher apparent absorbance and leads to an overestimation of Chl b 
respect to Chl a and of carotenoids respect to Chls. In some equations, this effect 
is compensated by subtracting A750. However, the most straightforward way to 
correct this undesirable effect is to perform a new step of centrifugation and/or 
filtration.

• Absorbance out of range. To obtain realistic measurements, the absorbance 
range should be 0.3–0.85 (Lichtenthaler and Buschmann 2001). If not, the accu-
racy or the linearity of the measurement decreases. At this point the solution is to 
concentrate (by evaporation) or dilute the sample. If some previous measure-
ments can be done, is always better to adjust the extraction volume and the 
amount of plant tissue to the desired range of absorbance values. Fluxing cold 
extracts with a gas N2 gas stream accelerates the evaporation of solvent (concen-
tration of the sample) with minimum risk for sample deterioration.

• Presence of anthocyanins and other pigments. The presence of anthocyanins 
(and other red pigments) is common in leaves from stressed plants. When these 
pigments cannot be completely excluded from the extract, their quantification 
equations can be modified by a term that considers and subtracts the residual 
absorbance of anthocyanins (i.e. A537) (Sims and Gamon 2002).

• Solvent and equation used do not match each other. A problem commonly 
found in the literature is that the solvent used for the extractions is not exactly the 
same as the one used to derive the equations. Since the spectroscopic properties 
of pigments, that settle the base for the development of equations, vary (some-
times dramatically) with the nature of solvent, the correspondence between 
equation and solvent should always be checked directly in the original source, 
where the method is described. Be critical and avoid using and copying of the 
method that has been always used in your lab.
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2.3  (U)HPLC Method to Assess Photosynthetic Pigment 
Composition

2.3.1  Generalities About (U)HPLC Methodology for Pigment 
Quantification

Liquid chromatography is a technique in analytical chemistry used to separate, 
identify, and quantify each component in a mixture. High performance liquid chro-
matography (HPLC) is one of the best options to characterise the exact pigment 
composition in a plant tissue, and it is the standard method to quantify individual 
carotenoids. An alternative to HPLC is UHPLC that refers to ultra high performance 
liquid chromatography. This is an evolution of the former HPLC systems that offers 
several advantages, such as higher peak capacities, smaller peak widths, enhanced 
sensitivity and higher chromatographic resolution (Maurer et al. 2014). The shorter 
runtimes also considerably save mobile phase solvents. Nevertheless, UHPLC also 
has disadvantages in comparison with traditional HPLC: i.e. is more sensitive to 
complex matrix in the sample, and to buffers of the extraction medium.

An (U)HPLC is a computer-guided instrument that includes at least: mobile 
phase reservoirs and pumps, injector system, column (usually inserted in a thermo-
regulable module) and detector. A few reservoirs hold the solvents (mobile phase) 
that are fluxed by a high-pressure pump at a specified flow rate. An injector (sample 
manager or autosampler) is able to introduce the sample into the flowing mobile 
phase stream. This carries the sample into the HPLC column that contains the chro-
matographic packing material (called the stationary phase because it is held in 
place), where the separation of different metabolites from the sample takes place. 
The compounds will elute from the HPLC column at different times and will be 
detected by the detector.

Liquid chromatography for measuring photosynthetic pigments commonly uses 
a photodiode array (PDA) detector with UV–visible absorption detection to mea-
sure absorbance of individual pigments, once they have been separated in a reversed- 
phase column. Reversed phase chromatography uses a hydrophobic stationary 
phase (polymeric C18 or C30 particles into the column), with a strong affinity for 
hydrophobic compounds, as carotenoids and chlorophylls; and a polar mobile phase 
(commonly an aqueous-organic mixture). A gradient system using two different 
solvents (first the polar one, second the hydrophobic) optimizes the elution of the 
pigments. As a result, most hydrophobic molecules as β-carotene in the polar mobile 
phase tend to adsorb to the hydrophobic stationary phase and are retained for longer 
time during their pass through the column. Consequently, more polar molecules 
(such as xanthophylls) have higher affinity for the mobile phase and will pass faster 
through the column. As a result more polar molecules will elute quicker (at shorter 
retention times) than apolar pigments. Separation of pigments typically last around 
30 min in HPLC and about 5 min in UHPLC (although this times are tremendously 
variable depending on the method, column length, and solvent flow used).
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2.3.2  Example of a Reliable Method for Pigment Quantification by HPLC

Several (U)HPLC methods are available in the bibliography to determine carot-
enoids and Chls. Most of them use reversed phase HPLC systems with a visible 
light absorption detector and allow reproducible results when conditions (solvents, 
flow, column characteristics, etc.) are reproduced (Gilmore and Yamamoto 1991; 
Maurer et al. 2014; Junker and Ensminger 2016b). Here we show a HPLC/UHPLC 
method derived from (García-Plazaola and Becerril 2001). This method includes a 
UV-fluorescence detector for the determination of tocopherols in addition to pig-
ments in the same injection. However, because of the scope of this chapter, we will 
refer only to the pigment analysis. In the next lines, we detail the procedure, some 
preventive measures and tricks to achieve good results in pigment quantification 
using HPLC.

• Extraction

 1. Main factor that can undesirably alter pigments during extraction are: light, 
high temperature and acids. So, keeping the extract cold, protected from 
direct light and from exposure to acids is recommended along the extraction 
and injection procedure. Extract fresh or frozen leaf sample in ice-bathed 
100% acetone (its polarity index provides a good compromise for extracting 
both the most and the least hydrophobic pigments). In case of freeze-dried 
samples is commendable to proceed with a double extraction starting with 
95% acetone and re-suspending the pellet in a second extraction with pure 
acetone, what leads to a final extract of 97.5% acetone on average. This will 
allow good yield-extraction of most polar (in the first extraction) and most 
apolar (in the second extraction) pigments. In order to prevent pigment degra-
dation due to internal organic acids of the samples, the addition of CaCO3 
(0.5 g L−1) in the extraction medium is commendable when HPLC is used (but 
must be avoided in UHPLC systems, since precipitation of the salt can 
obstruct the tubing). A suitable relationship between amount of plant material 
and extraction-medium should be used (typically 10–50 mg leaf fresh weight 
or 0.5–1 leaf cm2 per mL). Soft fresh or frozen samples (i.e. small pieces of 
spinach or Arabidopsis leaves) can be directly homogenized with the 
extraction- medium by using an electric tissue homogeniser, or immediately 
before the extraction by using mortar and pestle. In this case, chill the mortar 
with liquid N2 before adding samples and homogenise to powder just before 
adding the acetone. Collect the mixture in a 2 mL eppendorf tube. For tough 
samples you can either add a bit of sand into the mortar, or alternatively, 
freeze-dry the samples and powder them with a ball-mill or dismembrator 
before the extraction. In this case, after adding the acetone, vortex the sample 
vigorously for 10 s. Regardless the chosen extraction method, it is important 
to keep the samples refrigerated (≤4 °C) and to protect them from direct light 
(Fig. 3.2).

 2. Extract must be thereafter centrifuged at 4  °C and 16,000 g for 20 min to 
obtain the supernatant. The pellet can be re-extracted if it contains visible 
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chlorophylls (Fig. 3.2). If so, repeat the extraction step until the green colour 
of the pellet had gone and pool it together with the first supernatant.

 3. Syringe-filtered the supernatant through a 0.22 μm PTFE filter. The first drops 
that pass the filter should be discarded to avoid contamination. Fill the HPLC 
vial and close it immediately with a cap. Extracts can be stored in the freezer 
(−20 °C) for few days but it is strongly recommended to immediately inject 
the samples in the HPLC.  Long storage of extracts may provoke pigment 
isomerisation (Esteban et al. 2009a, b, c). The estimated time for the prepara-
tion of 24 samples (from extraction to insertion in the HPLC) is of ~2 h.

 4. After each sample, wash the mortar, homogenizer, syringes, etc. generously 
with ethanol absolute or pure acetone.

• HPLC conditions

 1. The mobile phase in (García-Plazaola and Becerril 2001) consists of two sol-
vents. The solvent A, acetonitrile:methanol:water (84:9:7) v/v/v with TRIS- 
HCl buffer 10 mM pH 8 and the solvent B, methanol:ethyl acetate (68:32) v/v. 
Solvents must be HPLC-grade and it is recommended to filter them before 
using. Vacuum filtering also removes dissolved gases that otherwise could 
bubble along the chromatographic system. Most modern instruments ultra-
sonically eliminate gases from solvent when functioning.

 2. Photosynthetic pigments are eluted using a linear gradient from 100% A to 
100% B for the first 12 min, followed by an isocratic elution of 100% B for 
the next 6 min. This is followed by 1 min linear gradient from 100% B to 
100% A. Finally, an isocratic elution with 100% A is established for a further 
6 min, to allow the column to re-equilibrate with solvent A prior to the next 
injection (see Table 3.4 also for equivalences in case of UHPLC systems).

 3. The solvent flow rate is 1.2 mL min−1 (0.5 mL/min for UHPLC).
 4. Injected sample volume is 15 μL (1 μL for UHPLC).
 5. HPLC chromatography is carried out in a Tracer Spherisorb ODS-1 reversed 

phase column (i.e.: Tracer Spherisorb or Waters® Spheridorb® ODS1). Column 
is 250 mm long with 4.6 mm diameter and 5 μm of particle size. The use of a 
guard column preceding the main column is strongly recommended to pro-

Table 3.4 Detailed HPLC gradient for the analysis of photosynthetic pigments after (García- 
Plazaola and Becerril 2001)

Step Minutes Flow (mL/min) % A % B

1 0 0 100 0
2 10 (2.4) 1.2 (0.5) 0 100
3 16 (3.6) 1.2 (0.5) 0 100
4 17 (3.8) 1.2 (0.5) 100 0
5 25 (5) 1.2 (0.5) 100 0

The corresponding modifications for its transfer to an UHPLC system are depicted in brackets 
within the table. Solvent A: acetonitrile 84%, Methanol 9%, H2O-Tris (10 mM pH 8) 7%. LC-grade 
water instead of TRIS is recommended in solvent A for UHPLC systems. Solvent B: Methanol 
68%, Ethyl acetate 32%
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long its life-span and to enhance chromatographic separation (elution) of the 
pigments. An appropriate guard column would be Nova-Pak C-18 
(50 × 3.9 mm; 4 μm). UHPLC column would be Waters® Acquity® UPLC HSS 
C18 SB (100 × 2.1 mm, 1.8 μm), with a frit filter (0.2 μm, 2.1 mm). Select the 
temperature of the column into the oven at 30  °C what usually guaranties 
repeatable separation conditions along the year in non-acclimated laborato-
ries. High temperature accelerates the elution of the pigments but worsens the 
separation of some of them (i.e. Lut and Zea can be particularly tricky).

 6. Each sample is scanned by the PDA in the range 250–700 nm, and peaks are 
detected and integrated at 445 nm for the quantification of carotenoids and 
Chls.

• Pigment identification

Once the chromatogram is obtained check that all pigments are present and suf-
ficiently resolved (no overlapping peaks). A test of the system can be done by 
extracting pigments from a green leaf sample (such as spinach or Arabidopsis) and 
carefully assessing the chromatogram. All green leaves have at least 6 pigments and 
they should appear in the same order than in the method followed. With the method 
by García-Plazaola and Becerril (2001) the order of the pigments (with increasing 
retention times) is Neo, Vio, Lut, Chl b, Chl a, and β-Car (Fig. 3.3). Retention times 
and relative order of pigments may vary depending on the method (solvents, extrac-
tion medium, etc.). When leaves are illuminated or exposed to a severe stress prior 
to the sampling, two pigments add to the mentioned list: Ant, eluting between Vio 
and Lut, and Zea eluting close after its isomer Lut (Fig. 3.3). Peak-pigment identity 
is confirmed by comparing the visible absorption spectra of each peak (recorded 
with the PDA) to the literature. Although maximum wavelength of absorption may 
slightly vary depending on the solvents, most carotenoids and chlorophylls show a 
characteristic absorption spectrum that allows an almost unequivocal identification 
(Britton et al. 2004).

Fig. 3.3 Example of a pigment chromatogram integrated at 445  nm following the method by 
(García-Plazaola and Becerril 2001)

B. Fernández-Marín et al.



43

When a new method is being set up, a useful trick to check the resolution of Zea 
is to force a high content in the test-sample by placing a leaf under intense illumina-
tion for 15 min before sampling. When comparing the chromatograms from a dark- 
incubated and an illuminated leaf, Vio should decrease and concomitantly Zea 
should increase. If Zea does not appear or does not increase, it is likely that Zea and 
Lut (both xanthophylls are isomers) are eluting together. In fact, given the impor-
tance of Zea on plant responses, a bad separation of Lut and Zea is the most frequent 
problem that compromises the usefulness of a chromatographic protocol for eco-
physiological studies.

• Pigment quantification

Although plant pigments have maximum absorbance at different wavelengths, 
usually integration of area of different peaks is done at the same wavelength for all 
compounds (typically 445 nm) where all carotenoids and chlorophylls sensitively 
absorb. The (U)HPLC software usually integrates all peaks in the chromatogram 
and gives a table with the retention time of each peak and their area. However, it is 
almost indispensable to make a manual correction to assure that all peaks areas cor-
respond with the correct pigments. Some pigments like Neo and β-Car can show 
multiple peaks (cis and trans isomers) with the same absorption spectra, but this 
should not represent a problem since peak-areas can be summed. If the noise in the 
chromatogram is high, is better to increase plant sample amount to solvent ratio 
during the extraction than increasing the injection volume. Peak area is proportional 
to pigment amount but the exact relationship between peak area and pigment must 
be known to make the conversion using equations. For this purpose pigment stan-
dards must be used for calibration. The conversion of each peak area to mol or g 
pigment can be done using a spreadsheet (excel) or using the (U)HPLC software. 
Although it is possible to program the (U)HPLC software to make automatically all 
the process (integration, identification, and units conversion) all phases should be 
thoroughly supervised by the scientist. Final amount of pigment can be expressed 
in mol or weight units, both per leaf weight or area. Most frequently employed units 
are: μmol pigment m−2, nmol cm−2, μmol pigment g−1 dry weight. Comparison of 
obtained concentrations with data from the literature are crucial to avoid mistakes 
in the quantification or in the use of units (Esteban et al. 2015; Fernández-Marín 
et al. 2015).

• Signs of pigment degradation

The occurrence of double peaks indicating presence of isomers/epimers in our 
sample, as well as the occurrence of unexpected metabolites such as pheophytine 
can represent signs of sample degradation (Fig. 3.2). Exposition of samples to light, 
heat or acid (i.e. also intrinsic acids of sample), and also long-storage of samples 
under inadequate conditions usually explains the formation of isomers and epimers 
from carotenoids and the degradation of Chls to pheophytine. In Fig. 3.2 several tips 
and tricks to avoid sample degradation are given at different steps during sampling, 
storage, processing and analysis.
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2.4  Near-Infrared Reflectance Spectroscopy (NIRS) 
for Pigment Quantification

Near-infrared reflectance spectroscopy (NIRS) analyses the diffuse reflectance of 
samples and it is based on the absorption of light in the range from 780 to 2500 nm. 
Each sample produces a unique spectral signature due to specific absorption of 
bonds such as O–H, C=O, C–N or N–H, characteristic of organic matter. Samples 
must be grinded and freeze-dried before NIRS analysis, since water has a high 
absorption in the near-infrared that could invalidate the measurements. Calibration 
(i.e. comparison of NIRS spectra with HPLC obtained contents) is needed for each 
individual metabolite (i.e. pigment) and sample type (i.e.: species, leaf developmen-
tal stage, etc.). Several recent examples of successful quantification of photosyn-
thetic pigments by NIRS can be found in the literature (Pintó-Marijuan et al. 2013; 
Fernàndez-Martínez et al. 2017).

3  Non-invasive Analysis of Photosynthetic Pigments

Pigment concentration is undoubtedly most accurately measured by extraction in a 
solvent followed by its analytical determination. Alternatively, however, it is possi-
ble to estimate pigments content using non-destructive and in situ optical tech-
niques. When light reaches a leaf most, but not all, of the visible wavelengths 
(400–700 nm) are absorbed by both Chls and carotenoids. However, these pigments 
do not capture so efficiently the green light, and as a result (unless there are antho-
cyanins or betacyanins in the cuticle), leaves display this colour. Although all plants 
look equally green (to human eye), it is possible to analyse non-absorbed light to 
derive plant pigment contents and/or relationships between pigments. Both, light 
reflected by the leaf surface, or light transmitted (light that cross/go through the 
leaf) can be used to estimate pigments content (Fig. 3.4).

3.1  Measurement of Pigments by Light Transmittance 
Through the Leaf

Several portable (handheld) models measuring light transmittance are available, 
such as CCM-200 (Opti-Science), Spad (Minolta), CL-01 (Hansatech) and Dualex 
(Dx Force-A). All of them are able to estimate Chl content per area by estimating 
leaf light absorption of red radiation (around 650 nm) and near infrared (NIR) radia-
tion (approximately 850–940 nm). NIR is not absorbed by photoreceptors, so it is 
used as a reference to correct the detour effect (light scattering) to give a meter 
output (Shrestha et al. 2012). Furthermore, Dualex device combines absorbance and 
fluorescence measurements in the UV-A band, in the Red and in the NIR to estimate 
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parameter others than Chl contents as nitrogen balance index, and the polyphenol 
content (leaf flavonols and anthocyanins indexes) (Cerovic et al. 2012). An impor-
tant limitation of these devices is that measurements of the chlorophyll content are 
given in relative units and not in absolute units, and even more, the meter outputs 
are not totally linear with chlorophyll content (Parry et al. 2014). This means that 
when the exact chlorophyll content has to be calculated, a calibration with actual 
chlorophyll contents and relative units has to be done. In addition, the response is 
species-dependent, which means that a calibration for each plant species is needed. 
As the chlorophyll content in leaves is closely related with nitrogen content in plant, 
specifically in crops, the main field for these devices is agronomy where some of 
them are sold as nitrogen tester for crops. However, they have also been used for 
research work because they have several advantages: they produce fast, reproduc-
ible and non-destructive measurements (Parry et al. 2014), and the devices are also 
affordable and handheld.

3.2  Measure of Pigments by Leaf Light Reflectance

Vegetation reflectance can be measured using spectroradiometers that detect plant 
reflected light in the visible and NIR spectrum at different spatial and temporal 
scales, by in situ or in remote measurements. At the canopy scale many factors con-
dition light reflectance such as leaf angle, leaf area, illumination, soil optical proper-
ties, and consequently a plethora of indexes and correction coefficients developed 
under different conditions have been widely used to remotely (airborne and satel-
lite) assess changes in vegetation properties (Lu et al. 2015). However, most handy 
measurements can be done using in situ reflectance handheld instruments. Two 
main indexes, using reflectance at several wavelengths, are used to assess both, 
chlorophyll contents and VAZ-cycle pigments, the Normalised Difference Vegetation 
Index (NDVI), and the Photochemical Reflectance Index (PRI), respectively.

Fig. 3.4 Optical behaviour of incident visible light on a idealised leaf (left) and its spectrum of 
transmittance and reflectance (right). Pink (wavelengths used for PRI) and green (wavelengths 
used for NDVI) vertical bars highlight wavelength ranges typically used by non-invasive proce-
dures for quantification of photosynthetic pigments
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The PRI index reflects light use efficiency. Gamon and collaborators (2001) 
showed that energy dissipation can be monitored by changes in PRI as this values 
correlated with xanthophyll cycle pigment epoxidation state. This index uses rela-
tive reflectance at 531 and 570 nm to assess the VAZ pigment conversion (Gamon 
et al. 2001). As explained above, these three xanthophylls interconvert each other 
depending on balance between light use efficiency and light dissipation. The PRI is 
formulated as follows: [PRI = (R531 − R570)/(R531 + R570)], where R531 and 
R570 represent the reflectance at 531 and 570 nm respectively. Leaf surface proper-
ties (highly reflective cuticle, wax, hair or trichomes presence) can change the pat-
tern of light reflectance, so R570 is used as the reference (Gamon et al. 2001). When 
light interception exceeds light utilization in photosynthesis Vio converts to Zea to 
help energy dissipation. Zea, but not Ant, absorb at 531  nm, so R531 and PRI 
accordingly decrease to zeaxanthin increases. For this reason, this index currently 
indicates vegetation health (high values) or plant stress (low values).

The NDVI is a vegetation index that increases depending on Chl density per area. 
Considering that Chls absorb red wavelength (600–700 nm approximately) but not 
in the NIR, reflectance in the red (R) is inversely related to green biomass. Since the 
reflectance is also influenced by structural properties in the leaf, this index includes 
the NIR correction in the calculation (NIR-R/NIR + R). Typically red is measured 
at 660–670 nm and NIR at 730–740 nm. Several handheld instruments using fixed 
wavelengths reflectance are available to measure in situ NDVI and/or PRI indexes: 
PlantPen PRI 200 & NDVI 300 (Photon Systems Instruments), GreenSeeker 
Handheld (Trimble), RapidSCAN CS-45 Crop (Holland Scientific) and Spectral 
Reflectance Sensor (Decagon). Handheld spectroradiometer as SpectraPen SP 100 
and SpectraPen LM 500 (PSI) and more versatile full-range portable 
Spectroradiometer as Apogee Instruments Spectroradiometer, SVC HR-640i 
(Spectra Vista Corporation) or ASD FieldSpec® spectrometer (Analytical Spectral 
Devices) are able to detect reflectance at any wavelength, which allows to calculate 
custom-made reflectance indexes. Another equipments as Geenseaker-Crop Sensing 
System (Trimble) and Crop Circle ACS-430 (Holland Scientific) are designed for 
agronomical uses, as they are thought to be used with farming equipment.

It must be advised that PRI, NDVI and, in general, any reflectance index provide 
relative measurements, but not absolute values of plant pigment contents. Before 
any buying decision, we strongly recommend visiting the web sites of the manufac-
turers and comparing the specifications and options of the different instruments to 
check whether they measure the parameters of interest. Even more important, is to 
check the literature and applications of these non-invasive measurements.

3.3  Photographic Analysis

Besides spectral analysis of light, ordinary digital photographs can also be used to 
analyse plant pigment composition by using image programs that discompose pho-
tographs into the three RGB (red, green, and blue) channels. A few indexes have 
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been developed from the colour channels information to assess greenness at canopy 
level and individual leaves (see (Junker and Ensminger 2016a, b) for further details).
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Chapter 4
Measuring Photosynthesis and Respiration 
with Infrared Gas Analysers

Cyril Douthe, Jorge Gago, Miquel Ribas-Carbó, Rubén Núñez,  
Nuria Pedrol, and Jaume Flexas

1  Introduction

1.1  Primary Carbon Metabolism and Gas Exchange in Leaves

Earth primary productivity reflects the balance between two important biological 
processes: photosynthesis and respiration (Atkin et  al. 2015; Niinemets 2016). 
Photosynthesis (A) refers to the assimilation of the atmospheric CO2 and its conver-
sion into sugars, the first basic organic compounds entering the metabolism. This 
process of CO2 fixation uses the sun radiation as the energy source, and water as the 
electron donor, which in turn releases oxygen in the atmosphere. Dark respiration 
(RD) or mitochondrial respiration (Atkin and Tjoelker 2003) employs the products 
of photosynthesis through the glycolysis (cytosol), the tricarboxylic acid cycle 
(TCA, matrix of mitochondria) and the electron transport rate chain (ETC, inner 
membrane mitochondria) to produce ATP and carbon skeletons needed for growth, 
cell maintenance, and other essential cellular processes. During the process of res-
piration, O2 is consumed, and CO2 is released to the atmosphere within the same 
order of magnitude than photosynthesis (Jansson et al. 2010), which highlights the 
importance of considering this process in the leaves, whole-plant and global models 
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of carbon, water, and oxygen fluxes (Valentini et  al. 2000; Canadell et  al. 2007; 
Atkin et al. 2015). The velocity and extent of both processes can be assessed at the 
leaf level using infrared-based gas exchange analysers.

In vascular plants, photosynthesis is a complex interaction between biophysical 
processes and chemical reactions. Leaves are specialized photosynthetic tissues 
where the CO2 from the atmosphere can be trapped into the leaf through the stomata 
to the substomatal cavity, subsequently crossing the mesophyll tissues that comprise 
several different cell structures (cell wall, plasmalemma, cytosol, chloroplast mem-
brane, stroma), to finally reach the carboxylation sites of the RubisCO (Flexas et al. 
2016). RubisCO (ribulose-1,5-bisphosphate carboxylase/oxygenase, EC 4.1.1.39) 
is the primary enzyme with a central role in photosynthesis, responsible for the CO2 
uptake by photosynthetic organisms. It is important to consider that this enzyme 
presents two different catalytic activities: carboxylation and oxygenation (i.e., fixa-
tion of both CO2 and O2). This result in direct competition between O2 and CO2 for 
the final reaction with RuBP (ribulose-1,5-bisphosphate) and the beginning of the 
Calvin-Benson cycle (Farquhar et al. 1980). While the carboxylase (fixation of CO2) 
will end-up in sugar production, the oxygenase activity of Rubisco starts the photo-
respiration cycle that ends up in the net release of CO2 (instead of CO2 fixation). 
That is why photorespiration is considered as a counter-efficient process for the leaf 
regarding carbon balance: the oxygenase decreases RubisCO availability for the 
carboxylase process, it consumes electrons captured from light radiation, and it 
releases previously fixed carbon to the atmosphere (Galmés et al. 2005, and refer-
ences therein).

In consequence, the leaf in vivo net CO2 assimilation (AN), that is measured using 
an infrared gas analyser (IRGA), is not a true photosynthesis rate, but the net bal-
ance between the rates of a carbon flux entering the leaf (the gross photosynthesis) 
and leaving the leaf simultaneously (the photorespiration and the mitochondrial res-
piration in the light). The combination of these three processes determines the leaf 
carbon balance (Valentini et al. 1995; Flexas et al. 2002, 2016) that drives primary 
productivity for any terrestrial ecosystem. This fact highlights the importance of the 
gas-exchange techniques when considering carbon fluxes in the context of climate 
change, agriculture, forestry and the understanding of natural ecosystems.

2  Theoretical Approach

2.1  Measuring Leaf Gas-Exchange: Basic Concepts 
and Measurements

The key point of these measurements is based on the tight relationship between CO2 
assimilation and water losses by transpiration (E) in the leaves through the stomata. 
By taking profit of this relationship, both specifically responsive infrared wave-
lengths for CO2 and water vapour were used to develop sensors as the basis of the 
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infrared gas-exchange analyzers (IRGAs). Simultaneous monitoring of the changes 
in CO2 and water vapour across a leaf, provides a precise and integrated in vivo 
measurement of the net photosynthesis and the transpiration in illuminated samples, 
and also of the mitochondrial respiration rate and the residual transpiration in dark-
ened samples (Field et  al. 1989, 2000; Flexas et  al. 2012b; Evans and Santiago 
2014; Montero et al. 2016).

From the 1980s, gas-exchange analysers have become a common tool for plant 
ecophysiologists, and especially when the first models of “portable” equipment 
were developed, opening the possibility to measure plants in field conditions (Field 
et al. 1989, 2000; Long et al. 1996). There are two main approaches available, open 
and closed path gas-exchange systems. In closed systems, there is no net flow 
entrance of air in the chamber, and flux estimations are based on the variation of the 
gas concentration over time inside the closed circuit, which includes a cuvette with 
a leaf inside. Instead, the open pathways systems have a net flow of air entering and 
exiting the system, and the estimations are based on differences of concentration of 
two split fractions of air, one fraction having flown freely from the entrance to an 
IRGA, and the other one having passed through the leaf cuvette chamber into a 
second IRGA (Gallé and Flexas 2010). In this chapter, we will use as an example an 
open system (Fig.  4.1), the LI-COR 6400XT (LI-COR Inc., NE) portable gas- 
analyser coupled with chlorophyll fluorescence system.

Basically, the open system of the LI-6400 works as follows (Fig. 4.1): a pump 
forces the air flow to pass through a circuit, where air is split in two: a fraction goes 
straight to an IRGA, and the other fraction goes through a second IRGA after pass-
ing through the measuring chamber or cuvette with a leaf inside. [CO2] and [H2O] 
are measured in both IRGAs, the reference one reflecting the concentrations enter-
ing the chamber (Ce and We), and the sample one determining the concentrations 
after interaction with the leaf and exiting out of the leaf chamber (Co and Wo).

The differences in [CO2] and [H2O] between these two measurements are used to 
determine the leaf net assimilation and transpiration rates (Fig. 4.2).

CO2 and water vapour concentrations can be regulated in the equipment. If the 
user needs a determined concentration of any of the two gases, these can be 
decreased or even fully removed by passing air through different chemicals. For 
example, CO2 is absorbed by soda lime (Ca(OH)2 and NaOH granulates), and water 
vapour by drierite (CaSO4) or silica gel (caution: before manipulating these chemi-
cals check their safety datasheets carefully!). CO2 concentration can be automati-
cally regulated using the sensor readings using a mixer that controls the disposable 
compressed CO2 gas cylinders to provide the required CO2 air concentration into 
the already CO2-free air (after previous full depletion using soda lime). In the 
LI-6400 it is not possible to increase the concentration of water vapour automati-
cally using an analogous system; otherwise, with the new equipment LI-COR 6800 
(LI-COR inc., NE), and as well the Walz GSF-3000 (Walz, Effeltrich), water vapour 
can also be automatically controlled regulating the gas concentration employing 
desiccant and humidifier chemicals integrated into the air pipe system with electro-
mechanical valves.

4 Measuring Photosynthesis and Respiration with Infrared Gas Analysers
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Fig. 4.2 Scheme of the gas-exchange measurement chamber with the main calculations. 
Photosynthesis (A) and transpiration (E) are calculated as differences in CO2 and H2O concentra-
tion, based on the readings of the IRGAs in the Reference and Sample circuits (mass balance 
equations), with F the flow and La as leaf area inside the measurement chamber. The mass-balances 
fluxes are hypothesised to reflect the pure physiological fluxes faithfully. From this basics equa-
tions, it can be further calculated the stomatal conductance (gs) employing Tleaf (leaf temperature) 
and CO2 concentration at the sub-stomatal cavity (Ci)

Fig. 4.1 In the LI-6400 Open Flow-Through Systems (bottom), the gas stream is split up into 
sample and reference flow, which continuous differential measurements without alternating; more-
over, IRGAs are located in the head, so that gas measurements take place in the same space in 
which leaf is located, thus avoiding delay between response and measurement. For comparison of 
advantages with respect to previous models: (top) One absolute IRGA, switch between in and out, 
discontinuous measurements; (middle) two absolute IRGAs, continuous measurements, long tub-
ing; (bottom) two absolute IRGAs, continuous measurements, IRGA in the head, shorter tubing
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CO2 and water vapour leaf fluxes are measured by the difference between the 
reference and sample circuits (Figs.  4.1 and 4.2) as early proposed by Gaastra 
(1959) and then modified like in von Caemmerer and Farquhar (1981):
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where Ce and Co are the CO2 mole fraction at the chamber entrance and output, 
respectively; ue is the incoming flow air (mol air s−1), La is the leaf area surface (m2), 
and E is the transpiration rate (mol H2O m−2 s−1). IRGAs can be used as well to 
measure leaf dark respiration when the leaf is under darkness conditions: photosyn-
thesis and photorespiration are both suppressed by the absence of light through the 
chloroplast electron transport chain. When measuring leaf respiration with an 
IRGA, the “photosynthesis” measured by the device will appear as negative (the 
system applies the same equation under light or dark conditions). In consequence, 
that flux must be interpreted as a positive CO2 flux corresponding to the leaf respira-
tion, driven by the mitochondria in darkness.

Stomatal conductance to water vapour (gs) can be calculated from E, by using the 
leaf temperature – wich is measured by a thermocouple placed inside the cuvette 
(caution: before each use, it should be tested that the thermocouple is working, well 
calibrated, and in close contact with the leaf to be measured!) – and accounting for 
the boundary layer effect. This calculation assumes that within the substomatal cav-
ity the relative humidity is around 100%. This allows to calculate the Wi ([H2O] in 
the sub-stomatal cavity), that in turn allows the estimation of the conductance of the 
water pathway using the first Fick’s law of diffusion: gsw = E/(Wi – Wa) (with Wa the 
[H2O] in the atmosphere – chamber in this case) (Fig. 4.2). Physiologists commonly 
use gs more than E, since E is sensible to Wa (a variable atmospheric condition) and 
this is not a biological process. In turn, gs is a full biological process mostly reflect-
ing the degree of stomatal aperture (Osmond et al. 1979). Keep in mind that gs can 
be affected by external factors, but the leaf itself actively controls it. Stomatal con-
ductance can be expressed in terms of H2O (gsw) or CO2 (gsc), with gsw = 1.6 gsc. The 
1.6 factor denotes the difference in diffusivity in the air of the two molecules. This 
allows to calculate the CO2 concentration at the substomatal cavities (Ci), applying 
again the first Fick’s law of diffusion with Ci = Ca – AN/gsc where Ca is the atmo-
spheric [CO2] (inside the chamber in this case) (Fig.  4.2) (Gaastra 1959; von 
Caemmerer and Farquhar 1981; Gallé and Flexas 2010).

From these measurements, another interesting parameter can be calculated, the 
water use efficiency (WUE), which represents the balance between carbon gains 
and the associated costs in water. So, employing instantaneous gas exchange mea-
surements, it is easy to directly estimate it using the ratio between AN and either E 
(so- called instantaneous WUE) or gs (intrinsic WUE). This parameter drives plant 
productivity and the interaction of the plant with a changing environment, becom-
ing highly important to improve irrigation and crop breeding strategies to face 
with the climatic change challenge threat to agriculture in the semi-arid regions 
(Gago et al. 2014).

4 Measuring Photosynthesis and Respiration with Infrared Gas Analysers
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These are the basic measurements that can be performed with a gas-exchange 
system. It is essential to know how the system works, the theory behind and its 
practical limitations to guarantee the precision and quality of your data. Moreover, 
these measurements take more relevance when considering that they are at the basis 
of many other procedures that are used to characterize the leaf physiology com-
pletely. We can also recommend excellent practical protocols for gas-exchange and 
fluorescence measurements already published as Evans and Santiago (2014) “Gas 
exchange using a LI-COR 6400”, or the Licor LI-6400XT Manual itself.

2.2  Combining Chlorophyll Fluorescence and Gas-Exchange: 
Opportunities for Deep Photosynthesis Characterization

As mentioned previously, photosynthesis is driven thanks to the energy that comes 
from the sun. Leaves first capture the photon radiation by the chlorophyll mole-
cules; then, this energy can be transferred through three different main processes: 
(1) used in photochemistry, where the energy captured is employed in the photosyn-
thetic process; (2) dissipated by an exothermic reaction (heat dissipation); and (3) 
re-emitted in a longer wavelength (i.e., less energetic radiation than that received), 
the so-called chlorophyll fluorescence. These processes work in competition, so any 
decrease in one of them directly imply increases in some of the other two. This 
theory is employed to estimate the yield of chlorophyll fluorescence, capturing 
information about photochemistry and heat dissipation.

Currently, theoretical frameworks basically rely on the so-called “Kautsky 
effect”, early observed when a leaf transferred from dark to light has its fluorescence 
that rapidly increases (within 1 s or so) and then slowly decreases to steady state. 
This pattern can be explained as follows: In the dark, heat dissipation processes 
depending on enzyme activity (e.g., those related to the xanthophyll cycle) are dis-
abled (e.g., Murchie and Niyogi 2011; Demmig-Adams et al. 2012). But chlorophyll 
fluorescence and the early steps of photochemistry (i.e., light capture by antenna 
chlorophylls, charge separation in the reaction center, and most of the electron trans-
port in the thylakoid) are active because being physical and not enzymatic processes. 
Photochemistry can absorb a reduced amount of the incoming energy, and therefore 
all the remaining leads to a rapid large increase of chlorophyll fluorescence from a 
basal level (Fo) up to its maximum capacity (Fm). Then, as the light is kept on, the 
RubisCO and other enzymes become activated, as well as the xanthophyll cycle-
related heat dissipation. Since these two processes compete with chlorophyll fluo-
rescence for the use of the energy absorbed by chlorophylls, their progressive 
light-induced activation leads to a subsequent slow decrease of chlorophyll fluores-
cence that will relax until reaching some steady-state value (Fs). Such effect reflects 
the competitive balance between the three processes that depend on the light inten-
sity as well as on the physiological status of the leaf. If a short but intense pulse of 
light is applied now, photochemistry will become rapidly saturated, and chlorophyll 
fluorescence will rise again within 1 s or so, but still a lower value than Fm (referred 
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as Fm′). This is because, contrary to darkness, heat dissipation under light condition 
is competing with chlorophyll fluorescence for the use of the light energy.

Several parameters were defined to determine the PSII photochemistry status, and 
probably some of the most useful are the following: the maximum efficiency of the 
PSII (Fv/Fm = (Fm – Fo)/Fm)) (dark conditions); the quantum efficiency of the PSII 
photochemistry (light conditions) (ΦPSII = (Fm′ – Fs)/Fm′); the fraction of open PSII 
reaction centers, the photochemical quenching (qP = (Fm′ – Fs)/(Fm′ – Fo); and the 
thermal dissipation of energy excess (non photochemical quenching NPQ = (Fm – 
Fm′/Fm′) (see Demmig-Adams et al. 1996 and Maxwell and Johnson 2000 for further 
information). In a dark-adapted non-stressed leaf Fv/Fm should range around 0.8, this 
is the maximum potential fraction of the energy that can be converted in photochem-
istry. Any decrease of this value would come from either an increase in thermal dis-
sipation (non-photochemical quenching) or photodamage to PSII, indicating different 
types of photoinhibition process (Genty et al. 1990; Osmond and Förster 2006).

It was reported that the ΦPSII in a light-adapted leaf is a proxy for PSII photo-
chemistry, i.e., for the quantum efficiency of electron transport at the level of 
PSII. Thus, ΦPSII can be used to estimate the photosynthetic linear electron transport 
rate (ETR, Genty et al. 1990; Laisk and Oja 2018), with ETR = ΦPSII * PARi * α * β, 
where PARi is the incident photosynthetically active light radiation (μmol photons 
m−2 s−1), β the fraction of absorbed light distributed between PSII and PSI, and α the 
leaf absorbance. Note that ΦPSII and PARi can be directly measured by any gas 
exchange system coupled to a Fluorometer (like a LI-COR 6400 equipped with an 
LCF). It also gives a direct estimation of the ETR. Using the by-default parameter-
ization (found in the literature), with β = 0.5 and α = 0.87, the α * β product value 
will be 0.435, but it is highly recommended to perform a direct estimation of this 
term. First, because ETR estimates are highly sensitive to the α * β value (and thus 
all the subsequent variables calculated from ETR, like gm −the mesophyll conduc-
tance to CO2,), and, secondly, because they can largely vary among species and 
conditions, especially α (see Pons et al. 2009 and Martins et al. 2013 for a detailed 
method description). Note that leaf absorbance can be measured independently 
employing a spectroradiometer and an integration sphere; nevertheless, there is no 
robust easy-to-use method for independent estimation of β. The best way to estimate 
the value of α * β is measuring the relationship between ΦPSII and ΦCO2 through light 
or CO2 response curves under non-photorespiratory conditions (Valentini et  al. 
1995; Martins et al. 2013). This procedure will be described below (Sect. 3.2.4).

2.3  Modeling Gas-Exchange: Going Deeper in the Leaf 
Photosynthetic Characterization

Combining gas-exchange with fluorescence technologies allows going deeper in the 
leaf physiology understanding. Some of the most important in vivo information that 
can be retrieved or estimated are: (1) the mesophyll conductance – gm (that directly 
restricts the CO2 available for the RubisCO at the chloroplast stroma site); (2) the 
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rate of photorespiration (that is an important sink of energy and carbon loss for the 
leaf); (3) relative photosynthetic limitations occurring for a given leaf (stomatal, 
mesophyll and biochemical limitation; see Grassi and Magnani 2005); and (4) pho-
tosynthetic capacity parameters originally established in the model of Farquhar 
et al. (1980), i.e., the maximum velocity of carboxylation by RubisCO (Vcmax), the 
maximum capacity for electron transport rate and driving the Calvin cycle (Jmax) and 
the triose-phospate use (TPU).

 1. Mesophyll conductance estimation is based on combined gas-exchange and 
chlorophyll fluorescence data: this method was established by Harley et  al. 
(1992) and is based on the basic photosynthetic stoichiometry, i.e., that, in the 
absence of photorespiration, 4 electrons should be processed in the thylakoid 
electron transport chain to reduce two molecules of NADPH, which are required 
to fix one CO2 molecule in a carboxylation event. The idea is to find an estimate 
of Cc ([CO2] at the carboxylation site in the chloroplast stroma), and then apply 
the Fick’s law of diffusion again with gm = AN/(Ci – Cc). The complete equation 
to estimate gm is so:
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where Rday is the mitochondrial respiration in light and Γ* is the CO2 compensation 
point in the absence of Rday, and it accounts for the fact that measurements are per-
formed under photorespiratory conditions. Keep in mind that even if a model is 
robust, its correct parameterization (i.e., attributing a value to each parameter in the 
equation) is crucial to obtain reliable results. So, several methods allow estimating 
Rday, two of them being the Yin et al. (2011) method (requires a light response curve 
coupled with a Fluorometer), or the more simple Niinemets et  al. (2005, 2009) 
approach, using an empirically-based agreement that Rday equals to half Rdark. Γ* can 
also be estimated via several methods: or by gas exchange, that needs two A/Ci 
curves each performed at 21% and 2% [O2] (see Yin et al. 2009), or by in-vitro esti-
mations of the RubisCO kinetics, from which Γ* is derived (see Galmés et al. 2017 
for an extensive comparison of the methods, and Hermida-Carrera et al. 2016 for 
RubisCO kinetics database in crops). Note that other methods were developed along 
the years for those two parameters (like the “Kok” method for Rday, ot the “Laisk” 
method for both Rday and Γ*), but these are now considered non-reliable. Recent 
literature is now comparing the different methodologies to establish the robustness 
of each one (see Walker et al. 2016; Galmés et al. 2017; Walker et al. 2017).

 2. Estimation the photorespiration: this was established by Epron et  al. (1995), 
based again on the basic stoichiometry of electrons required for a carboxylation 
or an oxygenation event: Rp = 1/12[ETR – 4(AN + Rday)].
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 3. Estimating the relative limitations to photosynthesis: this approach was first pro-
posed by Grassi and Magnani (2005), based on an earlier model by Jones (1985), 
in which it was not considered the limitation by mesophyll conductance. This 
kind of analysis can be useful to compare different species (e.g., Carriquí et al. 
2015), or compare the photosynthetic performance and limitation under different 
stressed environments (e.g., Gallé et al. 2009). The aim is to decompose the dif-
ferent factors that limit the photosynthesis at a given moment and to establish a 
hierarchy of those different limitations. Two of them concern the diffusive limi-
tation: the stomatal (ls) and the mesophyll (lm) limitation. They come from the 
fact that the AN flow is considered a continuous flow restricted by two resistances 
(1/conductance) in series, since we assume that AN = gs (Ca – Ci) = gm (Ci – Cc). 
The third limitation comes from the carboxylation itself (lb). So, we can establish 
the following equations based on Grassi and Magnani (2005):
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where gtot is the total conductance to CO2 between the leaf surface and the carbox-
ylation sites (1/gtot  =  1/gs  +  1/gm). Note that this model has been improved by 
Buckley and Díaz-Espejo (2015), but the complexity of the latter is so that, in many 
cases, parameterizing this model would not be feasible, for which the Grassi and 
Magnani approach is still useful.

 4. Retrieve the biochemical photosynthetic parameters of a leaf: this approach was 
used by Farquhar and colleagues at the time to establish their extendedly used 
model (Farquhar et al. 1980). Their idea consisted in seeing the measured photo-
synthetic rate as if it was a ‘reaction velocity’ in response to ‘reaction substrate 
availability’ (approached by the Ci estimated during IRGA measurements). In 
this way, by performing gas exchange meaurements along a CO2 gradient (i.e., 
the A-Ci curves), it was possible to apply well known and simple enzyme- 
reaction equations to estimate the maximum carboxylation by the RubisCO 
(Vcmax, from the portion of the curve where the substrate CO2 is most limiting, 
under the rule of the Michaelis-Menten law for the case of inhibitory competi-
tion by substrate O2), the maximum capacity for electron transport (Jmax, from the 
CO2 non-limiting region of the curve, reflecting a limitation by RuBP regenera-
tion and, thus, the activity of photochemistry and the Calvin cycle), and the rate 
of triose-phosphate utilization (TPU, from the saturated part of the curve at very 
high [CO2]). All these parameters can be extracted from the analysis of a com-
plete A-Ci curve performed at ambient O2 and under saturating light. However, as 
Ci does not reflect the actual CO2 concentration at the chloroplast stroma (Cc) it 
is better to apply the model after considering gm, i.e., to A-Cc curves (Flexas et al. 
2012a). It can be done using gas exchange and chlorophyll fluorescence esti-
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mates of gm and Cc as outlined in previous sections, or directly based on pure gas 
exchange measurements. For the latter, Ethier and Livingstone (2004) modified 
the equations use for the fitting of the measured data against the theoretical 
model (to retrieve Vcmax, Jmax, and TPU). They transformed the Farquhar’s model 
original equation into several non-rectangular hyperbolae, improving the quality 
of the estimated parameters. They also included gm into their model (originally 
considered as infinite in the 1980s Farquhar’s model), allowing a gm estimation 
without the employment of the chlorophyll fluorescence method (see Ethier and 
Livingstone 2004). The most interesting point of this method is that it provides a 
second independent approach to estimate gm that can be useful to reinforce its 
estimation through the other methodologies mentioned. Several tools have been 
developed to facilitate this purpose, like the Excel sheet of Sharkey et al. (2007; 
Sharkey 2016).

Other useful physiological parameters can be extracted from gas exchange and 
fluorescence measurements. Other Excel tools exist, like that provided by Bellasio 
et al. (2016). These authors propose a systematic analysis of light and CO2 response 
curves (under ambient and low O2 concentration) and, in a step-by-step approach, 
the tool provides: Rday, initial PSII (photosystem II) photochemical yield, initial 
quantum yield for CO2 fixation (ΦCO2), fraction of incident light harvested by PSII 
(α * β product), initial quantum yield for electron transport, electron transport rate 
(ETR), photorespiration, stomatal limitation, RubisCO (ribulose 1·5- bisphosphate 
carboxylase/oxygenase) rate of carboxylation and oxygenation, RubisCO specific-
ity factor, gm, light and CO2 compensation point, and RubisCO apparent Michaelis–
Menten constant and Vcmax (RubisCO CO2-saturated carboxylation rate).

3  Practical Approach: Hands-on Protocol

3.1  Preparing Your Gas-Exchange Analyser for Precise 
Measurements

At the beginning of the preparation of your equipment, the most important action is 
the calibration of the sensors to ensure that your device can reproduce reliable 
results. For this purpose, regular checks of the different sensors of the gas exchange 
system are crucial; but all sensors do not require the same checking frequency.

At the beginning of this “hands-on protocol”, we split the “checks” of your 
equipment depending on the frequency that it is recommended to apply them. First, 
we propose “daily checks” the ones that need absolutely to be done every day before 
start any measurement, and second “long-term” checks to ensure quality  maintenance 
of the equipment. For this purpose, this “hands-on protocol” employs as an example 
the LI-COR 6400XT equipped with the fluorescence chamber. All the IRGAs are 
based on the same concepts, so users of others equipment can also find useful the 
recommendations that we described below. This protocol is intended to be comple-
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mentary to the manufacturer’s manual (LI-COR 2012), so we strongly recommend 
a careful reading of the manual to guarantee the proper utilisation of the equipment. 
Figure 4.3 will help you to understand what you are checking, where, and why.

3.1.1  Daily Checks Before Measuring

These checks consist of evaluating the most important sensors of the gas exchange 
system to give the best chance to perform good and reliable measurements.

First of All: “Check Around”
 – Ensure to plug every cable and tube in its right position. For example, the 

Reference and Sample tubes on the console side have the same connector, check 
that the black taped tube (Sample) is on its good (Sample) position.

 – Check that the exhaust tube (right-angled semi-transparent 10  cm tube, 
bottom- side of the chamber) is in place.

 – Check that the gaskets of the chamber are in good state and overlap each 
other perfectly when you close the leaf measurement chamber.

 – When you are sure that everything is at its place, go to next step.

 1. Start the machine, and then Scrub the desiccant and soda lime tubes. 
Meanwhile, the system is opening and you are doing the other checks, the pump 
system will empty the airflow circuit of CO2 and water. You may save some time 
at the moment to check the Zero of the IRGA. You can also place CO2 cartridge 
to fill the CO2 mixer if needed.

 2. Check the “Match Valve” test visually during the opening sequence of the 
system (the downside of the head). You can also directly activate it in the mea-
surements menu “Match” button to check its good functioning. This is what 
happens:
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Fig. 4.3 Schematic gas flow and parts of the LI-COR 6400
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 3. Check the Zero of the flow meter. For that, go to “Calib Menu” and select the 
“Flow meter zero...” wait for the countdown, then the values in mV should be 
within 1 mV from zero. Adjust it in consequence, but keep in mind this param-
eter is not likely to change day by day.

 4. Check the “Max” of the flow. Go to “New Measurements”, and fix the flow to 
1000 μmol s−1, then the reading value should be >700 μmol s−1 (menu b). On 
the contrary, a resistance on the flow is happening through the air circuit: check 
the air mufflers (white filters) there is two inside the desiccant and two in the 
soda lime tube. They are very likely to provoke this problem. If ok, fix back the 
flow to 500 μmol s−1 (for 6 cm2 chamber) or 300 μmol s−1 (for 2 cm2 chamber) 
as standard measurement flow rates.

 5. Check the “Zero” of the thermocouple. To do that, disconnect the thermo-
couple from the LI-6400 head (purple 2-pin connector, see the manual for more 
information), then the Tleaf (leaf temperature value) value must be close by ± 
0.1 °C from the Tblock (block temperature value) value (menu h). If not, this 
can be adjusted with the small screw of the downside of the head, close to the 
Reference and Sample tubes connection (see manual for further information). 
Adjustment of Tleaf zero must be made in stable temperature condition and 
after a warm-up of the system (ideally ~30 min).

 6. Check the sensitivity of the thermocouple. Gently touch the thermocouple 
with the tip of your finger and check the proper variation in Tleaf (menu h, it 
must increase). Check later also that each Tblock, Tair, and Tleaf gives reason-
able values. For your next measurements set the Tblock or Tleaf as desired.

 7. Set the light “ON”, usually with 90% red and 10% blue. Check that LEDs are 
active, and pay attention to the purplish color that ensures that blue LEDs are 
active. Check that the reading value of PARin (menu g) agree with your settings 
(chamber must be closed).

 8. Check the leaf fan (or mixing fan). Change its value (Function Key 1, f1) from 
5 to 0 to stop it, and then set it up again at 5. If you listen carefully (place the 
chamber close to your ear because the noise change is not easy to distinguish), 
you will hear a change of the sound coming from inside the leaf chamber. If not, 
check the fuses inside the console, some debris that can obstruct the fan. 
 Unfortunately, if the leaf fan is broken, you need to replace it following the 
manufacturer’s manual strictly.

 9. Check the Zero of the IRGA. This procedure consists of passing CO2 and H2O 
free air thought the IRGA; then check if the sensor reading is close to zero. 
Look for values within 5 μmol mol−1 for CO2 and 0.5 mmol mol−1 for H2O (fol-
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lowing the LI-COR manual, v 6.2, p 4–5). Focus on the Reference value only, 
since Sample will take the Reference value after a Match. Zeroing the IRGA 
must be done with care, essentially with totally free CO2 and H2O air and a 
perfectly sealed circuit. In most of the cases, non-zero values come from non- 
fresh chemicals or leaks through the air circuit. The common “guilties” are bad 
tube connections, the bad seal of the leaf chamber (2 × 3 o-rings at the chamber/
head connection), or leaks from the desiccant and soda lime tubes themselves 
or their connection with the console. An IRGA is unlikely to drift from several 
CO2 μmol mol−1 between days, as the temperature does not change drastically. 
Zeroing the IRGA is encouraged to be performed only in laboratory condi-
tions with calibrated gas tanks (pure N2, see below).

 10. Set the desired CO2 concentration. You need to close well the chamber, adjust 
the tight screw and wait for mixer stabilization. Then do a “Match” to get the 
Sample reading be “calibrated” based the Reference. Now, you can check pos-
sible leaks of the chamber gaskets by a blow-test around the chamber. If there 
is no increase >1 μmol CO2 mol−1, then, after all, you are ready to measure 
a leaf.

3.1.2  “Long-Term” Maintenance

“Long-term” maintenance procedures are not likely to be performed every day. 
They are most likely to be done… let’s say, once per month, for example, but this 
mostly depends on the frequency and intensity employing of your equipment. In 
general, they can be performed when some problems are detected and can help to 
solve it. A typical example of these type of maintenance could be the CO2 Mixer 
calibration: if the CO2 Mixer needs too much time to reach the targeted [CO2] (or 
the same for Light intensity and the light source), this can be a signal to do the 
“Mixer Calibration” procedure. However, since “prevention is always better than 
cure”, it is better to check these procedures periodically.

Internal Calibrations (Calibrations that Do Not Require an External Item 
for the Procedure)

 1. Mixer calibration

This routine checks the control signal (mV) of the CO2 mixer and the [CO2] 
delivered by the mixer itself into the circuit. This procedure is not strictly a calibra-
tion itself, in the sense that does not adjust the reading value of a sensor, but helps 
the CO2 Mixer to reach more rapidly the desired [CO2]. Go to “Calib Menu” and 
follow instructions detailed in the manual equipment. When the mixer needs too 
much time to reach the targeted [CO2], this routine can solve this problem. Also, 
keep in mind to frequently change the filter present inside the mixer (do it without 
CO2 cartridge inside), because the accumulated oil can also provoke problems of 
CO2 regulation.
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 2. Light Source Calibration

The LEDs source and the LCF (Leaf Chamber Fluorometer) can be calibrated in 
the same way it is for the Mixer. The light source will associate the different voltage 
feeding the LEDs with the corresponding reading value of PARin. This association 
will help to reach faster the desired light intensity. There is also a “Zero PARin” 
procedure that checks the offset reading that can remain in darkness. Check it 
monthly can avoid this problem.

 3. Fluorometer calibration

The Leaf Chamber Fluorometer (LCF) also needs some specific calibration/
checks. We will find the same procedure as for classical LEDs light source: a check 
of the Zero, and a calibration curve mV versus measured light. However, other pro-
cedures are specific to the LCF. One of the most important is the “Square Flash 
Calibration”, that is impaired with the “MultiPhase Flash” method (MPF). It is 
highly recommended to set the flash method on “MPF” (Function Key 8, f2, 
type = “Multiphase”), since it will ensure a better estimate of the Fm′ parameter 
even when saturation values are not easy to reach with your leaf (Loriaux et  al. 
2013). You will find this in the “Calib menu”, then “LCF source”. Keep in mind that 
other procedures can help to determine the “Optimum Flash Intensity” and the 
“Optimum Measuring Intensity”. The first one is less important since using the 
MPF method avoid the previous commented problems of PSII saturation. The sec-
ond one helps to determine the ideal intensity for Fo determination (in darkness, 
without inducing photosynthesis).

External Calibrations (Calibrations that Required an External Item 
for the Procedure)

 1. Calibrating the IRGA: Zero and Span

Zeroing the IRGA: As said in the LI-COR manual (all versions), “You will do 
more harm than good, however, if you dutifully re-zero every day using chemi-
cals…”. Another important thing to bear in mind is that “If conditions (temperature, 
mostly) haven’t changed a great deal since the last time you zeroed the IRGAs, it 
won’t need adjusting”. So, we recommend to do the check of the Zero on a daily 
basis, but zeroing the IRGA only in laboratory conditions, with pure N2 tanks. The 
best way is to connect the N2 tank to a “Y” tube-connector that feed both Reference 
and Sample circuits to the LI-6400 head (avoiding the console), with a flow of about 
0.5 to 1 L min−1. Go to “Calib menu”, then to IRGA, then IRGA Zero. Waiting for 
stabilization time is crucial at this moment, and more specifically for zeroing the 
water. The phenomenon of adsorption/desorption of water in many components 
(plastics, overall), induce a longer stabilization of the water zero. This procedure 
must also be done with a fully warmed-up machine. This means that a proper 
“Zeroing” procedure needs at least 30 min for warming and another 15–20 min for 
fully stable gases concentration.
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Setting the Span: The span corresponds to the sensitivity of the sensor (here the 
IRGA) to the concentration measured. This corresponds to the slope of the relation-
ship between measured concentration and real concentration. So, you will need a 
tank with a certified CO2 concentration (for CO2 span), or a dew-point generator that 
fixes a known concentration of water (for H2O span). In principle, you need to use a 
known concentration that is within or slightly above the concentrations you are 
likely to measure. For example, the LI-COR factory uses tanks of 1500 μmol CO2 
mol−1. The procedure consists on the same set-up as for “Zeroing” the IRGA: use a 
“Y” tube-connector, set a flow of about 0.5 to 1 L min−1, and plug it directly to the 
LI-COR 6400XT head, then wait for stabilization. Then use the adjust button to 
match the reading concentration to the value of the tank (or the dew-point, in case 
of water span). The water span can be done with the LI-810 dew-point generator, 
that it was specially designed for this purpose.

 2. Light calibration

As times passes, the PARin sensor or both LCF and LEDs chamber can drift, lead-
ing to an over or under- estimation of the real PAR reaching the leaf. Light sources 
can be sent back to LI-COR factory for calibration, but checks can be done manu-
ally by the user. This possible drift can take larger importance when the PAR is used 
for further calculations, for example for ETR calculation that is subsequently 
employed for several equations as photorespiration estimation or mesophyll con-
ductance (Valentini et al. 1995; Flexas et al. 2012a). To do that, is it possible to fix 
a PARout sensor on the bottom part of the chamber (here it is really important than 
the sensor are centered and at the same exact position and distance to the light than 
leaves are placed in the chamber). Obviously, this sensor must be absolutely well 
calibrated, ideally a new fresh sensor from LI-COR factory or with less than 1-year- 
old calibration. Then, establish a calibration curve by changing the PARin value in 
let’s say 4–5 steps, and record the reading value given by the PARout sensor. Then 
it is possible to calculate the slope and the intercept of this relationship, then use 
those values to set-up your next light intensity set-up.

3.2  Making a Measurement

Now, you are almost ready to perform a precise measurement of your leaves. The 
equipment is prepared but there are some important considerations that you need to 
care when you are measuring the leaf gas-exchange and fluorescence in plants.

3.2.1  Plants Need Time to Adapt to Your Measurements Conditions

The ideal case is to measure the plant without affecting its behaviour and physiolog-
ical status, as leaves and plants are continuously interacting with the environment 
that means that leaves will need time to adapt to the new conditions in the 
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measurement chamber. Thus, reach leaf steady-state becomes really important for 
the reproducibility of your data and as well for the comparison with another data 
from other researchers worldwide.

Also, take in mind that even the photosynthesis chamber is providing stable, 
uniform and regulated conditions between all your measurements, changing the 
condition of the rest of the plant will affect the behaviour of the portion of leaf that 
is inside the chamber. So, it could be an important source of variability in your data 
measure the photosynthesis inside the chamber meanwhile the rest of the plant is 
under dark conditions, or the contrary measure the respiration in the targeted leaf 
tissue inside the chamber meanwhile the rest of the plant is under light conditions.

3.2.2  Selecting Your Target Leaves

Selecting the same type of leaf can avoid a lot of variability between your biological 
replicates. Usually, the intra-plant variability (among all leaves within the same 
plant) is much larger than the inter-plant variability (among the same type of leaf 
among several plants grown in the same conditions). Conventionally, in the litera-
ture, the researcher classically uses the “youngest fully expanded leaf”. This selec-
tion ensures to have a fully functional leaf that is not affected by ontology (leaf age). 
This leaf, in the vast majority of cases, must be a direct sun/light exposed leaf (not 
inside the canopy, not overlapped by other leaves). Of course, the leaf must be 
healthy and vigorous, not presenting any sign of herbivory, degradation, chlorosis, 
nitrogen deficiency, or any factor that can affect the physiology of the leaf.

3.2.3  The Leaf Inside the Chamber

Ensure Tight Closure Between Gaskets and the Leaf

When you have chosen the “good” leaf, then, how to clamp-it in the LI-6400 cham-
ber? The aim is to tight the leaf enough to reduce leaks (CO2 entry/exit between the 
chamber and the atmosphere) as much as possible, but not too much to do not dam-
age the leaf. To do so, it is good to use the screw of the head handle to adjust how 
tight the leaf is: “enough, but not too much”. To ensure that no or few leaks are 
present, after clamping the leaf and waited for ~30s to ensure a stabilization of the 
gas Sample circuit, you can gently blow around the chamber gaskets. Check for any 
variation within 1 μmol mol−1 of the CO2S ([CO2] in the sample = leaf chamber).

Reading Correct Leaf Temperature Values

The reading value of Tleaf should be checked after placing the leaf inside the cham-
ber. This value must be coherent with the TBlk and Tair, obviously depends on the 
light intensity selected (the higher radiation will tend to be higher the leaf tempera-
ture). Leaf temperature is a function of transpiration and stomatal conductance, so 
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stressed plants with reduced stomatal conductance would tend to show higher Tleaf 
values. Keep in mind that measuring at field conditions with the open-top chamber 
(no light source, direct sun high radiations) and high air temperature will increase 
leaf temperature importantly over the selected TBlk. If some suspicious values occur 
or leaf temperature is unstable, check if the leaf perfectly contacts the thermocou-
ple. The ultimate check consists of checking the reading of the Tleaf with a stan-
dardised thermocouple (external confirmation).

Area Correction

All the gas-exchange calculations are taking into account the area of the leaf. 
Photosynthesis chambers have a defined area, so if your leaf coverage the entire 
measurement area then calculations can be done automatically. Several species have 
leaves that do not allow you to cover the entire measurements area. Thus area cor-
rection is needed. Fortunately, the LI-COR output excel file provide all the formu-
lae: so you just have to correct the area values and the rest of calculations change 
automatically. Area correction is typically done taking a picture of the exact piece 
of leaf inside your chamber, and then area calculation can be done with an image 
analysis software, for example, ImageJ (Carriquí et al. 2015; Tosens et al. 2016).

Light Saturation Measurements

In most of the cases, you want to measure your plant at saturating light to avoid 
changes in photosynthesis from intensities below saturating conditions. On the 
other hand, in some cases like shade species, too high saturating light radiation can 
induce photoinhibition. For this, it is recommended to determine the correct light 
intensity at which your plant saturates for light. To do so, perform a light response 
curve and take the minimum light intensity when the photosynthesis is saturated.

Air Vapor Pressure Deficit, Humidity and Stomata Interaction

Once the leaf is stabilized in the chamber and Tleaf reading is correct, others checks 
must be done concerning the water vapour inside the chamber. This parameter can 
be assessed when you read the value of H2OS (concentration of water vapor in the 
Sample) or HR_S (relative humidity in the Sample). Preferably, check the relative 
humidity and ensure that is comprised between 40% and 70%. Dry air will increase 
the Vapour Pressure Deficit (VPDa) around the leaf provoking a stomatal closure 
(stomatal conductance, Cond) that can, in turn, induce a possible decrease of the 
photosynthetic rate (Photo) (Pérez-Martín et al. 2009). In the other hand, relative 
humidity higher than 80% in the LI-COR 6400XT can affect the stability of the CO2 
readings importantly, as well reduce the precision of estimation of the 
water-exchange.
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It is also important to check as well that the difference in water vapor concentra-
tion between the surrounding atmosphere and that inside the chamber (H2OS). A 
too large gradient between chamber and atmosphere can provoke leaks of water 
vapor, which will affect the estimation of stomatal conductance and leaf transpira-
tion rate (Trmmol). To check this, before clamping the leaf, do a check of the H2OS 
when the chamber is open, and let the surrounding air enter the chamber. This will 
give an idea of the water concentration and the relative humidity of the surrounding 
atmosphere during the measurements.

The Importance of Reaching the Leaf Steady-State

The leaf steady-state means the stabilization of all photosynthetic parameters before 
starting the measurements. Steady-state is a crucial point for good measurements. 
Once the leaf is inside the chamber, usually at saturating light, the photosynthesis is 
very likely to stabilize pretty rapidly. This comes from the fact that carbon fixation 
depends directly on the light available to feed the electrons transport rate. Those 
reactions are very fast, so any change in light is almost instantaneously reported on 
the photosynthetic rate.

The other factor limiting photosynthesis is the availability of CO2 at the RubisCO 
site. This second factor is directly affected by the degree of aperture of the stomata, 
i.e., the stomatal conductance. This parameter, in turn, changes very slowly over 
time. The time needed to change from closed stomata to fully open can take 1 hr for 
some species. The steady-state is reached when both photosynthetic rate (Photo) 
and stomatal conductance (Cond) are fully stable. At that moment, the leaf is in 
steady-state, the measurements can begin. So once the leaf is clamped, wait mini-
mum 15 min and then check the stability of Photo and Cond, over a time scale of 
10 min in the LI-6400 graphs menu. If both are stable over a 10 min time lap, there 
is a good probability that the steady-state is reached. For very fine measurements or 
specific species, a steady-state of 1 h can be required. Typically, plants at field con-
ditions reach the steady-state faster than plants from growing-chambers.

3.2.4  Ensuring the Precision of Your Measurement

The estimations of photosynthesis and transpiration rate are based on the difference 
of concentrations between the Reference and the Sample. Knowing that each IRGA 
has its own error of measurement (maximum deviation of ±5 μmol mol−1 from 0 to 
1500 μmol mol−1, and ± 10 μmol mol−1 from 1500 to 3100 μmol mol−1), when the 
difference of concentration between Reference and Sample is very low, the precision 
of measure decreases. When the delta (of CO2, for example) gets close to 0.5 μmol 
CO2 mol−1, then it is comprised within the measurement error. No reliable data can 
be obtained this way. One solution that can help to avoid or at least reduce this prob-
lem is to decrease the air flow through the chamber. This action decreases the air 
turn-over of the chamber and lets the leaf affecting more the [CO2] and [H2O] in the 
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chamber. This provokes an increased delta, so we obtain a better precision but 
employing more time to make the measurements. Decreasing the air flow through 
the chamber is especially useful when measuring leaf respiration, plants with 
extreme low photosynthetic rates, or plants under a treatment (water stress, low 
light, low nitrogen, etc.). Since normal operating flows are 500 μmol s−1 (for 6 cm2 
chamber) or 300  μmol  s−1 (for 2  cm2 chamber), consider that the flow can be 
decreased up to 200–150 μmol s−1 depending on the chamber. Lower values would 
affect response time. In certain cases, e.g., for species with low exchange rate such 
as mosses, lower flow values could be attained. Another possible solution is to 
increase the area of measurement by choosing larger leaves.

Why do not work all the time at very low flows? Low flows also increase the 
influence of aside (chamber/surrounding atmosphere) CO2 and H2O exchanges (like 
leaks, typically). The second limit is the risk of condensation inside the chamber. At 
very low flow, the water coming from leaf transpiration can accumulate too much 
inside the chamber (rising air humidity). This accumulation increases the probabil-
ity to reach the dew-point of the chamber (100% relative humidity), thus provoking 
water condensation inside the chamber. Condensation is a dramatic problem for the 
gas exchange user. Condensation will “trap” water inside the chamber inducing a 
wrong estimation of the transpiration rate. Moreover, once the water has condensed 
inside the air circuit of the LI-6400 (chamber, or in another part), it is very hard to 
fully re-evaporate this liquid water to come back to the proper conditions of mea-
surement. If you have problems with condensation in your circuit, you must dry it. 
This can be done by connecting a dry air source to the system (console inlet or head) 
with a vent to avoid over or under-pressure. This can take several hours, overnight 
is recommended.

3.3  Further Considerations and Useful Tips

3.3.1  Leak Corrections

As said above, CO2 (and H2O) exchanges between inside the photosynthesis cham-
ber and the surrounding atmosphere can be present. This is particularly the case 
during A/Ci curves since the chamber (Sample) [CO2] changes dramatically (from 0 
to 2000 μmol CO2 mol−1). Leakage can produce an artifactual photosynthesis rate 
that does not come from the leaf. For example, at low CO2 the CO2 is going from the 
atmosphere to inside the chamber, decreasing the estimate photosynthesis; at high 
CO2, the CO2 is entering from the inside of the chamber to atmosphere, increasing 
the estimate photosynthesis. The importance of the leaks flow will directly depend 
on the morphology of the measured leaf (thickness, regularity of the shape, size of 
leaf’s vein).

In order to compensate this effect, “leaks curves” must be performed. The basic 
idea relies on employing the very same leaf to reproduce the leakage of its surface 
with the gaskets of the chamber, to check for the physical leakage. However, obvi-
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ously, you do not want any biological gas-exchange from the leaf disturbing the 
physical leakage that you want to analyse. So, you can stop the biological gas- 
exchange using different manners: submerge the leaf in boiling water for 2–3 min, 
place in an oven at 110 °C for 1–2 min, or employ an oven for 2–3 min at 110 °C. Any 
case, you must ensure that the tissue is dead (thus no gas-exchange) with a Log with 
fluorescence measurement, and check the value of the ETR. If it is negative, then 
your leaf will not interact with the chamber atmosphere. Obviously, the method 
employed must preserve as much as possible the structure of the leaves to simulate 
the interaction between leaf surface and chamber gaskets that drives the leakage. 
Now place the leaf in the chamber and perform a classical A/Ci curve (ideally the 
same used to measure the functional leaf). The A/Ci curve performed with the dead 
leaf will produce a response curve of apparent photosynthesis (Photo) to the [CO2] 
changes in the chamber (CO2S). This relationship is positive, relatively linear, with 
min and max values of apparent photosynthesis from −1 to 4 μmol m−2 s−1. A trick: 
in theory, the CO2S at which Photo = 0 should correspond to the [CO2] of the sur-
rounding atmosphere at the moment of the measurement. The next step is to calcu-
late the equation of the obtained relationship Photo = a*CO2S + b where a and b are 
the slopes and the intercept of a linear function. This allows calculating the apparent 
photosynthesis (leaks) that occurred during the A/Ci curve performed with the func-
tional leaf, using its own CO2S. The apparent photosynthesis  – or leak, will be 
rested to the measured photosynthesis to obtain the leaf photosynthesis corrected 
for leaks. Keep in mind that any variable calculated from the photosynthesis rate, 
like Ci must be corrected as well. Fortunately, the excel data files (.xls) generated by 
the LI-COR 6400XT recalculate all those variables in consequence.

3.3.2  Correction of the ETR: ΦPSII and ΦCO2 Under Non Photorespiratory 
Conditions

Some parameters, like ETR, need some specific parameterization procedure to be 
correctly estimated. As it was reported previously:

 ETR = * * *PARi PSIIF a b  

where PARi is the incident photosynthetically active radiation, ΦPSII is the quantum 
yield of the PSII, α the leaf absorption (by default 0.87) and β the electrons portion-
ing between PSI and PSII (by default 0.5). There are some methods which estimate 
them separately, but here we will see the main method used to estimate α  *  β 
product.

The aim is to generate a linear relationship between ΦPSII and ΦCO2 under non- 
photorespiratory conditions (low, ~2% O2 atmosphere). The source of variation can 
be light of CO2 (knowing that the CO2 method will need leaks correction). See 
Martins et al. (2013) for an extended description and test of the method. To do so, 
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AN/PAR or AN/Ci curves should be performed by feeding the LI-COR 6400XT with 
air without O2 (typically N2 air-compressed tank). This can be achieved by plugging 
the inlet of the LI-6400 console to a tank of pure N2, with the caution a place vent 
(using a “Y”) between them to do not damage the pump because of overpressure. To 
check that low O2 air truly feeds the leaf, the steady-state photosynthesis at low O2 
should be around 20–30% higher than under 21% O2 (because you are inhibiting the 
photorespiration activity of RubisCO). After checking the increase of photosynthe-
sis (wait ~10 min after plugging to the N2 source), you can start the A/PAR or A/Ci 
curve. Only the very linear part of the relationship will be employed in the calcula-
tions. Once the (positive) linear part of the ΦPSII and ΦCO2 relationship is selected, 
extract the slope to have: α * β = 4/slope.

3.3.3  Physiological “Tricks” to Keep in Mind

Once the machine is well calibrated and the leaf correctly placed in the chamber, 
there are some tricks that you are better to know to ensure that data provided are 
reliable.

 – There is a “general rule” about the proportion of photosynthetic rate and the 
stomatal conductance, for the vast majority of the species. In general, when the 
photosynthesis is ca. 10 μmol m−2 s−1, the gs is about 0.1 mol H2O m−2 s−1. Species 
with high photosynthesis (>20 μmol m−2 s−1) will systematically present high gs 
values (0.2–0.3 mol m−2 s−1). For example, a plant with very high photosynthesis 
cannot have very low gs. The inverse can be more likely (low photosynthesis, 
high gs) but this will be true only for specific species (typically from wet/flooded 
areas, or from shade conditions). Any case, you have plenty of data in the litera-
ture analyzing this relationship (for example Flexas et al. 2013; Gago et al. 2014) 
and, of course, the topic deserves from you a previous search in the literature to 
know reported photosynthetic data of your species.

 – Combining gas-exchange with fluorescence data is very useful to check the ETR/
AN ratio. The theory says that photosynthesis needs at least 4 electrons to fix one 
molecule of CO2 through the Calvin-Benson cycle; so, knowing that the photo-
respiration is also present (and also consuming electrons), the ETR/AN ratio range 
from 8–10 for C3 species (Flexas et al. 2002). For C3 species, low ETR/AN ratio 
indicates that it could be a problem in the estimation of the ETR. Alternatively, if 
you are using thick leaves, it could be an impairment between ETR (collected 
from the upper cell layer of the leaf) and net photosynthesis, that integrates all 
the layer of the leaf. Wrong estimation of α * β product can be the cause, wrong 
estimation of the PAR, or non-saturation of the PSII (too low Fm′ values). Higher 
values of this ratio will indicate stress in your plants as typically CO2  assimilation 
shows a steeper slope reduction under stress than the ETR (Flexas et al. 2002).
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Chapter 5
Chlorophyll Fluorescence: A Practical 
Approach to Study Ecophysiology  
of Green Plants

Amarendra Narayan Mishra

1  Introduction

Photosynthesis is the primary solar harvesting system on earth. The photosynthetic 
process absorbs solar energy and transduces into organic chemical bond energy. 
However, a small fraction of solar insolation on earth is absorbed by photosynthetic 
machinery in plants, cyanobacteria and algae (Falkowski and Raven 2007). A major 
part of incident light is emitted back with a time lag. The process of absorption or 
molecular excitement and emission or de-excitation of photo-excitable molecules is 
a photo- physical process in physical, chemical and biological entities.

The principle of photo-absorption or excitation of molecules follows Planks law 
of ΔE = hv, with ΔE, energy difference between ground and excited state; h, Planck 
quantum; and v, frequency of radiation (Rabinowitch and Govindjee 1969). The 
absorption of a photon by a molecule excites it from the ground state to higher elec-
tronic excited states <10–15 s−1. The excite molecule relaxes back to the ground 
de-excited state by emitting photon. This luminescence from the molecule excited 
to the singlet state to its ground state without any change in the electron spin is 
known as fluorescence. This de-excitation phenomenon takes place in a very short 
time span of less than 10−8 s (Noomnarm and Clegg 2009). The internal vibrational 
loss of energy makes this fluorescence emission energetically lower than the excit-
ing photon (Rabinowitch and Govindjee 1969).

Photosynthetic pigments chlorophylls and carotenoids present in the photosyn-
thetic antenna molecules of the thylakoid membranes of green plants primarily 
absorb light energy (Maxwell and Johnson 2000; Strasser et  al. 2000, 2004; 
Govindjee 2004). Ultimately, the exciton in the pigment bed of photosystems (PSII 
and PSI) is transferred to the reaction center pigments and elicits the  photochemistry 
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or photochemical electron transport in photosystems (Misra et al. 2001a, b, 2012). 
The de-excitation of these pigments in a heterogeneous molecular system in green 
plants follows the above principle of internal decay of excited molecules by fluores-
cence emission, along with additional processes of external pathways like the trans-
fer of excitation energy to another molecule with a similar energy gap and/or 
through the electron transfer from or to another molecule. Such external energy 
transfer processes in photosynthetic light-harvesting antennae and charge separa-
tion in the reaction centers of both PSII and PSI contribute to the decay of the 
excited chlorophyll molecules, which usually low the fluorescence yield in plants 
(Misra et al. 2012). This is how the 30% quantum yield of chlorophyll a fluores-
cence in organic solvent is reduced to 0.6–3% in the complex photosynthetic mate-
rials (Latimer et  al. 1956; Trissl et  al. 1993). Light energy that is absorbed by 
photosynthetic pigments in chloroplasts elicits several competing processes out of 
which the process of photochemistry, and dissipated of heat or emitted as fluores-
cence emission are important for the measurement of quantum efficiency of photo-
synthesis (Fig. 5.1). So, measuring any of these three will give a relative quantitative 
picture about the photosynthetic function of plants under a given environment.

The photosynthetic process in green plants is an end result of two co-operative 
light reactions operating in photosystem PSII and PSI reaction centers (RC) 
(Fig. 5.2) (Misra et al. 2012). The photosynthetic reactions occurring at room tem-
perature show a characteristic Chl a fluorescence from the antenna of PSII with an 
emission peak at 685 nm (F685) (Govindjee 2004). The fast photophysical forma-
tion of excited Chl (Chl*) formation in PSII antenna within few femtoseconds leads 
to a sequence of energy transfer reactions from the antenna (LHC) to the photosyn-
thetic RC. A part of the absorbed photon energy is emitted as fluorescence or is lost 
as heat (Fig. 5.2). The room temperature fluorescence emission by Chl molecules is 
determined by the absorbing Chl molecules, the energy transfer intermediates, and 
the orientation of the fluorescing Chl molecules in the lipo-protein complexes of the 

Incident light energy
(excitation energy) Fluorescence and 

non-photochemical
Energy dissipation

Photosynthesis
(Photochemistry)

Fig. 5.1 Light energy 
absorption in green leaf, 
which induces 
photochemistry of 
photosynthesis (green 
color) and dissipated of 
heat or emitted as 
fluorescence emission (in 
red color). The quantum 
efficiency of 
photosynthesis can be 
measured by measuring 
these light absorption and 
emission phenomena
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thylakoid membrane, redox state of the donors and acceptors of photosystems, and 
thylakoid stacking, etc. (Strasser et al. 2005). In green plants, Chl fluorescence is the 
most widely used parameter for monitoring the modulation and alterations in the 
photosynthetic process/systems under stress (Misra et al. 2012).

There are different types of fluorescence measurements used under different type 
of study and the suitability of the photosynthetic system. The analysis of Chl fluo-
rescence intensity, peak, bandwidth, etc., gives an insight to the structure and func-
tion of the photosynthetic system, energy transducing and the pigment protein 
architecture in the green plants under stress or non-stress conditions. Despite of the 
fact that there are several Chl fluorescence measurement methods (for details see 
Misra et al. 2012; Kalaji et al. 2014, 2017a, b), in the following sections only the 
most used common methods are described for the ease of understanding and routine 
use by the researchers of environmental physiology. Mostly, the non-destructive 
method of measurement of Chl fluorescence is described. This method is used for 
measurement of aquatic, forest, terrestrial, including desert, productivity (Misra 
et al. 2012; Kalaji et al. 2014, 2017a, b).

In the last decade, the exploitation of this non-destructive technique in field 
experiments have paved way to an ease of working and interpreting the Chl fluores-
cence data for stress studies in eco-physiology (Misra et al. 2012; Kalaji et al. 2014, 
2017a, b). The literature that cites the maximum number of publications is in the 
field of ‘photo-inhibition’, which is defined as the decrease in the quantum yield of 
primary photochemical reaction (photochemistry) of dark-adapted samples or the 
open reaction centers of PSII, measured by the Fv/Fm. The variable fluorescence to 
maximum fluorescence measure is a widely used parameter and invariably in most 
of the stress factors this is found to be the most sensitive parameter (Misra et al. 
2001a, b, 2007, 2011, 2012). Besides these uses, Chl fluorescence can be used as a 
sensitive parameter for biosensors in photosynthetic system using thylakoid mem-

Fig. 5.2 Cooperativity between photosystem II (PSII) and photosystem I (PSI). (Adapted from 
Schreiber et al. 1994)
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branes as the transducer (Koblizek et al. 1998; Misra et al. 2003, 2006, 2011; Giardi 
and Pace 2005; Dobrikova et al. 2009; Vladkova et al. 2009, 2011; Apostolova et al. 
2011; Rashkov et al. 2012). The continuous improvement of the Chl fluorescence 
measuring gadgets, its portability and miniaturization, quick and thousand of simul-
taneous data acquisition helped the field workers to use this non-destructive and 
non-invasive method for various uses in land, air and water with a wider utility and 
greater accuracy within a defined short time span (Misra et al. 2012; Kalaji et al. 
2014, 2017a, b).

The portable methods of Chl fluorescence so far used by field researchers in 
plant biology and agriculture, forestry and aquatic science are:

 1. Room temperature fluorescence.
 2. Fast Chl fluorescence.
 3. Pulse amplitude modulation, PAM, fluorometry.

2  Room Temperature Fluorescence

The Chl fluorescence emission at room temperature is a net result of dark reduction 
of plastoquinone, heat dissipation, linear and cyclic electron flow, and leakage of 
electrons from the thylakoid. The Chl fluorescence intensity at room temperature is 
also taken as quantitative measure of the Chl content in leaves (Buschmann 2007). 
The room temperature Chl fluorescence at 685 nm is by PSII and at 720–740 nm is 
by PSI. Usually, the room temperature Chl fluorescence is at 685 nm whereas the 
low temperature (77 K) fluorescence is at 735 nm (Fig. 5.3).

The fluorescence emission is usually measured at right angle (90°) to the photo- 
excitating light at the blue or red band of the spectrum or with a saturating pulse of 

Fig. 5.3 Chlorophyll 
fluorescence emission 
spectrum at room 
temperature and 77 K
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visible (white) light. The fluorescence yield is lowered by photochemical charge 
separation and/or dissipation of excess energy as heat.

3  Fast Chlorophyll Fluorescence Kinetics

In a dark adapted photosynthetic material, in which the duration of darkness is suf-
ficient to bring down all the RC Chl molecules to their ground state, otherwise 
called ‘open RC, Chl a fluorescence is emitted in a transient manner giving rise to 
an ‘induction curve’ named as Kautsky curve (Kautsky and Hirsh 1931). This 
induction curve under continuous light has a fast exponential phase lasting less than 
a second and a slow decay lasting for few minutes. The fast phase gives rise to the 
OJIP’ fluorescence transients (Fig. 5.4) and a detailed computational analysis taking 
into consideration several theoretical assumptions gives rise to the derived photo-
synthetic parameters as described by Strasser et al. (2004) and Stirbet and Govindjee 
(2011) (for details see Misra et al. 2012). The fast phase is one of most widely stud-
ied in stress physiology. However, the slow phase or the SMT’decay is also studied 
for specific purposes such as energy transduction, or State transition etc. (Stirbet 
and Govindjee 2011; Bernet et al. 2018).

Instruments for the measurement of OJIP or SMT inductions are manufactured 
by Hansatech (UK), PSI (Czech) and few other manufacturers.

Nomenclature and definitions for ‘OJIP’curve: O is for origin or F0 level of Chl 
fluorescence at 20–50 μs, J at 2 ms, I at 30 ms, and P at 200 ms is the peak or maxi-
mal fluorescence otherwise known as FM. There are several intermediate peaks 
reported in foraminifers, zooxanthellae and lichens and are designated as G and H 

Fig. 5.4 A typical Kautsky 
curve of a green leaf and 
the exponential ‘OJIP’ 
curve. The timeline for 
O-J-I-P fluorescence peaks 
are shown in below the 
curve and corresponding 
fluorescence nomenclature 
is given above OJIP 
nomenclature. These 
fluorescence intensity at 
different time scales of 
OJIP are taken for 
calculations and deriving 
the photosynthetic 
parameters as shown in 
Table 5.1
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or P peak (Tsimilli-Michael et al. 1998; Ilik et al. 2006). A K peak at around 300 μs 
is reported as a result of heat-stress to photosynthetic materials (Guisse et al. 1995; 
Srivastava et al. 1995, 1997; Strasser 1997; Misra et al. 2001b, 2007). The G peak 
is proposed to be originating as a result of an early activation of the FNR or 
Fd-NADP reductase (Ilik et al. 2006).

The OJIP transient is used routinely by authors for the measurement of photo-
chemical quantum yield of PSII, and the electron transport properties within PSII. It 
is routinely used to monitor the modulation of structure, function and architecture 
of photosynthetic apparatus under normal and climatic (environmental) stress con-
ditions as well for titrating photosynthetic inhibitors like pesticides and herbicides 
or agrochemicals (Misra et al. 2012).

The open RC of the photosynthetic materials kept in darkness does not elicit any 
electron transport in dark and so the acceptor side of PSII, i.e. QA remains in the 
oxidized state and the Chl fluorescence emission is zero (‘O’) or called F0. When the 
open RC is excited with a strong intensity of light that theoretically excite almost all 
the Chl molecules in the thylakoid membranes elicits a fast electron flow within 
2 ms giving rise to a transient rise of fluorescence from ‘O’ to ‘J’. Subsequently 
relatively slow phases of J–I and I–P transients arise. The P level of fluorescence 
(FM) occurs within 1 s and represents the closed PSII centers with complete reduc-
tion of QA molecules, which drive a saturating electron flow on the acceptor side of 
PSII (Schansker et al. 2005; Misra et al. 2012; Kalaji et al. 2014, 2017a, b). The 
measurement of parameters derived from the Chl fluorescence induction curve com-
monly uses F0 or FM values. The difference these two, known as FV is used to mea-
sure the most widely used photosynthetic measured parameter FV/FM ratio or the 
maximum quantum yield of primary photochemistry of PSII (Butler and Kitajima 
1975). In a healthy leaf FV/FM value is between 0.78–0.84 (Bjorkman and Demmig 
1987). Strasser and his group extensively analyzed the OJIP induction curves and 
derived an exhaustive list of Chl a fluorescence parameters, which are summarized 
in Table 5.1.

4  Pulse Amplitude Modulated (PAM) Fluorescence

Another widely used Chl fluorescence technique is the pulse modulated fluores-
cence measurement method described by Schrieber et  al. (1986). This technique 
uses photochemical quenching parameters using saturation pulse illumination of 
photosynthetic material, gradually reducing the acceptor side of PSII and inducing 
the electron transport in the thylakoid membrane (Schreiber et al. 1986; Schreiber 
2004; Misra et al. 2012; Kalaji et al. 2014, 2017a, b). The ground fluorescence (Fo) 
of dark-adapted leaf is measured by a weak modulating light (ML) and a saturating 
pulse (SP) (about 8000 μmol m−2 s−1 for 0.6–1 s) light raises the fluorescence to the 
maximum level, Fm. As the fluorescence measurements are done in saturating pulse 
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Table 5.1 JIP parameters proposed by Strasser et al. (2004, 2010) and modified by Stirbet and 
Govindjee (2011)

Information selected from the fast OJIP fluorescence induction (data necessary for the 
calculation of the so-called JIP parameters)

Fo = F20μs or F50μs Initial fluorescence after the onset of actinic illumination
F300μs Fluorescence value at 300 μs
FJ ≡ F2ms Fluorescence value at 2 ms (J-level)
FI ≡ F30ms Fluorescence value at 30 ms (I-level)
FP(≡FM) Fluorescence maxima under saturating illumination
tFmax Time to reach FM

Area Area under Fo and FM

Vv = Ft – Fo Variable Chl fluorescence
FV = FM – Fo Maximum variable Chl fluorescence
Vt = (Ft – Fo)/(FM – Fo) Relative variable Chl fluorescence
Mo = (dV/dt)o = 4 ms−1. (F300μs – Fo)/
(FV)

Value of the initial slope of curve under Vt

Sm = Area/FV Normalized area (proportional to the number of 
reduction and oxidation of one QA-molecules or the 
number of electron carriers per electron transport chain)

Quantum yields and efficiencies
φPo ≡ Jo

TR/JABS = 1 – Fo/FM Maximum quantum yield of primary PSII 
photochemistry

φPt ≡ JTR/JABS = 1 – Ft/FM  
= φPo – (1 – Vt)

Quantum yield of primary PSII photochemistry

φETo ≡ Jo
ET2/JABS = 1 – FJ – FM = φPo. 

(1 −VJ)
Quantum yield of the electron transport from QA to QB

φRE1o ≡ Jo
RE1/JABS = 1 – F1/FM φPo. (1 

− VI)
Quantum yield of the electron transport upto the PSI 
electron acceptors

ψET2o ≡ Jo
ET2/Jo

TR = 1 – VJ Efficiency of trapped electron transfer from QA to QB

ψET1o ≡ Jo
RE1/Jo

TR = 1 – VI Efficiency of electron transfer from PSII to PSI 
acceptors

δRE1o ≡ Jo
RE1/Jo

ET2 = (1 – VI)/(1-Vj) Efficiency of electron transfer from QB to PSI acceptors
Specific energy fluxes (per active PSII RC)
JABS/RC = (Mo/VJ). (1/φPo) Absorbed photon flux per PSII RC (apparent antenna 

size of active PSII)
γRC2 = ChlRC/Chltot Probability that a PSII Chl functions as RC
RC/JABS = φPo. VJ/Mo = γRC2/(1 – γRC2) Number of QA reducing RCs per PSII antenna Chl
Jo

TR/RC = Mo/VJ Maximum trapped exciton flux per PSII
Jo

ET2/RC = (Mo/VJ). (1 – VJ) Electron transport from QA to QB per PSII RC
Jo

RE1/RC = (Mo/VJ). (1 – VI) Electron transport to PSI acceptors per PSII RC
Phenomenological energy fluxes (per CSo)
JABS/CSo = Fo or JABS/CSM = FM Absorbed photon flux per cross section (apparent PSII 

antenna size)
RC/CS = (RC/JABS). (JABS/CS) The number of active PSII RCs per cross section

(continued)
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of light, it allows one to measure the maximum quantum efficiency of photosystem 
II (PSII) primary photochemistry (Fv/Fm) or the ‘intrinsic quantum yield’ (Kitajima 
and Butler 1975). After the first light pulse the actinic light (AL) is switched on and 
the SP is turned on repeatedly. This induced Fm′ (Fm at light adapted state). After the 
initial increase of Fm′ with few SP, it starts declining. The initial phase of rise in 
fluorescence in light adapted state is called ‘photochemical quenching’ which helps 
in generating reductants to ultimately reduce CO2 in leaves (van Kooten and Snell 
1990; Edwards and Baker 1993). Sequential SP interrupted with dark period gradu-
ally reduces the intensity of fluorescence emission and is commonly known as ‘non- 
photochemical quenching’ or NPQ (Walter and Horton 1991; Johnson et al. 1993; 
Niyogi et al. 1997; Oxbrough and Baker 1997). A typical PAM fluorescence mea-
surement is shown in Fig. 5.5.

The PAM fluorescence measurement systems are manufactured and marketed by 
Walz (Germany). There are several models of PAM instruments and can be used as 
per the user preferences. The calculation of quenching parameters and the terminol-
ogy suggested by van Kooten and Snell (1990) and then modified by Maxwell and 
Johnson (2000) and Baker (2008) is given below. The details of the quenching 
parameters calculated from the PAM fluorescence measurements are given in 
Table 5.2.

Table 5.1 (continued)

Information selected from the fast OJIP fluorescence induction (data necessary for the 
calculation of the so-called JIP parameters)

Jo
TR/CS = (Jo

TR/JABS). (JABS/CS) Maximum trapped exciton flux per cross section
Jo

ET2/CS = (Jo
ET2/JABS). (JABS/CS) Electron transport from QA to QB per cross section

Jo
RE1/CS = (Jo

RE1/JABS). (JABS/CS) Electron transport flux until PSI acceptors per cross 
section

Performance index
PIABS = [γRC2/(1 – γRC2)].[φPo/(1 
− φPo)].[ψET2o/(1 − ψET2o)]

Performance index for energy conservation from 
photons absorbed by PSII antenna, to the reduction of 
QB

PIABS
tota = PIABS. [δRE1o/(1 − δRE1o)] Performance index for energy conservation n from 

photons absorbed by PSII antenna, until the reduction of 
PSI acceptors

PICSo
total = Fo. PIABS

total; PICSM
total = FM. 

PIABS
total

Performance index on cross section basis

Driving forces (for photochemical activity)
DFABS

total = log(PIABS
total) Driving force on absorption basis

DFCS
total = log(PICS

total) Driving force on cross section basis
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4.1  Method

The Fo measurement of the dark adapted (10–30 min) sample is measured with a 
low intensity modulating light (ML) and then a saturation pulse (SP) of light, which 
is high enough to theoretically completely close all the primary electron acceptors 
(QA) in PSII by completely reducing PSII RC, resulting in Fm. After the first SP, an 

Fig. 5.5 A typical PAM 
fluorescence signal of a 
leaf disc. The fluorescence 
in dark-adapted leaves are 
denoted by F and in the 
light adapted state F′ are 
recorded and different 
quenching parameters are 
measured. (Adapted from 
Misra et al. 2012)

Table 5.2 The commonly used photochemical and non-photochemical quenching parameters 
derived from PAM fluorescence

Parameter Definition

Photochemical quenching parameters
Fv/Fm = (Fm − Fo)/Fm Maximum quantum efficiency of PSII photochemistry
Fq′/Fm′ = ΔF/Fm′ = (Fm′ 
− F′)/Fm′

Photochemical quenching or Genty parameter or the 
quantum efficiency of PSII photochemistry in the light 
adapted state

qP = Fq′/Fv′ = (Fm − F)/(Fm 
− Fo′)

Coefficient of photochemical quenching

qL = qP(Fo′/F′) Photochemical quenching parameter or the fraction of open 
PSII RC

1 − qP Proportion of closed centers or the “excitation pressure”
ETR = Fq′/Fm′·PFD·αL·(PSII/
PSI)

Electron transport rate (ETR) in PSII

Non-photochemical quenching parameters
qN = Fm – Fm′/Fm − Fo Coefficient of nonphotochemical fluorescence quenching
NPQ = (Fm – Fm′)/
(Fm′) = (Fm/Fm′) − 1

Rate constant for excitation quenching by regulated thermal 
dissipation (k’N). It is the sum total for the photo-protective 
mechanisms (qE), state transition quenching (qT) and
Photo-inhibition (qI) i.e. NPQ = qE + qT + qI

For details refer Misra et al. (2012) and Kalaji et al. (2014, 2017a, b)
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actinic light (AL) is turned on and the fluorescent signal declines slowly. This is 
ascribed to the onset of CO2 fixation and the fluorescence emission reaches a steady 
state. During this period, photochemical quenching occurs, which is a measure of 
open PSII centers, photo-protective non-photochemical quenching and heat dissipa-
tion. Saturation pulses during steady state photosynthesis gives rise to maximal 
fluorescence in light adapted state Fm′.

5  Changes of Fluorescence Parameters Under Stress 
Conditions

A decrease in the maximum quantum efficiency of PSII calculated by the ratio of 
Fv/Fm is commonly known as ‘photo-inhibition’. It decreases with lowering of Fm 
and/or increase in Fo. The dissociation of LHCII from the PSII core complex usu-
ally results in an increase in Fo (Misra et al. 2001a, b; Misra and Terashima 2003; 
Misra et al. 2007). Under stressful conditions, Fv/Fm is used commonly to mea-
sure the extent of photoinhibition of photosynthesis. However, an increase in NPQ 
under stress conditions also induces a decrease in Fv/Fm. So this quantification 
under the conditions of increasing NPQ can be erroneous. Interestingly, during 
photoinhibitory conditions, NPQ value can decreases due to low Fm (Misra et al. 
2006, 2011). qP is defined as the coefficient of photochemical fluorescence 
quenching and is a measure of the fraction of open PSII reaction centers (van 
Kooten and Snel 1990). 1 − qP, reflects the “excitation pressure” on PSII (Maxwell 
et al. 1994; Misra et al. 2006, 2011). The excitation pressure also increases under 
adverse environmental conditions. ETR of PSII is the total sum of carbon fixation, 
photorespiration, nitrate assimilation, and Mehler reaction. A perturbation in any 
of these parameters affects ETR and so under stress conditions the ETR decreases 
drastically (Misra et al. 2012). NPQ is a measure of heat dissipation and is taken 
as a mechanism of photo- protection, state transition, and photo-inhibition (Krause 
and Weis 1991; Muller et al. 2001; Finazzi et al. 2006). NPQ occurs at low light 
intensity also. But under stress such as high light intensity or photoinhibition, 
salinity, heavy metal toxicity, drought or chilling (low temperature) NPQ value 
increases. So, a decrease in Fv/Fm or an increase in NPQ is taken as a stress index. 
The increase in NPQ under photo- inhibitory conditions is partly regulated by the 
‘Xanthophyll cycle’ (Bilger and Björkman 1990; Misra et al. 2006, 2011). The 
details of the stress-induced changes in fluorescence parameters are summarized 
in Tables 5.3 and 5.4 respectively for fast Chl fluorescence (OJIP) and PAM fluo-
rescence parameters.
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Table 5.3 Effect of abiotic stress on the changes in fast Chl fluorescence (OJIP) parameters

Environmental 
stress Changes in fluorescence parameters References

Photoinhibition Decrease in quantum efficiency of 
photochemistry Fv/Fm, qP, FV/FM is the 
most widely characterized parameter. This 
is also taken as an indicator for stress 
induced photoinhibition in chloroplasts.

Srivastava et al. (1995) and 
Misra et al. (2001a, b)

Heat/high 
temperature

Significant increase in Fo, ET efficiency 
decreased.

Sharkey and Schrader (2006) 
and Mathur et al. (2014)

Reduced QA/RC and QB
− to QA

− Kalaji et al. (2016)
FV/FM decreased, Fm decreased, Fo 
increased

Misra et al. (2001b), Chen 
et al. (2009), Mathur et al. 
(2011a, b) and Brestic et al. 
(2013)

K peak Srivastava and Strasser (1995), 
Strasser et al. (2000) and 
Laza’r (2006)

Performance index (PI) decreased Misra et al. (2001b), Stefanov 
et al. (2011), Brestic et al. 
(2012) and Brestic and Zivcak 
(2013)

Chilling/low 
temperature

Short duration protects PSII photochemistry 
and so the fluorescence parameters

Misra et al. (2001b)

Drought/water 
stress

PI decreases Oukarroum et al. (2007), 
Zivcak et al. (2008), Boureima 
et al. (2012), Guha et al. 
(2013), Jedmowski et al. 
(2013) and Zivcak et al. 
(2014a)

Increase of ABS/RC due to inactivation of 
PSII RCs and/or an increase in antenna 
size.

Van Heerden et al. (2007) and 
Gomes et al. (2012)

Decrease in I-P amplitude Oukarroum et al. (2009) and 
Ceppi et al. (2012)

Salinity Decreased Fv/Fm, increase in DI. Reduced 
PSII efficiency in light, electron transport 
chain efficiency, and the efficiency of PSII 
open reaction centers in light, more damage 
to donor side than acceptor side

Misra et al. (2001a,b) and Yang 
et al. (2008)
He et al. (2009) and Zhang and 
Sharkey (2009)
Mehta et al. (2010) and 
Singh-Tomar et al. (2012)

(continued)
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Table 5.3 (continued)

Environmental 
stress Changes in fluorescence parameters References

Nutrient 
deficiency

N deficiency: decreased photochemical 
efficiency and RC.

Redillas et al. (2011) and Li 
et al. (2012)
Dudeja and Chaudhary (2005)

N supplement: increased PI Van Heerden et al. (2004), Li 
et al. (2012) and Zivcak et al. 
(2014b)

P deficiency: decreased photochemical 
efficiency Fv/Fm

Kruger et al. (1997), Tsimilli- 
Michael and Strasser (2008) 
and Schweiger et al. (1996)

Calcium deficiency: decreased 
photochemical efficiency Fv/Fm

Misra et al. (2001a, b), 
Lauriano et al. (2006) and Liu 
et al. (2009)

Magnesium deficiency Smethurst et al. (2005)
Iron deficiency Molassiotis et al. (2006)
Nutrient [N, P, K, Ca, S, Mn, Cu, Fe, etc.] 
deficiency: Decrease in Fv/Fm, φPo, φEo, 
ψEo

Baker and Rosenquist (2004) 
and Kalaji et al. (2014a, 2017a, 
b)

Heavy metal 
(excess/toxicity)

Cd: decrease in Fv/Fm, RC/CS, ETO/CS, and 
in the activity of OEC

Janeczko et al. (2005) and Han 
et al. (2009)

Pb: decrease in I-P intensity, appearance of 
K peak. High abs and DI, low TR and ET

Kalaji and Łoboda (2007)
Laza’r and Jablonsky (2009)

Al: decrease in Fv/Fm, RC/CS, ETO/CS, and 
in the activity of OEC, decrease in I-P 
intensity, appearance of K peak. High abs 
and DI, low TR and ET

Jiang et al. (2009)

Bo Oz et al. (2014)
UV radiation UV-C: increase in effective antenna size of 

active RC, DI flux and decrease in Fv/Fm, 
ET and TR, PI

Beneragama et al. (2014)

UV-B: decrease in Fv/Fm, ET0/TR0, TR0/
ABS. Increase in DIo/RC, increased Fo 
level

Aguilera et al. (1999), Wobeser 
et al. (2000) and Albert et al. 
(2005)
Force et al. (2003)

Decrease in φPo Manes et al. (2001), Nussbaum 
et al. (2001) and Paoletti et al. 
(2004)
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Table 5.4 Effect of abiotic stress on the changes in PAM Chl fluorescence parameters

Environmental 
stress

Changes in fluorescence 
parameters References

Photoinhibition Decrease in Fv/Fm, 
photochemical quenching (qP, 
ΦP, ΦII) and increase in 
non-photochemical quenching 
(qN, NPQ).

Bilger and Björkman (1990) and Frank et al. 
(1994); Horton et al. (1994), Demmig- 
Adams et al. (1996), Fracheboud and Leipner 
(2003) and Misra et al. (2003, 2006, 2011)

Heat/high 
temperature

Increase in Fo, decrease in the 
quantum efficiency of PSII, 
increase in NPQ

Schreiber and Berry (1977), Bilger and 
Björkman (1990), Krause and Weis (1991), 
Yamane et al. (1997), Muller et al. (2001), 
Fracheboud and Leipner (2003), Finazzi 
et al. (2006), Suzuki et al. (2011), Schreiber 
et al. (2012) and Dankov et al. (2014)

Chilling/low 
temperature,

Short duration protects PSII 
photochemistry and so the 
fluorescence parameters. But 
long duration causes damage 
to PSII.

Fryer et al. (1998), Fracheboud and Leipner 
(2003) and Yang et al. (2008).

Drought/water 
stress

Decrease in the quantum 
efficiency of PSII, increase in 
NPQ

Fracheboud and Leipner (2003)

Salinity Decrease in Fv/Fm, increase in 
NPQ reduced PSII efficiency 
in light, ETR, and the 
efficiency of PSII open 
reaction centers in light

Misra et al. (2003, 2006, 2011)

More damage to donor side 
than acceptor side

Heavy metals e.g. Cu decreases Fv/Fm, qP, 
increase NPQ

Dobrikova et al. (2009)

UV radiation UV-B: Decrease in Fv/Fm, qP 
and increase in NPQ of 
mesophilic green algae and 
cyanobacteria

Apostolova et al. (2014)

Nitric oxide SNP enhances PSII 
photochemistry

Vladkova et al. (2011) and Misra et al. 
(2014)
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6  Conclusion

Fluorimetric techniques are extensively used for estimating plant productivity and 
photosynthetic efficiency in agriculture, horticulture, forestry and marine/aquatic 
environment under stress or non-stress conditions (for recent reviews refer Misra 
et al. 2012; Kalaji et al. 2014, 2017a, b). The use of fast Chl fluorescence and PAM 
fluorimetry in plant stress studies is exhaustive. The most widely studied stress and 
the common stress effect in plants is the ‘photoinhibition of photosynthesis’. Our 
group used chlorophyll fluorescence as sensitive parameter for developing biosen-
sors (Koblizek et al. 1998; Misra et al. 2003, 2006, 2011; Giardi and Pace 2005; 
Dobrikova et al. 2009; Vladkova et al. 2009, 2011; Apostolova et al. 2011; Rashkov 
et al. 2012).

The improvement on the size and efficacy of data acquisition is one of the pri-
mary needs of the day for field workers to use Chl fluorescence studies, along with 
other tools for global productivity studies in the changing environment (Misra et al. 
2012).

References

Aguilera J, Jimenez C, Figueroa FL, Lebert M, Hader DP (1999) Effect of ultraviolet radia-
tion on thallus absorption and photosynthetic pigments in the red alga Porphyra umbilicalis. 
J Photochem Photobiol B Biol 48:75–82

Albert KR, Mikkelsen TN, Ro-Poulsen H (2005) Effects of ambient versus reduced UV-B radia-
tion on high arctic Salix arctica assessed by measurements and calculations of chlorophyll-a 
fluorescence parameters from fluorescence transients. Physiol Plant 124:208–226

Apostolova E, Dobrikova AG, Rashkov GD, Dankov KG, Vladkova RS, Misra AN (2011) 
Prolonged sensitivity of immobilized thylakoid membranes in cross-linked matrix to atrazine. 
Sensors Actuators B 156:140–146

Apostolova EL, Rashkov G, Misra AN, Pouneva I, Dankov K (2014) Effect of UV-B radiation on 
photosystem II functions in Antarctic and mesophilic strains of a green alga Chlorella vulgaris 
and a cyanobacterium Synechocystis salina. Indian J Plant Physiol 19:111–118

Baker NR (2008) Chlorophyll fluorescence: a probe of photosynthesis in vivo. Annu Rev Plant 
Biol 59:659–668

Baker NR, Rosenqvist E (2004) Applications of chlorophyll fluorescence can improve crop pro-
duction strategies: an examination of future possibilities. J Exp Bot 55:1607–1621

Beneragama CK, Balasooriya BLHN, Perera TMRS (2014) Use of O-J-I-P chlorophyll fluores-
cence transients to probe multiple effects of UV-C radiation on the photosynthetic apparatus of 
Euglena. Int J Appl Sci Biotechnol 2:553–558

Bernat G, Steinbach G, Kaňa R, Govindjee MAN, Prašil O (2018) On the origin of the slow M–T 
chlorophyll a fluorescence decline in cyanobacteria: interplay of short-term light-responses. 
Photosynth Res 136:183. https://doi.org/10.1007/s11120-017-0458-8

Bilger W, Björkman O (1990) Role of the xanthophyll cycle in photoprotection elucidated by 
measurements of light-induced absorbance changes, fluorescence and photosynthesis in leaves 
of Hedera canariensis. Photosynth Res 25:173–185

A. N. Mishra

https://doi.org/10.1007/s11120-017-0458-8


91

Bjorkman O, Demmig B (1987) Photon yield of O2 evolution and chlorophyll fluorescence charac-
teristics at 77 K among vascular plants of diverse origins. Planta 170:489–504

Boureima S, Oukarroum A, Diouf M, Cisse N, Van Damme P (2012) Screening for drought toler-
ance in mutant germplasm of sesame (Sesamum indicum) probing by chlorophyll a fluores-
cence. Environ Exp Bot 81:37–43

Brestic M, Zivcak M (2013) PSII Fluorescence techniques for measurement of drought and high 
temperature stress signal in crop plants: protocols and applications. In: Molecular stress physi-
ology of plants. Springer, Berlin, pp 87–131

Brestic M, Zivcak M, Kalaji MH, Carpentier R, Allakhverdiev SI (2012) Photosystem II ther-
mostability in situ: environmentally induced acclimation and genotype-specific reactions in 
Triticum aestivum L. Plant Physiol Biochem 57:93–105

Brestic M, Zivcak M, Olsovska K, Repkova J (2013) Involvement of chlorophyll a fluorescence 
analyses for identification of sensitiveness of the photosynthetic apparatus to high temperature 
in selected wheat genotypes. In: Photosynthesis research for food, fuel and the future. Springer, 
Berlin, pp 510–513

Buschmann C (2007) Variability and application of the chlorophyll fluorescence emission ratio 
red/far-red of leaves. Photosynth Res 92:261–271

Butler WL, Kitajima M (1975) Fluorescence quenching in photosystem II of chloroplasts. Biochim 
Biophys Acta 376:116–125

Ceppi MG, Oukarroum A, Cicek N, Strasser RJ, Schansker G (2012) The IP amplitude of the 
fluorescence rise OJIP is sensitive to changes in the photosystem I content of leaves: a study 
on plants exposed to magnesium and sulfate deficiencies, drought stress and salt stress. Physiol 
Plant 144:277–288

Chen LS, Li P, Cheng L (2009) Comparison of thermotolerance of sun-exposed peel and shaded 
peel of ‘Fuji’ apple. Environ Exp Bot 66:110–116

Dankov K, Rashkov G, Misra AN, Apostolova EL (2014) Temperature sensitivity of photosystem 
II in isolated thylakoid membranes from fluridone treated pea leaves. Turk J Bot 39:420–428. 
https://doi.org/10.3906/bot-1407-46

Demmig-Adams B, Gilmore AM, Adams WW III (1996) In vivo functions of carotenoids in higher 
plants. FASEB J 10:403–412

Dobrikova A, Vladkova R, Rashkov G, Busheva M, Taneva SG, Misra AN, Apostolova E (2009) 
Assessment of sensitivity of photosynthetic oxygen evolution and chlorophyll florescent 
parameters to copper for use in biosensors. C R Acad Bulg Sci 62:723–728

Dudeja SS, Chaudhary P (2005) Fast chlorophyll fluorescence transient and nitrogen fixing ability 
of chickpea nodulation variants. Photosynthetica 43:253–259

Edwards GE, Baker NR (1993) Can CO2 assimilation in maize leaves be predicted accurately from 
chlorophyll fluorescence analysis? Photosynth Res 37:89–102

Falkowski PG, Raven JA (2007) Aquatic photosynthesis, 2nd edn. Princeton University Press, 
Princeton, 484 pp

Finazzi G, Johnson GN, Dall’Osto L, Zito F, Bonente G, Bassi R, Wollman FA (2006) Non- 
photochemical quenching of chlorophyll fluorescence in Chlamydomonas reinhardtii. 
Biochemistry 45:1490–1498

Force L, Critchly C, Van Rensen JJS (2003) New fluorescence parameters for monitoring photo-
synthesis in plants. 1. The effect of illumination on the fluorescence parameters of the JIP-test. 
Photosynth Res 78:17–33

Fracheboud Y, Leipner J (2003) The application of chlorophyll fluorescence to study light, tem-
perature, and drought stress. In: JR DE, PMA T (eds) Practical applications of chlorophyll 
fluorescence in plant biology. Kluwer Academic Publishers, Dordrecht, pp 125–150

Frank HA, Cua A, Chynwat V, Young A, Gosztola D, Wasielewski MR (1994) Photophysics of 
the carotenoids associated with the xanthophyll cycle in photosynthesis. Photosynth Res 
41:389–395

5 Chlorophyll Fluorescence: A Practical Approach to Study Ecophysiology of Green…

https://doi.org/10.3906/bot-1407-46


92

Fryer MJ, Andrews JR, Oxborough K, Blowers DA, Baker NR (1998) Relationship between CO2 
assimilation, photosynthetic electron transport, and active O2 metabolism in leaves of maize in 
the field during periods of low temperature. Plant Physiol 116:571–580

Giardi MT, Pace E (2005) Photosynthetic proteins for technological applications. Trends Biotech 
23:257–263

Gomes MTG, da Luz AC, dos Santos MR, Batitucci MDCP, Silva DM, Falqueto AR (2012) 
Drought tolerance of passion fruit plants assessed by the OJIP chlorophyll a fluorescence tran-
sient. Sci Hortic 142:49–56

Govindjee (2004) Chlorophyll a fluorescence: a bit of basics and history. In: Papageorgiou GC, 
Govindjee (eds) Chlorophyll a fluorescence: a signature of photosynthesis. Advances in photo-
synthesis and respiration, vol 19. Springer, Dordrecht, pp 1–41

Guha A, Sengupta D, Reddy AR (2013) Polyphasic chlorophyll a fluorescence kinetics and leaf 
protein analyses to track dynamics of photosynthetic performance in mulberry during progres-
sive drought. J Photochem Photobiol B 119:71–83

Guisse B, Srivastava A, Strasser RJ (1995) The polyphasic rise of the chlorophyll a fluorescence 
(OKJIP) in heat stressed leaves. Arch Sci Geneve 48:147–160

Han S, Tang N, Jiang H-X, Yang L-T, Li Y, Chen L-S (2009) CO2 assimilation, photosystem II 
photochemistry, carbohydrate metabolism and antioxidant system of citrus leaves in response 
to boron stress. Plant Sci 176:143–153

He Y, Zhu Z, Yang J, Ni X, Zhu B (2009) Grafting increases the salt tolerance of tomato by 
improvement of photosynthesis and enhancement of antioxidant enzymes activity. Environ 
Exp Bot 66:270–278

Horton P, Ruba AV, Walters RG (1994) Regulation of light harvesting in green plants. Plant Physiol 
106:415–420

Ilik P, Schansker G, Kotabova E, Vaczi P, Strasser RJ, Bartak M (2006) A dip in the chlorophyll 
fluorescence induction at 0.2–2 s in Trebouxia-possesing lichens reflects a fast reoxidation of 
photosystem I. A comparison with higher plants. Biochim Biophys Acta 1757:12–20

Janeczko A, Koscielniak J, Pilipowicz M, Szarek-Lukaszewska G, Skoczowski A (2005) Protection 
of winter rape photosystem 2 by 24-epibrassinolide under cadmium stress. Photosynthetica 
43:293–298

Jedmowski C, Ashoub A, Brüggemann W (2013) Reactions of Egyptian landraces of Hordeum 
vulgare and Sorghum bicolor to drought stress, evaluated by the OJIP fluorescence transient 
analysis. Acta Physiol Plant 35:345–354

Jiang H–X, Tang N, Zheng J–G, Chen L-S (2009) Antagonistic actions of boron against inhibitory 
effects of aluminum toxicity on growth, CO2 assimilation, ribulose-1,5-bisphosphate carboxyl-
ase/oxygenase, and photosynthetic electron transport probed by the JIP-test, of Citrus grandis 
seedlings. BMC Plant Biol 9:102

Johnson GN, Yong AJ, Scholes JD, Horton P (1993) The dissipation of excess excitation energy in 
British plant species. Plant Cell Environ 16:673–679

Kalaji HM, Łoboda T (2007) Photosystem II of barley seedlings under cadmium and lead stress. 
Plant Soil Environ 53:511–516

Kalaji HM, Schansker G, Ladle RJ, Goltsev V, Bosa K, Allakhverdiev SI, Brestic M, Bussotti 
F, Calatayud A, Dąbrowski P, Elsheery NI, Ferroni L, Guidi L, Hogewoning SW, Jajoo A, 
Misra AN, Nebauer SG, Pancaldi S, Penella C, Poli DB, Pollastrini M, Romanowska-Duda 
ZB, Rutkowska B, Serôdio J, Suresh K, Szulc W, Tambussi E, Yanniccari M, Zivcak M (2014) 
Frequently asked questions about in vivo chlorophyll fluorescence: practical issues. Photosynth 
Res 122:121–158. https://doi.org/10.1007/s11120-014-0024-6

Kalaji HM, Oukarroum A, Alexandrov V et  al (2014a) Identification of nutrient deficiency in 
maize and tomato plants by in vivo chlorophyll a fluorescence measurements. Plant Physiol 
Biochem 81:16–25

A. N. Mishra

https://doi.org/10.1007/s11120-014-0024-6


93

Kalaji HM, Jajoo A, Oukarroum A, Brestic M, Zivcak M, Samborska IA, Cetner MD, Łukasik I, 
Goltsev V, Ladle RJ (2016) Chlorophyll a fluorescence as a tool to monitor physiological status 
of plants under abiotic stress conditions. Acta Physiol Plant 38:102

Kalaji HM, Schansker Brestic M, Bussotti F, Calatayud A, Ferroni L, Goltsev V, Guidi L, Jajoo 
A, Li P, Losciale P, Mishra VK, Misra AN, Nebauer SG, Pancaldi S, Pancaldi S, Penella 
C, Pollastrini M, Suresh K, Tambussi E, Yanniccari M, Zivcak M, Cetner MD, Samborska 
IA, Stirbet A, Olsovska K, Kunderlikova K, Shelonzek H, Rusinowski S, Baba W (2017a) 
Frequently asked questions about in vivo chlorophyll fluorescence, the sequel. Photosynth Res 
132:13–66

Kalaji HM, Bąba W, Gediga K, Goltsev V, Samborska IA, Cetner MD, Dimitrova S, Piszcz U, 
Bielecki K, Karmowska K, Dankov K, Kompała-Bąba A (2017b) Chlorophyll fluorescence as 
a tool for nutrient status identification in rapeseed plants. Photosynth Res 136:329. https://doi.
org/10.1007/s11120-017-0467-7

Kautsky H, Hirsch A (1931) Neue Versuche zur Kohlensaure assimilation. Naturwissenschaften 
19:964

Kitajima M, Butler WL (1975) Quenching of chlorophyll fluorescence and primary photochemis-
try in chloroplasts by dibromo-thymoquinone. Biochim Biophys Acta 376:105–115

Koblizek M, Masojidek J, Komenda J, Kusera T, Pilloton R, Mattoo AK, Giardi MT (1998) A sen-
sitive photosystem II based biosensor for detection of a class of herbicides. Biotech Bioenerg 
60:664–669

Krause GH, Weis E (1991) Chlorophyll fluorescence and photosynthesis: the basics. Annu Rev 
Plant Physiol Plant Mol Biol 42:313–349

Kruger GHT, Tsmilli-Michael M, Strasser RJ (1997) Light stress provokes plastic and elastic 
modifications in structure and function of photosystem II in camelia leaves. Physiol Plant 
101:265–277

Latimer P, Bannister TT, Rabinowitch E (1956) Quantum yields of fluorescence of plant pigments. 
Science 124:585–586

Lauriano JA, Ramalho JC, Lidon FC, Ce’umatos M (2006) Mechanisms of energy dissipation in 
peanut under water stress. Photosynthetica 44:404–410

Laza’r D (2006) The polyphasic chlorophyll a fluorescence rise measured under high intensity of 
exciting light. Funct Plant Biol 33:9–30

Laza’r D, Jablonsky J (2009) On the approaches applied in formulation of a kinetic model of pho-
tosystem II: different approaches lead to different simulations of the chlorophyll a fluorescence 
transients. J Theor Biol 257:260–269

Li G, Zhang ZS, Gao HY, Liu P, Dong ST, Zhang JW, Zhao B (2012) Effects of nitrogen on pho-
tosynthetic characteristics of leaves from two different stay-green corn (Zea mays L.) varieties 
at the grain-filling stage. Can J Plant Sci 92:671–680

Liu WJ, Chen YE, Tian WJ, Du JB, Zhang ZW, Xu F, Zhang F, Yuan S, Lin HH (2009) 
Dephosphorylation of photosystem II proteins and phosphorylation of CP29 in barley photo-
synthetic membranes as a response to water stress. Biochim Biophys Acta 1787:1238–1245

Manes F, Donato E, Vitale M (2001) Physiological response of Pinus halepensis needles under 
ozone and water stress conditions. Physiol Plant 113:249–257

Mathur S, Mehta P, Jajoo A, Bharti S (2011a) Analysis of elevated temperature induced inhibition 
of Photosystem II using Chl a fluorescence induction kinetics. Plant Biol 13:1–6

Mathur S, Allakhverdiev SI, Jajoo A (2011b) Analysis of high temperature stress on the dynamics 
of antenna size and reducing side heterogeneity of photosystem II in wheat leaves (Triticum 
aestivum). Biochim Biophys Acta 1807:22–29

Mathur S, Agrawal D, Jajoo A (2014) Photosynthesis: limitations in response to high temperature 
stress. J Photochem Photobiol B Biol 137:116. https://doi.org/10.1016/j.jphotobiol.2014.01.010

Maxwell K, Johnson GN (2000) Chlorophyll fluorescence-a practical guide. J Exp Bot 
51:659–668

5 Chlorophyll Fluorescence: A Practical Approach to Study Ecophysiology of Green…

https://doi.org/10.1007/s11120-017-0467-7
https://doi.org/10.1007/s11120-017-0467-7
https://doi.org/10.1016/j.jphotobiol.2014.01.010


94

Maxwell DP, Falk S, Trick CG, Huner N (1994) Growth at low temperature mimics high-light 
acclimation in Chlorella vulgaris. Plant Physiol 105:535–543

Mehta P, Jajoo A, Mathur S, Bharti S (2010) Chlorophyll a fluorescence study revealing effects of 
high salt stress on Photosystem II in wheat leaves. Plant Physiol Biochem 48:16–20

Misra AN, Terashima I (2003) Changes in photosystem activities during adaptation of Vicia faba 
seedlings to low, moderate and high temperatures. Plant cell physiology. In: Abstract, annual 
symposium JSPP, Nara, Japan 27–29 March 2003

Misra AN, Srivastava A, Strasser RJ (2001a) Utilisation of fast chlorophyll a fluorescence tech-
nique in assessing the salt/ion sensitivity of mung bean and brassica seedlings. J Plant Physiol 
158:1173–1181

Misra AN, Srivastava A, Strasser RJ (2001b) Fast chlorophyll a fluorescence kinetic analysis for 
the assessment of temperature and light effects: a dynamic model for stress recovery phenom-
ena. Photosynthsis: PS2001. CSIRO Publishers, Melbourne S3–007

Misra AN, Latowski D, Strzalka K (2003) De-epoxidation state of lutein and violaxanthin in the 
seedlings of salt sensitive and salt tolerant plants grown under NaCl salt stress. Plant Biology, 
Honolulu, Hawaii, USA, 25–30 July 2003

Misra AN, Latowski D, Strzalka K (2006) The xanthophylls cycle activity in kidney bean and cab-
bage leaves under salinity stress. Russ J Plant Physiol 53:102–109

Misra AN, Srivastava A and Strasser RJ (2007) Elastic and plastic responses of Vicia faba leaves to 
high temperature and high light stress. Gordon Conference on “Temperature stress in plants”, 
Ventura, USA 25–30 Jan 2007

Misra AN, Latowski D, Strzalka K (2011) Violaxanthin de-epoxidation in aging cabbage (Brassica 
oleracea L.) leaves play as a sensor for photosynthetic excitation pressure. J Life Sci 5:182–191

Misra AN, Misra M, Singh R (2012) Chlorophyll fluorescence in plant biology. In: Misra AN (ed) 
Biophysics. Intech Open, pp 171–192. http://www.intechopen.com

Misra AN, Vladkova R, Singh R, Misra M, Dobrikova AG, Apostolova EL (2014) Action and 
target sites of nitric oxide in chloroplasts. Nitric Oxide 39:35–45

Molassiotis A, Tanou G, Diamantidis G, Patakas A, Therios I (2006) Effects of 4-month Fe 
deficiency exposure on Fe reduction mechanism, photosynthetic gas exchange, chlorophyll 
 fluorescence and antioxidant defense in two peach rootstocks differing in Fe deficiency toler-
ance. J Plant Physiol 163:176–185

Muller P, Li XP, Niyogi KK (2001) Non-photochemical quenching. A response to excess light 
energy. Plant Physiol 125:1558–1566

Niyogi KK, Bjorkman O, Grossman AR (1997) Chlamydomonas xanthophyll cycle mutants iden-
tified by video imaging of chlorophyll fluorescence quenching. Plant Cell 9:1369–1380

Noomnarm U, Clegg R (2009) Fluorescence lifetimes: fundamentals and interpretations. 
Photosynth Res 101:181–194

Nussbaum S, Geissmann M, Eggenberg P, Strasser RJ, Fuhrer J (2001) Ozone sensitivity in herba-
ceous species as assessed by direct and modulated chlorophyll fluorescence techniques. J Plant 
Physiol 158:757–766

Oukarroum A, Madidi SE, Schansker G, Strasser RJ (2007) Probing the responses of barley cul-
tivars (Hordeum vulgare L.) by chlorophyll a fluorescence OLKJIP under drought stress and 
rewatering. Environ Exp Bot 60:438–446

Oukarroum A, Schansker G, Strasser RJ (2009) Drought stress effects on photosystem I content 
and photosystem II thermotolerance analyzed using Chl a fluorescence kinetics in barley vari-
eties differing in their drought tolerance. Physiol Plant 137:188–199

Oxborough K, Baker NR (1997) Resolving chlorophyll a fluorescence images of photosynthetic 
efficiency into photochemical and non-photochemical components: calculation of qP and Fv’/
Fm’ without measuring Fo. Photosynth Res 54:135–142

Öz MT, Turan Ö, Kayihan C, Eyidoğan F, Ekmekçi Y, Yücel M, Öktem HA (2014) Evaluation of 
photosynthetic performance of wheat cultivars exposed to boron toxicity by the JIP fluores-
cence test. Photosynthetica 52:555–563

A. N. Mishra

http://www.intechopen.com


95

Paoletti E, Bussotti F, Della Rocca G, Lorenzini G, Nali C, Strasser RJ (2004) Fluorescence tran-
sient in ozonated Mediterranean shrubs. Phyton Annales Rei Botanicae 44:121–131

Rabinowitch E, Govindjee (1969) Photosynthesis. Wiley, New York, 273 pp
Rashkov GD, Dobrikova AG, Pouneva ID, Misra AN, Apostolova E (2012) Sensitivity of Chlorella 

vulgaris to herbicides. Possibility of using it as a biological receptor in biosensors. Sensors 
Actuators B 161:151–155

Redillas MCFR, Jeong JS, Strasser RJ, Kim YS, Kim JK (2011) JIP analysis on rice (Oryza sativa 
cv Nipponbare) grown under limited nitrogen conditions. J  Korean Soc Appl Biol Chem 
54:827–832

Schansker G, Toth SZ, Strasser RJ (2005) Methylviologen and dibromothymoquinone treatments 
of pea leaves reveal the role of photosystem I in the Chl a fluorescence rise OJIP. Biochim 
Biophys Acta 1706:250–261

Schreiber U (2004) Pulse-amplitude-modulation (PAM) fluorometry and saturation pulse method: 
an overview. In: Papageorgiou GC, Govindjee (eds) Chlorophyll a Fluorescence: a signature 
of photosynthesis, advances in photosynthesis and respiration, vol 19. Springer, Dordrecht, 
pp 279–319

Schreiber U, Berry JA (1977) Heat-induced changes of chlorophyll fluorescence in intact leaves 
correlated with damage of the photosynthetic apparatus. Planta 136:233–238

Schreiber U, Schliwa U, Bilger W (1986) Continuous recording of photochemical and non- 
photochemical chlorophyll fluorescence quenching with a new type of modulation fluorometer. 
Photosynth Res 10:51–62

Schreiber U, Bilger W, Neubauer C (1994) Chlorophyll fluorescence photosynthesis. Ecophysiology 
of photosynthesis. Springer, Berlin, pp 49–70

Schreiber U, Klughammer C, Kolbowski J (2012) Assessment of wavelength-dependent param-
eters of photosynthetic electron transport with a new type of multi-color PAM chlorophyll 
fluorometer. Photosynth Res 113:127–144

Schweiger J, Lang M, Lichtenthaler HK (1996) Differences in fluorescence excitation spectra of 
leaves between stressed and non-stressed plants. J Plant Physiol 148:536–547

Sharkey TD, Schrader SM (2006) High temperature stress. Physiology and molecular biology of 
stress tolerance in plants. Springer, Berlin, pp 101–129

Singh-Tomar R, Mathur S, Allakhverdiev SI, Jajoo A (2012) Changes in PSII heterogeneity in 
response to osmotic and ionic stress in wheat leaves (Triticum aestivum). J Bioenerg Biomembr 
44:411–419

Smethurst CF, Garnett T, Shabala S (2005) Nutritional and chlorophyll fluorescence responses 
of lucerne (Medicago sativa) to waterlogging and subsequent recovery. Plant Soil 270:31–45

Srivastava A, Strasser RJ (1995) How do land plants respond to stress temperature and stress light? 
Arch Sci Geneve 48:135–146

Srivastava A, Greppin H, Strasser RJ (1995) Acclimation of land plants to diurnal changes in 
temperature and light. In: Mathis P (ed) Photosynthesis: from light to biosphere, vol 4. Kluwer 
Academic Publishers, Dordrecht, pp 909–912

Srivastava A, Guisse B, Greppin H, Strasser RJ (1997) Regulation of antenna structure and elec-
tron transport in PSII of Pisum sativum under elevated temperature probed by the fast polypha-
sic chlorophyll a fluorescence transient OKJIP. Biochim Biophys Acta 1320:95–106

Stefanov D, Petkova V, Denev ID (2011) Screening for heat tolerance in common bean (Phaseolus 
vulgaris L.) lines and cultivars using. JIP-test Sci Hortic 128:1–6

Stirbet A, Govindjee (2011) On the relation between the Kautsky effect (chlorophyll a fluores-
cence induction) and Photosystem II: basics and applications of the OJIP fluorescence tran-
sient. J Photochem Photobiol B Biol 104:236. https://doi.org/10.1016/j.jphotobiol.2010.12.010

Strasser BJ (1997) Donor side capacity of photosystem II probed by chlorophyll a fluorescence 
transients. Photosynth Res 52:147–155

5 Chlorophyll Fluorescence: A Practical Approach to Study Ecophysiology of Green…

https://doi.org/10.1016/j.jphotobiol.2010.12.010


96

Strasser RJ, Srivastava A, Tsimilli-Michael M (2000) The fluorescence transient as a tool to 
characterize and screen photosynthetic samples. In: Yunus M, Pathre U, Mohanty P (eds) 
Probing photosynthesis: mechanism, regulation and adaptation. Taylor and Francis, London, 
pp 443–480

Strasser RJ, Tsimilli-Michael M, Srivastava A (2004) Analysis of the chlorophyll fluorescence tran-
sient. In: Papageorgiou GC, Govindjee (eds) Chlorophyll fluorescence: a signature of photo-
synthesis, advances in photosynthesis and respiration, vol 19. Springer, Dordrecht, pp 321–362

Strasser RJ, Tsimilli-Michael M, Srivastava A, Srivastava A (2005) Analysis of the chlorophyll 
a fluorescence transient. In: Papageorgiou GC, Govindjee (eds) Advances in photosynthesis 
and respiration chlorophyll a Fluorescence: a signature of photosynthesis. Kluwer Academic 
Publisher, Dordrecht, pp 321–362

Strasser RJ, Tsimilli-Michael M, Qiang S, Goltsev V (2010) Simultaneous in vivorecording of 
prompt and delayed fluorescence and 820-nm reflection changesduring drying and after rehydra-
tion of the resurrection plant Haberlea rhodopen-sis. Biochim Biophys Acta 1797:1313–1326

Suzuki K, Ohmori Y, Ratel E (2011) High root temperature blocks both linear and cyclic elec-
tron transport in the dark during chilling of the leaves of rice seedlings. Plant Cell Physiol 
52:1697–1707

Trissl HW, Gao Y, Wulf K (1993) Theoretical fluorescence induction curves derived from coupled 
differential equations describing the primary photochemistry of photosystem II by an exciton- 
radical pair equilibrium. Biophys J 64:974–988

Tsimilli-Michael M, Strasser RJ (2008) In vivo assessment of plants’ vitality: applications 
in detecting and evaluating the impact of mycorrhization on host plants. In: Varma A (ed) 
Mycorrhiza: state of the art, genetics and molecular biology, eco-function, biotechnology, eco- 
physiology, structure and systematics, 3rd edn. Springer, Dordrecht, pp 679–703

Tsimilli-Michael M, Pecheux M, Strasser RJ (1998) Vitality and stress adaptation of the symbi-
onts of coral reef and temperate foraminifers probed in hospite by the fluorescence kinetics 
OJIP. Archs Sci Geneve 51:205–240

Van Heerden PD, Strasser RJ, Krüger GH (2004) Reduction of dark chilling stress in N2-fixing soy-
bean by nitrate as indicated by chlorophyll a fluorescence kinetics. Physiol Plant 121:239–249

Van Heerden PDR, Swanepoel JW, Krüger GHJ (2007) Modulation of photosynthesis by drought 
in two desert scrub species exhibiting C3-mode CO2 assimilation. Environ Exp Bot 61:124–136

van Kooten O, Snel JFH (1990) The use of chlorophyll fluorescence nomenclature in plant stress 
physiology. Photosynth Res 25:147–150

Vladkova R, Ivanova PI, Krastera V, Misra AN, Apostolova E (2009) Assessment of chlorophyll 
florescent and photosynthetic oxygen evolution parameters in pea thylakoid membranes for use 
in biosensors against QB binding herbicide- atrazine. C R Acad Bulg Sci 62:355–360

Vladkova R, Dobrikova AG, Singh R, Misra AN, Apostolova E (2011) Photoelectron transport 
ability of chloroplast thylakoid membranes treated with NO donor SNP: changes in flash oxy-
gen evolution and chlorophyll fluorescence. Nitric Oxide Biol Chem 24:84–90

Walters RG, Horton P (1991) Resolution of non-photochemical chlorophyll fluorescence quench-
ing in barley leaves. Photosynth Res 27:121–133

Wobeser EAV, Figueroa FL, Cabello-Pasini A (2000) Effect of UV radiation on photoinhibition of 
marine macrophytes in culture systems. J Appl Phycol 12:159–168

Yamane Y, Kashino Y, Koike H, Satoh K (1997) Increases in the fluorescence Fo level and revers-
ible inhibition of photosystem II reaction center by high-temperature treatments in higher 
plants. Photosynth Res 52:57–64

Yang X, Liang Z, Wen X, Lu C (2008) Genetic engineering of the biosynthesis of glycinebetaine 
leads to increased tolerance of photosynthesis to salt stress in transgenic tobacco plants. Plant 
Mol Biol 66:73–86

Zhang R, Sharkey TD (2009) Photosynthetic electron transport and proton flux under moderate 
heat stress. Photosynth Res 100:29–43

A. N. Mishra



97

Zivcak M, Brestic M, Olsovska K, Slamka P (2008) Performance index as a sensitive indicator of 
water stress in Triticum aestivum. Plant Soil Environ 54:133–139

Zivcak M, Kalaji MH, Shao HB, Olsovska K, Brestic M (2014a) Photosynthetic proton and elec-
tron transport in wheat leaves under prolonged moderate drought stress. J Photochem Photobiol 
B Biol 137:107–115. https://doi.org/10.1016/j.jphotobiol.2014.01.007

Zivcak M, Olsovska K, Slamka P, Galambosova J, Rataj V, Shao HB, Brestic M (2014b) Application 
of chlorophyll fluorescence performance indices to assess the wheat photosynthetic functions 
influenced by nitrogen deficiency. Plant Soil Environ 60:210–215

5 Chlorophyll Fluorescence: A Practical Approach to Study Ecophysiology of Green…

https://doi.org/10.1016/j.jphotobiol.2014.01.007


99© Springer International Publishing AG, part of Springer Nature 2018 
A. M. Sánchez-Moreiras, M. J. Reigosa (eds.), Advances in Plant 
Ecophysiology Techniques, https://doi.org/10.1007/978-3-319-93233-0_6

Chapter 6
Thermoluminescence: A Tool to Study 
Ecophysiology of Green Plants

Amarendra Narayan Mishra

1  Introduction

Thermally induced light emission in physical chemical or biological systems is 
known as thermoluminescence or TL (Demeter and Govindjee 1989; Misra and 
Ramaswamy 2001; Misra et al. 2001a, b, 2012; Ducruet 2003; Maslenkova 2010; 
Sane et al. 2012; Misra 2013). This phenomena is the characteristic of a solid state 
or semi-conductor, in which thermally activated recombination of electrons with 
positive holes is generated by particle or electromagnetic radiation at room or low 
temperature prior to their heating in dark (Randall and Wilkins 1945; Demeter and 
Govindjee 1989). Luminescence occurs in materials absorbing light. Light energy 
absorbed by a system induces photochemical reactions and transduces light/photon 
energy to kinetic and/or chemical energy. Excess light energy that is not utilized 
by photochemical processes are emitted back or dissipated in various forms of 
luminescence viz. fluorescence, phosphorescence, delayed luminescence, chemilu-
minescence and thermoluminescence (Misra et al. 2001a, b, 2012). The time course 
of the emission lifetime of this luminescence is given in Table 6.1. These are the 
phenomena of de-excitation of any photo-excited materials. The quantum yield of 
the de-excited system is less than the excited state, due to internal conversion of 
energy and/or heat dissipation. Thermoluminescence (TL) is the characteristic of a 
system that emits light at a characteristic temperature due to the chemiluminescence 
properties, radical pair states, or electron hole pairs (Misra et al. 2001a, b, 2012; 
Ducruet 2003). The biophysical analysis of the charge recombination shows that the 
phenomenon in darkness is the reversal of the primary photochemical processes in 
PS II (Misra et al. 2001a, b; Sane 2004). In the present chapter, the practical use of 
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TL for the study of the assessment of environmental impact on the changes in the 
primary photochemical processes of PSII is explained.

2  Instrumentation

TL measurement is done usually with an assembly of dark chamber, a copper 
planchet with a temperature sensor, a manual or peltier cooling/heating device, 
red- sensitive photo multiplier tube, signal amplifier, and a X-Y recorder or data 
acquisition instrument/computer (Tatake et al. 1971; Ducruet and Miranda 1992; 
Zeinalov and Maslenkova 1996; Bhatnagar et al. 2002; Ducruet 2003; Gilbert et al. 
2004b). The samples of photosynthetic materials are photo-excited by several (8–10 
nos.) flashes of short (5 ms) duration and cooled either to liquid nitrogen tempera-
ture in order to keep the charge particles in a physically separated state. Depending 
on the experimental requirement, one can also cool the samples to sub Zero tem-
peratures. Then the samples are heated in a gradual, slow and linear heating mode 
to induce charge recombination, giving rise to a set of different TL emission bands 
as a result of recombination of different charge pairs at a particular temperature 
(Misra et al. 2001a, b, 2012). A picture of the TL set-up is shown in Fig. 6.1. These 
characteristic TL bands are used in the study of various biotic and abiotic stress 
factors in green plants (Misra et  al. 2012). Photosynthetic materials are directly 
placed on the sample holder and excited by (i) continuous light during freezing or 
(ii) excited by flash(s) of saturating pulse, series, or (iii) excited by combining 

Sample planchet 
mounted over a 
temperature regulating
device

Photo multiplier
tube

Fig. 6.1 A thermoluminis-
cence apparatus set up

Table 6.1 The lifetime of different luminescence from an excited material

Luminescence
Temperature dependent or 
independent

Half life of emission after excitation 
(τc)

Fluorescence Independent <10−8 s
Phosphorescence Dependent >10−8 s
Delayed 
luminescence

Independent Minutes < τc < years

Thermoluminescence Dependent Minutes < τc < 4.6 × 109 years
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(i) with (ii) at a particular temperature prior to flash freezing the sample. (Ducruet 
and Vass 2009; Sane et  al. 2012). There are several TL apparatus commercially 
available by Photon Systems Instruments (Brno, Czech Republic), which provides 
spectral deconvolution programs (Ducruet and Miranda 1992).

3  Thermoluminescence Glow Peaks

Photosynthetic materials, such as isolated photosystem II (PS II) pigment-protein 
complexes, thylakoid membranes, chloroplasts, cyanobacteria, algae and green 
leaves illuminated with a saturating flash of light, induce charge separation in PS 
II. The TL measurement is done by photoexcitation of the leaf sample, then cooling 
it at liquid nitrogen or to a low temperature, followed by heating in dark and 
recording the photo-emittance during heating (Tatake et  al. 1971; Zeinalov and 
Maslenkova 1996; Misra et al. 2001a, b, 2012; Ducruet 2003; Gilbert et al. 2004a, b; 
Bhagwat and Bhattacharjee 2005; Ducruet and Vass 2009). But recent commercial 
instruments use a peltier cooling and heating system. The TL emission is then 
measured with a sensitive photomultiplier. The emission around 730 nm vs. tem-
perature is plotted in a graph sheet. Arnold and Azzi (1968) showed the occurrence 
TL glow peaks between −40 °C and +50 °C in photosynthetic materials. In pre-
irradiated photosynthetic materials (pigment protein complexes, thylakoid mem-
branes, intact chloroplasts or green leaves) TL glow peaks arise in darkness (Misra 
and Ramaswamy 2001; Misra et al. 2001a, b, 2012; Misra 2013). The separated 
charge pairs recombine and emit photon. Saturating and sequential short pulses 
(in ms scale) light generates S0, S1, S2, and S3 states in the water oxidizing Mn 
cluster of PS II. The S0 and S1 states remain stable during darkness. Upon illumi-
nation, these states are photo-converted and the So and S1 states are distributed in 
25% and 75% approximately in the photosynthetic materials. In leaves, approxi-
mately 40% of QB is reduced (Rutherford et al. 1984a) and the QB − /QB ratio oscil-
lates with a periodicity of 2 flashes. When leaf photosynthesis is inhibited or the 
electron transfer from QA to QB in PS II is blocked, only QA

− charge accumulates. 
The recombination of charges and holes at a particular temperature and emission 
of photon is designated by specific nomenclatures as shown in Table  6.2. This 
charge recombination of QA

− and QB
− with S2/S3 results in Q band and B band, 

respectively, at around 5 °C and at 20–35 °C. The B- band is the major TL band 
observed in any photosynthetic material studied so far (Fig.  6.2). The charge 
recombination of S1/S2 states with QA

− is less stable than that of B band and 
recombines quicker than QB

−. These recombinations are very sensitive to redox 
changes in the charge pairs (Misra and Ramaswamy 2001; Misra et al. 2001a, b, 
2012; Misra 2013). Thus, any change in the stable environment of PS II can be 
measured by the changes in TL glow peaks. As it also oscillates with each flash 
number, the redox state of Mn cluster can be titrated with TL measurements (Misra 
et al. 2001a, b, 2012; Misra 2013).
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Fig. 6.2 Typical thermolumi-
nescence (TL) peaks 
observed in a green leaf with 
a linear heating rate of 
≤20 °C/s in darkness. (From 
Misra 2013)

Table 6.2 Characteristic thermoluminescence (TL) bands from photosynthetic materials. These 
bands are reported in PSII particles, thylakoid membranes, chloroplasts, cyanobacteria, algae and 
green leaves

TL band Temperature
Charge 
recombination References

Very low 
temperature 
TL peaks 
(LTL)

−200 to 
250 °C

Chlorophyll 
aggregates

Sane et al. (2012)

Z −160 °C Chl+ Chl− Misra et al. (2001a, b, 2012)
Zv (variable) −80 to 

30 °C
P680+ QA

− Sane et al. (2012)

A −15 °C Tyr Z+ QB− Misra et al. (2001a, b, 2012)
AT −10 °C S3QA

− Tatake et al. (1971), Inoue et al. (1977), Rosza 
and Demeter (1982), Demeter et al. (1985) and 
Homann (1999)

Q +5 °C S2QA
− Misra et al. (2001a, b, 2012)

B1 +20 °C S3QB
− Inoue (1976), Joliot and Joliot (1980), Vass 

et al. (1981), Rutherford et al. (1982, 1984b), 
Demeter and Sallai (1986) and Miranda and 
Ducruet (1995b)

B2 +30 °C S2QB
−

C +50 °C TyrD+QA
− Misra et al. (2001a, b, 2012)

AG +40 to 50 °C S2/S3QB
− Bertsch and Azzi (1965), Bjorn (1971), Inoue 

(1996), Nakamoto et al. (1988), Sundblad et al. 
(1988), Hideg et al. (1991), Johnson et al. 
(1994) and Miranda and Ducruet (1995a, b)

High 
temperature 
TL peaks 
(HTL)

50 to 160 °C Oxidative 
chemi- 
luminescence

Venediktov et al. (1989), Vavilin et al. (1991), 
Merzlyak et al. (1992), Hideg and Vass (1993), 
Stallaert et al. (1995), Misra et al. (1997), 
Marder et al. (1998), Vavilin and Ducruet 
(1998), Ducruet and Vavilin (1999), Havaux 
and Niyogi (1999), Skotnica et al. (1999), 
Havaux and Niyogi (1999) and Ducruet and 
Vavilin (1999)

For more details see Sane and Rutherford (1986), Inoue (1996), Misra and Ramaswamy (2001), 
Misra et al. (2001a, b, 2012), Sane et al. (2012) and Misra (2013)
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4  Stress Induced Changes in TL Glow Peaks

The TL glow peaks as depicted in Table 6.2 clearly show that TL is a useful tool for 
the study of PS II electron transfer, both at the donor and acceptor sides (Misra and 
Ramaswamy 2001; Misra et al. 2001a, b, 2012; Misra 2013). Extensive reports are 
available to suggest that biotic and abiotic stress bring about a qualitative and quan-
titative change in the TL peak temperature and intensity. The changes in the TL 
characteristics and the environmental factors affecting it are summarized in Table 6.3.

Table 6.3 Changes in TL glow peaks of photosynthetic materials induced by developmental and 
stress (biotic and abiotic) responses (Misra and Ramaswamy 2001; Misra et al. 2001a; b, 2012; 
Misra 2013)

Environmental stress 
and plastid 
development Changes in TL glow peaks References

Plastid development
Etiolated leaf Major TL peaks missing due to a lack of 

functional pigment-protein complexes 
associated with PS II and do not develop 
Mn cluster

Inoue (1996), Sane et al. 
(1977), Misra et al. (1998a, 
b, c) and Dilnawaz et al. 
(2000)

Greening leaf Q-band and B band intensity increases 
gradually from base to apex of that wheat 
leaves greening under continuous 
illumination

Misra et al. (1998b)

Leaf greening under intermittent 
illumination leaves does not show the TL 
bands, as these plastids do not develop 
Mn cluster properly

Inoue (1996) and Sane et al. 
(1977)

Aging and senescence 
of leaf

Decrease in Q and B-band. Biswal et al. (2001)
The titre shows a gradual decrease in 
quinone pool and a block in electron flow 
between QA to QB.

Genetic modification Origin of Tl glow peaks Farineau (1993) and 
Homann (1999)

Biotic stress
Pathogen (viral) 
infection

Decreased B-band intensity and higher 
peak temperature.

Stallaert et al. (1995) and 
Rahoutei et al. (1999)

A new TL peak at 70 °C
Abiotic stress
Salinity Affects Q-band and B-band in a dose and 

duration dependent manner. B-band 
comparatively more affected.

Misra et al. (1998c), Sahu 
et al. (1998, 1999), Biswal 
et al. (2001) and Zurita et al. 
(2005)Back flow of electrons in PS II.

Water/drought Temperature shift in the TL glow peaks 
due to redox shift in the charge pairs

Ducruet and Vavilin (1999), 
Janda et al. (1999) and Misra 
et al. (2002)

(continued)
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5  Future Perspective

Environmental and developmental changes affect the photosynthetic machinery 
(Joshi et  al. 2013). Thermoluminescence is a non-invasive method and can give 
insight into the qualitative and quantitative changes in the QA and QB environment 
of PS II and thus give an insight to the donor/acceptor side structure and function, 
and also the oxidative state of thylakoid membranes (Misra and Ramaswamy 2001; 
Misra et al. 2001a, b, 2012; Misra 2013). Recently, TL signals have been used as 
‘sensors’ for the study of photosynthetic materials (Zhang et al. 2007). TL tech-
nique gives a wide array of information about the redox state of electron donors, 
acceptors and charge accumulation in PS II of green leaves, and TL studies have an 
extensive and wide use in eco-physiological and stress studies in photosynthesis, as 
well as in agriculture.
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Chapter 7
Determining Plant Water Relations

Gorka Erice, María Luisa Pérez-Bueno, Mónica Pineda,  
Matilde Barón, Ricardo Aroca, and Mónica Calvo-Polanco

1  Introduction

As for all living organisms, water is fundamental for plants, not only because water 
is the origin of life (Daniel et al. 2006), but because plants use water loss by transpi-
ration as a mechanisms of heat dissipation and cooling of leaves (Curtis 1936; Pallas 
et al. 1967), and furthermore, water is essential to maintain plant cell turgor and 
favor plant growth. Thus, the percentage of water in plant tissues (the term plant in 
this chapter will be referred only to higher plants) may range from 30 to 50% in 
woody trunks (Borchert 1994) to around 90% in leaves and roots of several plant 
species. However, since plants are sessile organisms they have need to develop 
mechanisms to get water homeostasis mostly when water availability is scare. The 
main mechanisms that plants have to regulate their water content are the regulation 
of stomatal aperture and of root water uptake properties (Vaadia et al. 1961; Aroca 
et al. 2012).

Based on what is written above and before to continue with this chapter will be 
useful to define the term plant water relations. In the literature there is not a clear 
definition. Historically, plant water relations have been mostly linked to the 
response of plants to drought. In a database search including the terms plant water 
relations, 14% of the outputs are related to drought and 33% to stresses in general. 
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Hence, in an early review about plant water relations, it addressed mostly how 
plants control its water content under conditions of soil water deficit (Vaadia et al. 
1961). Nevertheless, since plants grow in a constantly changing environment and 
each change of temperature, light intensity or humidity may change stomatal aper-
ture and water uptake capacity (Hirasawa et al. 1992; Ache et al. 2010), the term 
plant water relations cannot be only linked to stressful conditions. Therefore, we 
could define plant water relations as the study of water in plants, from its entry to 
the plant by roots until its exit from leaves, including also its transport along the 
stems and how it is retained in plant tissues. Thus, this chapter will start describing 
the methods for measuring root water uptake capacity, followed by methods deter-
mining xylem sap flow, tissue water status and stomatal aperture.

2  Root Water Uptake Capacity

2.1  General Concepts

There are in the literature several reviews addressing how plants regulate root water 
uptake capacity (Aroca et al. 2012; Kudoyarova et al. 2013). Two main forces deter-
mine the water uptake capacity of roots, namely hydrostatic and osmotic forces. 
Hydrostatic force is caused by transpiration demand, and the water goes mainly by 
the apoplastic path, since less resistance is found. However under conditions where 
transpiration is restricted (at night or under some abiotic stresses like drought or 
salinity) water goes mainly by the cell-to-cell path, which includes symplastic and 
transcellular paths. Symplastic path compromises the water flowing through plas-
modesmata, while transcellular path compromises water flowing across cellular 
membranes. But most important is that these paths are interconnected and water 
exchange among them may occur depending on the environmental conditions at 
each time. Prof. Steudle named the above described water routes as the composite 
water transport model, since root water uptake is a dynamic process finely regu-
lated, even at the molecular level thanks to aquaporins (Steudle 1997, 2000; Steudle 
and Peterson 1998).

2.2  Root Hydraulic Conductivity

Root hydraulic conductivity (L) is the parameter to be determined in order to esti-
mate root water uptake capacity (Javot and Maurel 2002). As any conductivity, L is 
determined by the whole flow and by the gradient, which causes such flow. In the 
case of L it is calculated as the ratio between the root water flow (expressed in a root 
dry weight or area basis) and the hydrostatic or osmotic gradient expressed in pres-
sure units, mostly in MPa. There are mainly four methods to determine L namely 
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free exudation method, pressure chamber, high-pressure flow meter (HPFM) and 
root pressure probe. Each of the methods has its own advantages and disadvantages 
and they will be described in the following sections.

2.2.1  Free Exudation Method

The free exudation method is the simplest way to calculate L. The method consists 
in cutting the stem the closest to root as possible, attach a silicon tube or another 
kind of tubing taking special care to avoid sap licks, discard the first minutes of sap 
exuded to avoid phloem contaminations, and record the volume of sap exuded in a 
fixed period of time (from few minutes to hours, depending on the rate of exuda-
tion). Next, the osmotic potential of the exuded sap and the solution surrounding 
roots is determined and L can be calculated as follow:

 
L

Jv

s
=
∆Ψ  

Where Jv is the xylem sap flux in a root units basis as dry weight, surface or volume, 
and ΔΨs is the osmotic potential difference between the exuded sap and the soil 
solution. By this method, since there is no transpiration, L corresponds only to the 
cell-to-cell path (Steudle and Peterson 1998). Under atmospheric pressure condi-
tions (no external pressure is applied) the water fluxes through the root thanks to the 
osmotic gradient generated by the uptake of solutes from the soil solution by the 
roots. However the above formula assumed the roots behave as a perfect osmome-
ter, which is a perfect semi-permeable membrane avoiding totally the pass of sol-
utes. However root membranes are not perfect osmometers and the calculation of 
osmotic reflection coefficient (σ) is needed to calculate L as:

 
L

Jv

s
=

×






∆Ψ σ  

However, the calculation of σ is not easy and it is mostly estimated (Fiscus 1977), 
and it is usually close to 1 (Fiscus 1977, 1986). Thus several authors omitted σ from 
the calculation of L (Sánchez-Romera et al. 2014; Mahdieh et al. 2016), and others 
trait to introduce the term composite root hydraulic conductivity (σ × L; Bigot and 
Boucaud 2000; Aroca et al. 2001), but this term has not been used that much. Then, 
σ can be calculated by the pressure chamber (Fiscus 1977) or by the root pressure 
probe (Steudle et  al. 1987; Miyamoto et  al. 2001). Readers are referred to these 
articles to see how σ could be calculated.

As summary, the free exudation method is ideal for a first screening on how any 
environmental trait modifies L, but its significance is limited to the cell-to-cell path 
and should be taken into account the value of σ, since in some species as rice its 
value can be as low as 0.4 (Miyamoto et al. 2001). However it could be used in 
comparative studies.
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2.2.2  Pressure Chamber and High-Pressure Flow Meter (HPFM)

The use of the pressure chamber to calculate L was initiated in the 70s (Fiscus 1977; 
Markhart et al. 1979). In this method decapitated roots are immersed in a chamber 
filled with nutrient solution and the roots are pressurized in small steps from 
0.1 MPa to around 0.7 MPa (depending on the plant species). At each step, after 
some minutes of stabilization, the xylem sap exuded is collected as in the free exu-
dation method, but only during few minutes (from 5 to 10 min). Thereafter the sap 
volume at each pressure (normalized by a root dry weight, surface or volume basis) 
is plotted against the corresponding pressure. The slope of the resulted trend line is 
equal to L (Markhart et al. 1979). To be considered to calculate L, the R value of the 
trend line should be at least greater than 0.90. By this method, since the roots are 
pressurized, both water pathways are considered (cell-to-cell and apoplastic ones). 
Commonly, the L values determined by the pressure chamber are higher than the 
values determined by the free exudation method (Miyamoto et al. 2001; Ranathunge 
et al. 2003), since the later only consider flow caused by osmotic forces. However, 
in some plants or under certain environmental conditions, were cell-to-cell path 
dominates, L determined by the free exudation method could be higher than one 
determined by the pressure chamber (Steudle and Jeschke 1983; Aroca et al. 2001). 
At the same time, when measuring L by the pressure chamber, it is also possible to 
determine the percentage of water that is flowing by the apoplastic path. By dissolv-
ing different apoplastic tracers (compounds unable to cross living membranes) in 
the nutrient solution inside the pressure chamber, recording its absorbance in the 
exuded sap and by applying the following formula:

 
%AP

AXyl

ASol
= 





×100

 

Where, % AP is the percentage of water circulating by the apoplastic path, AXyl the 
absorbance of the exuded sap, and ASol the absorbance of the nutrient solution 
(Bárzana et al. 2012). The tracers mostly used among others are light green SF yel-
lowish and trisodium 3-hydroxy-5,8,10-pyrene-trisulfonate (Zimmermann and 
Steudle 1998; Bárzana et al. 2012).

While in the pressure chamber the water circulates in the same sense as it does 
under growing conditions (from roots to shoots), under the high-pressure flow meter 
(HPFM) the water goes from the stems to the roots. HPFM was first used by the 
group of Prof. Tyree (Tyree et al. 1995). In this method, the roots remain in the soil 
substrate or in the hydroponics, without suffering any potential disturbance or dam-
age as could happen in the pressure chamber method. When the stem is cut under 
water to avoid lost of xylem conductivity, water is perfused into the root system and 
the pressure is increasing in constant rate of about 3–7 kPa s−1. The system is mea-
suring at the same time water flow and pressure, and as in the pressure chamber 
method, the slope of the plot of flow versus applied pressure is L normalized by a 
root units (Tyree et al. 1995). Although HPFM method was first employed in trees 
(Tyree et al. 1995; Nardini and Tyree 1999), it can be used also in herbaceous plants 
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(Tsuda and Tyree 2000; Calvo-Polanco et  al. 2014). The main problem of using 
HPFM to determine L is its technical complexity. In fact there is only one company 
located in USA that commercializes this apparatus. In contrast, the acquisition of a 
pressure chamber is more reasonable. Obviously, under this method both water 
pathways are determined at the same time (cell-to-cell and apoplastic).

2.2.3  Root Pressure Probe

In 1987 the group of Prof. Steudle applied the use of the pressure probe to an intact 
maize roots (Steudle et al. 1987). In this method, a single intact root is connected to 
the pressure probe by a capillary with is filled with water in root contact zone and 
thereafter with silicon oil. Since both fluids are not miscible, a meniscus is formed, 
which can be monitored by a microscope. Changes in root pressure can be obtained 
by the use of a movable rod (hydrostatic) or adding different solutes to the root 
medium (osmotic). These changes can be recorder by a pressure transducer and the 
displacement of the meniscus can be monitored. After changing root pressure 
(hydrostatic or osmotic), if the root has a high L, it recovers quickly the original 
pressure, but if the root has lower L, the time to recover the initial pressure is larger. 
By this method, both osmotic and hydrostatic L can be calculated as well σ. The 
main problem of this technique it is a very complex handling, and that it has to be 
home made. There are no commercial companies distributing this apparatus. 
Readers are advising to see Steudle et al. (1987) and Tomos and Leigh (1999) to get 
more information about this technique.

3  Xylem Root Hydraulics

3.1  Introduction

The transport of water through the xylem is a critical piece of information to define 
how water loss is replaced during transpiration, preventing desiccation and main-
taining photosynthetic rates. Direct or indirect measurements of the stem hydraulic 
properties have provided fundamental information of a plant’s capacity to supply 
water to photosynthetic and growing tissues and information on plants sensitivity to 
adverse environmental stresses (Tyree and Zimmermann 2002; Holbrook and 
Zwieniecki 2005; Brodribb et al. 2010; Melcher et al. 2012). The water transport 
process is affected by increasing negative pressures in the liquid water inside the 
xylem conduits (Pockman et al. 1995), with the risk that the column of water col-
lapses and vapor nucleation occurs (risk of cavitation). These pressures can lead to 
cavitation, and creating an embolus that impairs water transport (Zimmermann 
1983). One of the most useful and extended ways to quantify the relationship 
between the hydraulic conductivity of the xylem and the xylem pressure is to gener-
ate a ‘vulnerability curve’ (Tyree and Sperry 1989a).

7 Determining Plant Water Relations



114

3.2  Measurements of Xylem Hydraulic Conductivity

The xylem hydraulic conductivity is defined as the flux for a given driving force (Q/
ΔP), normalized by the length of the segment and referenced either to the cross- 
section of the area of the xylem (Ks: xylem specific conductivity) or to the leaf area 
supported by the xylem (KL: leaf specific conductivity):

 – Ks = QL/(ΔP ASW)
 – KL = QL/(ΔP AL)

Where Q is the recorded flux (gravimetric or volumetric flow rate), L is the length 
of the measured segment, ΔP is the pressure drop across the segment, Asw is the 
cross-sectional area of the conducting sapwood, AL is the total leaf area supplied by 
the measured segment. The flow rate measurement of fluid flows can be determined 
gravimetrically or using conductivity apparatus. In the gravimetrically determina-
tions, the segment of interest will be connected to a water reservoir on one side, and 
to a pipette or an analytical balance with a computer interface to the other (Tyree 
et al. 1983; Sperry et al. 1988; Nardini et al. 2001). With the pipette, we will record 
the change in meniscus position as a function of time gives the volume flow rate, 
while the height difference between the water leave in the reservoir and the menis-
cus in the horizontal pipette gives the driving gradient. With the balance, we can 
register the change in mass with time with a computer interface. An assumption of 
these measurements is that the system is at constant flow rate for a stable driving 
gradient.

An alternative for the previous methods are the hydraulic flow meters, where 
pressures across a calibrated resistance tube can be measured using pressure trans-
ducers and data logging systems to provide continuous flows. This technique was 
developed by Sperry et al. (1988) with the low pressure flow meter (LPFM), and by 
Cochard et  al. (2005) with the Xyl’EM system (Bronkhorst, France SAS; http://
www.bronkhorst.fr/fr/produits/xylem_embolie-metre/). It is also possible the con-
struction of these devices in an inexpensive way as it is detailed in Sack et al. (2011) 
 (http://prometheuswiki.publish.csiro.au/tiki-index.php?page=Constructing+and+o
perating+a+hydraulics+flow+meter).

3.3  Measuring the Vulnerability of the Xylem

3.3.1  Methods to Induce Xylem Cavitation and Embolism

• Dehydration method (Sperry 1986; Tyree and Sperry 1989a)
The method consists in the progressively desiccation of the sample as to simulate 
various xylem pressures. The hydraulic conductivity is measured gravimetri-
cally, or using the hydraulic flow meters explained before. The measurements 
will be conducted before and after any air in the conduit system has been 
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dissolved which will give the decrease in hydraulic conductivity associated with 
the minimum xylem pressure during the dehydration. The biggest disadvantage 
is the time consuming of the procedure and different branch systems are dried to 
different negative pressures and the curve assembled from conductivity measure-
ments made on multiple segments. This method has been recently shown to be 
prone to artifacts caused by cutting xylem under tension (Wheeler et al. 2013; 
Torres-Ruiz et al. 2014).

• The air injection method (Cochard 1992; Sperry and Saliendra 1994)
The air injection method is based on the observation that the pressure required to 
push air into the functional xylem and decrease its conductivity, and is approxi-
mately equal, and opposite to the negative pressure causing cavitation. The sam-
ple (stem segment) is inserted through a double-ended pressure bomb. The 
hydraulic conductivity of the xylem is measured progressively at higher air pres-
sures inside the chamber, and once the air pressure has displaced the water from 
the xylem, the hydraulic conductivity decreases. The major improvement of this 
method is that allows having the vulnerability curve in a single stem. On the 
contrary, the procedure is also time consuming and only provides an estimate of 
the vulnerability curve.

• Centrifugal methods
These methods are based in the fact that centrifugal force can be used to create 
negative pressure in the xylem of woody vascular plants (Pockman et al. 1995). 
Alder et al. (1997) formalized the first centrifugal-technique, known as the ‘stan-
dard centrifuge method’. The measurements of the hydraulic conductivity of 
xylem segments are done before and after spinning them in a centrifuge rotor to 
generate progressively negative xylem pressure. To determine the hydraulic con-
ductivity, the segments need to be removed from the rotor between intervals of 
spinning (Pockman et al. 1995; Alder et al. 1997). This method was modified to 
allow measurements of conductivity while stem segments are spinning under 
negative pressure (Cochard et al. 2005; Li et al. 2008). In this ‘spin’ method, the 
stem ends are immersed in water as they are in the gravity method, but the water 
level in the upstream reservoir is higher that the downstream position (Cochard 
et al. 2005).

3.3.2  Construction of Vulnerability Curves

Vulnerability curves (VC) represent percentage of cavitation or embolism. They are 
plotted as percentage loss of hydraulic conductivity (PCL) vs xylem pressure. Any 
of the methods explained to measure cavitation can be combined with the ones to 
induce water stress to determine VC. With the method of modified centrifugal tech-
niques, we can obtain the entire curve relatively quickly on a single xylem segment, 
and the segment can be treated ahead of time to remove any native embolism. The 
shape of the resulting vulnerability curve (VC) varies from sigmoidal (s-shaped) to 
logarithmic (r-shaped). The r-shaped curves imply a high amount of embolism 
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formation or high native PCL levels, and will imply that refilling of embolized con-
duits occurs on a daily basis. The s-shaped curves predict that embolism formation 
occurs probably only during periods of severe drought, and embolism refilling is 
either minimal or occurring on a seasonal basis.

In the recent years, it has been a big debate on the accuracy of the measurements 
to construct VCs due to the different methodologies applied in different experi-
ments. In conifers, the standard centrifuge and the centrifuge modifications seems 
not to alter the results of VC (Li et al. 2008; Lopez et al. 2016; Torres-Ruiz et al. 
2016). However, in angiosperms, different experimentations have shown different 
results that are thought to be directly related on how the samples are measured and 
the VCs constructed (Cochard et al. 2010, 2013; Wheeler et al. 2013; Torres-Ruiz 
et al. 2014, 2015; Hacke et al. 2015; Venturas et al. 2015; Charrier et  al. 2016). 
Up-to-recent years, there were not truly reference methods that could validate the 
results from the centrifuges methodologies. With the development of non- destructive 
methodologies as magnetic resonance imaging MRI and X-ray micro-tomography, 
new tools to advance in the knowledge of water transport and embolism in plants are 
available (Torres-Ruiz et al. 2016; Nardini et al. 2017).

3.4  Methods to Measure Xylem Cavitation and Embolism

3.4.1  Light Microscope, Cryo-Scanning and Dye Coloration

Direct observations under eye or light microscope gave the first evidence of embo-
lized conduits in plants (Richard 1838; Dixon 1914; Sperry et al. 1988), although 
this technique gives difficulties as for the preparation of the samples (Lewis et al. 
1994) and the limited field of observation.

More sophisticated technologies have been also used for direct observation of the 
samples as in Canny (1997), where a scanning electron microscope equipped with a 
cryogenic stage was used. This technique is also laborious, but it has high spatial 
resolution, and has been used to determine different aspects of xylem water trans-
port, as well as the water content on small tracheids and wood fibers (e.g. Utsumi 
et al. 1998; Cochard et al. 2000, 2004; Sano et al. 2011; Aoyama et al. 2014).

Dye coloration of the xylem is a simple and effective way to visualize embolism 
in the xylem (Cai and Tyree 2010). The dye is induced on branches by leaf transpi-
ration or by infiltration with a small gravimetric pressure (Sperry 1986). As it is 
quite a laborious process, other techniques are preferred.

3.4.2  Acoustic Measurements (AEs)

This method provided the first demonstration that plants could cavitate. It is a non- 
destructive technique, which its principle is based on the detection of AEs (Milburn 
and Johnson 1966) and ultra-AEs (Tyree and Sperry 1989b) due to the energy 
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relaxed in the xylem when cavitation occurs. The main advantage is that can be used 
easily under field conditions and that have a very high temporal resolution that is 
able to detect the time of occurrence of a cavitation with great accuracy. The main 
disadvantage is that ultra-AEs is not produced only in xylem conduits (Kikuta 
2003), and that the method is more qualitative than quantitative. With the commer-
cialization of a new generation of acoustic systems, it has becoming possible to fil-
ter out all the irrelevant ultra-AEs, and the technique is having a renewed interest 
(Wolkerstorfer et al. 2012; Vergeynst et al. 2016).

3.4.3  Magnetic Resonance Imaging (MRI)

MRI is an imaging method based on nuclear magnetic resonance (NMR). It is a 
non-destructive and non-invasive technique that allows for direct in vivo observa-
tion of water content and water movement in plants under regular or environmental 
stress conditions (Van As et al. 2009). MRI experiments are based on the interaction 
between the magnetic moment of certain nuclei (especially 1H) and an external 
magnetic field. The magnetization of the sample is manipulated by radio frequency 
(RF) pulses, which are detected by a coil placed around the sample (Köckenberger 
et al. 1997, 2004). Although MRI suffers from poor spatial resolution (20–30 μm), 
it delivers an abundant amount of information at a reasonable spatial and temporal 
resolution (Van As et al. 2009). This methodology has become a growing discipline 
in the study of the dynamics of water (Windt et al. 2006; Homan et al. 2007; Van As 
and Windt 2008) and also in the occurrence of cavitation and its repair (Zwieniecki 
et al. 2013; Wang et al. 2013; Ogasa et al. 2016).

3.4.4  Synchrotron and X-Ray Microtomography (Micro-CT)

This technology presents the same advantages than the MRI but with higher spatial 
resolution (around 1 μm). The analyses of samples start with a 3D reconstruction of 
the selected area, and a transverse two-dimensional (2D) cross section from the 
middle of the volume, where the determination of embolism is done. The access to 
synchrotron facilities and the X-ray microtomography systems have giving the 
opportunity to test indirect hydraulic conductivity measurements in plants with 
quite positive results (Choat et al. 2016). It is also giving interesting results on how 
embolism initiates and spreads among plant species (Brodersen et al. 2013; Dalla- 
Salda et al. 2014; Torres-Ruiz et al. 2016). The emergence of powerful and afford-
able desktop-based micro-CT systems offers the opportunity to propose this 
technology as a reference for xylem embolism studies (Charra-Vaskou et al. 2012; 
Suuronen et al. 2013; Torres-Ruiz et al. 2014, 2016; Knipfer et al. 2016; Nardini 
et al. 2017) that will allow to confirm previous experimentation and to give refer-
ence information on the study of xylem embolism and refilling.
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4  Measurement of the Leaf Water Status

4.1  Introduction

Life in our planet is intimately linked to water and the knowledge of drought stress 
physiology is of increasing interest as water is becoming limiting in a climate 
change scenario. The International Panel on Climate Change predicts a worldwide 
increase in aridity (IPCC 2013) and subsequent water stress for crops. As a conse-
quence, water deficit is becoming the most important abiotic stress. Therefore, strat-
egies for sustainable use of water (Kang et  al. 2003) and to improve drought 
resistance are urgent and should integrate conventional breeding and biotechnologi-
cal approaches (Chaves et al. 2003). A key factor determining plant productivity 
under limited water supply is water use efficiency (WUE) (Saranga et al. 1999) and 
it is mentioned as a strategy to improve crop performance under water limited con-
ditions (Araus et al. 2002). Plant physiology can increase the knowledge about how 
to improve plants water use efficiency either by using varieties that are more drought 
and salt resistant or by using strategic agricultural practices.

Therefore it is essential that experiments conducted to understand the mecha-
nisms involved in drought tolerance and/or resistance to drought characterize plant 
water status. Incorrect determination of plant water content can easily lead the 
researchers to wrong interpretation of the results. In this sense the selection of the 
appropriate technique to measure plant water status is elementary to achieve the 
objectives of the research. Extensive research has been done measuring plant water 
status trough determining soil or even stem (trunk) water content but leaf water 
status is thought to be more sensitive with regard to reflecting water deficit (Zheng 
et al. 2015).

In this line it is assumed that transpiring parts of the plant, especially leaves, usu-
ally develop greater and longer water deficits (Kramer and Boyer 1995; Erice et al. 
2006). Consequently, authors working on plant responses to drought have focused 
on measuring leaf water status as a method to highlight the differences among water 
regimes. In this section the methods to measure plant water status will be compiled 
and the applications will be discussed in terms of the objective of the research.

4.2  Volumetric Techniques

Leaf water status can be quantified in terms of water content (WC), which is the 
amount of water contained in a piece of leaf tissue. This content is dependent of the 
size of the considered biomass and needs to be normalized and expressed as fraction 
of the leaf mass. If expressed on fresh mass units it can be considered as the propor-
tion of water that is contained in the leaf. WC also may be expressed on dry weight 
basis. The interpretation of this numeric value normalized by dry mass is more dif-
ficult but it has the advantage of being more stable than the WC on fresh mass basis.
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WC

FW DW
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or
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FW DW

DW
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where FW is the leaf fresh weight and DW is the leaf dry weight. DW is obtained 
after drying at 80 °C the leaf tissue until stable weight (normally 48 h) (Erice et al. 
2006).

Nevertheless the WC is submitted to dairy and seasonal changes and normaliza-
tion by fresh or dry weight also makes difficult the comparison between species 
with different grade of tissue hydration potential (i.e. succulent plants). This prob-
lem is solved by including in the equation the normalization by turgid weight (TW); 
the resulted parameter is denominated relative water content (RWC). The RWC 
was originally defined as “relative turgidity” by Weatherley (1950) and defined as:
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∗100

 

A RWC of 100 means full turgor, whereas smaller value is indicative of leaf 
water deficit. In the same way it is defined the complementary parameter of the 
RWC, the water saturation deficit (WSD):

 
WSD

TW FW

TW DW
=

−
−







∗100

 

Addition of RWC and WSD is 100. The determination of RWC or WSD requires 
the measurement of the TW of the leaf. Leaf tissues use to be fully hydrated after 
24 h in a saturated humidity environment (typically a closed vial with wet cotton or 
floating on the surface of water) at 4 °C.

4.3  Thermodynamic Techniques

Above described parameters (WC, RWC and WSD) are refer to the proportion of 
water contained in the leaf and do not allow to determine the direction of the water 
being translocated between the different organs of the plant or between the soil and 
the plant. The movement of the water from the soil and across the different parts of 
the plant, roots, stems and leaves, follows the magnitude of the chemical potential, 
the partial molar Gibss free energy. That means that water flows following the dif-
ferences in the thermodynamic potential between the different parts of the so-called 
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soil-plant-atmosphere continuum system. Plant physiologists use the term water 
potential, Ψ, to refer to this concept. It integrates the different potentials that bind 
water to plant tissues. Pure water has the reference Ψ of zero and all the Ψ associated 
to water have negative values. Ψ was expressed in pressure units by Slatyer (1967):

 

Ψ =




















RT

V

e

ew
elog

0  

where R is the universal gas constant (8.31 J K−1 mol−1), T is temperature (K), Vw is 
the partial molal volume of water, e is the vapour pressure in equilibrium with the 
atmosphere and e0 is the saturation vapour pressure.

In the soil-plant atmosphere system it is considered that the total water potential 
is the sum of various components following the equation:

 
Ψ Ψ Ψ Ψ Ψ= + + +p m gπ  

where Ψp is the pressure potential, the hydrostatic pressure opposite to the action of 
vacuolar pressure on the cell wall resulting from cell turgor. It increases the water 
energy status in the cell and it is positive as long as the vacuole presses the cell wall 
(the cell is not plasmolyzed).

Ψπ is the osmotic potential, consequence of the dissolved solutes. It decreases the 
water free energy. It is negative and its value decreases with the concentration of 
solutes. A useful approach to the relationship between solutes and the Ψπ is the Van’t 
Hoff equation:

 Ψπ = −RTcs  

where cs is the solute concentration (mol m−3).
Ψm is the matrix (or matric) potential and as the Ψπ it decreases the water free 

energy. Ψm is due mainly to the binding of water by capillarity and adsorption to the 
cellular wall fibers and cytoplasmic macromolecules and colloids. In adult plant cell 
most of the volume is occupied by the vacuole so it is assumed that the water 
exchange is controlled by the tonoplast. In this situation the Ψm could be 
disregarded.

Ψg is the gravitational potential, the consequence of the potential energy change 
between locations with different height from the reference point. It is often disre-
garded but it definitively has to be taken into account when water potential is con-
sidered in trees. That is why except in the cases of studies involving tall trees plant 
water potential (Ψ) is generally supposed to be dependent exclusively of the osmotic 
potential (Ψπ), matrix potential (Ψm) and pressure potential (Ψp).

 
Ψ Ψ Ψ Ψ= + +p mπ  
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Moreover in parenchymatous adult cells where the vacuole occupies most of the 
cell volume and considering both tonoplast and cell membranes semipermeables 
matrix potential may be disregarded:

 
Ψ Ψ Ψ= +p π  

Measurement of the plant water potential is done using dry thermocouple psy-
chrometry, plant pressure probe and the pressure chamber.

Psychrometric method consists of the encapsulation of the plant tissue in a her-
metically closed chamber until the equilibration with the atmosphere and the ther-
mocouple in contact with a solution of known potential. The change in vapour 
pressure could be measured using fresh and frozen-thaw tissue to break the mem-
branes and eliminate the pressure potential component. Thus from the result of the 
Slatyer equation of Ψ for fresh (Ψπ + Ψp) and thaw (Ψπ) values it is possible to cal-
culate Ψp. Any plant tissue Ψ can be measured by this method regardless its size so 
psychrometry has been used as a very versatile technique.

Pressure probe is a method focused on cell level water potential. In this method 
a capillary probe is inserted inside the cell. The probe is filled with silicone oil and 
connected to a pressure sensor. Ψp makes oil go backwards and it is registered by the 
sensor. Pressure probe is considered an accurate method and it is possible to use it 
on individual cells. Another advantage of the probe is that Ψp can be combined with 
the Ψπ from the extracted cell content.

Nevertheless, the most extensively used method for plant Ψ measure is the pres-
sure chamber initially described by Scholander et al. (1965). As above described 
methods (psychrometry and cell probe) are adaptable to any plant organ, pressure 
chamber is specifically developed for leaves. Leaves are introduced in a sealed 
chamber while the petiole protrudes the lid. Pressure inside the chamber is increased 
gradually due to compressed nitrogen gas. As the pressure reaches the value to 
restore the xylem water column (balance pressure) the water flows outside the leaf. 
This pressure value is the matrix apoplastic potential and assuming that the resis-
tance to flux between symplast and apoplast is low and apoplastic water osmotic 
pressure close to zero it is considered similar to water potential (Ψ).

This technique is relatively fast and the equipment is suitable to use in field con-
ditions. Moreover the pressure chamber can be also used to measure the pressure- 
volume parameters. Applying pressure values above the balance point the volume of 
xylem sap can be applied to determine the pressure-volume curve (Nilsen and 
Orcutt 1996). From the analysis of the curve osmotic potential and leaf tissue elas-
ticity can be calculated.
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4.4  Measuring Considerations of the Water Status Parameters

Water status measurement in plant leaves is normally used to establish the experi-
mental conditions, to impose a water stress treatment of a defined severity, and then 
to relate the plant tolerance mechanisms to the water stress quantification. It is 
essential to select the best parameter to accomplish with the objectives of the 
research. For this purpose it is crucial to choose not only the right parameter but also 
to measure it when it can reflect the process we want to study (i.e. adaptive plant 
responses to stress or the movement of water in the plant).

Furthermore, studies focused on water relations, have to take into account the 
wide range of time scales in which plant processes altering water status may occur. 
There is a diurnal dynamic due to the loss of water by transpiration in exchange of 
CO2. This loss of water may be also altered in a shorter scale of minutes due to envi-
ronmental changes (i.e. light or temperature). In the same way there are long- term 
changes that potentially may alter plant tolerance responses to drought. Short- term 
responses comprise stomatal response, gene expression, leaf movement, wilting and 
osmotic adjustment whereas long-term strategies include canopy development, leaf 
senescence and root system modification (Passioura 1996). As longer time is avail-
able to develop long-term strategies to face drought, plants present acclimation to 
water deficit. In this sense, volumetric parameters, as RWC, have been reported to 
show differences due to drought treatment particularly when the combination between 
time scale and stress harshness did not allow plants to acclimate. However as time 
scale increases, as typically occurs in sustained water limitation studies, plants can 
adjust their leaf osmotic potential, enhance root to shoot ratio and limit leaf area 
development enable plants to maintain RWC at steady value (Erice et al. 2012).

Thermodynamic measurements, as Ψ, are also modified by the time scale. Leaf 
Ψ has been describe as extremely sensitive to environmental conditions and drought 
treatment differences are often smaller than its short-term fluctuations (Jones et al. 
1983). When measured pre-dawn the plant Ψ is considered equilibrated with the soil 
potential so the daily short-term dynamic may be smoothed as it may be used as a 
tentative index of soil water availability. Nevertheless, after dawn the plant opens 
stomata to start photosynthesize and transpire. This water movement requires the 
decrease of leaf Ψ below the soil water potential. At midday hours the leaf Ψ reaches 
the minimum value as the physiological drought experienced by the plant tissue and 
its measurement is more related to water transport across the soil-plant-atmosphere 
system (Jones 2007) than to the actual hydration of the leaf tissue.

4.5  High-Throughput Methods to Assess Leaf Water Status

In this chapter classic methodology to measure leaf water status has been discussed. 
The presented techniques have been proven to be accurate but they are also labori-
ous. The RWC requires collecting leaves and weighting them to obtain fresh, turgid 
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and dry mass whereas water potential involves the use of the pressure chamber and 
to slowly reach the potential of the tissue. These methods could be also considered 
time-consuming for efficient screening of large population of plants for breeding 
purposes (Winterhalter et al. 2011). When measuring extensive number of plants the 
need to develop new rapid techniques is becoming a problem for the scientists in 
order to cope with their objectives. Indeed, it has been pointed that high-throughput 
physiology and phenotyping have become a new bottleneck in plant biology and 
crop breeding (Furbank 2009). Moreover, recording of real-time leaf water content 
is an important feature to implement precision irrigation, which is the optimal water 
management both spatially and temporally.

In order to assess leaf water status by high-throughput methods different 
approaches are being developed. In this line two main different strategies are being 
developed: one is based on electrical properties of the leaves and the other focuses 
on leaf optical reflectance.

Leaf capacitance and impedance were used by Mizukami et al. (2006) to esti-
mate the moisture content of tea leaves. The accuracy of the method was influenced 
by the electrical condition of the cell wall so leaves needed to be separated by matu-
rity. Regression equations obtained resulted on high correlation coefficients with 
satisfactory levels of standard error. More recently Zheng et al. (2015) developed a 
four-electrode method to evaluate leaf water content by the voltage drop between 
electrodes. Leaf electrical properties were shown to be correlated better to RWC 
rather than WC. Even if this method is revealed as effective to evaluate the water 
stress interestingly the correlation coefficient had a downward trend as the growth 
period advanced.

Other methods involve the leaf reflectance properties to estimate plant water sta-
tus rapidly using model building and spectral indices or ratios between reflectance 
values at specific wavelengths. Multispectral imagery was used to determine water 
status by water potential by Kriston-Vizi et al. (2008). These authors found that Ψ 
is correlated with red or even green leaf reflectance. Using a partial least square 
regression (PLSR) method Gillon et al. (2004) developed a model based on near 
infra-red (NIR) spectra from 400 to 2500 nm. They concluded that it was possible 
to estimate the initial WC of the fresh leaves from its spectral characteristics when 
dried. They also presented evidences that some biochemical properties of the leaves 
may be associated to leaf water status causing changes in spectral reflectance even 
in dried samples. Zhang et al. (2012) explored the same wavelength spectrum reflec-
tance to determine the water content in the leaf. This study featured that PLSR 
combined with spectrum preprocessing methods could construct accurate model 
and present a satisfactory prediction precision.

Despite of the efforts to establish and normalize the spectral reflectance to esti-
mate leaf water status it remains unclear how to compare spectral characteristics 
across plant developmental stages. As Elsayed et al. (2011) pointed maybe changes 
in Ψ are difficult to detect spectrometrically because of autocorrelation with leaf 
WC. Thus, these authors still highlight the leaf reflectance as an accurate method for 
screening large numbers of plants even if a reduced calibration dataset from pres-
sure chamber is needed.
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5  Stomatal Aperture and Transpiration

5.1  Measurements of Transpiration Using Porometers  
or Infra-Red Gas Analyzers

Transpiration is the process of water evaporation from aerial parts of the plant. It is 
dynamically regulated by stomata, pores in the epidermis of leaves formed by one 
pair of guard cells, which control the gas exchange. The stomatal aperture can be 
measured indirectly as stomatal conductance to water vapour using a porometer or 
an infra-red gas analyzer (IRGA). Most of these are open systems with a sample 
cuvette for the leaf to be measured through which a constant air stream flows. The 
system determines the water vapour pressure in the air fluxes going in and out of the 
sample cuvette. Their difference allows the calculation of the transpiration rate, 
from which stomatal conductance is estimated. Both are expressed as a water flow 
rate in mol H2O m−2 s−1.

Several factors need to be taken in account when estimating stomatal conduc-
tance. Relative humidity of the air is the driving force for transpiration, and this is 
greatly influenced by the temperature. That is because temperature influences the 
water holding capacity of the air. For example, warmer air can hold more water, so 
and increase in air temperature decreases its relative humidity, making it drier and 
increasing the evaporation rate from the leaf surface. Generally, the temperature on 
the incoming air flow is fixed constant for more stability of the system. Light is 
another important factor, since it triggers stomata opening to allow the entry of CO2 
to the leaf and make it available for photosynthesis. Stomata are most sensitive to 
blue light, the predominant at sunrise. In the dark, stomata are closed in most plants. 
Hence, light intensity and quality before and after the measurement are very impor-
tant and may affect the results greatly.

On the other hand, the wind has a strong effect on transpiration. The boundary 
layer around leaves is a layer of still air that offers resistance to water evaporation 
and the wind helps removing water molecules away from the surface of the leaves 
(Long and Hällgren 1993). This boundary layer can be modified by plants as a long 
term response to the water availability and relative humidity in the air, by altering a 
variety of structural features such as trichomes or leaf size. The boundary layer 
resistance is important when estimating stomatal conductance, since it limits 
 transpiration, causing underestimation of stomatal conductance. To prevent this, the 
boundary layer needs to be broken using an air mixer inside the sample cuvette. 
Moreover, the boundary layer resistance, as a parameter in the equation of stomatal 
conductance needs to be corrected according to the distribution of stomata in adax-
ial and abaxial sides of the leaves. This stomatal ratio depends upon the plant spe-
cies but not on growth conditions (Redmann 1985). For an extensive review on 
sources of error in the determination of stomatal conductance, please see (McDermitt 
1990). An adequate calibration of the system before starting the measurements is 
essential. Firstly, it is very important to achieve an accurate zeroing by using dry air. 
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Secondly, the water vapour span must be checked, and corrected if necessary. For 
that purpose, a dew point generator should be used to safely provide a constant 
stream of water saturated air into the system. Before addressing the calibration, it is 
important to make sure there are no leaks in the system.

Stomatal aperture and closure are controlled by many intrinsic and extrinsic sig-
nals (Assmann 1993), and the study of these processes can be tackled by the deter-
mination of stomatal conductance under constant conditions of temperature, light, 
relative humidity and CO2 concentration, which can be equal or different to the 
growth conditions. Also the response of stomata to these parameters can be evalu-
ated by performing response curves. When carrying out CO2 response curves, the 
rest of variables should be held constant, and the light intensity should be high 
enough not to limit photosynthesis. On the other hand, the response to light intensity 
and quality can be evaluated by light response curves, for which is important to 
ensure a steady temperature throughout the measurement. It can be advisable to 
hold the leaf temperature constant.

5.2  Thermal Imaging

Although it is feasible to measure stomatal conductance by means of leaf porome-
ters or IRGA, these determinations present some disadvantages. First, leaf gasom-
etry involves contact with leaves, which often interferes with their function. 
Furthermore, during the monitoring of point measurements on randomly selected 
leaf areas, the information about gradients over the whole leaf surface is missed 
unless one makes time-consuming, repeated point measurements. In contrast, the 
thermal imaging systems, originated from the use of thermography point sensors, 
which have been applied in the field, offer rapid analysis and high spatial resolution 
from the leaf to the remote sensing scale (Chaerle and Van der Straeten 2001; Jones 
et al. 2002; Jones 2004a; Costa et al. 2013; Fiorani and Schurr 2013).

It is well known from the 1960s (Fuchs and Tanner 1966) that leaf temperature 
correlates with transpiration and stomatal conductance. Plants are cooled by tran-
spiration and when the stomata are closed due to different environmental condi-
tions, the decreased transpiration induces a temperature increase.

Thermal cameras measure emitted radiation in the thermal range (3–14 μm) and 
allows imaging the differences in surface temperature of plant leaves and canopies. 
These sensors convert patterns of radiation to visual pseudocolour images repre-
senting temperature levels, where each image pixel contains the temperature value. 
With proper calibration, thermal maps can be converted directly into maps of stoma-
tal conductance (Jones 2004a). Although thermal imaging does not directly measure 
stomatal conductance, in any given environment stomatal variation is the dominant 
cause of changes in canopy temperature (Jones 1999).

The energy balance of a plant, and thus its temperature, is dependent on environ-
mental factors such as light intensity, temperature, relative humidity, wind speed, 

7 Determining Plant Water Relations



126

etc. From this reason, imaging sensor calibration and atmospheric correction are 
usually required. Since the closure of stomata also affects photosynthesis, imaging 
of chlorophyll fluorescence parameters could be a complementary technique to 
thermography.

Thermography can visualize either dynamic or heterogeneous patterns of stoma-
tal closure called patchiness (Jones 2004a). It has also been used to screen 
Arabidopsis mutants affected in stomatal regulation (Chaerle and Van der Straeten 
2001; Merlot et al. 2002; de Marcos et al. 2015). Early uses of thermal imaging are 
reviewed in Jones et al. (2009) and some studies demonstrated stomatal closure as a 
result of exposure to pollutants such as NO2, SO2, and O3. In other studies it has 
been shown that nitrogen fertilization also can affect the canopy temperature of 
paddy rice (Wakiyama 2016). Leaf or canopy temperature as an indicator of water 
stress and the estimation of stomatal conductance from infrared thermography is 
widely used (Jones 1999, 2004a, b; Zhang and Kovacs 2012; Li et al. 2014). Indices 
of crop water stress were developed for irrigation scheduling purposes but also for 
estimation of evaporation rates from plant canopies. These indices are largely 
assumed to reflect changes in stomatal opening and evaporation rate as water 
becomes limiting (Jones et al. 2009; Costa et al. 2013).

The regulation of the stomatal closure plays a key role on plant defense to pre-
vent microbial invasion (Sawinski et al. 2013). Very often pathogen infection trig-
gers stomatal closure in plants, resulting on decrease of transpiration (Barón et al. 
2016; Mahlein 2016). Some pathogens are able to prevent stomatal closure upon 
detection of pathogens or are even able to reopen them (Zeng et al. 2010). Thermal 
imaging has been used to monitor plant stress caused by viruses (Chaerle et  al. 
1999, 2006), bacteria (Pérez-Bueno et  al. 2015, 2016) and fungi (Chaerle et  al. 
2004; Aldea et al. 2006; Granum et al. 2015). Furthermore, thermal imaging com-
bined with chlorophyll fluorescence has allowed the analysis of spatial and temporal 
heterogeneity on leaf transpiration and to correlate it with photosynthetic activity 
(Barón et al. 2012, 2016). This combination of techniques can reveal presymptom-
atic responses to pathogens. Thermography also facilitates phenotyping for disease- 
resistant plant genotypes, − one of the main challenge in plant breeding (Walter 
et al. 2015).

In addition to laboratory and proximal level of thermal sensing, thermal imaging 
sensors have been integrated into phenotyping platforms under controlled- 
environment (http://www.lemnatec.com/). Applications of high throughput pheno-
typing in the search for drought tolerant varieties are reviewed in (Humplik et al. 
2015); being connected the physiological responses to drought and high  temperature 
stresses, similar approaches can be used to study the tolerance of plants to both 
stress factors. Mahlein (2016) have showed the applications of thermal imaging in 
precision agriculture and plant phenotyping for plant disease detection, screening of 
plant resistance and assessment of plant stress reactions. A number of field experi-
ments not only of water stress have been carried out with thermal sensors using 
ground-base (http://www.lemnatec.com/) or aerial-based methods (Sobrino et  al. 
2009; Jones 2011; Liebisch et al. 2015).
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However, thermal cameras as single sensors provide information on changes in 
stomatal opening. For stress diagnosis when stomata can be affected by many dif-
ferent primary stresses a multi-sensor approach is required, where thermal sensing 
is combined with reflectance, fluorescence and other sensing techniques (Fiorani 
and Schurr 2013).

5.3  Stomata Visualization

Changes in measured leaf temperature or gas exchange could be due to alterations in 
stomatal density or aperture (Smith 1941; Nobel 1991). When discussing plant 
hydraulics under stress conditions, it should be determine the number of stomata per 
leaf surface and the degree of ostiole aperture, in order to provide an explanation to 
the observed phenomena. If stomatal density is not significantly different between 
treatments, then the stress factor does not modify the normal development of sto-
mata in the plant. Thus, observed changes should be attributed to stomatal regulation 
upon stress (Daszkowska-Golec and Szarejko 2013; McLachlan et al. 2014). On the 
other hand, if ostiole aperture does not change, results obtained by means of porom-
eters or thermal cameras can be used to look for plants affected in stomatal develop-
ment in plant phenotyping programs (Fiorani and Schurr 2013; Mahlein 2016).

When no knowledge is available about if studied plant is epistomatic, hyposto-
matic or amphistomatic, it is a good advice to examine both adaxial and abaxial 
sides of the leaves. Stomata can be observed directly under the microscope or indi-
rectly by means of epidermal impressions. In the first case, the positive image can 
be achieved using different microscopic techniques. Sometimes it is possible grasp-
ing the epidermis with fine forceps, then slowly peeling the epidermis away from 
the leaf and mounts it in a microscope slide with a drop of water in order to observe 
it under light microscopy. To enhance the contrast in unstained, transparent samples 
such as peelings or whole leaves, it is possible to use differential interference con-
trast microscopy or Nomarski microscopy. Optical topometry by means of confocal 
microscopy is a powerful, non-destructive method for quantitative characterization 
of the plant epidermis requiring no sample preparation (Haus et al. 2015). Scanning 
electron microscopy is another method to visualize the plant epidermis, but it 
requires fixation, desiccation and metallization of the sample.

Indirect visualization of stomatal implies the realization of epidermal impres-
sions using some clear-to-light material, such us nail polish, liquid plaster or 
 water- soluble glue. The organic solvents in the material used for impressions may 
harm the leaves; thus, it is advisable to try different materials to find the best one, 
moreover if the leaf will continue attached to the plant. With the help of a brush or 
spatula, the substance should be carefully extended in order not to capture air bub-
bles. The film has to be as thin as possible and cover at least 1 cm. Once completely 
dry, the negative impression should be gently removed with the help of a forceps or 
clear cellophane tape, and mounted in a microscope slide for its visualization under 
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light microscope in the form of a dry mount. These leaves impressions require clos-
ing the condenser aperture diaphragm due to the low contrast of the samples, or 
alternatively, using oblique illumination, resulting in a characteristic 3-dimensional 
appearance. Alternatively, epidermal negative imprints could be done using dental 
resin. This negative impression can be archived and used to make a positive cast 
(with clear nail polish for example) whenever desired. Despite the technique used to 
visualize stomata, the use of grid reticules is a good option to establish the stomatal 
density. Several imaging handling software (such as the free available ImageJ or 
CellProfiler) are useful to determine the ostiole length.
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Chapter 8
Thermal Imaging and Infrared Sensing 
in Plant Ecophysiology

Hamlyn G. Jones

1  Introduction

1.1  Why Thermal Sensing?

Leaf temperature is important for plants both because of its effects on the rates of 
critical physiological processes and because of the damaging effects of temperature 
extremes. Notwithstanding these phenomena, remote estimation of leaf temperature 
also provides a powerful tool for the study of plant water relations and some other 
phenomena such as freezing. Most ecological and physiological applications of 
thermal remote sensing are based on the fact that the latent heat of vaporization 
required to evaporate from plant leaves is a major part of the leaf or canopy energy 
balance such that increasing evaporation or transpiration through the stomata leads 
to a cooling of the surface. The degree of cooling can therefore be used as an indica-
tor of transpiration rate and stomatal opening, and hence as a measure of plant 
response to environmental stresses such as drought. A major practical problem in 
the application of this result in agriculture and in natural ecosystems is that, in addi-
tion to stomatal closure, many plant factors such as leaf orientation or reflectance 
and environmental factors such as radiation, wind speed and humidity also impact 
on leaf or canopy temperature over a rapid timescale. Practical application of this 
result for ecophysiological studies therefore requires approaches to allow for the 
various physiological and environmental determinants of canopy temperature 
(Jones 1999a, b, 2004), as will be discussed in detail below.

Thermal imaging also has applications in fields other than plant water relations. 
For example the high latent heat of fusion of water means that a large amount of heat 
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is released when plant tissue freezes and various workers have used thermal imaging 
to follow the (rapid) progress of freezing (Fuller and Wisniewski 1998; Hamed et al. 
2000; Carter et al. 2001; Stier et al. 2003). Similarly, thermal dynamics can provide 
useful information at scales from the functioning of ecosystems (Bendoricchio and 
Jørgensen 1997; Aerts et  al. 2004) through soil moisture content estimation 
(Verstraeten et al. 2006) to the aerodynamic properties of single leaves (Jones 2014).

The principles underlying the control of leaf temperature were formalised by the 
early 1960s (Raschke 1956, 1960) and, with the development of infrared thermom-
eters, were first used for the study of plant water relations by Tanner and Fuchs 
(Tanner 1963; Fuchs and Tanner 1966). Extensive subsequent studies by Jackson, 
Idso and colleagues (1977, 1981; Idso 1982) promoted thermal sensing as a tool for 
irrigation scheduling.

The greatest uptake of thermal sensing, however, came with the widespread avail-
ability of thermal imaging and especially, from about the year 2000, uncooled micro-
bolometer sensors that operate in the long-wave (c.9–14 μm) thermal infrared (Jones 
2004). For thermal sensing in the field it is essential to use only imagers that operate 
in the long-wave thermal region rather than shorter wavelengths as the latter are 
much more subject to interference by reflected sunlight (Leigh et al. 2006). Imagery 
has many advantages over the use of point sensors, especially the possibility of mul-
tiple replication within an image, and the ability to ensure that the temperature is that 
of the material of interest (e.g. a leaf) without any contamination by background.

Thermal imagery can be used in several ways for ecophysiological purposes. The 
simplest is in a purely qualitative mode where visual comparison of temperatures of 
different canopies can be used to identify plants, or areas of vegetation, under par-
ticular stress (where those areas having particularly high temperatures indicate sto-
matal closure). The second mode is semi-quantitative, and is widely used in plant 
phenotyping and involves ranking plots or genotypes for temperature (and hence 
stomatal closure). The most powerful approach, however, involves quantitative 
application to estimation of stomatal conductance, evaporation rate or aerodynamic 
properties based on application of energy balance and measurement of the neces-
sary meteorological variables.

1.2  Basic Energy Balance Calculations

Application of thermal sensing as an ecophysiological tool is largely based on an 
understanding of leaf or canopy energy balance. Useful summaries of the energy 
balance equations and their application to thermal imagery may be found in a num-
ber of texts (Monteith and Unsworth 2008; Jones and Vaughan 2010; Jones 2014) 
and reviews (Jones 2004; Maes and Steppe 2012).

For a plant leaf (or equivalently for a canopy) at any instant, the net energy fluxes 
into and out of the system must equal the rate of energy storage

 R C E M Sn − − = +λ  (8.1)
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where Rn, is the net heat gain from radiation, C is the net ‘sensible’ heat loss, λE is 
the net latent heat loss, M is the net heat stored in biochemical reactions (usually 
negligible) and S is the net physical storage. In the steady state net storage is zero, 
so the net radiation input is balanced by evaporative and sensible heat losses. All 
fluxes are expressed per unit leaf area as flux densities in W m−2.

Leaf temperature affects all these fluxes, with sensible heat loss given by

 
C = ( ) −( )g c T TH p s aρ

 
(8.2)

where gH is the leaf conductance to heat transfer, ρ is the density of air, cp is the 
specific heat of air, Ts is the leaf temperature and Ta is the air temperature (Jones 
2014).

Similarly one can write the evaporative heat loss as

 
λ ρ γE = ( ) + −( )( )g c D T TW p s a/ s

 
(8.3)

where gW is the total conductance to water vapour, γ is the psychrometer constant, 
D is water vapour pressure difference between the inside of the leaf and the free air 
and s is the slope of the saturation vapour pressure-temperature curve.

Substituting these equations into the steady state energy balance and rearranging 
gives the leaf to air temperature difference as the following function of environmen-
tal and physiological variables:

 
T T g c D c g gs a n W p p H W− = −( ) +( )( )γ ρ ρ γR / s

 
(8.4)

It is convenient to eliminate the need for a direct measurement of the net radia-
tion actually received by the leaf by using the concept of net isothermal radiation 
(Rni), defined as the net radiation that would be received if the leaf were at air tem-
perature (Jones 2014), and rewriting Eq. (8.4) as

 
T T g c D c g gs a ni W p p HR W− = −( ) +( )( )γ ρ ρ γR / s

 
(8.5)

where gHR is the parallel resistance to sensible heat and radiation.

2  Applications

2.1  Stress Indices and Normalisation of Leaf Temperature

A number of approaches have been used over the years to develop semi-quantitative 
approaches to normalisation of leaf or canopy temperature to account for variation 
in environmental conditions. One of the main drivers has been the wish to develop 
indicators of plant water-deficit stress as indicated by stomatal closure. The simplest 
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approach is to normalise data with reference to canopy air temperature, with early 
studies defining stress as the canopy-air temperature difference around mid-day 
(Jackson et al. 1977) or as the temperature difference between the canopy of interest 
and a comparable well-irrigated canopy (Gardner et al. 1981). More powerful was 
the introduction by Idso and colleagues (Jackson et al. 1981; Idso 1982) of a crop 
water stress index (CWSI; see Fig.  8.1) that takes account of variation in atmo-
spheric humidity and makes use of the temperature of a notional non-transpiring 
canopy as well as the temperature of a well watered canopy transpiring at its poten-
tial rate (Tnws) using

 
CWSI T T T Ts nws dry nws= −( ) −( )/

 
(8.6)

This approach has been very widely used since the 1980s for irrigation schedul-
ing, but it suffers from a number of disadvantages that limit its application in eco-
logical systems and in more humid or temperate climates. In particular it requires a 
standard empirical non-water stressed base line derived for a comparable crop in a 
similar environment, but does not take account of any potential variation in irradi-
ance or wind speed, though extensions that overcome some of these limitations have 
been suggested (Keener and Kircher 1983). Another problem with this formulation 
is that it is very non-linearly related to evaporation rate or stomatal conductance, 
which are usually of most interest in plant water relations studies.

The use of actual physical references measured simultaneously by thermography 
is a particularly powerful approach to improvement of this approach that reduces 

Fig. 8.1 Illustration of the calculation of CWSI. The non-water stressed baseline temperatures are 
obtained empirically for a given crop/site combination. The upper limit represents the temperature 
of a non-transpiring surface in the same environment. For any measured canopy temperature, 
CWSI is calculated as x/y. The two broad arrows indicate potential errors in temperature measure-
ment and show that a given measurement error has a much greater relative impact on errors in 
CWSI in humid environments than in more arid situations
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the effects of short-term environmental fluctuations. The use of reference surfaces 
to mimic dry or wet leaves (Brough et al. 1986; Qiu et al. 1996; Jones et al. 1997) 
allows one to eliminate the need for one or more of these environmental variables. 
Using such references having aerodynamic and radiative properties as similar as 
possible to real leaves, Jones (1999b) defined a stress index (SICWSI) analogous to 
Idso’s CWSI, but using a wet surface as reference (with infinite surface conduc-
tance), rather than a well-watered vegetation surface. Importantly, this paper also 
proposed a ‘conductance index’ (SIgl) that is proportional to stomatal conductance 
and can be expressed as

 
SI T T T Tgl dry s s wet= −( ) −( )/

 
(8.7)

where Twet is the temperature of a wet freely evaporating mimic leaf.

2.2  Use of Temperature Variance As a Stress Index

An alternative approach to the use of thermal data for the study of differences in 
stomatal conductance is based on the variability of temperature between different 
leaves in the canopy. This approach was proposed by Fuchs (1990) and is based on 
the idea that temperature variance increases as stomata close, because the impor-
tance of the radiative component of the energy balance increases as stomata close. 
This idea was further developed by Bryant and Moran (1999), who derived a 
histogram- derived crop water stress index (HCWSI) based on the skewness or kur-
tosis of the temperature frequency distribution. In principle the variance-based 
approaches will be most sensitive for sunlit leaves which maximise the tempera-
ture variation as compared with shaded leaves (Jones 2004). Unfortunately 
attempts to use these approaches have thus far had only variable success (Grant 
et al. 2007, 2016).

2.3  Stomatal Conductance and Evaporation

More quantitative data can be obtained by use of the full energy balance equation; 
for example Eq. (8.5) can be rearranged (Leinonen et al. 2006; Guilioni et al. 2008) 
to allow one to estimate the total conductance to water vapour according to

 
g R g T T T T DW ni p HR s a s a= ( ) − −( )( ) −( ) +( )γ ρ/ /c s

 
(8.8)

Unfortunately, in addition to the requirement for an accurate estimate of leaf 
temperature use of this equation for estimation of conductance, requires informa-
tion on air temperature, net radiation, humidity and boundary layer conductance 
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which are not all easy to estimate at the level of the leaf. Useful reductions in envi-
ronmental data requirements can be obtained by using temperatures of the ‘mimic’ 
reference surfaces discussed above. For example, measurement of the temperature 
of a dry reference surface that mimics the radiative and aerodynamic properties of 
the transpiring leaves (Tdry) allows one to eliminate Rni from Eq. (8.8), giving 
(Leinonen et al. 2006),

 
g g T T T T DW HR dry s s a= −( ) −( ) +( )γ / s

 
(8.9)

If one adds the temperature (Twet) of a wet ‘mimic’ surface with no surface resis-
tance to water loss, one can simplify this further (Guilioni et al. 2008; Leinonen 
et al. 2006). The precise formulation depends on whether the reference is wetted on 
one or both sides and whether the stomatal conductance is the same or different for 
the two leaf surfaces (Guilioni et al. 2008), however, for an amphistomatous (isolat-
eral) leaf with a wet reference wetted on both sides this reduces to an estimate of the 
stomatal conductance (gs) as

 
g T T T T g g gs dry s s wet HR HR aW= −( ) −( )( ) ( ) +( ) / / /2 2γ γ s

 
(8.10)

where gaW is the boundary layer conductance to water vapour for one side of the 
leaf. This equation is of the same form as Eq. 8.7, where the term in square brackets 
is a multiplier that depends primarily on the boundary layer conductance. Advantages 
of the use of reference surfaces include the fact that where all temperatures are mea-
sured by the same infrared thermometer/camera, errors in absolute temperature cali-
bration can be eliminated.

In practice it is difficult to design a wet reference surface that remains wet con-
tinuously in hot, dry environments, though various designs have been proposed 
(Maes et al. 2016). Therefore most systems are based on the use of only dry refer-
ences combined with humidity measurements (Eq. 8.9) with only a small reduction 
in accuracy (Leinonen et al. 2006).

2.4  Evaporation

Although it is the most difficult component of the surface energy balance to obtain 
from thermal sensing, rates of evapotranspiration (ET) can be conveniently esti-
mated from remotely-sensed canopy temperature if appropriate assumptions are 
made (for a detailed discussion see Jones and Vaughan 2010). The best approach 
depends on the type of data available. The usual approach for satellite thermal imag-
ery is to estimate regional ET as the residual term in the canopy energy balance 
using one-source energy balance algorithms such as SEBAL (Bastiaanssen et al. 
1998a, b) and METRIC (Allen et al. 2007) or the more sophisticated two-source 
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algorithms that treat vegetated and non-vegetated areas separately (Kustas 1990; 
Kustas and Anderson 2009).

Other more approximate approaches can be valuable in many situations. One of 
these is to make use of the fact that the upper limit of ET is set by the available 
energy (Rn) and that for large well vegetated areas ET is often well approximated by 
the ‘equilibrium evaporation rate’ (McNaughton and Jarvis 1983) given by

 
ET R G= −( ) +( )( )1 26. /s sn λ γ

 
(8.11)

in which λ is the latent heat of evaporation, G is heat storage in the soil and the 
constant 1.26 is known as the Priestley-Taylor constant. Where ground cover is not 
continuous it is necessary to modify the calculation by multiplying the result by a 
‘evaporative fraction’ that takes account of the fraction of the surface that is evapo-
rating at the potential rate (Sobrino et al. 2007). This can be achieved by making use 
of the linear relationship between ET and surface temperature and combining this 
with remotely sensed information on canopy cover.

Temperature gives a direct estimate of evaporation rate, while combination with 
information on the fractional canopy cover (fveg, often estimated from the Normalised 
Difference Vegetation Index (NDVI) as obtained from multispectral sensing (Jones 
and Vaughan 2010)) allows one to further derive information on the degree of sto-
matal closure (Fig. 8.2).

Fig. 8.2 Illustration of the general relationship between surface temperature and fveg showing the 
trend to increasing Evaporation as canopy temperature decreases (Ta − Ts) increases. The solid 
circles show temperatures decrease as fveg increases for dry soil and well watered plants, while the 
open triangles show the corresponding temperatures expected for water stressed vegetation show-
ing increasing stomatal closure, increasing evaporation above that expected for transpiring vegeta-
tion alone. The open circles indicate samples with areas of wet soil or areas of open water. The line 
described by λET = s (Rn − G)/(s + γ) indicates the temperatures that correspond to the potential 
rate of ET as determined by incoming energy
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2.5  Dynamics

The dynamics of temperature changes can provide important ecophysiological 
information, whether at the scale of single leaves or plants, or at the plant commu-
nity or even regional scales. At the single leaf scale it can be used as an alternative 
method for estimation of aerodynamic resistances.

The rate of change of temperature (dT/dt) depends on the tissue heat capacity 
(ρ*cp*𝓁*) according to (Jones 2014)

 
dT dt p/ /= ( )∗ ∗ ∗S ρ c �

 
(8.12)

where the ρ* and cp* are the density and heat capacity of the tissue material, and 𝓁* 
is the thickness. S is the rate of heat storage ignoring any M (=Rn −  C −  λE). 
Following a step change in the environment that affects the rate of heat storage (such 
as a change in radiation), leaf temperature changes according to the following

 
T T T T t= − −( ) −( )2 2 1 exp /τ

 
(8.13)

where T1 is the initial temperature and T2 is the final equilibrium temperature and τ 
is the time for c.63.2% of the total change to occur (known as the time constant). 
The time constant is given by

 
τ γ= ( ) + +( )( )( )( )( )∗ ∗ ∗r c rc s Wp p HR aWr r r� �/ / /1

 
(8.14)

which for a non-transpiring surface where r𝓁W is infinite, can be simplified and rear-
ranged to give the aerodynamic resistance as

 
r raW p p p g= ( ) −( )∗ ∗ ∗τρ ρ τρc c c/ /�

 
(8.15)

Any suitable curve-fitting method can be used to estimate τ (and hence raW) from 
the time course of temperature change after an environmental perturbation. For non- 
transpiring leaves (for example covered in petroleum jelly) this provides a poten-
tially useful method for estimation of aerodynamic resistances, though it does not 
appear to have been used previously, probably because it requires accurate estimates 
of the heat capacity per unit area of tissue.

For more massive bodies such as fruits, and at larger scales for soils or regions, 
where temperature does not rapidly equilibrate throughout the body, the time course 
of surface temperature change is more complex. In this case the rate of change of 
surface temperature depends on the thermal conductance from the surface down 
into the depths and on the heat capacity of the material. A high thermal conductivity 
leads to surface temperature changing relatively slowly for a given energy input giv-
ing a material with a high thermal inertia (a strong resistance to temperature change).
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The thermal dynamics of fruit surfaces can provide a useful tool for the 
 detection of internal bruising or other damage. For example, Baranowski and 
 colleagues (2008) have demonstrated that the thermal inertial was substantially 
greater for apple fruits with water core than for healthy fruits and that bruising 
can be readily detected (Baranowski et  al. 2009). This difference results from  
the higher tissue water content and hence higher thermal conductivity in the 
 damaged fruits.

The high conductivity of water lies behind the widespread application of the use 
of thermal inertia, as estimated from diurnal changes in surface temperature obtained 
from satellite imagery such as from MODIS which has two overpasses per day, as 
an indicator of soil moisture content (Verstraeten et  al. 2006; Veroustraete et  al. 
2012; Zhang and Zhou 2016). Soils with higher water content have significantly 
greater thermal inertia together with a delay in the phase maximum.

Thermal inertia, otherwise known as thermal buffer capacity, has been proposed 
as an overall indicator of ecosystem integrity, summarising biotic and abiotic con-
trols over energy flows in ecosystems (Aerts et al. 2004). In practice such a measure 
is, however, dominated by differences in vegetation, with forests and high soil mois-
ture favouring high thermal inertia, while dry desert or grassland will have the low-
est thermal inertia (most rapid temperature changes).

2.6  Boundary Layer Conductance

A number of approaches are available for estimation of the boundary layer conduc-
tance required for application of the methods described above. The value of gH can 
be estimated at a leaf scale from aerodynamic theory using the relationships between 
wind speed and leaf size from

 
g u lH = ( )6 62

0 5
. /

.

 
(8.16)

where u (m s−1) is the wind speed and l (m) is the characteristic dimension of the leaf 
(Jones 2014). Alternatively, at a canopy scale, one can use wind profile theory 
(Monteith and Unsworth 2008; Jones 2014) to estimate gaH as

 
g u z d zzH o= −( )( ) κ 2 2

/ ln /
 

(8.17)

where κ is von Karmann’s constant (=0.41), uz is the wind speed at canopy height z, 
zo is the roughness length (often assumed equal to 0.64*z), and d is the zero plane 
displacement (often assumed equal to 0.13*z).

A third approach that is well adapted to the leaf scale and for continuous moni-
toring in the field would be to calculate gH from the temperatures of heated and 
unheated replica leaves mounted in the canopy (Brenner and Jarvis 1995).
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A number of other, thermally-based approaches are at least theoretically possi-
ble. One of these is to use the cooling dynamics of heated leaves (as described 
above), while another would be to use thermal imagery with leaf ‘mimic’ reference 
surfaces wetted on 0, 1 or 2 surfaces.

2.7  Some Other Qualitative Applications

There has been a recent increase in the range of applications of thermal imaging 
in other eco-physiological studies. For example, thermal sensing can be a 
 powerful tool for the study of plant disease, as many diseases lead to alterations 
in leaf temperature that can be detected by thermography, with the precise 
 temperature responses and their sequence depending on the species/disease 
combination (Chaerle et al. 1999; Chaerle and Van Der Straeten 2001; Chaerle 
et al. 2004). Although mostly applied in a proximal or near-field situation for 
early detection of infections, there is evidence that useful information can be 
obtained from satellite or airborne thermal imagery (Lindenthal et al. 2005; Stoll 
et al. 2008).

Another area of interest has been in the study of thermogenic respiration in flow-
ers (Skubatz et  al. 1991; Bermadinger-Stebentheiner and Stabentheiner 1995; 
Lamprecht et al. 2002) as well as the role of solar heating in floral physiology, espe-
cially in arctic and alpine plants (Lamprecht et al. 2002, 2006; Dietrich and Korner 
2014). Thermal imaging has also been used in forestry to investigate tree species 
diversity, with typical canopy temperatures being shown to vary between coniferous 
and broad-leaved forests (Leuzinger and Körner 2007).

3  Some Practical Aspects of Thermal Imaging

3.1  Absolute Accuracy

The absolute accuracy of thermal measurements is only critical for applications 
where absolute temperatures are required (e.g. for estimation of ET or stomatal 
conductance) and is not particularly critical for relative studies as in crop pheno-
typing. Most imagers currently available have thermal resolution fully adequate 
for plant water relations studies (i.e. <0.1 K), but their absolute accuracy is often 
no better than ±1 or 2  °C, so care is needed when absolute rather than relative 
values are of interest. This poor absolute accuracy is one of the strongest justifica-
tions for the use of reference surfaces in calculations because in such situations 
only temperature differences (which are generally available at higher precision) 
are required.

The accuracy of surface temperature measurement using thermography is 
 critically dependent on the surface emissivity chosen and on settings for the 
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 ‘environmental temperature’ and for the air temperature, humidity and distance 
between object and sensor. The temperature of a surface (Ts) is normally estimated 
by  inversion of the following equation

 R Ts≅ τ ε σ 4

 (8.18)

where R is the total radiant flux density (W m−2) received at unit area of sensor 
surface, τ is the longwave transmission by the atmosphere between the object and 
the sensor, ε is the surface emissivity and σ is the Stefan-Boltzmann constant 
(5.6697 × 10−8 W m−2 K−4). Software in the sensor usually converts the received 
radiance to the radiance expected for the long wave band (correcting for the  spectral 
sensitivity of the sensor) to produce an estimate of Ts. However, as shown in Fig. 8.3, 
the total longwave radiance arriving at the sensor is the sum of the thermal radiation 
emitted by the object (given by Eq. 8.18), the longwave  radiation emitted by the 
atmosphere intervening between the object and the sensor, and the environmental 
longwave radiation reflected by the object towards the sensor, together with any of 
the emitted radiation absorbed by the intervening atmosphere.

For close-range sensing (less than about 5–10 m) the atmosphere is normally 
assumed to have a negligible effect on the at sensor radiance, though at high humidi-
ties it can be necessary to make some correction. The object emissivity also affects 
the temperature estimate, through its effect on both the emitted and reflected envi-
ronmental radiation streams. The environmental radiation impinging on the object 
can have quite substantial effects on the apparent object temperature, especially for 
surfaces with emissivities substantially different from 1; for example, dry soils may 
have emissivities substantially below 0.9. The importance of emissivity to the cor-
rect estimation of temperature is illustrated by the fact that a 1% error in emissivity 

Fig. 8.3 Illustration of the radiation streams impinging on a thermal sensor, all of which need to 
be allowed for to obtain accurate temperature estimates. These corrections are commonly available 
in the thermal imaging software provided with the thermal cameras. The required corrections are 
greater, the more remote the sensor is from the object
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can give rise to an error in the estimated temperature of more than 0.5 K (Jones and 
Vaughan 2010), suggesting that particular care is needed when comparing different 
types of surface in a single image.

3.2  Illumination of Object

The temperature of any surface is critically dependent on its exposure to the incom-
ing solar radiation (Eq. 8.4). As pointed out by Jones et al. (2009) it follows there-
fore that leaves on the shaded side of trees will be cooler than those on the sunlit 
side. Similarly, even within a homogeneous canopy, the temperature of different 
leaves will vary over quite a wide range (Fuchs 1990) dependent on their incident 
radiation (which is a function of leaf orientation and any shading). A continuing 
discussion point is whether it is better to orient a thermal sensor with the sun behind 
the observer (to maximise the proportion of sunlit leaves), or whether better dis-
crimination between plants is obtained when orienting the sensor towards the sun so 
that more of the observed leaves are shaded. The former has the advantages that 
temperatures are higher so that there is a greater temperature response for given dif-
ferences in conductance, while conductances themselves tend also to be higher than 
for shaded leaves. The latter approach of studying shaded leaves has the advantage 
that temperature is much less sensitive to leaf orientation, but the lower tempera-
tures and conductance can reduce sensitivity (Jones et al. 2002). Other studies, how-
ever, have suggested that thermal measurements on the top of canopies rather than 
the sides can produce more reliable estimates of conductance indices than viewing 
from the side (Grant et al. 2016), supporting the value of imagery from UAVs.

3.3  Design of Reference Surfaces

In order to give useful estimates of dry or wet reference temperatures for use in the 
equations outlined above, it is critical that the reference surface has similar radiative 
and aerodynamic properties to the surface of interest (e.g. a plant canopy). The 
choice of reference surfaces varies from the use of reference crops grown under 
similar conditions (Idso 1982) through simple temperature approximations (Irmak 
et al. 2000) to a range of physical references (Jones et al. 2017). For the dry refer-
ence it has frequently been proposed (Irmak et al. 2000; Ben-Gal et al. 2009; Meron 
et  al. 2010) that approximating the dry reference as Ta  +  5  °C is adequate in 
Mediterranean climates. Unfortunately as pointed out by Jones et al. (2017) there 
can in practice be substantial deviations from this simple approximation, especially 
in low radiation or high wind speed environments, leading to large errors in the 
derived estimates of conductance or ET. Similarly, large errors can arise if the spec-
tral absorptance differs from the actual leaves (Jones et al. 2009) or where the size 
or thermal properties of the reference do not mimic the real leaves.
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Most reference surfaces have been constructed as flat leaf replicas made of green 
filter paper or similar material (Maes and Steppe 2012), but such surfaces cannot 
effectively replicate the range of illumination experienced by typical leaves in a 
plant canopy. In order to better represent the temperature of the range of leaves in a 
canopy, especially as solar elevation changes during the day, Jones et  al. (2017) 
proposed use of the average temperature of a hemispherical surface (constructed of 
a half table-tennis ball; Fig. 8.4) on the basis that for a typical canopy with leaves 
oriented according to a spherical distribution (Monteith and Unsworth 2008) this 
would provide a closer approximation of the effective mean leaf temperature than 
would a flat surface.

Because the aerodynamic properties of the hemispherical reference may not 
exactly mimic those of leaves in a canopy, and also because of potential differences 
in solar absorptance from actual leaves, calculated estimates of conductance or ET 
may require modification by the use of a constant correction factor as outlined by 
Jones et al. (2017). A particular advantage of this type of reference is that it allows 
continuous monitoring of stomatal conductance and ET, allowing long-term and 
diurnal studies of water relations.

4  Conclusions

Thermal infrared sensing is becoming an increasingly powerful tool for the study of 
plant water relations and a range of other ecophysiological processes in both natural 
and agricultural ecosystems. Thermal imaging, whether from in-field sensors or 
from airborne sensors mounted on drones, aircraft or even satellites, has particular 

Fig. 8.4 Illustration of the 
ArduCrop dry reference 
sensor, showing the field of 
view of the downward- 
looking thermal infrared 
sensor and the dry 
reference hemisphere 
whose temperature is 
detected by an upward 
pointing infrared sensor. 
Power to drive the sensor 
and its connection to a 
local Wireless Sensor 
Network is provided by the 
solar panel shown. (see 
Jones et al. 2017, for 
further details)
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advantages over the use of simple infrared thermometers with their single field of 
view because of the ability to make use of information about the variance of tem-
perature of any object. A further advantage of imagery is that it can also be readily 
combined with multispectral or hyperspectral imagery to enhance the information 
about the object, for example through separating plant material from background 
and allowing the extraction of temperature of the plant material without confound-
ing by background (Leinonen and Jones 2004). Nevertheless, arrays of simple cheap 
infrared thermometers, especially when combined with dry reference sensors (Jones 
et al. 2017), can be valuable for long term remote monitoring of evaporation and 
stomatal conductance. The recent advances in automated image analysis have the 
potential to greatly increase the power of thermal imagery for the study of plant 
water relations as it is becoming possible to avoid or reduce what is often a labour- 
intensive step in the application of thermography (Fuentes et al. 2012).
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Chapter 9
Photoprotection and Photo-Oxidative  
Stress Markers As Useful Tools  
to Unravel Plant Invasion Success

Erola Fenollosa and Sergi Munné-Bosch

1  Introduction

Light is essential for life, but also potentially dangerous, particularly for plants. As 
sessile and photosynthetic organisms, plants benefit from solar irradiation but must 
also cope with it when too much light is received. The meaning of ‘excess light’ 
strictly refers to the amount of energy not used for photosynthesis in chloroplasts of 
plant leaves. A number of factors determine excess energy in chloroplasts, including 
not only the amount of solar radiation but also its quality and duration, the plant 
physiological status (including the development stage), plant stress tolerance, and 
the availability of other resources for plant growth (Demmig-Adams et al. 2017).  
As the name of “photosynthesis” itself reveals, light is the main resource for photo-
synthesis, this is, the conversion of light into chemical energy stored in carbohy-
drate molecules, synthesized from carbon dioxide and water, releasing oxygen. 
Under optimal conditions, light is captured by the light harvesting complexes (LHC) 
at the photosystems (PSI and PSII), which are found at the thylakoid membrane 
inside the chloroplast of the photosynthetic tissues (Croce and Van Amerongen 
2011). Photosynthetic pigments, such as chlorophylls and carotenoids, are respon-
sible of light capture and transference into reaction centres which ultimately allow 
redox reactions through the electron transport chain (ETC) leading to the ultimate 
reduction of NADP to NADPH. In addition, this creates a proton gradient across the 
chloroplast membrane, which is used by ATP synthase in the synthesis of ATP. The 
NADPH and ATP generated after the ETC are essential for carbon assimilation 
through their use in the Calvin cycle.
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There are different factors that can lead to suboptimal conditions for photosyn-
thesis. For instance, low concentrations of the substrate for the Calvin cycle, i.e. 
CO2, may lead to an accumulation of NADPH+ at the ETC.  A common plant 
response to stress is stomatal closure, which reduces water losses through transpira-
tion but at the same time slows down the photosynthetic machinery. Besides low 
internal CO2 concentration, high light itself may collapse the photosynthetic appa-
ratus by an energy excess that cannot be used due to saturation on the ETC compo-
nents. In PSII, a bound quinone (QA) receives the electron transferred from water 
splitting via the initial acceptor pheophytin. However, QA is not able to accept 
another electron from PSII until it has passed its electron to the next carrier, QB 
(Kalaji et al. 2014). In this state, the reaction centers are considered to be ‘closed’, 
leading to an accumulation of molecules of excited chlorophyll (3Chl*). This, in 
turn, will inevitably cause a decline in quantum efficiency of PSII and damage on it 
due to the consequent generation of reactive oxygen species (ROS) (Apel and Hirt 
2004). After damage on the PSII reaction centre by light excess, it must be dissem-
bled and repaired. The D1 protein is the only compound that, when damaged, needs 
to be synthesized de novo (Goh et al. 2012). When the oxidation of D1 overcomes 
its regeneration capacity, photoinhibition occurs, thus leading to a light-induced 
reduction of the photosynthetic capacity (Takahashi and Badger 2011).

Not only at the PSII, but also at the PSI, the high energy received and the high 
tensions of oxygen found inside the chloroplast may lead to the formation of ROS, 
such as singlet oxygen (1O2), superoxide ion (·O2

−), hydrogen peroxide (H2O2) and 
hydroxyl radical (·OH) (Asada 2006). Singlet oxygen is formed at the PSII due to an 
accumulation of excited chlorophylls (3Chl*) (Havaux and Triantaphylides 2009). 
Singlet oxygen seems to be the major ROS involved in photo-oxidative stress- 
induced cell death, and is therefore a very interesting ROS to quantify, despite its 
high reactivity. The superoxide ion is formed at the PSI rapidly leading to hydrogen 
peroxide by the action of superoxide dismutase, potentially leading thereafter to the 
formation of hydroxyl radical, a very reactive ROS (Asada 2006). Here, we will use 
the term “photo-oxidative stress” as the imbalance between pro-oxidants (such as 
ROS) and antioxidant defences caused by excess energy in chloroplasts.

If photo-oxidative stress is not properly counterbalanced by antioxidant defences, 
oxidative damage occurs over different biomolecules, causing peroxidation of lip-
ids, oxidation of proteins, and/or damaging nucleic acids. Photo-oxidative damage 
is therefore characterized by alterations of the membrane properties (changes in 
fluidity, ion transport), a loss of enzymatic activity, protein cross-linking, inhibition 
of protein synthesis, DNA damage and at the end, the death of the cells (Sharma 
et al. 2012). When this occurs irreversible by lack of sufficient regeneration capacity 
within cells and organs, this photo-oxidative damage in chloroplasts leads to photo- 
oxidative damage at the cellular, organ and eventually organism levels.

However, there are multiple photo-protective mechanisms that plants have devel-
oped to protect the chloroplast from photoinhibition and photo-oxidative stress 
(Takahashi and Badger 2011). These include from structural changes that reduce 
light collection, to an increase in the amounts of antioxidants that quench and/or 
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scavenge ROS (“quenching” is considered here as the physical process eliminating 
ROS, while “scavenging” involves a chemical reaction for ROS elimination). All 
these responses reflect the plant’s physiological status and correlate with different 
stresses intensity, being therefore highly informative to understand stress responses, 
compare genotypes and give insight into new alternatives to improve environmental 
management. Likewise, stress markers based on photo-oxidative stress may be 
helpful on some global ecological problems such as invasive plant species that con-
stitute the second main threat to biodiversity. The utility of photo-oxidative stress 
markers in invasive plants studies lies in the fact that invasive vigour is determined 
by their physiological capacity overcoming the native coexistent species.

In this chapter, we aim at compiling existing information on the photoprotective 
and photo-oxidative stress markers used in plant invasion biology studies: from the 
study of the light harvesting complexes composition or the photosynthetic effi-
ciency, to ROS formation and the accumulation of antioxidants and its oxidation. 
Much emphasis will be put on providing the essential information that each marker 
offers, but also their limitations and the actual and potential use in plant invasion 
studies.

2  Photoprotection and Photo-Oxidative Stress Markers: 
How to Measure Them

A photo-oxidative stress marker could be considered any molecule, ratio, index or 
general descriptor that responds to excess light and is related to oxidative stress. The 
different approaches to quantify photoprotection and photo-oxidative stress com-
prise the different defense levels that the plants trigger to respond to it and its mea-
surement may include both in situ and ex situ measurements (Fig. 9.1). At the first 
level, the composition of light harvesting complexes regulates the light capture pro-
cess at the thylakoid membrane (Walters 2005). Hence, plant pigments play a cru-
cial role on the capacity to transfer light energy into the ETC that will ultimately 
lead into the production of ATP and storing the reducing power as NADPH. The 
efficiency by which the electrons are transferred can constitute also a stress marker, 
providing information on the actual degree of photoinhibition of the photosynthetic 
apparatus (Kalaji et al. 2014). If the energy exceeds the photosynthetic capacity, 
ROS are generated and, thus, an estimation of ROS production and/or the accumula-
tion of antioxidants (preferably including their redox state) is another way to get a 
proxy of the extent of photo-oxidative stress. Finally, the accumulation of oxidation 
products is also a measure of the degree of oxidative stress. We are going to get 
through the different approaches to measure photoprotection and photo-oxidative 
stress and present the most used techniques (resumed in Table  9.1), taking into 
account what information we are really getting from them, including their limita-
tions and requirements.
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2.1  Sampling Design

Before going through the different approaches and techniques used to measure pho-
toprotection and photo-oxidative stress markers, it is important to point out some 
common requirements related to the sampling design.

At first, representativeness must be seriously considered when designing our 
experimental set, taking into account the high biological diversity at multiple levels. 
It is well known that biological diversity is wide, not only at the species level but 
also among different individuals from the same species, and even at the intraindi-
vidual level. For instance, there is an incredible variability considering the different 
organs within an individual taking into account the cellular structure and its 
biochemistry.

Choosing an appropriate number of replicates is essential to capture the biologi-
cal variation, but it may depend on the study scale (growth chamber, common gar-
den, field, ecosystem, international, etc.). In general, pseudo-replications are not 
recommended if we are after a real representation on the plant response to its envi-
ronment. The number of replicates must increase after the variability on the envi-
ronmental conditions and the differences among individuals (age, size, number and 

Fig. 9.1 Form field to lab in an invasion biology study, here exemplified with the aggressive inva-
sive plant species Carpobrotus edulis, using photo-oxidative stress markers, measured in situ and 
ex situ. As examples, SPAD (MCL502, Minolta SPAD 502, GIS Ibérica, Spain), MiniPam II 
(Heinz WalzGmbH, Germany) and an Agilent HPLC are included here
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position of leaves, phenology, reproductive effort, etc.). For measures of 
 photoprotection and photo-oxidative stress markers on ecophysiological studies 
performed under natural conditions, a number of replicates between 10 and 20 is in 
general recommended per sampling point, treatment and genotype, with a minimum 
of at least 8 individuals. The standard deviation can indeed be used as a measure of 
variation in each particular case.

To guarantee representativeness, some considerations of what and when we 
should sample are recommended, such as limit our sampling material to leaves at 
the same developmental stage and sample always under similar environmental 
conditions. Attention should be paid to avoid other factors influencing potential 
differences such as light incidence or biotic stress. We recommend sampling fully- 
expanded young leaves that receive direct solar radiation to minimize 
heterogeneity.

As photoprotection and photo-oxidative stress markers are strongly light- 
dependent, it is crucial to choose similar sampling environmental conditions and 
time of the day for measurements. We recommend performing samplings during 
midday (when the sun is at its zenith) on clear, sunny days.

Photo-oxidative 
stress markers Technique

Dependency on 
other markers

Chl T Spectrophotometry or HPLC L H M H L H L
Chl a/b Spectrophotometry or HPLC L H M H L H L
Car/Chl Spectrophotometry or HPLC L H M H L H L

VAZ HPLC L
DPS HPLC L
Lut HPLC H

β-Car HPLC L
Anthocyanins Spectrophotometry M

SPAD Spectroradiometry H
NDVI Spectroradiometry H
PRI Spectroradiometry M

Fv /Fm Fluorescence L
ΦPSIIor ETR Fluorescence L

NPQ Fluorescence L
ROS H2O2 Spectrophotometry M

AsA Spectrophotometry L
AsA/(AsA+DHA) Spectrophotometry L
α-, β-, γ-, δ-Toc HPLC L

LOOH Spectrophotometry M
MDA Spectrophotometry or HPLC M H M H M H M

Protein carbonylation Spectrophotometry or HPLC M H M H M H H
β-CC GC/MS H

H

H

Costs

L
H
H
H
H

L
L
L
L
L

H
H
H
H
L

M
H

H
M
M

Accuracy

M

H

H

H
H
H
H
M
L
L
L
H
H

M
M
H

M

H

Plant
pigments

Photosynthetic 
efficiency

Antioxidants

Oxidation 
products

Difficulty

L

H
H
H

L
L
L
L
L
L
M

Table 9.1 Summary of techniques and stress markers used to assess photoprotection and photo- 
oxidative stress in invasion biology and other ecophysiological studies, including a qualitative 
evaluation of their difficulty, accuracy, costs and dependency on other markers

This last parameter refers to the possibility of understanding photo-oxidative stress with the stress 
marker alone. The color code refers to the goodness of the qualification, from green (adequate) to 
orange (not adequate)
L low, M medium, H high
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Most of the techniques here presented require laboratory analysis (Fig. 9.1) and 
they need special considerations to prevent sample degradation and additional 
measures to estimate the final concentration. During sampling, samples must be 
immediately frozen in liquid nitrogen and stored at −80 °C until analysis to prevent 
sample degradation and changes on the cellular redox state. Moreover, as some of 
the molecules are highly reactive, thermo- or light sensitive, it is recommended to 
perform all analysis under cold conditions (4 °C) and protecting the samples against 
direct light. It is necessary to calculate the fresh weight/dry weight ratio of each 
sample and if possible the leaf mass area (LMA), to present the quantified mole-
cules by fresh weight, dry weight and leaf area.

2.2  Plant Pigments

Among the Viridiplantae subkingdom (vascular plants, mosses and green algae), 
pigment composition has been shown to be remarkably constant, with chlorophylls 
a (Chl a) and b (Chl b) and six carotenoids: lutein (Lut), β-carotene (β-Car), neo-
xanthin (Neo), violaxanthin (Vio), antheraxanthin (Ant) and zeaxanthin (Zea), 
being found in all species (Young et al. 1997). Each of these pigments plays a spe-
cific role and is distinctively located within the photosynthetic apparatus (Croce and 
Van Amerongen 2011; Takahashi and Badger 2011). All these pigments play a dual 
role by collecting light through the light harvesting complexes (LHC) and offering 
photoprotection at the photosystem II, where light is initially collected.

Chlorophylls are the main photosynthetic pigments responsible for light cap-
ture, constituting therefore good photo-oxidative stress markers. Chlorophylls are 
found in cyanobacteria, algae and plants and are composed by a large heterocyclic 
aromatic ring with a magnesium ion at the centre of it. Chl a is present in the reac-
tion centres and the antennae of PSI and PSII, whereas the presence of Chl b is 
restricted to light-harvesting systems (Croce and Van Amerongen 2011). Therefore, 
the ratio Chl a/b could be an indicator of the degree of sun/shade acclimation or the 
intensity of a stress (Esteban et al. 2015). Also, the content of total Chl itself respond 
to the widest variety of stressors (Esteban et al. 2015). Chlorophyll loss is a process 
associated with both intense stress and senescence processes (Zimmermann and 
Zentgraf 2005).

On the other hand, carotenoids belong to the category of tetraterpenoids, which 
take the form of a polyene hydrocarbon chain, which is sometimes terminated by 
rings. This group of isoprenoids play a dual role in the photosynthetic machinery, as 
light-harvesting pigments (Bontempo e Silva et  al. 2012), but also they protect 
against photooxidative damage (Lambrev et al. 2012). This group is subdivided into 
carotenes, of which β-carotene (β-Car) is the most abundant, and xanthophylls, 
which contain oxygen in is chemical structure and include lutein, violaxanthin, zea-
xanthin, antheraxanthin and neoxanthin. β-Car is especially efficient at eliminating 
the singlet oxygen (1O2) generated in photosystem II (PSII) from excited triplet 
chlorophyll (3Chl*) (Ramel et al. 2012). Lutein is the most abundant xanthophyll 
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species in plants and is essential for protein folding and 3Chl* quenching (Dall’Osto 
et al. 2006). Moreover, xanthophylls are crucial as physical quenchers that promote 
thermal dissipation or non-photochemical quenching (NPQ), an efficient energy- 
dissipation mechanism in plants (Demmig-Adams and Adams 1996). The de- 
epoxidation of Vx to Ax and Zx (components of the VAZ cycle) responds to different 
environmental stresses (Demmig-Adams et al. 2012).

There are other plant pigments with an important role on photoprotection and 
widely distributed among the plant kingdom: anthocyanins, a class of flavonoids. 
These water-soluble pigments consist of an aromatic ring bound to a heterocyclic 
ring that contains oxygen, which is linked through a carbon-carbon bond to a third 
aromatic ring (forming the anthocyanidins), in some cases all bound to a sugar moi-
ety (forming the corresponding anthocyanins) (Castañeda-Ovando et  al. 2009). 
Anthocyanins are responsible of screening ultraviolet (UV) light and therefore con-
stitute an important photoprotective defense for plants, as UV comprises 7–9% of 
the total solar radiation energy (Jansena et al. 1998), protecting plants from PSII 
damage (Takahashi et al. 2010). Anthocyanins are responsible for some of the col-
ors on leaves, flowers, fruits and seeds, and are not localized on the chloroplast but 
accumulated in vacuoles, especially in the leaf epidermis cells, together with other 
phenolic compounds that accomplish the same screening photoprotective function 
(Takahashi and Badger 2011). The synthesis of phenolic compounds (including 
anthocyanins) is enhanced under strong light, particularly UV and blue light condi-
tions (Winkel-Shirley 2002).

There are different techniques to measure plant pigments, all based on its specific 
light absorption spectrum (Table 9.1). With a liquid solvent (methanol, ethanol or 
acetone with different purity) we can easily extract all plant pigments. Calibration 
curves have been defined for determination of Chl a, Chl b and total carotenoids 
(Car) through spectrophotometry using different solvents (Lichtenthaler 1987). It 
was not until the late 1980s when good protocols for an easy and precise separation 
of the different carotenoids through high-performance liquid chromatography 
(HPLC), usually employing acetonitrile as the mobile phase, were developed 
(Thayer and Björkman 1990; Munné-Bosch and Alegre 2000). This is a relatively 
expensive approach, but it allows quantifying all the carotenes from one extract, 
offering the possibility to have a deeper understanding on the plant physiological 
status. Through this methodology, one can quantify how much energy the plant is 
dissipating through the xanthophyll cycle, by calculating the proportion of de- 
epoxidated xanthophylls, i.e. the de-epoxidation state ((DPS = (Zx + Ax)/Vx). Not 
only the DPS but the total amount of Vx, Ax and Zx (so called VAZ) increases in 
response to stress (Demmig-Adams and Adams 1996).

Anthocyanins can also be measured both by spectrophotometry and HPLC, tak-
ing advantage of the absorption range of the spectrum among 500–530 nm of these 
reddish pigments. There are several methods that show different specificity. At first, 
the most used method, due to its simplicity, is to estimate total anthocyanins by 
acidifying the methanol extract with 1% HCl and reading absorbance at 535 nm 
(Siegelman and Hendricks 1958; Fuleki and Francis 1968), always subtracting 
unspecific absorbance at 700 nm. Despite the simplicity of this method, it shows 
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low specificity as all reddish pigments are quantified as anthocyanins, as phloba-
phenes (Winkel-Shirley 2002). Another method is the pH differential method or the 
total monomeric anthocyanin method, designed to measure only single anthocyanin 
units (Giusti and Wrolstad 2001). Monomeric anthocyanins can change their colour 
under different acidic conditions, and the lectures at pH 1 and 4.5 comparison 
allows the removal of the interference of other reddish pigments, being an interest-
ing method for several species (Lee et  al. 2005; Dandena et  al. 2011). 
Spectrophotometric methods usually use cyanidin-3-glucoside chloride as a stan-
dard, taking its extinction coefficient, as the main anthocyanin found in plants. 
HPLC methods can be used not only for a more precise quantification but also for 
identification of the precise anthocyanin composition. Different procedures have 
been proposed, including an acid hydrolysis that breaks the glyosidic bond of mono-
meric anthocyanins, releasing anthocyanidins (Lao and Giusti 2016).

Different indices and techniques based on spectroradiometry have been 
described also for chloroplastic pigments determination. Based on leaf transmit-
tance, SPAD (MCL502, Minolta SPAD 502, GIS Ibérica, Spain) is a simple and 
portable apparatus that determines a relative quantity of chlorophylls by a simple 
non-destructive leaf measurement (Richardson et al. 2002) that can be measured in 
situ (Fig. 9.1). The relative measures show a high correlation with the total chloro-
phyll content and therefore it is a simple and fast alternative to laboratory analysis. 
However, this measure shows a high variability and needs calibration depending on 
the species and the environmental conditions. Based on leaf reflectance there are a 
whole plethora of different defined indexes with different applications. The broadest 
index used is the normalized difference vegetation index (NDVI), which is known 
for its good correlation with this chlorophyll content (Richardson et  al. 2002). 
Another commonly used spectral reflectance index is the photochemical reflectance 
index (PRI) that often strongly correlates with total carotenoids or chlorophyll a/b, 
but also with radiation use efficiency, chlorophyll fluorescence parameters, DPS, 
net CO2 uptake, Jmax or water content (Garbulsky et al. 2011). NDVI and PRI can 
be calculated at different scales, using different platforms where we use the spectro-
radiometer such as a drone, a balloon, planes or satellites. Spectroradiometric 
indexes are a promising tool for high-throughput phenotyping, but this technique 
requires calibration depending on the species, the season, the environmental condi-
tions, etc., and normally there is a huge variability associated.

2.3  Photosynthetic Efficiency

Once a chlorophyll molecule gets excited, it helps the transference of an electron 
through the different proteinic complexes that form the electron transport chain 
(ETC). At the end, through the generation of an H+ gradient, this process will gener-
ate ATP and accumulate reducing power as NADPH, necessary for Calvin cycle. An 
easy, in situ, and non-destructive way to measure the efficiency by which electrons 
pass through the ETC and detect photoinhibition is the measurement of chlorophyll 
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a fluorescence (Fig. 9.1). The illumination of the photosynthetic tissue with photo-
synthetic active radiation leads to the emission of fluorescence (680–760  nm), 
mainly associated with chlorophyll a on the PSII. This fluorescence is one of the 
three ways where chlorophylls excitation energy is distributed, apart from the pho-
tochemical reactions on the ETC and the thermal dissipation (explained above). As 
the three processes are competitive, it is possible to estimate them from the chloro-
phyll fluorescence measurements. A range of instruments has been developed 
focusing on different aspects of photosynthesis and on different properties of Chl a 
fluorescence, but most authors are using only a limited set of experimental protocols 
based on methods that have been developed over time (Kalaji et al. 2014). One of 
the favorite techniques involves the use of a modulated measuring system, which 
allows the quantification of the contribution of the photochemical and non- 
photochemical quenching. In darkness, all the PSII reaction centers are open (all the 
quinone pool is reduced) and when a leaf is transferred from the darkness into light, 
PSII reaction centers close progressively. The comparison between the fluorescence 
emitted after a short duration saturation flash light (that immediately reduces the 
whole quinone pool) under natural light and after darkness adaptation allows the 
differentiation between the energy derived to photochemical and non- photochemical 
processes. In darkness, with all the reaction centers open, the increase on the fluo-
rescence emission (Fv = Fm−F0, variance, maximum and basal fluorescence) due to 
the saturation flash light indicates the maximum capacity of the PSII to transport 
electrons. One of the most widely used photo-oxidative stress markers is the maxi-
mum efficiency of the PSII (Fv/Fm), calculated from the parameters presented above, 
and measured by all the modulated fluorimeters. For unstressed leaves, the value of 
Fv/Fm is highly consistent, with values of ~0.83, and correlates to the maximum 
quantum yield of photosynthesis (Demmig and Björkman 1987). Fv/Fm below 0.75 
reflect damage on the PSII, photoinhibition, and therefore it is an extremely infor-
mative stress marker.

More information can be obtained from chlorophyll a fluorescence analysis. The 
same calculation from the basal and maximum fluorescence after a saturating flash 
pulse under natural light gives the relative efficiency of the PSII (φPSII) and the elec-
tron transport rate (ETR). The latter requires the use of the average ratio of light 
absorbed by the leaf (around 0.84) and the average ratio of PSII reaction centers to 
PSI reaction centers (0.50) for calculation. Another parameter obtained from chlo-
rophyll fluorescence analysis is NPQ.  This parameter estimates the non- 
photochemical quenching and its calculation involves both light and dark-adapted 
measures. NPQ is calculated as (Fm − Fm′)/Fm′, with the prima parameters corre-
sponding to those taken under light conditions. NPQ strongly correlates with DPS 
(Demmig-Adams et al. 2012; Jahns and Holzwarth 2012), being a cheaper and non- 
destructive alternative to the measurement of the xanthophyll cycle by HPLC. The 
most attractive feature of Chl a fluorescence is its non-invasive character, but it is 
common to commit some pitfalls with the measures. Several reviews have elegantly 
compiled common pitfalls, questions and conflictive points of view of Chl a fluores-
cence techniques (Maxwell and Johnson 2000; Logan et  al. 2007; Murchie and 
Lawson 2013; Kalaji et al. 2014).
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2.4  Reactive Oxygen Species

We define oxidative stress as the imbalance between prooxidants and antioxidants. 
Therefore, the amount of reactive oxygen species (ROS), among other prooxidants, 
gives us information about the status of the imbalance during a stress response. 
Chloroplasts are quantitatively and qualitatively one of the most important sources of 
ROS in illuminated plant cells (Foyer and Noctor 2003). Thus, the measurement of 
singlet oxygen (1O2), superoxide ion (·O2

−), hydrogen peroxide (H2O2), and hydroxyl 
radical (·OH) are good markers to evaluate the status of the photosynthetic apparatus.

There are three approaches for measuring ROS in plant tissues: (1) monitoring 
ROS released into a medium where the cell culture grows, (2) in vivo ROS visual-
ization and (3) quantification of ROS production (Noctor et  al. 2016). The third 
group is indeed the best suited for ecophysiology experiments. Here we will present 
the measures of hydrogen peroxide as it is the most stable of the group of the four 
primary ROS (H2O2, superoxide ion, hydroxyl radical and singlet oxygen), and 
therefore it is quantifiable after direct extraction (third approach).

Hydrogen peroxide (H2O2) can be quantified through spectral changes of differ-
ent substances when they are oxidized by this molecule. For instance, the ferrous 
xylenol orange (FOX) assay is based on the oxidation of ferrous to ferric ions by 
H2O2 producing a chromophore complex which absorbs strongly at 540–600 nm 
(Cheeseman 2006); however, there are some matrix effects that may be taken into 
consideration (Queval et  al. 2008). Another method is the use of Amplex Red 
(10-acetyl-3,7-dihydroxyphenoxazine) which is converted to the fluorescent resoru-
fin, easily quantified with a fluorescence spectrophotometer (Zhou et al. 1997). For 
estimation of the extent of photo-oxidative stress, chloroplasts can be isolated from 
leaves under reducing conditions and the amount of ROS measured thereafter. This 
is essential for ROS that can be produced in various cellular compartments, as it 
occurs with hydrogen peroxide (Munné-Bosch et al. 2013).

2.5  Antioxidants

An antioxidant is a molecule that prevents the oxidation of other molecules. One of 
the most common responses to stress is the activation of antioxidant defences. We 
can classify the antioxidants into enzymatic and non-enzymatic, and the latter, 
depending on their affinity to water can be classified into hydrophilic and lipophilic 
antioxidants. The enzymatic antioxidants, (such as superoxide dismutase (SOD), 
ascorbate peroxidase (APX) and glutathione reductase (GR)), among others) are 
found in chloroplasts, but also in other cellular compartments reducing oxidative 
stress. Therefore, they are not necessarily only related to photo-oxidative stress and 
specific chloroplastic isoforms should therefore be investigated to relate them to 
excess light energy. In contrast, a clear and strong relationship has been established 
between photo-oxidative stress and the accumulation and tocopherols (or vitamin 
E) and carotenoids (Car), since both are exclusively located in chloroplasts.
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The group of tocopherols (Toc) include the α-, β-, γ-, and δ-tocopherols, which 
are differentiated by the number and position of methyl groups on the chromanol 
ring. It is specifically this chromanol head that provides the molecule its antioxidant 
scavenging properties as it can donate electrons to various acceptors such as ·OH or 
1O2. Tocopherols also deactivate singlet oxygen by (physical) quenching, being this 
latter function the most important quantitatively, protecting PSII from photo- 
oxidative damage. Tocopherols, which are located on the thylakoid membrane, but 
accumulate as well in the plastoglobuli (where they are stored), have also an essen-
tial role in preventing the propagation of lipid peroxidation (scavenging lipid per-
oxyl radicals, Munné-Bosch and Alegre 2002a). The contents of tocopherols, in 
agreement with their antioxidant function, increase in plants adapted to drought and 
other abiotic stresses (Munné-Bosch 2005). The four tocopherol homologues can be 
measured after an extraction with methanol by HPLC with a mixture of n-hexane 
and p-dioxane as a mobile phase, using a fluorescence detector, emitting at 330 nm 
and with detection at 295 nm (Amaral et al. 2005). The major homologue found in 
leaves is the α-tocopherol, followed by its immediate precursor, γ-tocopherol. β-, 
and δ-tocopherols are usually present at very low concentrations in leaves.

Ascorbic acid (AsA) is the most abundant hydrophilic antioxidant in plant 
leaves, and it is mainly accumulated in the chloroplast (Queval and Noctor 2007). 
Ascorbate can be oxidized to monodehydroascorbate radical (MDHA) or dehydro-
ascorbate (DHA). Not only the total amount of AsA, but also the redox state of the 
ascorbic acid pool (AsA/(AsA + DHA)), particularly when measured in isolated 
chloroplasts, constitute excellent photo-oxidative stress markers and have been 
described to be very sensitive to several stresses. The most popular techniques for 
measuring AsA are based on the molecule’s absorbance at 256 nm. To determine the 
amount of reduced and oxidised AsA is common to use reducing agents such as 
dithiothreitol (DTT) and ascorbate oxidase (AO), that reduce/oxide the whole sam-
ple extract in an acid medium and compare the maximum and the minimum absor-
bance with the initial one (Queval and Noctor 2007). AsA has an intimal relationship 
with tocopherols as it mediates their regeneration. At the same time, AsA is 
 regenerated from DHA to AsA by glutathione (GSH), another hydrophilic antioxi-
dant found in most organelles.

2.6  Oxidation Products

As a result of photo-oxidative stress, if ROS are not counterbalanced by antioxidant 
defences, oxidative damage occurs over different biomolecules. The derived prod-
ucts of this process: oxidized compounds, such as primary or secondary lipid per-
oxidation products and modified proteins constitute excellent photo-oxidative stress 
markers focusing on the consequences after the damage. The enhanced production 
of ROS during environmental stresses can pose a threat to cells by causing peroxi-
dation of lipids, oxidation of proteins, and/or damage to nucleic acids, thus causing 
enzyme inhibition, alterations of the membrane properties (changes in fluidity,  
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ion transport), protein cross-linking, inhibition of protein synthesis, DNA damage 
and at the end, the death of the cells (Sharma et al. 2012).

Over lipids, free radicals or ROS can inflict direct damage, leading to lipid per-
oxidation that at the same time can inflict damage over DNA or the protein com-
plexes of the PSII (Pospísil and Yamamoto 2017). This is the process under which 
free radicals attack polyunsaturated fatty acids (PUFAs) of the phospholipidic 
membrane from the cell or its organelles, essential for cell survival (Ayala and 
Muñoz 2014). Hydroxyl radical (HO·) and hydroperoxyl (HO·

2) are the most dan-
gerous ROS for lipids, and a single molecule of ROS can result in multiple perox-
ided PUFAs as they trigger a cyclic chain reaction that propagates itself very fast 
(Sharma et  al. 2012). The overall process of lipid peroxidation consists of three 
steps: initiation, propagation and termination (Schneider 2009). During initiation, 
ROS react with methylene groups of PUFA forming lipid peroxy radicals and 
hydroperoxides (LOOH). These lipidic products formed are highly reactive and 
attack other lipids propagating the chain reaction at the propagation phase. After 
that reactions several reactive species including lipid alkoxyl radicals, aldehydes 
(malonyldialdehyde, among others), alkanes, lipid epoxides and alcohols are formed 
by the decomposition of lipid hydroperoxides (Davies 2000). In the termination 
phase, antioxidants such as vitamin E donate a hydrogen atom to the lipid peroxyl 
radical (LOO·) species forming tocopheroxyl radical that reacts with another LOO· 
forming nonradical products (Ayala and Muñoz 2014).

Proteins can be affected directly or indirectly by ROS.  Direct modifications 
include modification of its activity trough nitrosylation, carbonylation, disulphide 
bond formation and glutathionylation, while indirect effects include protein conju-
gation with lipid peroxidation products (Sharma et al. 2012). Protein carbonylation 
is defined as an irreversible post-transcriptional modification that yields a reactive 
carbonyl moiety in a protein, such as an aldehyde or ketone (Fedorova et al. 2014). 
This is the most common protein modification derived from the oxidation by a ROS, 
and an enhanced modification of proteins has been reported in plants under various 
stresses, therefore considering it a major hallmark of oxidative stress (Dalle-Donne 
et al. 2006). The accumulation of carbonylated proteins results in biomolecule mal-
functions that can lead to cell death (Curtis et al. 2013).

Reactive oxygen species, specially ·OH and 1O2 constitute the main source of 
DNA damage resulting in deoxyribose oxidation, strand breakage, removal of nucle-
otides and a variety of modifications in the organic bases of the nucleotides (Sharma 
et al. 2012). Despite the fact that ROS can inflict damage to nuclear, mitochondrial 
and chloroplast DNA, the two last are more susceptible to oxidative damage than 
nuclear DNA, due to the lack of protective protein, histones, and because they are 
very close to locations where ROS is produced (Manova and Gruszka 2015).

Among the different biomolecules damaged by ROS, some are better suited than 
others to become good stress markers. For lipid damage, the accumulation of lipid 
peroxides or the secondary product malondialdehyde constitute good markers of 
lipid peroxidation. Protein carbonylation is being also used as a good marker of 
oxidative stress (Levine et al. 1994). However, neither lipid peroxidation nor protein 
carbonylation are exclusively formed in chloroplasts and their use as markers of 
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photo-oxidative stress should be interpreted carefully. Protein carbonyls are in turn 
more stable (in a scale of hours/days) than lipid peroxidation products, which are 
removed within minutes (Weber et al. 2015).

The accumulation of lipid peroxides (LOOH) are key indicators of the degree of 
lipid peroxidation, and constitute a good stress marker (Niki 2014). There are mul-
tiple approaches to measure the accumulation of LOOH. For plant samples, an easy 
method can be performed after a methanol extraction through spectrophotometry 
using again the FOX method, which measures the oxidation from ferrous to ferric 
ions by LOOH, in comparison with an extract where all LOOH are reduced by add-
ing triphenylphospine (TPP). The ferric ions form a chromophore complex with the 
xylenol orange that absorbs at 540–600 nm (Bou et al. 2008).

Malondialdehyde (MDA) is one of the oxidation products derived from lipid 
peroxidation and usually measured by several studies assessing the degree of oxida-
tive stress (see some examples in Table  9.2). The assay of thiobarbituric acid- 
reactive substances (TBARS) is the most used method to assess the breakdown 
products from lipid peroxidation, including MDA. The TBARS assay includes a 
liquid extraction with 80% ethanol and measure at 440, 532 and 600 nm with the 
spectrophotometer (Du and Bramlage 1992; Hodges et al. 1999) after an incuba-
tion with thiobarbituric acid. Higher precision can be obtained by HPLC, using a 
similar procedure (Iturbe-Ormaetxe et al. 1998; Munné-Bosch and Alegre 2002a).

3  Photoprotection and Photo-Oxidative Stress Markers 
in Invasion Biology Studies

The economical, demographic and technological development has allowed us to 
access to almost every biome causing some impacts, altering ecosystems functions. 
Moreover, globalization has led to the possibility that some species move along with 
humans, jumping off the geographical barriers that define the realized niche of each 
species, impacting on native ecosystems by changes on function and composition. 
Indeed, invasive species are considered the second major threat for the global biodi-
versity, after habitat loss (Simberloff et al. 2013). Invaders are supposed to have an 
increased vigor and/or an increased phenotypic plasticity underlying its ability to 
displace native species (Higgins and Richardson 2014). Therefore, invasive species 
may have increased physiological performance responding better to the environ-
mental local conditions. In that way, the use of photoprotection and photo-oxidative 
stress markers may be helpful on invasive studies allowing a better comprehension 
of the boundaries of the physiological niche by understanding their stress tolerance 
and adaptation.

Photoprotection and photo-oxidative stress markers may be useful in invasion 
studies to understand the differences that may lead invasive species to outcompete 
natives through the description of their capacities under different environmental 
conditions and the affectation over native species. The comparison of invasive  
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Table 9.2 Compilation of the plant invasion studies using photoprotection and photo-oxidative 
stress markers during the last decade (since 2007)

Measurement
Methodology 
or type References

Number 
of 
studies

Plant pigments Spectro- 
photometry

Kim et al. (2008), Li et al. (2008), Liu et al. (2008), 
Mateos-Naranjo et al. (2008, 2010), Qaderi and Reid 
(2008), Qaderi et al. (2008), Zhang and Wen (2008), 
Feng (2008), Feng and Fu (2008), Funk (2008), 
Andrews et al. (2009), Hussner and Meyer (2009), 
Küpper et al. (2009), Yang et al. (2009), Feng et al. 
(2009), Zheng et al. (2012), Kaur et al. (2013), Funk 
et al. (2013), Castillo et al. (2014), Oliveira et al. 
(2014), Díaz-Barradas et al. (2015), Al Hassan et al. 
(2016), Huangfu et al. (2016), Lechuga- Lago et al. 
(2016), Lyu et al. (2016), Zhang et al. (2016), 
González-Teuber et al. (2017), Rotini et al. (2017), 
Souza-Alonso and González (2017), Varone et al. 
(2017), and Choi et al. (2017)

32

HPLC Cela et al. (2009), Song et al. (2010), Cela and 
Munné- Bosch (2012), Molina-Montenegro et al. 
(2012), Fleta-Soriano et al. (2015), Lassouane et al. 
(2016), Fenollosa et al. (2017), and Pintó-Marijuan 
et al. (2017)

8

Spectro- 
radiometry

Ge et al. (2008), Spencer et al. (2008), Hestir et al. 
(2008), Funk and Zachary (2010), Naumann et al. 
(2010), Godoy et al. (2011), Roiloa et al. (2013, 2014, 
2016), Wang et al. (2016), Yu et al. (2016), Heberling 
and Fridley (2016), and Roiloa and Retuerto (2016)

13

Photosynthetic 
efficiency

Fv/Fm only Wang et al. (2008), Li et al. (2008), Liu et al. (2008), 
Bihmidine et al. (2009); Naumann et al. (2010); Funk 
and Zachary (2010), Redondo-Gómez et al. (2011), 
Immel et al. (2011), Waring and Maricle (2012), 
Roiloa et al. (2014, 2016), Madawala et al. (2014), 
Díaz-Barradas et al. (2015), Fleta-Soriano et al. 
(2015), Lechuga-Lago et al. (2016), Lyu et al. (2016), 
and Souza-Alonso and González (2017)

17

Fv/Fm, NPQ, 
ΦPSII

Qaderi and Reid (2008), Richards et al. (2008), Zhang 
and Wen (2008), Funk (2008), Mateos-Naranjo et al. 
(2008. 2010), Cela et al. (2009), Wu et al. (2009), 
Yang et al. (2009), Song et al. (2010), Cela and 
Munné-Bosch (2012), Molina-Montenegro et al. 
(2012, 2016), Roiloa et al. (2013), Funk et al. (2013), 
Quinet et al. (2015), Li et al. (2015), Roiloa and 
Retuerto (2016), Lassouane et al. (2016), Pintó-
Marijuan et al. (2017), Varone et al. (2017), Fenollosa 
et al. (2017), and Lukatkin et al. (2017)

23

ROS H2O2 Kaur et al. (2013), Oliveira et al. (2014), and Mamik 
and Sharma (2017)

3

(continued)
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species with coexistent natives had led to the conclusions that invaders have higher 
capacities to respond to stress or that they have broader physiological niches. 
Moreover, photo-oxidative stress markers can be helpful to predict plant responses 
to new environmental conditions, such as climate change. The direction of the com-
munity changes due to a new climatic framework can only be predicted with a 
complete ecophysiological approach. Finally, it is important to describe the extend 
of the differences between the genotypes from the invasive and the native ranges of 
one species. An in-depth understanding of these differences with the use of physi-
ological descriptors (such as photo-oxidative stress markers) may undoubtedly help 
predict new invasions.

Although the interest to study the invasion process using a complete ecophysi-
ological approach has increased recently, studies considering in-depth physiologi-
cal processes are still limited (Pintó-Marijuan and Munné-Bosch 2013). However, 
photo-oxidative stress markers are being used more and more, and constitute indeed 
a promising tool for a better understanding of the invasion process. As we can see in 
Table 9.2, the most common photo-oxidative stress markers measured in plant inva-
sion studies are photosynthetic pigments and chlorophyll a fluorescence 
parameters.

Considering the methodologies used, the most common measurements are pho-
tosynthetic pigments through spectrophotometry and the measure only of Fv/Fm. 
Indeed, only a few studies on the last decade include different measurements of 
photo-oxidative stress markers, which guarantee a complete understanding of the 

Table 9.2 (continued)

Measurement
Methodology 
or type References

Number 
of 
studies

Antioxidants Enzymatic Lu et al. (2007); Zhang and Wen (2008); Li et al. 
(2008); Immel et al. (2011), Redondo-Gómez et al. 
(2011), Morais et al. (2012), Huang et al. (2013), Kaur 
et al. (2013), Oliveira et al. (2014), Al Hassan et al. 
(2016), Zhang et al. (2016), and Mamik and Sharma 
(2017)

12

Non- 
enzymatic

Cela et al. (2009), Cela and Munné-Bosch (2012), 
Huang et al. (2013), Fleta-Soriano et al. (2015), Al 
Hassan et al. (2016), and Pintó-Marijuan et al. (2017)

6

Oxidation 
products

MDA Lu et al. (2007) ,(2008), Zhang and Wen 2008, Li 
et al. (2008), Immel et al. (2011), Falleh et al. (2012), 
Huang et al. (2013), Kaur et al. (2013), Oliveira et al. 
(2014), Quinet et al. (2015), Fleta-Soriano et al. 
(2015), Al Hassan et al. (2016), Molina-Montenegro 
et al. (2016), Zhang et al. (2016), Lassouane et al. 
(2016), and Mamik and Sharma (2017)

16

Measures of carotenoids are included on “Plant pigments” despite some of them have a role as 
antioxidants. Also, due to the high number of studies measuring the total amount of phenolic com-
pounds, they have not been considered here inside the antioxidants group, although they are non- 
enzymatic antioxidants
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plant response. The most common combination is the measurement of photosyn-
thetic pigments through spectrophotometry, the Fv/Fm, and the extend of lipid per-
oxidation through MDA analysis.

4  Some Limitations and Perspectives

The techniques to measure photo-oxidative stress markers present some common 
limitations. First, as Pintó-Marijuan and Munné-Bosch (2014) pointed out, it is very 
difficult to differentiate photo-oxidative damage caused by stress from that caused 
by leaf senescence. Senescence is the physiological deterioration with aging, and 
some of the hallmarks of senescence are chlorophyll loss and an increase of oxida-
tive stress (Munné-Bosch and Alegre 2002b). Sampling fully-expanded young 
leaves throughout the experiment is the only way to separate stress- vs. senescence- 
related effects.

Another point to consider is the localization of the measured compound. For 
example, the measurement of ascorbic acid in leaves. A significant percentage of the 
ascorbic acid is normally found outside the chloroplast and an increase of this anti-
oxidant can be a consequence of other processes rather than photo-oxidative stress. 
An easy (but time-consuming) way to ensure that we are measuring a photo- 
oxidative stress marker is to isolate chloroplasts.

The matrix effect must be cheeked every time we work with a new species or a 
known species under different conditions. Some of the protocols and the authors 
describing them indeed propose some alternatives to reduce matrix effects. One 
must keep in mind that some protocols are pH-dependent and the sample pH will 
depend on the species and its conditions.

It is essential to understand what information do we get from each photo-oxida-
tive stress marker, and be aware of the fact that depending on the stress intensity we 
will see changes on different markers. Sometimes a combined approach with dif-
ferent photo-oxidative stress markers would be the most appropriate solution and 
the selection must follow the question we are trying to answer with our 
experiment.

As said before, there is a need to use combined stress markers. Photo-oxidative 
stress is a final consequence of the imbalance of different processes. It is not until 
antioxidant systems have been taken down that we can measure an accumulation of 
reactive oxygen species or oxidation products. Therefore, combined markers pro-
vide complementary information about the stress response. Here we propose some 
tips to perform a multiple approach to understand the global plant response.

If we focus on the obtained information, it would be ideal to take one photo- 
oxidative stress marker from the following groups: plant pigments, photosynthetic 
efficiency, reactive oxygen species, antioxidants and oxidation products. However, 
that represents multiple assays and a large amount of samples. If a faster and efficient 
protocol is needed, it is possible to connect different protocols. For instance,  
the extraction of plant pigments (chlorophylls, carotenoids and anthocyanins), 
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tocopherols and lipid hydroperoxides have a common start, and all molecules can be 
extracted with methanol. Thus, it is possible to save time by performing a common 
extraction. If the limitation is the economy we can use the cheapest techniques, such 
as chlorophyll a fluorescence and spectroradiometric indexes, such as NDVI or PRI, 
which with the appropriate models can estimate some photo-oxidative stress mark-
ers (Table 9.1). The same techniques are useful if we have a high-scale experimental 
design (e.g. for large-scale phenotyping).

5  General Conclusions

Photoprotection and photo-oxidative stress are central elements of plant responses 
to a variety of stresses. Markers based on photoprotection and photo-oxidative 
stress may be extremely useful for understanding plant acclimation, and constitute 
a promising tool for the study of invasion success. Working with photoprotection 
and photo-oxidative stress markers requires the understanding of the meaning of 
every specific marker within the whole framework of the photoprotective mecha-
nisms. As discussed in this chapter, a combined approach is required to better 
understand the ecophysiology of invasive vs. native species, using several markers 
providing complementary information. Here, we have provided some essential tools 
for a correct choosing of the fittest photoprotection and photo-oxidative stress mark-
ers, encouraging its use on invasion studies to help unravelling invaders success.
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Chapter 10
Reactive Oxygen Species and Antioxidant 
Enzymatic Systems in Plants: Role 
and Methods

Teresa Papalia, Maria Rosaria Panuccio, Maria Sidari, and Adele Muscolo

1  Introduction

Reactive oxygen species (ROS) were initially recognized as toxic by-products of 
aerobic metabolism. In recent years, it has become apparent that ROS play an 
important signaling role in plants, controlling processes such as growth, develop-
ment and especially response to biotic and abiotic environmental stimuli. The major 
members of the ROS family include free radicals like O2

•−, OH• and non-radicals 
like H2O2 and O2. Organelles with a highly oxidizing metabolic activity or with an 
intense rate of electron flow, such as chloroplast, mitochondrion and peroxisome, 
are the major source of ROS production in plants (Foyer and Shigeoka 2011). Along 
with these organelles, peroxidases present in cell walls and NADPH oxidase located 
in the plasma membrane are also enzymatic source of ROS. Plant NADPH oxidases, 
also known as respiratory burst oxidase homologs (RBOHs), have cytosolic FAD- 
and NADPH-binding domains in the C-terminal region, and transmembrane 
domains that correspond to those in mammalian NADPH oxidases (Suzuki et al. 
2011). In addition, plant RBOHs have a cytosolic N-terminal extension, contain 
regulatory regions such as calcium-binding EF-hands and phosphorylation target 
sites that are important for the function and regulation of the plant NADPH oxidases 
(Oda et al. 2010; Suzuki et al. 2011). Increasing evidence demonstrated NADPH 
oxidases as key signaling nodes in the ROS regulation network of plants, integrating 
numerous signal transduction pathways with ROS signaling and mediating multiple 
important biological processes, including cell growth and plant development, abi-
otic stress response and adaptation, plant–microbe pathogenic and symbiotic inter-
actions (Torres and Dangl 2005; Suzuki et  al. 2011; Marino et  al. 2012). The 
increased production of ROS during stress conditions acts as signal for the activa-
tion of stress response in terms of efficient enzymatic and non-enzymatic 
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antioxidant pathways (Baxter et  al. 2014). As option to this antioxidant system, 
plants produce alternative oxidases (AOX) that are able to prevent the excess gen-
eration of ROS in the electron transport chains of mitochondria (Maxwell et  al. 
1999). By diverting electrons flowing through electron-transport chains, AOX can 
decrease the possibility of electron leaking to O2 to generate O2

•-. Other mecha-
nisms, such as leaf movement and curling, or photosynthetic apparatus rearranging, 
may also represent an attempt to avoid the over-reduction of ROS by balancing the 
amount of energy absorbed by the plant with the availability of CO2 (Mittler 2002). 
Our attention is mainly focused on the different ROS scavenging mechanism medi-
ated by enzymes, highlighting the role of superoxide dismutase (SOD), ascorbate 
peroxidase (APX), catalase (CAT), glutathione peroxidase (GPX), monodehydro-
ascorbate reductase (MDHAR), dehydroascorbate reductase (DHAR), glutathione 
reductase (GR), glutathione S-transferase (GST), guaiacol peroxidase (POX) and 
peroxiredoxin (PRX) in stress tolerance. These antioxidant enzymes are located in 
different sites of plant cells where ROS are generally produced under both normal 
and stressful conditions (chloroplasts, mitochondria, peroxisomes, plasma mem-
branes, ER and the cell wall), and work together to detoxify ROS (Fig. 10.1).

Fig. 10.1 Distribution of the main antioxidant enzymes in plant cells (Source: Noctor et al. 2017)
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SOD is not only the first line of defense but also the only enzyme capable of 
converting O2

•- into H2O2 and decreasing the risk of the formation of the hydroxyl 
radical (HO•), which is among the most reactive oxygen species (Kehrer 2000). 
Therefore SOD holds a key position within the antioxidant network (Fig. 10.2).

CAT, APX, and GPX detoxify H2O2 in different cellular sites. H2O2, being mod-
erately reactive, does not cause extensive damage and at low concentrations acts as 
regulatory signal for essential physiological processes, cell cycle, growth and devel-
opment (Das and Roychoudhury 2014).

Catalase is the unique antioxidant enzyme not requiring reducing equivalent, in 
contrast APX requires an ascorbic acid (AsA) and/or a glutathione (GSH) regener-
ating cycle involved MDHAR, DHAR, and GR. GPX, GST reduce H2O2 and organic 
hydroperoxides through ascorbate-independent thiol-mediated pathways using 
GSH, thioredoxin (TRX) or glutaredoxin (GRX) as nucleophile (Dietz et al. 2006; 
Meyer et al. 2012; Noctor et al. 2014).

Fig. 10.2 Superoxide dismutase (SOD) role (Source: Jajic et al. 2015)
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A variety of in vitro spectrophotometric methods are used to determine the anti-
oxidant enzymatic activities in plants, the below reported assays, differ in the con-
centration of same reagents in reaction mixture, and have been selected from the 
most cited in the updated literature (Fig. 10.3).

2  Extraction of Antioxidant Enzymes

 1. Crude extract is prepared by homogenization of frozen plant sample in buffer 
medium; 10 g of the sample is cut quickly into thin slices and homogenized in 
50 mL of 100 mM sodium phosphate buffer (pH 7.0) containing 1 mM ascorbic 
acid (ASA) and 0.5% (w/v) polyvinyl pyrrolidone (PVPP) for 5 min at 4 °C. The 
homogenate is filtered through three layers of cheesecloth and then the filtrate is 
centrifuged at 12000 × g for 15 min, and the supernatant is collected.

 2. Crude extract is prepared by homogenization of frozen plant sample in four vol-
umes of 50 mM potassium phosphate buffer, pH 7.5, containing 1 mM ethilen-
dyaminotetracetic acid (EDTA), 1 mM phenylmethylsulfonyl fluoride (PMSF), 
5 mM sodium ascorbate and 5% (w/v) PVPP. The homogenate is strained through 
two layers of Miracloth and centrifuged at 17000 g for 10 min. All above opera-
tions are carried out at 0 ± 4 °C. (Garciâ-Limones et al. 2002).

2.1. Superoxide dismutases (SOD, EC 1.15.1.1) are metalloproteins catalyzing 
the dismutation of the superoxide free radical to molecular oxygen and hydrogen 
peroxide. There are three forms of SOD identified in plants. One is a copper/zinc 
combination, the second is formed from manganese, and the third is formed from 
iron.

Fig. 10.3 Different pathways for reactive oxygen species (ROS) scavenging in plants. Modified 
from Mittler et al. (2004). (a) Water–water cycle (Mehler reaction); (b) Glutathione peroxidase 
(GPX) cycle; (c) Ascorbate–glutathione cycle; (d) Catalase (CAT)

T. Papalia et al.



181

 1. Analyses of SOD activity by the method of Dhindsa et al. (1981), by measuring 
its ability to inhibit the photochemical reduction of nitroblue tetrazolium (NBT). 
The reaction mixture (2.725  mL) contains 50  mM phosphate buffer, pH 7.8, 
26 mM methionine, 20 μM riboflavin, 750 μM NBT and 1 μM EDTA. After add-
ing enzyme solution (25 μL) and distilled water (250 μL), the reaction is allowed 
to run 15 min under 4000 lx light. The absorbance by the reaction mixture is read 
at 560 nm.

 2. Determination of SOD activity by measuring the inhibition in photoreduction of 
NBT by SOD enzyme. The reaction mixture contains 50 mM sodium phosphate 
buffer (pH 7.6), 0.1 mM EDTA, 50 mM sodium carbonate, 12 mM L- methionine, 
50 μM NBT, 10 μM riboflavin and 100 μL of crude extract in a final volume of 
3.0 mL. A control reaction is performed without crude extract. SOD reaction is 
carried out by exposing the reaction mixture to white light for 15 min at room 
temperature. After 15 min incubation, absorbance is recorded at 560 nm using a 
spectrophotometer. One unit (U) of SOD activity is defined as the amount of 
enzyme causing 50% inhibition of photochemical reduction of NBT (Kumar 
et al. 2012) (Fig. 10.4).

2.2. Peroxidase (POX, EC 1.11.1.7) is a heme-containing enzyme composed of 
40–50 kDa monomers, which eliminates excess H2O2 both during normal metabo-
lism as well as during stress. It is well known its pivotal role in the biosynthesis of 
lignin as well as defense against biotic stress by degrading indole acetic acid (IAA) 
and utilizing H2O2 in the process.

Fig. 10.4 Locations of SODs throughout the plant cell (Source: Alscher et al. 2002)
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 1. Measurement of POX activity using a reaction medium containing 50 mM phos-
phate buffer (pH 7.0), 9 mM guaiacol, and 19 mM H2O2 (Lin and Kao 1999). The 
kinetic evolution of absorbance at 470 nm is measured during 1 min. Peroxidase 
activity is calculated using the extinction coefficient (ɛ  =  26.6  mM−1  cm−1 at 
470 nm). One unit of peroxidase is defined as the amount of enzyme that causes 
the formation of 1 mM of tetraguaiacol per minute.

 2. Determination of POX activity using 4-methylcatechol as substrate. Increase in 
the absorption caused by oxidation of 4-methylcatechol by H2O2 is measured 
spectrophotometrically at 420  nm. The reaction mixture contains 100  mM 
sodium phosphate buffer (pH 7.0), 5 mM 4-methylcatechol, 5 mM H2O2 and 
500 μL of crude extract in a total volume of 3.0 mL at room temperature. One 
unit of enzyme activity is defined as 0.001 change in absorbance per min, under 
assay conditions (Onsa et al. 2004) (Fig. 10.5).

2.3. Catalases (CAT, EC 1.11.1.6) are tetrameric heme containing enzymes 
with the potential to directly dismutate H2O2 into H2O and O2. CAT is important in 
the removal of H2O2 generated in peroxisomes by oxidases involved in β-oxidation 
of fatty acids, photorespiration and purine catabolism. CAT activity is generally low 
under normal growth conditions and it increases only at relatively high H2O2 con-
centration or under stress condition to support APX, SOD and other peroxidases, 
primarily involved in ROS homeostasis (Garg and Manchanda 2009). The CAT iso-
zymes have been studied extensively in higher plants (Polidoros and Scandalios 
1999).

 1. Determination of CAT activity by monitoring the disappearance of H2O2 at 
240 nm (ε = 40 mM−1 cm−1) according to the method of Aebi (1984). The reac-
tion mixture contains 50 mM K-phosphate buffer (pH 7.0), 33 mM H2O2 and 
enzyme extract. Decrease in absorbance is recorded by the addition of H2O2 at 
240 nm for 5 min.

 2. Assay of CAT activity according to Garciâ-Limones et al. (2002). The reaction 
medium consists of 50 mM potassium phosphate buffer, pH 7.0, 20 mM H2O2 
and between 10 and 30 mL of enzyme extract. The reaction is started by adding 
H2O2, and the decrease in A240 (e = 36 mM−1 cm−1), due to H2O2 breakdown, is 

Fig. 10.5 POX assay (Source: Corban et al. 2011)
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recorded. One CAT unit is defined as the amount of enzyme necessary to decom-
pose 1 mmol min−1 H2O2 under the above assay conditions.

2.4. Ascorbate Peroxidase (APX, EC 1.11.1.11) has been reported to increase 
on exposure to drought, salt, cold, heat, pathogen infection, wound stress, and other 
biotic or abiotic stresses.

However, the quantitative expression varies in different sub-cellular compart-
ments and is also dependent on the developmental stages of the plant and the 
imposed stress conditions (Table  10.1). Increase in APX activity is many times 
supplemented with the activity of other antioxidant enzymes that work in tandem 
with APX (Teixeira et al. 2006; Lee et al. 2007).

 1. Determination of APX activity from the decrease in absorbance (ABS) at 290 nm 
(ε = 2.8 mM−1 cm−1) due to the H2O2 – dependent oxidation of ascorbate. An 
amount of 2  mL reaction mixture contains 50  mM potassium phosphate (pH 
7.5), 0.5 mM ascorbic acid, 1 mM H2O2, 0.1 mM EDTA and enzyme extract 
(30 μL) at 25 °C (Barka 2001). The activity is expressed as nmol min−1 mg−1 
protein.

 2. Assay of APX activity according to Temizgul et al. (2016). An aliquot of 50 μL 
of crude extract into a solution containing 50 mM potassium phosphate (KHPO4, 
pH 7.0), 0.15 mM ascorbic acid, and 20 mM H2O2. The decrease of absorbance 
values is recorded during 3 min at 290 nm in 2 mL cuvettes. Results are recorded 
as unit mg−1 protein.

2.5. Monodehydroascorbate reductase (MDHAR EC 1.6.5.4) is a flavinad-
enin dinucleotide (FAD) enzyme that is present as chloroplastic and cytosolic iso-
zymes. MDHAR exhibits a high specificity for monodehydroasorbate (MDHA) as 
the electron acceptor, preferring NADH rather than NADPH as the electron donor 
(Asada 1999). MDHAR is also located in peroxisomes and mitochondria, where it 
scavenges H2O2 (del Rio et al. 2002).

 1. The method for evaluating the MDRHAR activity is based on the oxidation of 
NADH measured at 340 nm (Hossain et al. 1984). The measurement of MDHAR 
activity is assayed at 25 °C in a reaction mixture containing 50 mM Tris (hydroxy-
methyl) aminomethane (Tris–HCl) buffer (pH 7.6), 0.125% Triton X-100, 
0.2 mM NADH, 2.5 mM ascorbate, 5 μg ascorbate oxidase and enzyme extract. 
The decrease in absorbance at 340  nm due to NADH/H+ oxidation 

Table 10.1 Role of APX in plant abiotic stress tolerance

Cellular 
location Function References

Cytosolic Cellular response to oxidative stress, ROS, salinity stress 
tolerance

Wang et al. (2005)

Peroxisomal Salinity and drought stress Teixeira et al. 
(2004)

Stomatal Salinity stress Hong et al. (2007)
Tylakoid Water stress and water cycle Zhu et al. (2013)
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(ɛ = 6.2 mM−1 cm−1) is monitored. The enzyme activity is measured in terms of 
μmol of NADH/H+ oxidized min−1 g−1 fresh weight at 25 ± 2 °C.

 2. Assay of MDHAR at 340 nm by a modification of the method of Miyake and 
Asada (1992). Monodehydroascorbate was generated via the action of ascorbate 
oxidase (0.4 unit; 1 unit = 1 μmol of ascorbate oxidized per min) in a reaction 
mixture (1  mL) containing 100  mm Hepes/KOH (pH 7.6), 25  μM NADPH, 
2.5 mm ascorbate, and 100 μL of extract.

2.6. Dehydroascorbate reductase (DHAR, EC 1.8.5.1) regenerates ASC from 
the oxidized state and regulates the cellular ASC redox state, which is crucial for 
tolerance to various abiotic stresses leading to the production of ROS (Fig. 10.6). It 
has also been found that DHAR overexpression also enhances plant tolerance 
against various abiotic stresses (Kwon et al. 2003; Chen and Gallie 2005).

 1. Evaluation of DHAR activity by monitoring the increase in absorbance at 265 nm 
due to ascorbate formation (ɛ = 14 mM−1 cm−1) (Nakano and Asada 1981). The 
reaction mixture contains 25 mM phosphate buffer (pH 7.0), 3.5 mM reduced 
glutathione (GSH), 0.4 mM dehydroascorbate and enzyme extract. The reaction 
rate is corrected for non-enzymatic reduction of dehydroascorbate by GSH. The 
enzyme activity is expressed as μmol of ascorbate min−1  g−1 fresh weight at 
25 ± 2 °C.

 2. Assay of DHAR activity by measuring the GSH-dependent reduction of dehy-
droascorbate as described by Murshed et al. (2008). The assay mixture contains 
50 mM Tris-HCl buffer (pH 7.0), 0.1 mM EDTA, 2.5 mM GSH, 8 mM dehydro-
ascorbate and 15 μL crude extract. An aliquot of 5 μL freshly prepared dehydro-
ascorbate solution is added to initiate the reaction and the increase in absorbance 
is recorded at 265 nm for 5 min. Specific activity is calculated in terms of μmol 
dehydroascorbate per mg of protein per min, using extinction coefficient 
ε = 14.15 mM−1 cm−1.

2.7. Glutathione Reductase (GR EC 1.6.4.2) is a flavo-protein oxidoreductase 
localized predominantly in chloroplasts and in small amount in mitochondria and 
cytosol (Edwards et al. 1990). This enzyme catalizes GSSG reduction to GSH at the 
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expense of NADPH.  It maintains the balance between GSH and ascorbate pools 
(Fig. 10.7). GSH and GSSG represent a cellular redox buffer and their ratio decrease 
by oxidative stress. GR has a pivotal role to maintain a high GSH/GSSG ratio 
(Fig. 10.6). A number of abiotic stresses have been shown to affect the activity of 
GR in plants (Gill and Tuteja 2010).

 1. Estimation of glutathione reductase (GR) according to Foyer and Halliwell 
(1976), by following the decrease in absorbance at 340 nm due to NADPH oxi-
dation (ɛ = 6.2 mM−1 cm−1). The reaction mixture consists of 25 mM phosphate 
buffer (pH 7.8), 0.5 mM oxidized glutathione (GSSG), 0.12 mM NADPH and 
enzyme extracts. The enzyme activity is measured in terms of μmol of NADPH 
oxidized min−1 g−1fresh weight at 25 ± 2 °C.

 2. Determination of GR activity [U (mg protein)−1] by the oxidation of NADPH at 
340 nm with a molar absorption coefficient of 6.2 mM−1 cm−1, as described by 
Nordhoff et al. (1993). The reaction mixture is composed of 100 mM potassium 
phosphate buffer (pH 7.8), 2 mM EDTA, 0.2 mM NADPH, 0.5 mM glutathione 
(oxidized form, GSSG) and 10 μL enzyme extract (total reaction mixture 1 mL). 
The reaction is initiated by the addition of NADPH at 25 °C.

2.8. Glutathione peroxidases (GPXs, EC 1.11.1.9) are a large family of diverse 
isozymes that use GSH to reduce H2O2 and organic and lipid hydroperoxides 
(Noctor et al. 2002) (Fig. 10.8). Millar et al. (2003) identified a family of seven 

Fig. 10.7 Localization of APX enzymes and detoxification of ROS in subcellular compartments 
(Source: Pandey et al. 2017)
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related proteins in cytosol, chloroplast, mitochondria and endoplasmic reticulum, 
named AtGPX1-AtGPX7 in Arabidopsis. Overexpression of GPX has been found to 
enhance abiotic stress tolerance in transgenic plants (Yoshimura et al. 2004; Gaber 
et al. 2006).

 1. Measurement of GPX activity as described by Elia et al. (2003) and Hasanuzzaman 
et  al. (2011). The reaction mixture consists of 100 mM K-P buffer (pH 7.0), 
1 mM EDTA, 1 mM sodium azide (NaN3), 0.12 mM NADPH, 2 mM GSH, 1 unit 
GR, 0.6 mM H2O2 (as a substrate) and 20 μL of sample solution. The oxidation 
of NADPH is recorded at 340 nm for 1 min and the activity is calculated using 
the extinction coefficient ɛ = 6.62 mM−1 cm−1.

 2. Determination of GPX activity using glutathione peroxidase cellular activity 
assay kit according to manufacturer’s instruction (CGP1 Sensitivity: 0.005 units 
mL−1, Sigma Aldrich) (Jincy et al. 2017). In brief, 10 μL of homogenate is added 
to a 990 μL reaction mixture containing 0.25 mM NADPH, 2.1 mM reduced 
glutathione, 0.5 units mL−1 glutathione reductase, and 300 μM tert-butyl hydro-
peroxide. The change in absorbance of the reaction product is kinetically quanti-
fied every 10 s at 340 nm for 1 min, and the activity is expressed as mol NADP+ 
formed min−1 kg−1 fresh weight.

2.9. Glutathione S-transferases (GSTs, EC 2.5.1.18) are a large and different 
group of enzymes that catalyze the conjugation of electrophilic xenobiotic sub-
strates with glutathione (Fig. 10.8). Plant GSTs are known to function in herbicide 
detoxification, hormone homeostasis, vacuolar sequestration of anthocyanin, tyro-
sine metabolism, hydroxyperoxide detoxification, regulation of apoptosis and in 
plant responses to biotic and abiotic stresses (Dixon et al. 2010). GSTs can reduce 
peroxides with the help of GSH and produce scavengers of cytotoxic and genotoxic 
compounds (Noctor et al. 2002). These enzymes are generally cytoplasmic proteins, 
but microsomal, plastidic, nuclear and apoplastic isoforms has also been reported 

Fig. 10.8 The chloroplast ascorbate-glutathione cycle (Scheme adapted from Foyer and Halliwell 
1976)
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(Frova 2003). GSTs are very abundant in some cases representing more than 1% of 
soluble proteins in plant cells (Edwards et al. 2000). It has been found that GST 
overexpression also enhances plant tolerance to various abiotic stresses (Zhao and 
Zhang 2006).

 1. Measurement of GST activity (Hossain et al. 2006). Reaction mixture contains 
100 mM Tris-HCl buffer (pH 6.5), 1.5 mM GSH, 1 mM 1-chloro-2,4- dinitro-
benzene (CDNB); enzyme solution (700 μL final volume). Reaction is initiated 
by CDNB; increase in absorbance is measured at 340  nm, 1  min. Activity is 
calculated using extinction coefficient ɛ = 9.6 mM−1 cm−1.

 2. GST assay. 1 mL reaction mixture contains 0.1 M sodium phosphate buffer (pH 
6.5), 20 μL enzyme extract and 2% 1-chloro-2,4-dinitrobenzene (CDNB). The 
enzyme activity [U (mg protein)−1] is calculated by monitoring the kinetic of 
reaction mixture for 180 s (60 s intervals) at 340 nm in a spectrophotometer, as 
described by Kumar et al. (2009) (Fig. 10.9).

During adaptation to a situation that leads to increased oxidative stress, antioxi-
dant enzyme activities would be expected to increase. However, this response is 
variable and depends on plant species, stage of development, degree of the stress 
and cross-working of the different antioxidant enzymes that cooperate to alleviate 
the damaging effects of ROS and to develop tolerance against various environmen-
tal stress conditions (Table 10.2).

Fig. 10.9 Interdependence and independence of glutathione and ascorbate in peroxide metabo-
lism (Source: Foyer and Noctor 2011)
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3  Conclusion

ROS are produced by cellular metabolic activities and induced by environmental 
stress factors. They are molecules highly reactive because of unpaired electrons in 
their structure and react with several biological macromolecules in cell, such as 
carbohydrates, nucleic acids, lipids, and proteins, and alter their functions, damag-
ing the integrity of the cell and ultimately leading to its death. ROS synthesis is 
widespread, with production sites being present in both intracellular and 

Table 10.2 Summary of the antioxidant enzyme changes in different wheat genotypes and 
different tissues type under different tested abiotic-stress conditions

Abiotic 
stress SOD CAT APX POX GR

GPX/
GST MDHAR DHAR References

Drought ↓ – – ↓ Alexieva et al. (2001)
↑ Luna et al. (2005)

– ↑ ↑ ↑ ↑ Devi et al. (2012)
↑ ↑ ↑ ↑ Wang et al. (2005)

↓ Chen et al. (2004)
↓ Lascano et al. (2001)
↑ Guo et al. (2006)
↑ Dhindsa (1991)

↓ ↓ ↓ ↓ ↓ ↑ Jiménez et al. (2002)
↑ ↓ ↑ ↑ ↑ ↑ ↑ Sharma and Dubey 

(2005)
Salinity ↑ ↑ ↑ Barakat (2011)

↑ ↓ ↓ Heidari (2009)
↑ ↑ ↓ Esfandiari et al. 

(2007)
↑ ↑ ↑ Sairam et al. (2002)

Cold ↑ ↑ ↑ ↑ Janmohammadi et al. 
(2012)

↑ – ↑ ↑ ↑ Turk et al. (2014)
↓ ↓ ↓ ↓ Fryer et al. (1998)
↑ ↑ ↑ ↑ ↑ ↑ ↑ ↑ Zhang et al. (2008)

Heat ↑ ↑ ↑ ↑ Badawi et al. (2007)
↑ ↑ Ibrahim et al. (2013)
↑ ↑ ↑ Gupta et al. (2013)
↓↑ ↓ ↓ ↓↑ Wang et al. (2014)

UV-B ↑ ↑ Ibrahim et al. (2013)
↑ ↑ – Alexieva et al. (2001)
↓ ↓ ↓ ↑ Barabás et al. (1998)

SOD Superoxide dismutase, CAT catalase, APX ascorbate peroxidase, POX guaiacol peroxidase, 
GR glutathione reductase, DHAR dehydro ascorbate reductase, MDHAR monodehydroascorbater-
eductase, GPX glutathione peroxidase, GST glutathione S-transferase, ↑ increase, ↓ decline and 
− unchanged (Source: Caverzan et al. 2016)
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extracellular locations. The antioxidant enzymes work in conjunction to alleviate 
the damaging effects of ROS and their highly compartmentalized nature is well 
defined. The reaction mechanisms can be used to evaluate the antioxidant activity of 
various naturally occurring enzymes. Regulation of redox state is critical for cell 
viability, activation, proliferation, and organ function.
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Chapter 11
Flow Cytometric Measurement  
of Different Physiological Parameters

Fabrizio Araniti, Teodoro Coba de la Peña, and Adela M. Sánchez-Moreiras

1  Introduction

A variety of physiological parameters involved in signal transduction pathways, 
enzymatic activities, ATP production, and many other physiological processes can 
be analyzed by flow cytometry. Parameters as intracellular pH, membrane potential, 
calcium concentration, reactive oxygen species (ROS) generation, or glutathione 
content can be estimated thanks to this technique. One of the principal advantages 
of flow cytometry is that it allows the measurement of these parameters in living and 
small cells, usually in real time during the physiological stimulation. Moreover, flow 
cytometry can detect not only the fluorescence of biochemically specific developed 
fluorescent dyes but also autofluorescence (such as the chlorophyll a fluorescence), 
which can be measured in parallel and can provide supplementary information 
about the physiological condition of the measured cells (Franklin et al. 2001).

For the measurement of physiological parameters with fluorescent probes, 
detailed observations for suitable loading and intracellular distribution of the fluo-
rescent probe must be firstly done by fluorescence microscopy and flow cytometry. 
Secondly, the effects of different ionophores and inhibitors (specific in each case for 
the physiological parameter under study) on fluorescence are analyzed by flow 
cytometry. These observations allow us to verify that the fluorescence behavior of 
the probe is correct and really dependent on the parameter under study, evaluating 
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and discarding possible artifacts. These observations also allow a calibration of the 
fluorescence and of the range variations of the physiological parameter. Thirdly, 
physiological effects (and thus, fluorescence variations) induced by different sub-
stances (hormones or other biological substances, chemicals) and environmental 
conditions (abiotic or biotic stress factors) under study are analyzed by flow cytom-
etry. Finally, the recorded data and histograms are analyzed. Cell loading of the 
probes referred below is accomplished simply by adding the probe directly to the 
buffer or cell suspension, at different concentrations and incubation times (other 
loading techniques not discussed here, involve electroporation and 
microinjection).

Besides the fluorescent dyes already mentioned, an expanding family of fluores-
cent proteins (FPs), which have become essential tools for studies of cell biology 
and physiology and that can be detected by flow cytometry analyses, has been 
developed in the last years. These genetically encoded fluorescent markers can be 
measured without manipulating the sample and without adding external chemicals 
to the cell, which represents a great advantage in the analyses of living cells (Day 
and Davidson 2009). Certain of these fluorescent proteins are calcium, ROS or pH- 
sensitive fluorescent proteins that have become essential tools for studies of pH 
homeostasis and cell physiology (Benčina 2013).

2  Physiological Parameters

2.1  Intracellular pH

Almost every process of cell metabolism induces or is affected by apoplastic, cyto-
solic or intraorganellar (luminal) pH changes, including ATP generation, extensibil-
ity of the wall, membrane potential, movement of hormones, receptor-ligand 
interactions, cell growth and proliferation, movement of substances across mem-
branes, etc. In the same way, changes in intracellular pH are a cell response to 
external applied agents, like hormones, growth factors, biotic or abiotic stress and 
others. Different cell organelles, as lysosomes, vacuoles or the Golgi apparatus, 
have different pH than cytosol, which is necessary to accomplish their functions; i.e. 
almost all vacuolar functions depend either on the acidic pH of the lumen or on the 
pH gradient across the membrane, and acidification is achieved through the action 
of the V-H+-ATPase proton pump, located at the membrane (Rodrigues et al. 2013). 
As well, alkalinization of Golgi pH can cause delayed transport, immature glycosyl-
ation, and altered Golgi morphology (Maeda et al. 2008), among others. Therefore, 
cells have developed different mechanisms for regulating intracellular pH (Smith 
1979; Felle 1988; Kurkdjian and Guern 1989; Sakano 2001).

Internal pH can be measured by flow cytometry in single cells or isolated organ-
elles in a generally simple procedure that can be done using any cytometer equipped 
with a 488-nm argon laser. Fluorescence properties (intensity, emission and excita-
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tion spectrum) of several available probes vary depending on the H+ concentration 
of their environment, because hydrogen ion binding changes the electronic struc-
ture of the probe (Haugland et  al. 1996). Maximum response of the probe will 
occur for pH values near its pKa. The sensitivity of these probes is around 0.1–0.2 
pH units.

On the other hand, the development of genetically encoded fluorescent pH- 
sensitive sensors (GFP mutants) with a range of pKa values, such as Cameleon 
(Miyawaki et al. 1999), pHluorin (Miesenbock et al. 1998) or pHusion (Gjetting 
et al. 2012), which offer information about pH dynamics without dye loading or 
sample manipulation, appears in the last years as a good option for non-invasive 
intracellular pH detection in those cells that can be transformed with pH-sensing 
GFPs (Benčina 2013). pH affects the equilibrium between protonated and deproton-
ated forms of these fluorescent proteins appearing as good pH sensors to detect 
changes in pHi. An expanding family of pH sensors for apoplastic (Gao et al. 2004), 
cytosolic (Moseyko and Feldman 2001), mitochondrial (Li and Tsien 2012), Golgi 
network (Lam et al. 2012) and endoplasmic reticulum (Kneen et al. 1998) pHi mea-
surement in living cells has been developed. Flow cytometry can easily record the 
fluorescence emitted by these non-invasive pH indicators.

2.1.1  Measurement of Intracellular pH by Fluorescent Probes

Two of the most used pH sensitive probes to measure cytosolic pH are the weak 
acids BCECF (2′,7′-bis-(2 carboxyethyl)-5-(and 6) carboxyfluorescein acetoxy-
methyl ester) and SNARF1 (Semi naphtho rhoda fluorine acetoxymethyl ester), 
which have protonated and free base forms with different emission spectra that 
allow to get a signal proportional to pHi (Gonugunta et al. 2008). Both have pK 
values close to 7.0, although SNARF-1 is a more sensitive indicator than BCECF in 
the physiological range (Robinson et al. 1997). Covalent binding with an acetoxy-
methyl (AM) residue allows probes to be permeable across biological membranes. 
Acetoxymethyl-ester forms of these probes are commercially available. Once into 
the cell, cellular esterases remove acetoxymethyl residue, and the probes become 
negatively charged, and thereby membrane impermeable, trapped into the cell or 
into a cell compartment.

BCECF is optimally excited at 488 nm, and its maximal fluorescence emission is 
520 nm. Its pKa is 6.98, and thereby it is very suitable for the study of cytosolic pH 
(6.5–7.5). In case of acidification, BCECF becomes more protonated, and its fluo-
rescence intensity decreases. Cellular alkalinization induces an increase in intensity. 
BCECF is a fast-response probe, allowing kinetic studies of pH changes in real 
time. One example of the use of BCECF and flow cytometry in plant material is 
shown in Giglioli-Givarc’h et al. (1996), where activation of a phosphoenolpyruvate 
kinase after cytosolic alkalinization in Digitaria sanguinalis protoplasts is 
characterized.
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SNARF1 is excited at 488 nm and is a ‘ratiometric dye’, that is, its emission 
maximum shifts upon pH changes in the microenvironment. The protonated form of 
the fluorescent probe has a maximum emission at 540 nm, and the maximum of the 
deprotonated form is at 630 nm. It is possible to record continuously the fluores-
cence intensity at both wavelengths by flow cytometry, using two detectors. In fact, 
the ratio of both fluorescence intensities is a very reliable and specific measure, 
because it discards fluorescence intensity variations induced by several unspecific 
factors, like differential individual loading among cells (Haugland et al. 1996).

Some ionophores and substances used in the validation and calibration of pH 
fluorescent probes are:

 – Nigericine induces a permeabilization of cell membrane to proton ions, so the 
extracellular and intracellular proton concentrations make equal, if extracellular 
and intracellular K+ concentrations are the same.

 – Propionic is a weak acid that induces intracellular acidification. NH4Cl is a weak 
base that induces intracellular alkalinization. Both are used for monitoring 
changes on fluorescence intensity.

The ‘null point method’ is used for calibrating and converting fluorescence 
intensity values in pH units. Dye-loaded cells are incubated in a series of buffers at 
different pHs in presence of Nigericine. Intracellular pH equals extracellular pH, 
and a direct correspondence between known intracellular pH and fluorescence 
intensity is established (Haugland et al. 1996).

Regarding luminal pH, vacuolar lumen acidity has been assessed by Rodrigues 
et al. (2013) with two pH-sensitive probes, Acridine Orange (AO) and LysoSensor 
Green DND-189, by staining the vacuoles with 30 μM AO or 5 μM LysoSensor 
Green and incubating them for 10 min in the dark at room temperature.

2.1.2  Measurement of Intracellular pH by Fluorescent Proteins (FPs)

Different fluorescent proteins, such as pHlourins or Pt-GFP, have been increasingly 
used in the last years facilitating the detection of cytoplasmic pH in plants (Swanson 
et al. 2011). The ability of flow cytometry to do rapid analysis and acquisition of 
multiparameter data at the single-cell level for each cell in a population makes this 
technique very appropriate to detect the pH sensors based on fluorescent proteins 
(FPs). This is the case of root and leaf intracellular pH measurements in Arabidopsis 
under abiotic stress (Gao et al. 2004; Schulte et al. 2006) or under growth monitor-
ing (Monshausen et al. 2007).

As previously showed by Valkonen et al. in 2013 for pHluorin detection, a ratio-
metric flow cytometer equipped with 405- and 488-nm light paths for the dual exci-
tation of all pHluorin-based ratiometric pH probes can be used for pHi analyses. 
Green fluorescence is detected after excitation with 488-nm and 405-nm laser light, 
and the ratios of these two fluorescence parameters (F405-nm and F488-nm) are 
calculated for every cell. Finally, to correlate ratios with pH, a calibration curve that 
links fluorescence intensity ratios to pH is generated (Benčina 2013).
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2.2  Cytosolic Ca2+ Concentration

Calcium concentration is a critical factor in the control of many cellular responses, 
being usually among the most rapid responses, in the range of nanoseconds, in plant 
cells. Calcium is a second messenger for a broad variety of stimuli, regulating 
metabolism and gene expression. Tuteja and Mahajan (2007), Riveras et al. (2015), 
and Edel et al. (2017) have recently reviewed the role of calcium as second mes-
senger in different signaling pathways of plants.

Knowing the changes of intracellular calcium concentrations is important when 
the response of plant cells to stress factors is being studied, and fast and sensitive 
techniques are necessary for accurate measurements of this parameter. Continuous 
monitoring of thousands of cells is now possible thanks to the new generation of 
flow cytometers, which provide a new method for dynamic Ca2+ measurements of 
the entire population (Vines et al. 2010).

Grynkiewicz et al. (1985) and Haugland (2003) have described several fluores-
cent probes for measuring cytosolic Ca2+ changes. A nice review about the charac-
teristics and use of high-affinity (Calcium-Green-1, Fluo-3, Fluo-4, Fura-2, Indo-1, 
Oregon Green 488 BAPTA, Ca2+ Yellow, Ca2+ Orange, Ca2+ Crimson, and X-Rhod/
Rhod-2), and low-affinity (Mag-Fura-2, Mag-Fluo-4, Mag-Indo-1, Mag-Fura-5, 
Mag-Fura-Red, Fura-2-ff, Fluo-5N, Oregon Green BAPTA-5N, Rhod-5N, Rhod-FF, 
X-rhod-5F, X-rhod-FF) calcium indicators has been also published by Paredes et al. 
in 2008.

Examples of specific dyes excited in the visible range of the spectrum are 
Calcium-Green 2 and Fluo-1. An 80-fold increase in the fluorescence intensity of 
Fluo-1 can be recorded upon binding to Ca2+. Zottini and Zannoni (1993) also 
reported the first measurement of [Ca2+] in plant mitochondria using the fluorescent 
Ca2+ indicator fura-2/AM (Tsien 1981), which can be successfully trapped into the 
matrix of mitochondria. As well, Huang et  al. (1997) uses also Fura-2 to detect 
increases in cytosolic Ca2+ in parsley mesophyll senescent cells. Subbaiah et  al. 
(1998) investigated the relationship between mitochondrial and cytosolic Ca2+ 
changes in anoxic maize cells using the positive charged dye Rhod-2 AM, which 
has a dissociation constant (Kd) of 570 nm for Ca2+ and can be accumulated within 
the matrix of the mitochondria. The non-ratiometric dyes Fluo-3 with a Kd of 
∼390 nm (Minta et al. 1989) and Fluo-4, which binds to calcium with similar affin-
ity but with a substantially higher fluorescence output (Gee et al. 2000), allow the 
flow cytometric measurement of calcium on instruments that are not equipped with 
a UV light source (June and Moore 2004). However, due to the difficulties on cali-
bration, June and Moore (2004) recommended the combined use of Fluo-3 and Fura 
Red. One of the most suitable fluorescent probes for the study of calcium by flow 
cytometry is Indo-1. This is a ratiometric dye, excited in the ultraviolet (338 nm), 
and its emission spectra shifts following calcium binding (maximum emission for 
Indo-1 in the absence of Ca2+ is 490 nm, and 405 nm if bound to Ca2+). Ratio mea-
surements (405/490) allow accurate quantifying of Ca2+ concentrations by flow 
cytometry. Indo-1 is a fast response-dye, and its Kd is 230  nM.  Loading can be 
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 performed simply by addition of the acetoxymethyl ester form of Indo-1  in the 
extracellular medium. Darjania et al. (1993) have measured calcium concentration 
in Vicia faba protoplasts using indo-1 and fluorometry. Bush and Jones (1987, 1990) 
have developed a methodology for measuring calcium changes in aleurone proto-
plasts by fluorometry, using this dye, as well as Allen et al. (1999) in Arabidopsis 
guard cells.

However, as previously commented for intracellular pH measurement, the non- 
invasive detection of cytosolic and intraorganellar calcium has been increasingly 
used in the last years, displacing the use of fluorescent dyes in flow cytometry. The 
use of bioluminescent protein aequorin, a genetically encoded Ca2+ sensor with 
three calcium-binding sites, as well as the fusion of aequorin with GFP (green fluo-
rescent protein) or other photoproteins, highly improved the measurement of mito-
chondrial, chloroplastic and endoplasmic reticulum [Ca2+], among others (recently 
reviewed in Bakayan et al. 2017). As well, the recent development of genetically 
encoded fluorescent indicators, in which Ca2+ modifies the fluorescence of a circu-
larly permutated GFP (camgaroos and pericams) or stimulates the reversible asso-
ciation of two GFP mutants of different colors (cameleons), has allowed a faster, 
more accurate and non-invasive measurement of intracellular calcium (Demaurex 
and Frieden 2003). The genetically encoded fluorescent Ca2+ indicators Yellow 
Cameleons (YCs), which have cyan and yellow fluorescent proteins (CFP and YFP), 
have been successfully used in the last years to measure [Ca2+] in guard cells in 
response to abscisic acid and methyl jasmonate, in roots to analyze responses to salt, 
hormones, membrane hyperpolarization, or mechanical stimulation, and in leaves to 
detect calcium in response to extra-cellular ATP, touch, cold, and hydrogen peroxide 
(Kudla et al. 2010; Swanson et al. 2011; Bonza et al. 2013; Martí et al. 2013; Behera 
et al. 2015; Loro et al. 2016). Recently, Doucette and collaborators (2016) recom-
mended the use of flow cytometry in the detection of these genetically encoded 
sensors, based on Förster resonance energy transfer (FRET) between fluorescent 
proteins (FPs), to avoid heterogeneity in the FRET ratio and the variability of micro-
scopic methods. The use of a cytometer with laser capable of exciting CFP (cyan 
fluorescent protein) can allow the measurement of CFP-YFP FRET, as that from 
yellow cameleons (YC). Intermolecular and intramolecular FRET can be measured 
through flow cytometry, as previously demonstrated by Dye (2005), Adachi and 
Tsubata (2008), and Doucette et al. (2016). Although different limitations are still in 
discussion to be overcome with this method (i.e. accurate FRET ratio measurements 
can only be made for cells expressing relatively high levels of the reporter, and can 
only provide information about population average behavior, not the relationship 
between different parameters in a single cell), Doucette et al. (2016) suggest that 
multiplexed cytometric analysis of intramolecular FP FRET signals could be suc-
cessfully used to investigate signal transduction cascades, ion fluxes, and metabo-
lism, or to screen compound collections.

Some ionophores and other substances used for validation and calibration are 
Ionomycin, which increases the permeability of biological membranes to calcium 
allowing the concentration-dependent flux of this ion across membranes, and has a 
higher affinity by calcium at neutral and alkaline pH; Ionophore 4-bromo-A23187, 
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which also binds to Ca2+ but its affinity is higher at acidic pH; CaCl2, which induces 
a massive entry of Ca2+ into the cell; MnCl2, which induces fluorescence quenching 
of all calcium-specific probes; and some chelator agents like BAPTA [1,2-bis(2- 
aminophenoxy), ethane-N,N,N′,N′-tetraacetic acid] and EGTA [ethylene glycol bis 
(β-aminoethyl ether)], which bind free calcium ion and are used, in presence of 
ionophore, for reducing or regulating extracellular (or even intracellular) free-Ca2+ 
concentrations.

Easily reproducible protocols for flow cytometric measurements of intracellular 
Ca2+ concentrations can be found in June and Moore (2004), Vines et al. (2010), 
Posey et al. (2015), and Doucette et al. (2016).

2.3  Reactive Oxygen Species Generation

The incomplete reduction of the molecular oxygen in plants originates molecules 
largely known as Reactive Oxygen Species (ROS) and their derivatives. Among the 
derivatives we can distinguish three types (Das and Roychoudhury 2014):

 – Non-radicals such as singlet oxygen (1O2), hydrogen peroxide (H2O2), and ozone 
(O3);

 – Free radicals characterized by one or more unpaired electrons e.g. alkoxyl (RO·), 
superoxide (O2

·-), peroxyl (ROO·), hydroxyl (OH·), hydroperoxyl (HO2
·);

 – Peroxynitrite (ONOO−), which derivates from the reaction of superoxide and 
nitric oxide (·NO), acting both as reactive nitrogen species (RNS) and ROS.

In plants, ROS play a pivotal role in several biological processes such as plant 
development, plant signaling, stress response, etc. (Sharma et al. 2012).

ROS can be generated in several cell compartments and organelles, especially in 
those characterized by high electron transport rates (e.g. mitochondria, chloroplasts 
and peroxisomes) (Apel and Hirt 2004). Their accumulation could induce several 
damages to those organelles but plants possess ROS-scavenging enzymatic and 
non-enzymatic mechanisms that in normal growing conditions are able to prevent 
ROS-mediated toxicity (Ortega-Villasante et  al. 2005; Demidchik 2015; Petrov 
et al. 2015). During stress conditions, these defense mechanisms could be overrid-
den or inhibited resulting in ROS accumulation that, as a consequence, could induce 
cell death through protein degradation/denaturation, lipid peroxidation and nucleo-
tides degradation (Ortega-Villasante et  al. 2005; Demidchik 2015; Petrov et  al. 
2015).

Several ways have been developed for characterizing and quantifying ROS and 
their radical scavenging enzymes (Cakmak and Marschner 1992; Kruk et al. 2005; 
Jambunathan 2010). Among them, spectrophotometric methods and in situ localiza-
tion using dyes are among the most historically used (Zhou et  al. 2006; Ortega- 
Villasante et  al. 2016). In the last decades, the use of flow cytometry is quickly 
growing and several specific probes have been developed for selective ROS detec-
tion (O’Brien et al. 1997; Walrand et al. 2003; Eruslanov and Kusmartsev 2010).
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For singlet oxygen detection both Singlet Oxygen Sensor Green reagent (SOSG) 
and trans-1-(2-Methoxyvinyl)pyrene are the most widely used probes (Driever et al. 
2009; Flors et al. 2006; Tang et al. 2009; Thompson et al. 1986a). Both are extremely 
selective for singlet oxygen but whereas the SOSG reagent is the most used for 
singlet oxygen detection, the trans-1-(2-Methoxyvinyl) pyrene is extremely sensi-
tive allowing the detection of picomole quantities of this ROS (Posner et al. 1984; 
Thompson et al. 1986b). The SOSG, before reacting with singlet oxygen, is charac-
terized by a slightly blue fluorescence with excitation peaks at 372 and 393 nm, and 
emission peaks at 395 and 416 nm. Once exposed to singlet oxygen, it emits a green 
fluorescence with a maximum of excitation/emission around 504/525  nm 
(Wiederschain 2011). Care should be taken during the experiments, since the fluo-
rescence could quickly degrade in some solutions and alkaline pH could stimulate 
green fluorescence in absence of the ROS (Burns et al. 2012). Therefore, it is really 
important to have a control in order to correlate the intensity of the green fluores-
cence with singlet oxygen concentration. Moreover, could be useful to have a posi-
tive control, using chemicals such as Hypericin, to induce in health cells and/or 
tissues singlet oxygen production (Thomas et al. 1992; Triantaphylidès and Havaux 
2009).

Concerning the applications of these probes in plant science, Pattanayak et al. 
(2012) used the SOSG probe to demonstrate that the accelerated cell death 2 protein 
(ACD2) localizes dynamically during infection to protect cells from pro-death 
mobile substrate molecules, some of which may originate in chloroplasts, but have 
major effects on mitochondria. Moreover, Wang et  al. (2015) used this probe to 
demonstrate that the enhanced transcription of CYP38, mediated by ROS, increases 
plant tolerance to high light stress.

Superoxide radical has been implicated in the plant response to a wide number 
of stress conditions (Alscher et al. 2002; Mittler 2002; Wang et al. 2003). Since its 
lifetime is extremely short (in the order of nanoseconds) it generally induces peroxi-
dation only when it is produced in close proximity to their targets (Georgiou et al. 
2008). Superoxide radical detection could be achieved using the Dihydroethidium 
and its cationic derivative known as red mitochondrial superoxide indicator (Mito 
SOX™). Both chemicals are extensively used in superoxide detection even if Mito 
SOX was designed for a highly selective detection of superoxide in the mitochon-
dria of living cells (Wiederschain 2011).

Dihydroethidium, also called hydroethidine, is characterized by a blue- 
fluorescence in the cytosol, once it intercalates within the cell’s DNA it oxidizes 
staining the organelles (nuclei, mitochondria, etc.) with a bright red fluorescence. 
Moreover, when intracellular peroxidases, in combination with reactive oxygen 
species such as superoxide, catalyze the oxidative reaction, a highly red fluorescent 
product should be observed due to ethidium production.

This compound stains the cytoplasm of living cells in blue with an excitation/
emission at 370/420 nm and chromatin of living cells in red with an excitation/emis-
sion at 535/610 nm (Wiederschain 2011).

As previously said, Mito SOX™ is extremely selective for mitochondria. 
Therefore, it should be the first choice if a selective localization of superoxide 
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 radical is needed. The high selectivity of this chemical is due to the cationic triphe-
nylphosphonium substituent, which is responsible for the uptake of the probe in 
actively respiring mitochondria. Superoxide-driven Mito SOX oxidation leads to 
the production of 2-hydroxyethidium that exhibits a fluorescent excitation peak at 
400 nm, which is absent in the excitation spectrum of the ethidium oxidation prod-
uct generated by others ROS, thus conferring to this chemical its high selectivity 
(Wiederschain 2011).

Cid et al. (1996) used dihydroethidium in flow cytometry experiments to evalu-
ate copper toxicity on the membrane system of a marine diatom, observing a time 
dependent peroxidase activity in response to copper treatment. Moreover, Bradner 
and Nevalainen (2003) used the dihydroethidium coupled to flow cytometry to eval-
uate the oxidative status on spores and mycelial growth of antarctic microfungi 
exposed to prohibitive temperatures.

Concerning H2O2 quantification, the most used probes in flow cytometry applied 
to plants are both 2′,7′-dichlorodihydrofluorescin-diacetate (H2DCFDA excitation/
emission ~492–495/517–527 nm) and Dihydrorhodamine 123 (DRH123 excitation/
emission ~488/560 nm).

DRH123 is an uncharged, non-fluorescent ROS indicator that, once passively 
diffused across membranes, is oxidized by peroxidase to cationic rhodamine 123, 
which exhibits green fluorescence, mainly localized in the mitochondrial inner 
membrane and has a sensitivity to H2O2 that is extremely higher than H2DCFDA.

On the contrary, H2DCFDA, after diffusion into the cell, is firstly deacetylated to 
a non-fluorescent compound by cellular esterases and peroxidases and then oxi-
dized by ROS to 2′,7′–dichlorofluorescein (DCF), which is a highly fluorescent 
chemical and its localization is not limited to mitochondria. The higher is the con-
centration of H2O2 the greater is the fluorescent signal emitted by the probe. As 
reported by Tsuchiya et al. (1994) in animal tissues, the use of H2DCFDA could be 
coupled with propidium iodide to simultaneously monitor oxidant production and 
cell injury. This technique could be also applied to plant cells.

As reported by Haugland et al. (1996), the inconvenience of both probes is that 
they can be oxidized by cytochrome c, and by the oxidative phosphorylation occur-
ring in the mitochondria, making difficult to perform a quantitative estimation of 
ROS activity and allowing only a comparison of relative fluorescence intensities.

Concerning the potential applications of these probes in plant studies, Cronjé 
et  al. (2004) used H2DCFDA probe to evaluate, in tobacco protoplasts cells, if 
potentiation of heat-induced Hsp70 mediated by salicylic acid somministration 
could contribute to a reduction in apoptosis.

Saison et al. (2010), in green algal cultures treated with core–shell copper oxide 
nanoparticles, observed, using H2DCFDA, an induction of cellular aggregation pro-
cesses and a ROS-mediated deteriorative effect on chlorophyll by inducing the pho-
toinhibition of photosystem II. Moreover, Joo et al. (2001) used flow cytometry and 
H2DCFDA to evaluate the role of ROS in mediating the gravitropic response of 
maize roots trough the induction of auxin production. In particular, they observed 
that the scavenging of ROS by antioxidants inhibited root gravitropism, concluding 
that ROS generation is pivotal in root gravitropism.
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2.4  Glutathione Levels

Glutathione (GSH), and its functionally homologous thiol, is a metabolite essential 
for several animal and plant functions. Its pivotal role in mammals metabolism has 
been largely discussed. In fact, it has been demonstrated that the inhibition, in new-
born rats, of GSH production caused multi-organ failures followed by a rapid death 
(Meister 1994).

In plant cells, numerous physiological functions have been attributed to GSH 
(Rennenberg 1995; Noctor et al. 2012) and one of the most known is its role in pro-
tecting cells against damages incurred by free radicals and oxidants. In the past, 
H2O2 scavenging was mainly attributed to ascorbic acid, whereas the important role 
of GSH was les apparent. Nowadays, it is well known that in presence of both, GSH 
and H2O2, the enzyme glutathione peroxidase reduces free hydrogen peroxide to 
water according to the following formula:

 
2 22 2 2GSH H O GS SG glutathione disulfide H O+ ® - ( ) +  

Recent studies carried on Arabidopsis knockout mutants, characterized by GSH 
depletion due to a lack of the first enzyme involved in GSH synthesis, pointed out 
embryonic death during seed maturation (Cairns et al. 2006) a seedling-lethal phe-
notype (Pasternak et al. 2008). Moreover, transgenic Arabidopsis plants, where the 
tomato glutathione S-transferase was highly expressed, were characterized by a 
high resistance to both, drought and salt stress (Xu et al. 2015). In addition, it has 
been demonstrated that GSH is involved in various physiological processes, such as 
the regulation of sulfur assimilation (Maruyama-Nakashita and Ohkama-Ohtsu 
2017), formaldehyde metabolism and detoxification (Haslam et al. 2002; Achkor 
et al. 2003), in defense against biotic stress (Ball et al. 2004; Parisy et al. 2007; 
Maughan et al. 2010) as well as in plant signaling and development (Noctor et al. 
2012).

Due to the high importance of this chemical in plant metabolism and defense 
several techniques have been employed for its quantification. Among them, espe-
cially in human and animal field, flow cytometry is one of the most important. 
Several fluorescent probes have been developed to determine cellular levels of GSH 
and glutathione S-transferase (GST). But kinetic measurements under saturating 
substrate conditions is quite difficult because of the high and variable levels of intra-
cellular glutathione, the multitude of glutathione S-transferase isozymes (Hedley 
and Chow 1994; Vanderven et al. 1994), and because of the reaction of the reagents 
used for GSH quantification with intracellular thiols other than glutathione (Bakker 
et al. 1991). Therefore, during GSH and GST quantification, is important to do pre-
liminary experiments testing several dyes under controlled conditions, in which glu-
tathione is depleted, to verify which dye fits better for the experiments purposes 
(Tauskela et al. 2000).
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Among the dyes used for GSH detection, Bimanes was one of the most used 
although its use was recently substituted by ThiolTracker™ Violet reagent 
 (excitation/emission maxima ~404/526 nm), which reacts with reduced thiols, and 
is more than tenfold brighter. This compound can cross living cell membranes, 
becoming cell-impermeable after reacting with cellular thiols (Held 2010). 
Therefore, living cells staining should be carried out in a thiol free buffer and then 
they could be immediately observed with a conventional xenon or mercury arc 
lamps or cells can be fixed with aldehyde before imaging. Although this compound 
is largely used for GSH detection and quantifications in human cells and other 
organisms (Rubio et al. 2011; Benson et al. 2015; Deorukhkar et al. 2015), no sci-
entific articles are available regarding its use on plants.

Another probe used for GSH and thiols quantification is represented by the 
ortho-phthaldialdehyde (OPA) reagent. This is a non-fluorescent compound that, 
once loaded into the cells, forms two different fluorescent conjugates with both 
thiols and GSH, which could be observed using an excitation of 350 nm and an 
emission of 450, 525 and 575 nm for OPT-GSH conjugates and 405 nm for OPT- 
thiols conjugates. As previously reported by several authors, to get a reliable estima-
tion of GSH content it is extremely important to have a ratiometric measurement of 
both types of conjugates (Treumer and Valet 1986; Haugland et al. 1996; Coba de la 
Peña 2001).

The thiol-reactive probes CellTracker™ Green CMFDA (based on 5- chloromethyl 
fluorescein diacetate) is another interesting probe, largely used in both flow cytom-
etry and laser scanning microscopy, for intracellular GSH and intracellular thiols 
quantification using visible light with an argon-ion laser (Lilius et al. 1996). The 
conjugated products obtained from the reaction of this probe with GSH have higher 
fluorescence than monochlorobimane. After cells loading, the dye is well retained 
and it can be observed using an excitation/emission of 492/517 nm. This probe is 
largely used in plant field, both in flow cytometry and confocal microscopy studies 
(Vivancos et al. 2010; De Simone et al. 2015; Munoz et al. 2016). In particular, 
Munoz (2014) and Munoz et al. (2016) used this probe coupled to flow cytometry 
on the microalga Chlorella vulgaris to understand the mechanisms of detoxification 
of various forms of arsenic and dimethylarsenic acid.

Finally, a probe commonly used for GSH quantitation and GST activity is the 
non-fluorescent cell-permanent monochlorobimane, which once conjugated with 
thiols emits a strong blue fluorescence (Coleman et al. 1997). This probe could be 
used in both living cells as well as in tissue homogenates, and the glutathione con-
jugate of monochlorobimane has absorption/emission maxima ~394/490  nm 
(Kamencic et  al. 2000). The possibility to work with tissue homogenates allows 
GSH quantification also through fluorescence spectrophotometry. In fact, this tech-
nique was used by Meyer et al. (2001) to quantify GSH level in Arabidopsis cells. 
Moreover, it has been used to analyze tracheary element differentiation in Zinnia 
elegans cells (Weir et al. 2005) and in studies focused on the reversibility of early 
stages of apoptosis in plant cells (O’Brien et al. 1998).

11 Flow Cytometric Measurement of Different Physiological Parameters



206

2.5  Membrane Potential

Electric potential differences across membranes of prokaryotic and eukaryotic cells 
reflect the differential distribution and activity of ions such as Na+, Cl−, H+ and 
especially K+ across these biological membranes. Diverse membrane electrogenic 
pumps generate these ionic gradients, with a contribution from the intrinsic mem-
brane permeability for each ion. Membrane potential plays a major role in the pro-
cesses involving external stimulation of the cell, photosynthesis, nutrient and ion 
transport across the membrane, and signal transduction. In eukaryotic cells, major 
examples are cytoplasmic, mitochondrial (inner membrane) and lysosome mem-
brane potential, negative inside the cell (or inside the organelles) relative to the 
external medium. In chloroplasts, the thylakoid potential is relatively more positive 
inside, but here the major electrochemical gradient is due to protons, the lumen 
being acid and the stroma alkaline. The mean potential values in eukaryotic cells are 
between −10 and −100 mV. In the mitochondria, the potential values are around 
−100 mV, and −50 mV in lysosomal membranes (Shechter 1984).

Membrane potential changes involve either depolarization (that is, a decrease in 
transmembrane potential) or hyperpolarization (an increase in the potential differ-
ence across the membrane).

Many excellent reviews are available concerning the fluorometric methods and 
probes developed for estimation of membrane potential, especially in organelles or 
in cells that are too small to allow the use of microelectrodes (Montana et al. 1989; 
Gross and Loew 1989; Loew 1993; Haugland et al. 1996; Roy and Hajnóczky 2009; 
Sabnis 2015).Dyes usually used in flow cytometry are molecules with a single nega-
tive or positive net charge, are highly hydrophobic and their partition across the 
membrane is a function of the Nernst equation:

 
C C e

in out

nFE RT[ ] [ ] = -/ /

 

where n = net electric charge of the indicator; [C] = intra and extracellular concen-
tration of the indicator; F = Faraday constant; R = gas constant; T = temperature 
(°K); E = membrane potential.

These dyes are excited at the visible range of the spectrum, and with slow 
response to environmental changes in membrane potential (ΔΨ; Plásek and Sigler 
1996). In general, fluorescence dyes’ detection by flow cytometry is useful for find-
ing differences in ΔΨ within or between populations rather than for assigning spe-
cific values of ΔΨ (Shapiro 2004).

Oxonol dyes have one net negative electric charge, and they will accumulate 
principally in the external volume of a negatively charged membrane, a lesser por-
tion of the dye being retained in the internal compartment. A hyperpolarization of 
the membrane produces dye redistribution to the external medium. These dyes are 
excluded from the negatively charged inner mitochondrial compartment and their 
fluorescence reflects mainly the plasmic membrane potential. One example is the 
Oxonol dye DiBaC4(3), commonly used in cytometry, because it can be excited at 
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488  nm. These dyes are very sensitive to the variation of external ionic 
concentrations.

Cyanine dyes have one net positive electric charge at physiological pH, so their 
cellular partitioning is the contrary of oxonol dyes. These dyes are also partially 
accumulated in some organelles with negative inner membrane potential, like mito-
chondria and endoplasmic reticulum, and they are relatively toxic to cells. The cel-
lular fluorescence intensity reflects membrane potential from the plasma membrane 
and also mitochondrial and endoplasmic reticulum membranes. This class of dye is 
the most used in flow cytometry. Two examples are the Carbocyanines DiOC6(3) 
and DiOC5(3). These dyes can undergo quenching when they are at high local con-
centration and polymerize.

The Carbocyanine dye JC-1 can be used for the study of mitochondrial potential. 
At low local dye concentration (low potential), the molecule is in the monomeric 
state with green fluorescence emission (527 nm) when excited at 490 nm. When the 
mitochondria are hyperpolarized, the local dye concentration increases and it forms 
polymer conjugates (J-conjugates) with a shifted red fluorescence (590 nm). This 
property makes possible ratiometric red/green fluorescence measurements in flow 
cytometry.

Merocyanine dyes undergo molecular reorientations with membrane depolariza-
tion, forming fluorescent dimers with altered absorption spectra. Merocyanine 540, 
principally associated with unsaturated lipids, is a common example.

Finally, we can cite Rhodamine 123. Its incorporation depends on the voltage 
gradient of the mitochondrial inner membrane, and it is less toxic that Carbocyanine 
dyes. This dye is used in tests for early modifications of energy metabolism.

Validation of the specificity of the dye fluorescence is done using some iono-
phores that modify membrane potential:

 – Valinomycin facilitates the passages of K+ ions down their concentration gradi-
ent across the membrane.

 – Gramicidine D makes pores in the membrane, facilitating the free passage of 
mono and divalent ions, and it is generally used for membrane depolarization.

 – Vanadate inhibits the ATPase proteins susceptible to phosphorylation, that are 
mainly the cytoplasmic membrane ATPases.

 – Regarding mitochondrial potential, FCCP (carbonyl cyanide p-trifluoro methoxy-
phenyl hydrazone) induces an increase in mitochondrial membrane permeability 
for H+ passage, producing depolarisation.

 – Nigericine is used to cancel pH gradient, and thereby to hyperpolarize the mito-
chondrial membrane because there is an interchange that is electrically neutral 
between K+ and H+ ions.

Examples of calibration curves and flow cytometric determinations of absolute 
membrane potential are shown in Krasznai et al. (1995). A good protocol to give an 
estimation of membrane potential (ΔΨ) by flow cytometry, as a function of the dis-
tribution of fluorescent lipophilic dye between cells and surrounding medium is 
provided in Shapiro (2004).
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Chapter 12
Flow Cytometry: Cell Cycle

Teodoro Coba de la Peña and Adela M. Sánchez-Moreiras

1  The Plant Cell Cycle

Quantitative analyses of cell cycle can give essential information about the response 
of plants to short- or long-term abiotic or biotic stress, as most species alter leaf 
expansion or root growth as one of the first responses to cope with adverse environ-
mental conditions (Boyer 1982). Tardieu and Granier (2000) observed a reduction 
of leaf area under water and light deficits due to partial blockage of nuclei in G1, 
which increased cell cycle duration and decreased final cell number. This effect can 
be detected shortly after the application of the stress and, sometimes, does not alter 
the photosynthetic rate, as is independent of carbon metabolism. Something similar 
happens with root development, where increasingly more works are focusing the 
interest on the study of auxin-regulated gene expression, the role of protein kinases 
as key regulators in plant growth and development, and the cell cycle rate and 
dynamic measurements in stressed tissues (Sánchez-Moreiras et al. 2006).

Flow cytometry makes possible a fine approach to the study of these events, 
including basic mechanisms of the cell cycle (rates of proliferating and quiescent 
cells, characterization of cell subsets and states upon cell cycle length and progres-
sion), and also study of effects of different putative modulators and inhibitors (hor-
mones, growth factors, toxins, maybe allelochemicals, etc.) and environmental 
conditions (including stress) on the cell cycle.

This chapter is an update of ‘Coba de la Peña T, Sánchez-Moreiras AM (2001) Flow cytometry: 
cell cycle. In: Reigosa MJ (Ed), Handbook of Plant Ecophysiology Techniques. Kluwer Academic 
Publishers, The Netherlands, pp. 65–80’

T. Coba de la Peña 
Centro de Estudios Avanzados en Zonas Áridas (CEAZA), La Serena, Chile 

A. M. Sánchez-Moreiras (*) 
Department of Plant Biology and Soil Science, University of Vigo, Vigo, Spain
e-mail: adela@uvigo.es

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-93233-0_12&domain=pdf
mailto:adela@uvigo.es


216

Cell cycle rate and dynamics can be affected due to very diverse environmental 
conditions. As extensively reviewed by Granier and collaborators (2007), several 
factors can spatial and temporally affect cell division rate in the different organs of 
the plant in very different ways. In this respect, water deficit or reduced incident 
light cause a fall in mitotic activity decreasing the cell division rate in roots and 
shoots (Chiatante et al. 1997; Schuppler et al. 1998; Cookson and Granier 2006), 
while high temperature can reduce or increase the cell division rate depending on 
the range of temperatures and the equilibrium with the duration of the cell cycle 
(Granier et al. 2007).

Besides abiotic conditions, also contaminants (Wonisch et al. 1999); different 
pesticides, such as acetochlor or diquat (Chauhan et al. 1999; Freeman and Rayburn 
2006); and other chemical compounds, such as secondary metabolites (Sánchez- 
Moreiras et al. 2008), were found to have a great impact on cell cycle, reducing the 
number of cells in division. Wisniewska and Chelkowski (1994) and Packa (1997, 
1998) studied the potential genotoxicity of Fusarium mycotoxins on wheat cells, 
finding decreased mitotic index after the treatment, with excessive condensation of 
prophasic and metaphasic chromosomes, accumulation of metaphases and a signifi-
cantly increase of the percentage of cells with chromosomal aberrations. As well, 
the secondary metabolite artemisinin, a highly phytotoxic compound produced by 
Artemisia annua, was also found to show abnormal metaphase and anaphase con-
figurations (Dayan et al. 1999), and aryltetralin plant lignans induced inhibition at 
all phases of mitosis with abnormal star anaphase chromosomal configurations. The 
exact mechanisms of action of these compounds are still unknown, but a primary 
effect seems to be the alteration of the formation of the spindle microtubular orga-
nization centers, resulting in the formation of multiple spindle poles and an asym-
metrical convergence of the chromosomes (Oliva et al. 2002). More recently, flow 
cytometric analyses and mitotic index showed a retard of cell cycle in lettuce meri-
stems treated with Benzoxazolin-2(3H)-one (BOA), with selective activity at G2/M 
checkpoint (Sánchez-Moreiras et al. 2008). Blocking and delay of mitosis was also 
found on Arabidopsis root meristems after some minutes of citral treatment (Graña 
et al. 2013).

Although the plant cell cycle can be regulated at multiple points, biotic and abi-
otic stress seems to predominantly operate at the G1 to S and G2 to M transitions 
(Granier et al. 2007). Cells (and, in particular, the nuclei) can be at different possible 
states or phases (Marie and Brown 1993; Francis 2009; Scofield et al. 2014): G0, 
G1, S, G2 and M. The whole of G1, S and G2 phases is termed ‘interphase’.

• Cells in G0 phase (or Gap 0): cells in quiescent state after mitosis, i.e. differenti-
ated or undifferentiated cells that do not divide and are not involved in active 
(proliferating) cell cycle events. This quiescent state can be reversible, and then 
cells enter in G1 phase.

• Cells in G1 phase: involved in cell growth and active cell cycle. They are charac-
terized by a 2C nuclear DNA content (that is, with double DNA amount than that 
of gametes). This interval precedes nuclear DNA synthesis.
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• Cells in S (Synthesis) phase: DNA synthesis takes place, and cell can duplicate 
progressively their nuclear DNA content.

• Cells in G2 phase, which is an interval between the end of DNA synthesis and 
the beginning of mitosis. They are characterized by a 4C nuclear DNA content.

• Cells in Mitosis (M): chromatin condenses, becoming chromosomes. Nuclear 
envelope disappears. Later on, chromosome segregation occurs, appearing new 
nuclear membranes, originating two daughter nuclei. This event is usually fol-
lowed by cell division (cytokinesis). Thereby, this presently 4C cell divides in 
two 2C daughter cells.

Daughter cells can enter in G0 phase for a time, or enter directly in the G1 phase 
of a new cell cycle. In every described phase, cell cycle progression can stop and 
cell entries in a new quiescent phase. By this way, cells in quiescent G1, S and G2 
phases (called G1Q, SQ and G2Q, respectively) appear. Transition phases between 
quiescent and proliferating cells have also been described, and they are called G1T, 
ST and G2T. G0 and G2Q can be followed by irreversible differentiation of the tissue 
cells, that do not divide anymore, although regression to undifferentiated and newly 
proliferating cells has sometimes been observed in mesophyll cells (Marie and 
Brown 1993).

If anomalous mitosis occurs (endomitosis, characterized by no formation of 
mitotic spindle and no attainment of chromosome segregation), a single nucleus 
with double number of chromosomes (corresponding to a 4C DNA content) becomes 
permanent. This event can take place several times, originating cells with a DNA 
content of 8C, 16C, 32C, 64C, etc., that is, with different ploidy levels. 
Endopolyploidy is originated by this way. In fact, this phenomenon is common in 
plants (Barow and Jovtchev 2007), and different tissues of a given plant organism 
can show different ploidy levels (polysomaty).

Length of each phase varies upon species, tissues and cell physiology. In a sam-
ple of proliferating cells (as is the case of plant meristems or some plant cell suspen-
sions), most of them are in G1 phase, because this is the longest phase. The higher 
part of plant tissues is composed by fully differentiated (quiescent) cells, which do 
not divide anymore.

2  Flow Cytometry for Cell Cycle Analyses in Plants

In this section, we will describe the simplest modality of cell cycle analysis per-
formed by flow cytometry.

Moreover, using simultaneously other fluorescent dyes and fluorescent-labeled 
monoclonal antibodies, RNA and protein content and synthesis, identification of 
antigens and molecular markers that are specific and/or critical of a cell cycle sub-
phase can also be analyzed at the same time that the cell cycle.

Samples to be analyzed by flow cytometry are prepared from plant suspensions 
or meristems. Briefly, using a Petri dish, intact plant tissue is chopped with a razor 
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blade, into a nuclear buffer. This suspension is filtered through nylon filters 30 μm 
pore size). If an intercalating dye is used, RNase treatment is necessary, previous to 
dye addition. Then, a nucleic acid-specific dye, like Ethidium Bromide (EtBr) for 
instance, is added for nuclei labeling. After an incubation of 30 min, labeled plant 
nuclei suspension is analyzed in a flow cytometer.

Of course, a mixture of nuclei in different cell cycle (active or quiescent) phases 
is present in this asynchronous suspension. There is a lineal correlation between 
fluorescence intensity of EtBr-labeled nuclei and DNA content.

One example of monoparametric histogram obtained from a labeled nuclei sus-
pension from root meristems of Lactuca sativa by flow cytometry is shown in 
Fig. 12.1. Both axes are linear scales. Relative fluorescence intensity (proportional 
to the DNA content, in the X-axis of up to 1024 channels) is represented versus the 
number of analyzed nuclei (‘Events’ in the Y-axis).

In this simple case, three nuclear populations are shown:

• The first one (G0+G1) corresponds to 2C nuclei, and it includes quiescent G0, 
G1Q and proliferating G1 undifferentiated cells, and also 2C differentiated cells. 
We cannot distinguish among these different types of nuclei on the only basis of 
this monoparametric DNA content-depending fluorescence analysis, and all of 
them are placed in the same peak.

• The second peak (G2) corresponds to 4C nuclei, and it includes G2 cycling 
nuclei that have finished DNA replication, but also quiescent G2Q nuclei nuclei 
and differentiated 4C cells, not involved in the proliferating cell cycle. The mean 
fluorescence intensity of this 4C peak is approximately double than that of 2C 
peak. Usually, fluorescence intensity ratio 4C/2C is not 2, but 1.8 or 1.9, owing 
to labeling irregularities due to differences in chromatin condensation state 
(Galbraith 1989).
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Fig. 12.1 Monoparametric linear histogram for cell cycle analysis of Lactuca sativa root meri-
stems. (From Coba de la Peña and Sánchez-Moreiras 2001)
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• Finally, the third population (S, between both peaks) is recorded as a strip con-
necting the first and the second peak population. This population is constituted 
by S-phase nuclei, in different stages of DNA replication. This is the reason of 
the strip shape of this population in the flow cytometry histogram. These nuclei 
include, of course, cycling S and non-cycling SQ cells.

In fact, the very first analysis of nuclei suspension that must be performed by 
flow cytometry is a biparametric one: nuclei and debris are identified recording 
simultaneously EtBr-specific fluorescence intensity and particle size (FALS), as it is 
shown in Fig. 12.2.

In this cytogram, several principal nuclei populations are clearly identified: 
G0+G1 corresponds to 2C nuclei. G2 corresponds to 4C nuclei, and their size and 
fluorescence intensity are approximately the double than in the case of G0+G1 pop-
ulation. A little S population is placed between. Another population has small size 
and weak fluorescence intensity, and it corresponds to cellular and nuclear debris 
(broken nuclei, cell and membrane fragments, etc., weakly labeled with EtBr). This 
debris can be gated and eliminated, using discriminating windows of the cytometer 
software (Fig. 12.2b). The histogram showed in Fig. 12.1 results from gating and 
projecting the EtBr-fluorescence intensity parameter from Fig. 12.2, where debris 
has yet been virtually removed.

When mitosis takes place, nuclear envelope disappears, and the dispersed chro-
mosomes (of different sizes and weak fluorescence intensities) cannot be detected 
or distinguished from debris in this experimental approach. Thereby, mitotic cells 
are lost and not detected by flow cytometry in these conditions, and this population 
(M) is not recorded in the histograms. In fact, for a correct evaluation of G2, M and 
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Fig. 12.2 Bi-parametric cytogram where Forward Angle Light Scatter (FALS corresponding to 
particle size) is represented versus EtBr-fluorescence intensity (corresponding to DNA content). 
(a) Total events, including the three interesting nuclei populations (G0+G1, S and G2), and popula-
tion debris. (b) The three populations referred above are selected using gates, and only these 
selected nuclei are taken into account for monoparametric histogram display and analysis. (From 
Coba de la Peña and Sánchez-Moreiras 2001)
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G1 lengths, mitotic indices (percent of mitosis) must be evaluated complementarily 
to flow cytometry using other techniques, as it is exposed in chapter about mitotic 
index.

This type of monoparametric analysis by flow cytometry allows simple and use-
ful cell cycle analysis, as it will be shown below.

Usually, it is necessary to apply specific software to the flow cytometry-obtained 
histograms to perform a suitable cell cycle analysis from the raw data of the initial 
histograms. Several programs are commercially available, and each one uses differ-
ent algorithms (Gray et al. 1990). These programs allow a suitable estimation of 
peak shape, CV of each nuclei population, %G1, %S, %G2, background subtrac-
tion, and chi-square (χ2) estimation of fitting between raw data and estimated data. 
In our laboratory, the computer program Multicycle (Phoenix Flow Systems, San 
Diego) is used. Figure 12.3 shows Multicycle estimation of the monoparametric 
histogram shown above (Fig. 12.1).

Asynchronous cell populations from different tissues, meristems, and cell sus-
pensions can be analyzed, so the percentage of cells in each cell cycle phase can be 
estimated. But if we are interested in obtaining metaphase chromosomes (for ulte-
rior sorting and characterization), or in testing the effect of putative cell cycle modu-
lators, a previous synchronization is required.

There are some commercially available inhibitors that block or stop the cell cycle 
in a specific phase (Planchais et  al. 2000 and references therein). To avoid 

Fig. 12.3 Histogram resulting from application of computer program Multicycle (Flow System, 
San Diego) on raw data histogram shown in Fig.  12.1. (From Coba de la Peña and Sánchez- 
Moreiras 2001)
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 malformations in the following phases, the inhibitor has to be rapidly efficient at 
low concentrations (Planchais et al. 2000). Cyclin-dependent kinase (CDK) inhibi-
tors, commonly used in plant cells, are olomoucine, which inhibits at G1 to S and 
G2 to M transitions (Glab et al. 1994), and roscovitine and bohemine, which has 
been found to block the cell cycle in G1, G1/S, and G2/M in tobacco cell suspen-
sions (Planchais et  al. 1997). DNA synthesis inhibitors commonly used in plant 
preparations are hydroxyurea (HU) and aphidicolin. Aphidicolin causes a specific 
and reversible inhibition of the DNA polymerase α, leading to a removable cell 
cycle block at the G1/S transition (Cuq et al. 1995 and references therein), while 
Hydroxyurea (HU) reversibly inhibits the enzyme ribonucleotide reductase, and 
therefore the production of deoxyribonucleotides. Treatment with this inhibitor 
induces the accumulation of cells in G1 and early S phase (Doležel et al. 1999 and 
references therein). Anti-tubulin drugs (colchicine, oryzalin, propyzamide, etc.) and 
proteasome inhibitors (MG132, lactacystin) are also used to block cells at early and 
late mitosis (Planchais et al. 2000). Finally, starvation and physical methods have 
also been used for inducing partial cell cycle synchronization, principally in cell 
suspensions, but chemicals are more specific tool.

Once the commercial inhibitor is added, cycling cells continue the cell cycle 
progression up to the cycle phase point where that inhibitor has a specific effect, and 
all the cells will arrest the cell cycle at that phase after an incubation time. After 
some time, inhibitor is removed from the medium by washing and whole cycling 
cell population re-starts and goes on the cycle simultaneously, and this synchronous 
cell population progression can be acutely analyzed. In the same way, the specific 
effect of a putative cell cycle modulator under study can be finely analyzed. By add-
ing the tested substance at different times after inhibitor removing, cell cycle phase 
and subphase-specific effects can be detected. For example, monocerin (benzopyran 
toxin produced by the fungus Exserophilum turcicum) induces a delay in the cell 
cycle progression of synchronized root meristems of maize, specifically in S and G2 
phases, as it was revealed in a study where synchronization was performed with 
aphidicolin (Cuq et al. 1995). Lee et al. (1996) used hydroxyurea for root tip syn-
chronization and subsequent metaphase chromosome isolation from maize, and 
Sánchez-Moreiras et al. (2008) used also this inhibitor for the first time to block cell 
cycle in G1 phase and analyze the effects of the secondary metabolite 
2- benzoxazolinone on Lactuca sativa root meristems. After inhibitor removal, a 
synchronous cell population of about 25% of total recorded nuclei was detected in 
progression through S and G2 phases (%S was about 10–12% in asynchronous let-
tuce meristems; Sánchez-Moreiras et al. 2008).

In synchronized plant cell cultures, S nuclei can represent more than 50% of total 
population. At present, we are testing the putative effects of some allelochemicals 
on this synchronized cell cycle. Figure 12.4 shows some steps of synchronous cell 
cycle progression at different times after HU removal, showing both raw flow 
cytometry histograms (left) and the corresponding Multicycle-treated data (right). 
Immediately after HU inhibitor removal, 79% of detected nuclei were at G0+G1 
phase, 8.4% in G2 phase, and 12.4% in S phase (Fig. 12.4a). HU has induced block-
age and accumulation of nuclei in G1 phase. Start and advance of synchronized 
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Fig. 12.4 Comparative cell cycle analysis after release of hydroxyurea-synchronized root cell 
meristems. (From Coba de la Peña and Sánchez-Moreiras 2001)
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nuclei in S phase (29.6% of detected nuclei) is observed 30 min after (Fig. 12.4b). 
One hour after HU release, synchronized nuclei population begins to incorporate 
into G2 phase (Fig. 12.4c). Finally, all synchronized nuclei are incorporated in G2 
phase of the cell cycle 2 h after HU release (Fig. 12.4d). G2 population, normally 
about 10% in non-synchronized meristems, reaches 24.7% in this situation. After 
this step, synchronized nuclei entries into mitosis and the samples have abundant 
metaphasic chromosomes. In this particular experimental system, a new synchro-
nized G1 phase is not observed.

3  BI-OR Multiparametric Analysis of the Cell Cycle

Cell cycle analysis by flow cytometry can be performed measuring simultaneously 
other parameters, like RNA, protein contents and a wide range of antigens, using 
several fluorescent probes and fluorescent-labeled monoclonal antibodies. These 
measures allow a fine characterization and discrimination between cycling and non- 
cycling cells. Cell cycle can be analyzed after 5-bromodeoxyuridine (BrdUrd) 
incorporation. This is a thymidine analogue that is incorporated in the DNA of 
S-phase cells. Incorporation of Hoechst 33258 (HO), an AT-binding dye, will be 
reduced upon the degree of BrdUrd incorporation, owing to Hoechst do not bind 
DNA if BrdUrd is present instead of thymidine. Propidium Iodide (PI), an interca-
lating dye that is not affected by BrdUrd incorporation, is also added in this system. 
Simultaneous analysis of both fluorescent intensities will provide information on 
relative DNA content (PI) and relative fluorescence quenching (loss of HO inten-
sity) due to DNA synthesis in presence of BrdUrd. Biparametric histograms are 
analyzed. By this way, it is possible to distinguish quiescent from proliferating cells, 
and to estimate the number of cycles they have progressed. Alternatively, anti- 
BrdUrd monoclonal antibodies can be used (Coba de la Peña and Brown 2001; Kim 
and Sederstrom 2015).

RNA levels can be detected and analyzed simultaneously to DNA (Bergounioux 
et al. 1988) using Acridine Orange. This is a metachromatic dye that stains differen-
tially doubled stranded from single stranded nucleic acids. Acridine Orange fluo-
resces green in the first case, and red in the second, when excited in blue light 
(Grunwald 1993). The resulting DNA-RNA biparametric histograms allow identi-
fying G1Q, SQ, G2Q, G1T, ST, and G2T populations. Total cellular proteins can be 
estimated by flow cytometry using Sulphorhodamine 101 (SR 101) or Fluorescent 
Isothiocyanate (FITC). Moreover, a wide variety of fluorescent-labeled monoclonal 
antibodies against cellular antigens are available, and they can be used simultane-
ously with DNA-specific fluorescent dyes (Petit et  al. 1993). However, as DNA 
denaturation is required for BrdU detection, and most protein epitopes can be 
destroyed avoiding classical antibody staining techniques for multiplex analysis, a 
novel method that overcomes DNA denaturation but still allows detection of BrdU 
has been developed by Cappella et al. (2008). This new procedure is based on Click 
chemistry detection of the thymidine analog 5-Ethynyl-2′-deoxyuridine (EdU) and 
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increases the options for analyzing cell cycle by flow cytometry (O’Donnell et al. 
2013). This can be performed in fixed (or even living) cells or protoplasts. DNA- 
binding vital fluorescent dyes have been recently developed (Haugland 1996).

Thereby, DNA, RNA, total protein, and even other parameters, can be estimated 
simultaneously in a flow cytometer, using simultaneously several fluorescent probes, 
several detectors, up to three lasers for excitation, and multiparametric histograms. 
For instance, Onelli et al. (1997) have performed immune-characterization of PCNA 
(Proliferating Cell Nuclear Antigen) in synchronized root meristems of Pisum sati-
vum by flow cytometry. An example of combination of this technique with molecu-
lar biology is shown in Segers et  al. (1996), where it was observed that a 
cycling-dependent kinase gene is preferentially expressed during S and G phases in 
meristematic cells of Arabidopsis thaliana.

Different examples, more information and details about these experimental 
approaches are exposed in Bergounioux and Brown (1990), Bergounioux et  al. 
(1992), Robinson et al. (1997) (for fresh plant tissues analyses), Suda and Trávníček 
(2006) (for dehydrated plant tissues), and Marie et al. (2000) (for phytoplankton 
analyses).

4  Protocol for Analyzing the Cell Cycle of Synchronized 
Lettuce Root Meristem by Flow Cytometry

Briefly, young lettuce plants are incubated with the cell inhibitor hydroxyurea (HU) 
for 6 h. After washing with distilled water, plants are immediately incubated with 
the treatment or the control. Samples (nuclear suspensions) are prepared from root 
meristems and analyzed by flow cytometry every 2  h during 12–14  h after HU 
removal, comparing the synchronized-cell cycle progression of treated plants with 
that of corresponding controls. By this way, partial or total inhibition of cell cycle 
can be detected (Sánchez-Moreiras et al. 2008).

A schematic representation of a general protocol for sample preparation and cell 
cycle analysis by flow cytometry can be shown in Fig. 12.5.

4.1  Equipment and reagents

 – Flow cytometer with VIS (visible) excitation source
 – Seeds of Lactuca sativa cv. Great Lakes, California (Fitó, S.A.) Hydroxyurea 

(Sigma H 8627, 2.5 mM in water, pH 6.0)
 – Galbraith nuclear buffer: 45 mM MgCl2, 30 mM sodium citrate, 20 mM MOPS 

pH 7.0, 0.1% (w/v) Triton X-100, supplemented with 100% beta- mercaptoethanol 
and Tween 20.

 – Ehidium Bromide (Sigma product E 8751, stock 10 mg mL−1 in water)
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15 mL Galbraith Buffer
2 drops Tween 20
105 µLb -Mercaptoethanol

HU-synchronized
root tips

700 µL

Chopping

Two consecutive
Filtrations 500 µL

5 µL RNase

30 µL EtBr

Flow
Cytometer

G1

S

G2

30 min

Hydroxyurea synchronization
in dark for 6 hours

Plant seedlings (24 h old)

Fig. 12.5 Schematic representation of sample preparation and cell cycle analysis procedure by 
flow cytometry. (From Coba de la Peña and Sánchez-Moreiras 2001)
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 – RNase A (Boheringer Mannheim 85340024-78, stock 1% solution in Tris-HCl, 
NaCl and glycerol, pH 7.6)

 – Heat chamber with a fixed temperature of 26 °C
 – Petri dishes
 – Razor blades
 – 30 μm diameter nylon filters
 – Micropipettes
 – Plastic trays

4.2  Method

 1. Lactuca sativa seeds are placed on moistened filter paper, into plastic trays cov-
ered with cooking foil. Seeds are germinated at 27 °C and dark for 20 h.

 2. 1–3 mm-root length plants are transferred to Petri dishes containing filter paper 
that has been moistened with 5 mL of 2.5 mM hydroxyurea, pH 6.0. Twenty 
plants are placed in each Petri dish and incubated for 6 h at 27 °C in the dark.

 3. HU is removed by washing twice with distilled water pH 6.0. Immediately after, 
plants are transferred to other Petri dishes with filter papers that have been moist-
ened with 4  mL of either treatment (treated plants) or distilled water pH 6.0 
(control plants). These plants are incubated at 27 °C and dark.

 4. From this moment, and every 2 h, samples of treated plants and corresponding 
controls are processed simultaneously for flow cytometry analysis. The 1 mm- 
apical tips of root meristems from forty treated plants (that is, the content of two 
Petri dishes) are chopped with a razor blade on another Petri dish containing 
700  μL of Galbraith buffer, supplemented with 100% Tween 20 (2 drops in 
15  mL buffer) and 100% beta-mercaptoethanol (7  μL in 1  mL buffer). The 
obtained suspension is filtered twice through 30 μm-nylon filters, and 500 μL of 
filtered nuclei suspension are obtained into Eppendorf tubes. Control plants must 
be submitted simultaneously to the same process. The product of forty meri-
stems constitutes one sample for flow cytometry.

 5. 5 μL of 1% RNase solution are added to the nuclei suspension and, immediately 
after, 30 μL of 10 mg/ml Ethidium Bromide (EtBr) are added. Incubation with 
EtBr is for 30 min at room temperature and dark.

 6. Set flow cytometer with the laser turned on 488 nm excitation wavelength. Five 
types of histograms (or cytograms) must be displayed in the cytometer screen:

 (a) FALS versus DNA-specific fluorescence (biparametric, see Fig.  12.3): it 
allows to gate debris and to eliminate it from analysis.

 (b) Peak signal versus integral signal of DNA-specific fluorescence (biparamet-
ric): it allows discarding between single nuclei and doublets.

 (c) Red signal (chlorophyll) versus yellow signal (EtBr-labeled DNA): it allows 
discarding stained nuclei from pigments and debris with red fluorescence.
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 (d) DNA fluorescence in log scale (monoparametric): it allows visualizing all 
peak populations.

 (e) DNA fluorescence in linear scale (monoparametric, see Fig. 12.1): these are 
the data for cell cycle analysis.

 7. Cell cycle histograms are recorded for treated and control plants every 2 h, up to 
arrive to 12 or 14 h of monitoring. At least 10,000 nuclei from each sample must 
be analyzed in the flow cytometer.

 8. Data processing begins: clean histograms on a linear scale are obtained by previ-
ous gating on the other histograms.

 9. Histogram profiles are analyzed using the computer program Multicycle (Flow 
Systems, San Diego), and G0+G1, S and G2 populations are estimated compara-
tively in control and BOA-treated plants.
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Chapter 13
Mitotic Index

Elisa Graña

1  Introduction

The cell division cycle is a highly controlled process, essential for plant growth, 
whose purpose is to generate two identical daughter cells. Vegetative cell division, 
or mitosis, encompasses four sequential steps: two gap (G) phases separate the 
DNA replication (S phase) and chromosome segregation (M or mitosis) (Fig. 13.1). 
The first gap (G1) is the first step of cell division. It is located between cell division 
and DNA synthesis, and at this stage, each chromosome appears as a single chroma-
tid with a single DNA molecule. G1 ends when cell moves into S phase (or synthe-
sis phase), which corresponds to DNA duplication, obtaining the double of genetic 
material ready to be distributed between the two new daughter cells. Once achieved, 
cell enters in G2, the second gap previous to mitosis that differs from G1 in showing 
the double of DNA (two identical chromatids). Finally, cell division occurs in M 
phase or mitosis, which usually ends in cytokinesis. Resulting cells can continue to 
divide, remaining at meristematic zones, or leaving the cell cycle to undergo dif-
ferentiation. In plants, mitosis specifically occurs in meristems, localized in leaves, 
stems and roots (Sánchez-Moreiras et al. 2008; Dewitte and Murray 2003; de Souza 
Junior et al. 2016).

Successful progression of cell division requires of different checkpoints, espe-
cially at the G1/S and G2/M transitions, to ensure that the previous phase has been 
correctly completed (Van’t Hof 1985). These controlling checkpoints, which regu-
late the order and timing of cell division, are crucial for maintaining genomic integ-
rity and a balanced growth and division.

Determination of mitotic index (or cell division rate) in meristematic zones 
results very useful to know the health status and meristematic activity of the cells 
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(Fiskesjö 1985). That is the main reason why this simple method has been widely 
used, especially when root growth inhibition is observed (Dayan et  al. 2000), 
although as has been said, it can be also used to measure the mitotic activity of other 
organs.

Mitotic index is used to measure cytotoxicity in living organisms (Smaka-Kincl 
et al. 1996), based on the increase/decrease of the rate of cell division (Debnath 
et al. 2016; Jain et al. 2016). It can be simply calculated as follows and is given in 
percentage:

 
MI

Prophase Metaphase Anaphase Telophase

Total No of cells
=

+ + +
×

.
1000

 

As a measure to trace cytotoxic substances, significant decrease in mitotic activ-
ity is an evidence of genotoxic potential. When mitotic index reaches values below 
50% of a negative control are considered sub-lethal effects (Sharma and Vig 2012; 
Jain et al. 2016), and this point is known as cytotoxic limit value (Panda and Sahu 
1985; Sharma et  al. 2012); while lethal effects are considered when inhibition 
decreases below 22% (Jain et  al. 2016; Sharma and Vig 2012). Reductions in 
mitotic index are usually attributed to an inhibition in DNA synthesis or a stop in the 
G2 phase (Sudhakar et al. 2001).

On the other hand, an increase in mitotic index can be the consequence of a 
reduction of the time necessary for DNA repair (Evseeva et al. 2003). It can reveal 
an uncontrolled cell proliferation being able to end in tumor formation (Hoshina 
2002), or be indicative of shortening of the duration of the mitotic cycle (Al-Ahmadi 
2013). Any of these options are characterized as being detrimental to cells.

In addition to Mitotic Index, it can be also calculated the Active Mitotic Index, 
which gives additional information about the percentage of actively dividing cells 
(cells at metaphase and anaphase) (Borah and Talukdar 2002; Madaan and Mudgal 
2011):

 
AMI

Metaphase Anaphase

Total No of cells observed
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+
×

.
100
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Fig. 13.1 Schematic 
representation of mitotic 
cell cycle. Data between 
brackets indicate the 
percentage of time spent 
by one cell in each phase. 
(Redrawn from Sánchez- 
Moreiras et al. 2001)
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2  Mitotic Index and Its Applications

Mitotic index is widely used to evaluate the genotoxic potential of many substances 
in studies of environmental biomonitoring (Smaka-Kincl et al. 1996), manly using 
Allium cepa or Lactuca sativa as testing organisms due to the big size of their cells, 
which makes easier the visualization of different mitotic phases. Besides, higher 
plant bioassays are quick, cheap and easy to handle. This test is especially success-
ful for screening, monitoring and detection of clastogenicity of environmental 
mutagens, including atmospheric, water and soil pollutants (Fiskesjö 1993; Ma 
et al. 1995).

Thus, MI has been used to test the toxic potential of many pollutants: over- 
exposure to chromium (Rai and Dayal 2016), zinc oxide nanoparticles (Kumari 
et al. 2011), copper chloride (Can et al. 2016), aluminum (Salabert de Campos and 
Viccini 2003), insecticides (Panda and Sahu 1985), radioisotope-contaminated air 
in Chernobyl area (Cebulska-Wasilewska 1992; Ichikawa et al. 1996), chlorpyrifos, 
benzene, nitrogen oxide, nitric oxide, ozone or sulfur dioxide (Schairer et al. 1978).

Another area where the calculation of mitotic index is also very useful is alle-
lopathy. Many of the allelopathic studies are focused on evaluating the ability of 
plant extracts or plant naturally-occurring isolated compounds to act as plant growth 
regulators. In this way, mitotic index is used to test the anti-proliferative profile of 
different plant extracts such as Terminalia arjuna and Moringa oleifera (Debnath 
et  al. 2016); Brassica juncea (Sharma et  al. 2012), Zanthoxylum limonella 
(Charoenying et al. 2010) or Schinus spp. (Pawlowski et al. 2012). Besides, mitotic 
index is also inhibited by plant isolated compounds like BOA (Sánchez-Moreiras 
et al. 2008), citral (Graña et al. 2013), 1,8-cineole (Romagni et al. 2000), or cinme-
thylin (El-Deek and Hess 1968). All these works are just an example, as there are 
many works of this type in the bibliography.

As well, this technique has been also used to test the suitability of cell culture 
media, and to be sure that it does not compromise cell viability (Maisch et al. 2016), 
or to verify that applied electric fields can enhance apical root regeneration (Kral 
et al. 2016).

3  Chromosomal Aberrations

At the same time that cells are visualized using a brightfield microscope, chromo-
somal aberrations can be easily observed, especially when Allium or Lactuca speci-
mens are used. Alterations in mitotic index are usually accompanied by cytogenetic 
instabilities, and most of them are lethal and may cause genetic disorders (Debnath 
et al. 2016). Atypical number of chromosomes or structural abnormalities in chro-
mosomes are very common. The most common chromosomal aberrations are sum-
marized below and are also schematically represented in Fig. 13.2:
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 – Chromosomal bridges. The twin chromatids fail to separate (or there is a delay 
in separation); and as a result, chromosomes are subjected to an abnormal sepa-
ration. Bridges are the result of stickiness of the chromosomes or due to the pres-
ence of dicentric chromosomes (Vorobjev et  al. 1993; Debnath et  al. 2016). 
Chromosomal bridges are usually observed in anaphase.

 – Laggard chromosomes are the result of the inhibition of chromosome move-
ment in anaphase, mainly due to a disturbance on the microtubule arrangement. 
Part of genetic material is ‘left behind’, causing an unequal distribution of chro-
mosomes in the daughter cells. Besides, in some cases laggard chromosomes 
lead to micronuclei formation, since them reorganize later than other chromo-
somes (Kozgar 2014; de Storme and Mason 2014; Debnath et  al. 2016). 
Micronuclei are the simplest indicator of DNA damage (Migid et al. 2007).

 – Fragmented chromosomes, also known as banded chromosomes, are small 
chromosome pieces, mainly observed as fragments in anaphase (Fiskesjö 1988). 
Chromosome fragmentation causes unbalanced chromosome patterns and 
uneven distribution of chromatids (Nordenskiöld 1963). It is believed that frag-
ments originate from fragmentation of terminal regions of regular chromosomes 
(Sheikh et al. 1995), or that are the result of the rupture of chromosome bridges 
(Liu and Makaroff 2006).

 – Diagonal anaphase refers to the abnormal location of the spindle fibers, located 
in opposite corners instead of parallel to the cell division plate. It is also known 
as polar shifting (El-Bayoumi et al. 1979; Pandey and Sakya 2009).

A B C D

E F G H

Fig. 13.2 Schematic representation of most common chromosomal aberrations: (a) Normal ana-
phase; (b) Chromosomal bridges; (c) Laggard chromosomes; (d) Fragmented chromosomes; (e) 
Diagonal anaphase; (f) Normal metaphase; (g) Sticky chromosomes at metaphase; (h) c-Mitosis
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 – Sticky chromosomes are characterized by clustering at any phase of the cell 
cycle. Chromosomes lose their sharpness and tend to clump (Salabert de Campos 
and Viccini 2003; Rai and Dayal 2016). Apparently, they lose their individuality 
and can be observed as a mass made of chromatic substance (Kabarity and 
Malallah 1980).

 – c-Mitosis. It happens when all chromosomes remain at cell division plate level, 
but no separation of chromatids occurs. It can be observed as collapsed chromo-
somes in the central part of the cell (Vorobjev et al. 1993). It is consequence of 
the inactivation of the spindle apparatus together with a delay in centromere divi-
sion (Mann and Storey 1966; Jackson 1969; Shehab 1980).

4  The Method

The method here presented consists on an adaptation of the classical squash tech-
niques from Armbruster and collaborators (1991), and can be used for plant seed-
lings, but also for cell suspension cultures. It is based on division synchronization 
and nuclear staining to study the effect of a given substance on the division behavior 
of actively dividing plant cells (Fig. 13.3).

Cycling cells are characterized by dividing asynchronously in meristems. To 
obtain a large number of cells in the same phase of the cell cycle, it is necessary to 
induce synchronization through the use of chemical agents. This kind of compounds 
generally act preventing the formation of the mitotic spindle or inhibiting the syn-
thesis of DNA to block cell cycle progression (Sánchez-Moreiras et al. 2001). Since 
this method is widely used in genotoxicity studies or to assess the potential as cell 
cycle inhibitor of a given substance, the most common procedure is to compare the 
data from a control treatment with those obtained for the tested compound. Staining 
cells at different mitotic phases can be seen in Fig. 13.4.

The method for mitotic index calculation uses hydroxiurea (HU) as cell cycle 
arresting agent, it is focused on the analysis of seedlings root apexes and it consists 
in the following steps (Protocol is summarized in Fig. 13.3):

 1. Treat plant seedlings with 2 mM HU during 14 hours to obtain cell cycle syn-
chronization. HU is applied especially to radicles, ensuring that they are com-
pletely covered with treatment.

 2. Remove HU through three consecutive washes with distilled water. 
Synchronization progressively decreases once HU treatment is released.

 3. Immediately, apply the treatment of the studied compound. At this time, the 
control treatment (usually distilled water) is also treated. For a better asses of 
cell division under a potentially genotoxic substance it is advisable to do treat-
ments at different times to observe progression. A powerful cell division blocker 
can act in minutes, but it is also interesting to know what happens after several 
hours.
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Fig. 13.3 Representative scheme of the mitotic index protocol
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 4. Collect plant material. Root apexes are excised about 1 cm above the end of the 
roots. Then, they are submerged in a fixative medium consisting of acetic acid/
chloroform/ethanol (6:3:1). This step is done in small crystal vials (5–10 mL) 
with hermetic lids to avoid evaporation, introducing some iron traces in them. 
This metal acts as a mordant and changes the isoelectric point and accelerates 
the nuclear staining (Sánchez-Moreiras et al. 2001).

 5. Store vials at −20 °C for 24 h.
 6. Remove iron traces, renew fixative solution and store again at −20 °C for a 

minimum of 3 days.
 7. After that time, hydrolyze plant material with 1 N HCl at 60 °C for 20 min. 

Ensure that lids are well closed to avoid the evaporation of HCl.
 8. Remove HCl and submerge root apexes in Schiff reagent in dark conditions for 

2 h. Chromosomes will be stained with pink to violet color.

Fig. 13.4 Microphotographs of different phases of mitosis on Arabidopsis seedlings meristems. 
(a) Interphase cells; (b) Nucleus at incipient prophase; (c) metaphase; (d–f) different stages of 
anaphase; (g and h) telophases; (i) recently separated daughter cells. (Images belong to control- 
treated meristems. Experiment done by Graña et al. 2013)
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 9. Stop reaction: put plant material on a slide and cover it with a drop of acetic 
acid. At this point, root apexes can be cut with a razor blade.

 10. Put a drop of acetic carmine over the meristems and squash them. This step will 
separate cells and form a monolayer, essential to observe the nuclei of all the 
cells.

 11. Set the preparation by passing the slide over a flame for 1–3 s. It has to be done 
very carefully avoiding t burn it.

 12. Fix the slide with the cover using nail polish and observe preparations using 
bright-field microscope.

 13. Score the number of mitotic cells and also the total number of cells.

5  Tricks and Recommendations

 – Step 4: A very easy way to get iron traces is just using a clip, a staple or an iron 
pushpin. Besides, at this step, it is not necessary to prepare big amounts of fixa-
tive solution: just prepare the enough solution to cover all radicles.

 – Step 10: A good idea to uniformly squash the meristems is pressing the cover 
with an eraser.

 – Step 11: The time of exposure to flame is relative; it depends on the thickness of 
the tissue. It is very common to overexpose, burn the meristems and leave them 
useless. I recommend do it in small fractions of time and view the meristems to 
check fixation.

 – Step 13: It is generally recommended to score about 1000 cells per replicate, 
which can represent 3–5 meristems depending on their size.
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Chapter 14
Fluorescent Probes and Live Imaging  
of Plant Cells

Elfrieda Fodor and Ferhan Ayaydin

1  Introduction

Fluorescent probes are used in almost all areas of plant research ranging from 
molecular biology to ecophysiology studies. Development of novel fluorochromes 
and fluorescent proteins in combination with advanced microscopy techniques 
allow us to analyze cells, tissues, organs and whole plants in great detail. Live fluo-
rescence microscopy imaging of plants is of particular importance for ecophysiol-
ogy studies where complex interactions of plants and their environment need to be 
understood at molecular, cellular and organismal level. Here we present an over-
view of fluorescent probes and live cell microscopy setup for plants and provide a 
detailed protocol for fluorescent live-dead viability assay using fluorescein diacetate 
and propidium iodide fluorescent dyes.

1.1  Natural Fluorophores and Autofluorescence in Plants

Naturally occurring fluorescence or intrinsic fluorescence is common to many mole-
cules of living organisms, which in turn confer auto-fluorescence properties to the 
tissue or cell compartment they reside in. The excitation and emission wavelengths of 
the autofluorescence encountered in cells can be diverse, spanning the whole visible 
spectrum and beyond. Common examples of molecules with intrinsic fluorescence 
are the aromatic residues, phenylalanine, tyrosine and tryptophan of proteins, with 
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fluorescence maxima at 282, 303 and 348 nm, respectively, where tryptophan accounts 
for about 90% of the fluorescence of the proteins. Certain cofactors such as NAD, 
FAD, FMN and porphyrins exhibit fluorescence, as well (Lakowicz 2007). There are 
several plant-specific molecules bearing intrinsic fluorescence. For example, plant 
cell walls rich in lignin fluoresce blue with emission peak around 360 nm (Chapman 
et al. 2005) and the chlorophyll of green plants emits red fluorescence between 650 
and 750 nm range (Agati 1998). There are also several other plant- specific molecules, 
which fluoresce in blue and blue-green (certain alkaloids such as colchicine, terpene 
and flavonoids) or in yellow and orange (acridone, the polyacetylenes and isoquino-
line) or in red (anthocyanins and azulenes) spectral ranges (Roshchina 2012).

During fluorescence imaging of plants, autofluorescence can be either advanta-
geous or disadvantageous depending on the application. Red chlorophyll autofluo-
rescence of plants, for example, can be used as an intrinsic probe to locate 
chloroplasts in green tissues during fluorescence microscopy imaging. Intrinsic 
chlorophyll fluorescence also allows assessing changes of photosynthetic apparatus, 
state of plant health, stress tolerance, disease onset and nutrient deficiency 
(Buschmann 2007). On the other hand, intense red chlorophyll fluorescence often 
interferes with red and far-red colored fluorescent probes in multicolor labeling 
experiments. In such cases, either a specific bandpass emission filter or spectral 
unmixing approach can be used to isolate the signal of interest (Berg 2004; Mylle 
et al. 2013). Similarly, the cyan and blue colored cell wall autofluorescence is suit-
able to mark cell and tissue borders. While being advantageous, cell wall autofluo-
rescence may also cause interference in experiments involving blue and cyan 
colored exogenous fluorescent probes. Autofluorescence can also be induced by 
mechanical stress and wounding of plants, such as during sampling of plant parts 
for microscopy analysis. Fluorescent phenolic compounds are being formed when 
contents of burst vacuoles at the cut site mix with cytoplasmic enzymes. This may 
cause cut or injured sites of living plant samples to fluoresce. Although this property 
can be exploited in wounding response studies, often it creates unwanted back-
ground fluorescence during imaging. Therefore, mechanical stress and physical 
injury should be minimized during live analysis of plant samples.

Figure 14.1a, b show a setup for direct live analysis of a leaf of a potted maize 
plant analyzed with confocal fluorescence microscope without detaching the leaf. 
Using this setup, chlorophyll fluorescence is captured to locate chloroplasts of 
parenchyma tissue (Fig.  14.1c). Similarly, violet light-induced intrinsic fluores-
cence is used to capture guard cells of epidermis (Fig. 14.1d) and trichomes of the 
leaf midrib region (Fig. 14.1e).

Fig. 14.1 (continued) detection range. (e) Trichome autofluorescence is captured at the leaf midrib 
region using 405 nm laser excitation (emission: 425–525 nm). Multiple confocal optical sections 
are merged to obtain extended depth of focus image. (f) Timelapse imaging of tobacco BY2 sus-
pension cells using differential interference contrast (DIC) technique. Arrow indicates transloca-
tion of a cytoplasmic cargo. Nuclei (N), nucleoli (n) and one of the vacoules (V) are marked on the 
first image. (g) Fluorescein diacetate (FDA, green, live cells) and propidium iodide (PI, red, dead 
cells) live/dead staining of Arabidopsis (Col) suspension culture. (h) FDA/PI viability analysis of 
phosphinotricin (PPT) resistant transgenic maize suspension culture after treatment with PPT 
(15 mg L−1) for 5 days
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Fig. 14.1 Laser scanning confocal microscopy imaging of live plant samples. (a) A potted maize 
plant is placed next to the microscope stage and one of the leaves is layered onto a coverslip- bottom 
Petri dish (9 cm diameter) to image intrinsic leaf fluorescence using 40× oil immersion objective. 
(b) Closeup view of the same sample on the microscope stage. The leaf is immobilized on top of 
the larger Petri dish by using a smaller glass Petri dish (3 cm diameter). (c) Using the mounted leaf 
sample, maize leaf chloroplasts of parenchyma tissue are captured using chlorophyll fluorescence 
(emission: 650–750 nm) excited by 543 nm laser beam. (d) Guard cell autofluorescence of three 
stomata at the leaf surface is captured using 405 nm laser excitation and 425–525 nm emission  
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1.2  Organic Fluorescent Dyes and Reporter Molecules

During the last decades, a wide variety of synthetic fluorescent dyes and fluorescent 
reporter molecules with diverse spectral characteristics had been developed for vari-
ous specific applications (Johnson and Spence 2010). According to the mode of 
attachment to the target to be studied, they can be divided into two broad categories, 
(i) probes that target the molecule of interest by affinity binding, (e.g. the nucleic 
acid dyes DAPI and propidium iodide) and (ii) fluorescent dyes that possess an 
active group through which the labeling is achieved in a covalent manner, either 
directly to the target molecule, or to an intermediate molecule – such as an antibody, 
that in turn will target the molecule of interest. Examples of this second category are 
the reactive fluoresceins, rhodamine dyes, acridines, fluorenes, naphthalimides, stil-
benes, reactive AlexaFluor dyes and their derivatives with specific activities towards 
specific chemical groups.

Covalently attached fluorophores are used for generation of fluorescent reporter 
molecules. Such reporter molecules available are numerous, since just about any 
molecule can be engineered as covalently-modified synthetic fluorophore. When 
such molecules are reintroduced into the cell, they can be monitored by their fluo-
rescence and their localization and behavior could report on the endogenous mole-
cules that they mimic.

Examples of fluorescent reporter molecule types are: polysaccharide reporters, 
which can be monitored during cellular internalization or interaction with various 
cellular molecules during trafficking; labeled metabolites; substrates for different 
enzymes; labeled fatty acids and lipids, which can be partitioned into cell mem-
branes and can therefore be used to report on their environment. Also in this cate-
gory and of special interest are the labelled immunoreagents such as fluorescently 
labelled primary and secondary antibodies. Such labelled antibodies are usually 
available with various functional groups and are available in various colors. They 
can be used to probe location or activity of diverse biological molecules or the 
molecular interactions they participate in. Labeling technologies were further 
advanced by the commercial efforts of several companies that developed novel fluo-
rochromes (e.g: AlexaFluor, Bodipy, CyDyes, ATTO, Chromis, CAL fluor, Quasar 
and IR Dyes), which all possess several unique properties and advantages (e.g: pho-
tostability, high quantum yield and brightness) as compared to traditionally used 
fluorescein and rhodamine-based dyes.

Among the most common applications of fluorescent dyes is the visualization of 
cell structures and components. For almost all intracellular organelles diverse stable 
and bright dyes had been developed for visualization. Several of them can be used 
for live analysis in plants such as probes for mitochondria (mitotracker green, nonyl 
acridine orange), nucleus (DAPI, Hoechst 33242), intracellular membranes (DiOC6), 
cell walls (calcofluor white), vacuoles (Carboxy DCFDA), lipid droplets (Nile Red, 
Ac-201) and plasma membrane (FM 4-64) (Johnson and Spence 2010; Kuntam 
et al. 2015; Lovy-Wheeler et al. 2007; Schoor et al. 2015)

Another common application of the probes is to monitor biological processes in 
cells. Several fluorescent labels were developed for signal transduction studies; for 
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tracking lipid metabolism, protein kinases, phosphatases and tracking nucleotide 
binding of proteins. Special probes are developed for studying ion channels and 
receptor binding, as well as endocytosis and exocytosis. A number of unique cellu-
lar functions can also be studied by specialized fluoroprobes, such as cell prolifera-
tion, cell cycle and apoptosis (Johnson and Spence 2010).

Probes called fluorescent tracers and indicators (or sensors) are also used in 
imaging studies. Various types of tracers had been developed (Kumar and Gilula 
1996; Nashmi et al. 2002; Sukhorukov et al. 1995; Vercelli et al. 2000) to trace cell 
morphology and cell lineage for example. Such probes are usually dextran conju-
gates or peptide and protein conjugates, or fluorescent microspheres and 
they are tracers for either lipophilic membranes or polar, cell-injectable cytoplasmic 
tracers. Requirement for tracers is to be biologically inert and non-toxic for the host, 
while allowing prolonged tracking.

The general procedure for using organic dyes in plant live cell imaging involves 
preparing the fluorescent probe in a live cell compatible physiological solution and 
its delivery to plant cells. In plant cells, one particular limitation for dye delivery is 
the plant cell wall. Cell wall impermeable but plasma membrane permeable probes 
can be delivered to plant cells by preparing protoplasts. In case of plasma membrane 
impermeable probes, electroporation, microinjection, ester loading or low pH load-
ing techniques can be used as an alternative (Fricker et al. 2001).

1.3  Fluorescent Proteins in Plant Cell Imaging

The cloning of the green fluorescent protein (GFP) of Aequorea victoria in 1992 
(Prasher et al. 1992) and its first use for genetically tagging cellular proteins (Chalfie 
et al. 1994) represented a major turning point for fluorescence imaging of biological 
samples and initiated an exponential increase of its applications for biological stud-
ies. The possibility of genetically tagging proteins of living cells with fluorescent 
proteins has opened the gates for studies of cellular proteins in their natural environ-
ment by fluorescence microscopy. Ever since, great efforts are being made to search 
for other varieties of either naturally occurring fluorescent proteins, or improving 
and diversifying the existing ones by evolving them through mutations. Hence, their 
application possibilities are being considerably widened (Chudakov et al. 2010).

Structurally, GFP-like proteins possess β-barrel structures with a short helix teth-
ered inside in the middle of the barrel, harboring the posttranslationally acquired 
chromophore. The diversity of the structures of the chromophores and of the nearby 
amino acid residues in these proteins leads to a range of emission colors and varied 
spectral properties for these proteins. Exploiting these, numerous efforts had been 
devoted to generate mutants with new, refined or enhanced spectral properties (Rizzo 
et al. 2009; Shu et al. 2006), and at present, a wide range of fluorescent proteins are 
available. Their color palette covers the entire spectral range from deep- blue to far-
red region, allowing not only for single but also for multicolor labeling of different 
targets simultaneously in a living cell, hence, opening doors to versatile applications. 
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By using fluorescent proteins to tag different endogenous proteins, not only struc-
tural organizations can be monitored but also molecular interactions and dynamic 
processes within the cell, by using live cell imaging (Shaw and Ehrhardt 2013).

The basic procedure for using fluorescent proteins in plant cell imaging involves 
construction of the gene of interest in fusion with a fluorescent protein gene in a suit-
able vector, its delivery into plant cells (e.g: using Agrobacterium mediated delivery 
or microprojectile bombardment) to express the protein either transiently or stably 
and visualization of the expressed protein using live imaging microscopy setup (Cui 
et al. 2016; Groover and Jackson 2007). In green plant tissues, the possible interefer-
ence of red chlorophyll fluorescence should be taken into consideration when choos-
ing fluorescent proteins for tagging and imaging. For green/red dual labelling and 
colocalization experiments, enhanced green fluorescent protein (EGFP) and mCherry 
combination can be used with appropriate filter sets to prevent interference of chlo-
rophyll fluorescence. For triple labelling, enhanced cyan fluorescent protein (ECFP), 
enhanced yellow fluorescent protein (EYFP) (or its brighter derivative Venus) and 
mCherry can be used with appropriate filters. Beside protein localization studies, 
fluorescent protein fusions are also successfully used in plants to assess protein-
protein interactions by using fluorescence resonance energy transfer (FRET) tech-
nique. ECFP and EYFP fused proteins are often used as FRET pairs, however, 
several novel alternative FRET pairs are being developed with better spectral proper-
ties (Müller et al. 2013). Another in vivo technique for protein interaction studies is 
the so called bimolecular fluorescence complementation (BiFC) where a fluorescent 
protein is split into carboxy-terminal (C-terminal) and amino- terminal (N-terminal) 
fragments, each of which is fused with a partner protein whose interactions are being 
assessed (Walter et al. 2004). In BiFC method, if the two proteins of interest interact 
with each other, the C-terminal and N-terminal parts of the split fluorescent protein 
will be brought close together such that they form a functional fluorescent protein. If 
the proteins do not interact, no fluorescence is observed. However, it is essential to 
include appropriate internal controls especially in BiFC type protein-protein interac-
tion experiments, as the fluorescent protein halves are prone to self-assembly inde-
pendently of protein-protein interactions (Horstman et al. 2014).

1.4  Live Cell Imaging of Plants

Basic live cell imaging of plant cells can be performed even with a simple light 
microscope equipped with a detector. Keeping the cells alive and healthy is the first 
and foremost concern during live cell imaging, since living cells are responsive to 
minute changes in environmental conditions. Therefore, it is vital to keep cells in an 
environment close to their natural or in vitro growth conditions during the entire 
duration of imaging. Parameters such as temperature, light, pH, humidity, osmolar-
ity, nutrient and oxygen supply are among the most important factors that need to be 
regulated.

For long term observations, special environmental chamber inserts or whole- 
microscope enclosures are available from several manufacturers that allow for keep-
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ing cells, seedlings or plants under constant temperature and humidity with options 
to precisely regulate oxygen and carbon dioxide content of the chamber, as well. For 
short term observations, simpler observation chambers and imaging setups can be 
used. For in vitro grown suspension cultures, standard plastic Petri dishes provide 
the simplest solution for low magnification imaging. On the other hand, majority of 
the high magnification, high numerical aperture objectives are of oil-immersion 
type and require very short working distances. These objectives are often designed 
to be used with 0.17 mm thick, No 1.5 size coverslips. Therefore, for high resolution 
imaging, coverslip-bottom containers and invert microscopes should be preferred. 
For simultaneous handling of multiple samples, coverslip-bottom 4-compartment 
Petri dishes or 8-compartment chambered coverglass systems can be used. For high- 
throughput imaging, there are also 96 well, 384 well or even 1536 well coverslip- 
bottom plates available. However, all of these coverslip-bottom containers designed 
specifically for high resolution imaging applications, are significantly more expen-
sive than standard plastic-bottom ones. As a low cost alternative, it is also possible 
to prepare imaging chambers by cutting out part of  the bottom of regular plastic 
containers and attaching a coverslip at the bottom using a non-toxic adhesive such 
as pure silicon rubber, which is also used for building aquariums. (For sterilization: 
After complete curing of adhesive, dip the container and lid in 70% ethanol for 
10 min, rinse with absolute ethanol and let it dry face down on a sterile tissue paper 
in laminar hood).

Figure 14.1b shows an example of a custom-made coverslip-bottom live cell 
imaging chamber for observation of plant cells using high resolution oil immersion 
objectives. For imaging of deeper layers, water immersion objectives should be 
preferred to better match the refractive index of the living plant tissue. In addition to 
bottom, inserting a coverslip to the lid of the container allows the use of a contrast 
enhancement technique called differential interference contrast (DIC), which ben-
efits from all-glass light pathway. As opposed to standard bright field imaging, DIC 
imaging offers higher contrast to better resolve cellular and intracellular details in 
case of transparent, unstained samples such as the one shown in Fig. 14.1f. Note that 
nuclei (N), nucleoli (n), vacuoles (V) and cytoplasmic strands are clearly visible in 
the cultured tobacco BY-2 cells shown in Fig.  14.1f, where time-lapse live DIC 
imaging shows translocation of a cytoplasmic cargo to the vicinity of nucleus 
(arrows). In addition to DIC, there are several other contrast enhancement tech-
niques such as phase contrast, Hoffmann modulation contrast, darkfield illumina-
tion or polarized illumination (Dawe et al. 2006). Depending on the nature of the 
sample, these non-intrusive techniques can provide significantly enhanced image 
for unstained samples during live observation of plant cells. All of these methods, 
however, require special microscope accessories attached to the basic light micro-
scope. This is also the case for fluorescence imaging, which requires additional 
hardware to excite and detect fluorescent signals. Unlike transmitted light imaging 
modes, fluorescence imaging techniques do not require transparent samples. 
Majority of modern fluorescence microscopes work in reflection mode, hence non-
transparent samples can also be conveniently observed.

Fluorescence microscopy, however, requires fluorescent molecules such as 
endogenously produced lignin or chlorophyll, or externally delivered fluorescent 
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dyes or transgene-expressed fluorescent proteins. Detection of the reflected fluores-
cence emission allows to image thick leaves, stems or roots alive under fluorescence 
microscope, however, the quality of the image provided by conventional wide-field 
fluorescence microscopy deteriorates significantly when focused deep into the sam-
ple, due to a blur originating from the out-of-focus fluorescence emission.

The technique called confocal imaging greatly enhances the image quality by 
eliminating fluorescence emission originating from out-of-focus regions. This filter-
ing out in confocal imaging is achieved by using a pinhole or slit-based system in 
front of the detector, so that it allows only the emission arising from focal point to 
enter the detector. These systems require sensitive detectors and also high illumina-
tion intensities such as those provided by lasers, high-power light-emitting diodes 
or high performance arc-discharge lamps. Using these powerful light sources during 
live analysis requires extra care as high intensity illumination can cause phototoxic-
ity and photodamage especially for chlorophyll containing green tissues. A laser 
scanning confocal fluorescence microscope imaging setup for live observation of a 
leaf of potted maize plant is shown on Fig. 14.1a, b. In this configuration, a maize 
leaf is layered on a custom-made coverslip-bottom Petri dish and it is observed from 
below using an inverted microscope and an oil-immersion objective. A similar setup 
can be used for live observation of roots of a potted plant by using a pot with a cov-
erslip/coverglass window at the bottom. Live, high resolution cellular imaging of 
intact plants is particularly important for ecophysiology studies where minimal dis-
turbance of plant growth and metabolism is essential. To assess the health and via-
bility of plant cells and tissues, below we present an example protocol based on 
using dual color fluorescence and fluorescence microscopy imaging that enables 
determination of live-dead cell ratio for the specimens.

2  Protocol: Live-Dead Viability Assay in Plant Cells Using 
Propidium Iodide and Fluorescein Diacetate

Determination of plant cell viability is essential to optimize growth conditions and to 
assess cell health following various experimental procedures and treatments (e.g: 
protoplastation, stress treatment, genetic modification). Fluorescence-based viability 
assays employ fluorescent stains and/or dye-conjugated substrates. One of the widely 
used approaches is dual staining with propidium iodide and fluorescein diacetate. 
Propidium iodide (PI) is a nucleic acid intercalating dye, which has very low plasma 
membrane permeability hence unable to penetrate living cells. It penetrates to plasma 
membrane compromised, dead cells and stains nuclear DNA as well as cytoplasmic 
and nuclear RNA. When excited by green light (e.g: 543 nm HeNe laser or mercury 
lamp with Texas red/Rhodamine filter set), propidium iodide fluoresces red and 
marks dead cells. Contrary to PI, the live cell staining agent fluorescein diacetate 
(FDA) is cell permeable, but nonfluorescent. However, when the acetyl groups of 
FDA molecules are cleaved by intracellular esterases, fluorescein molecules are 
being released inside the living cells. When excited by blue light (e.g: using 488 nm 
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laser or mercury lamp with fluorescein filter set), the bright green fluorescence of the 
fluorescein molecule serves as a marker of the cellular viability. Hence co-incubation 
of cells with FDA/PI can be used as a convenient dual-color viability assay. As an 
example protocol, below we present detailed steps for viability assay of a non-trans-
genic Arabidopsis culture (Fig.  14.1g) and of a herbicide phosphinotricin (PPT)-
resistant transgenic maize culture following treatment with PPT (Fig. 14.1h).

2.1  Equipment and Reagents

 1. Arabidopsis thaliana cell line (ecotype Columbia) in Murashige and Skoog 
(MS) medium with 0.24  mg L−1 2,4-dichlorophenoxyacetic acid (2,4-D) and 
0.014 mg L−1 Kinetin (Murashige and Skoog 1962).

 2. Transgenic maize cell line (Zea mays ‘cv. H1233’) with resistance to herbicide 
phosphinotricin (PPT) (Tiricz et  al. 2018) in N6M medium with 0.5  mg L−1 
2,4-D and 15 mg/l PPT (Morocz et al. 1990).

 3. Phosphinotricin (Duchefa Biochemie BV, The Netherlands) for herbicide treat-
ment. 10 mg mL−1 in water. Sterile filtered, kept frozen in aliquots.

 4. Propidium iodide (PI) 1000× stock solution: Prepare 2 mg mL−1 PI solution in 
water. Caution: PI is a nucleic acid intercalating dye; hence it should be handled 
with extreme care due to health hazards.

 5. Fluorescein diacetate (FDA) 1000× stock solution: Prepare 1  mg mL−1 FDA 
stock solution in dimethyl sulfoxide (DMSO)

 6. Consumables: sterile 1.5  mL microfuge tubes, pipettes, sterile pipette tips, 
microscope slides and coverslips.

 7. Equipment: laminar flow hood, desktop centrifuge with swing-out rotor, conven-
tional or confocal fluorescence microscope with fluorescein and Texas Red (or 
tetramethylrhodamine, TRITC) filter sets.

2.2  Method

 1. Under a laminar flow hood, sample 0.5 mL from plant cultures (Arabidopsis and 
maize) into a 1.5 mL microfuge tube and let the cells to settle. (For PPT treat-
ment, maize cells were incubated for 5 days prior imaging in 15 mg L−1 PPT 
containing growth medium). Alternatively, cells can be centrifuged briefly (3 min, 
100 g, swing-out rotor) to aid settling. Care must be taken not to mechanically 
stress the cultures. Using wide bore pipettes or cutting the tip of plastic pipettes 
with a sterile scalpel can help reduce mechanical stress during handling of cells.

 2. Replace culture supernatant with 1.5 mL fresh culture medium and resettle the 
cells. This washing step helps minimize residual esterase activity present in old 
culture medium. On the other hand, performing FDA/PI labeling in unwashed 
culture medium may help identify possible bacterial, yeast or fungi contamina-
tion present in the culture.
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 3. Freshly prepare 0.5 mL solution of 1 mg mL−1 FDA and 2 mg mL−1 PI in plant 
growth medium or in phosphate buffered saline (PBS). If fresh culture medium 
contains components with esterase activity, preparation of labeling reagents in 
PBS (or in MS macro salts) is preferred to prevent premature cleavage of FDA, 
which results in increased background fluorescence due to free fluorescein. 
When working with protoplasts, proper osmotic adjustment (e.g: using 0.3–
0.5 M Sorbitol, depending on cell type) is essential to prevent bursting of cells 
during assay.

 4. Incubate 0.5  mL of labeling reagent with settled cells for 2–5  min by gently 
inverting the tube.

 5. Take 50–100 μL from stained samples onto a microscope slide, coverslip or 
coverslip- bottom Petri dish and observe cells using a fluorescence microscope 
configured for imaging fluorescein (green fluorescent living cells) and propid-
ium iodide (red fluorescent dead cells).

 6. Count at least 500 cells in 3 replicates to assess the ratio of green and red fluo-
rescent cells.
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Chapter 15
Confocal and Transmission Electron 
Microscopy for Plant Studies

Adela M. Sánchez-Moreiras, Marianna Pacenza, Fabrizio Araniti, 
and Leonardo Bruno

1  Transmission Electron Microscopy

1.1  The Significance of Structural and Ultra-Structural 
Studies

The development of high-sensitive microscopic techniques, together with the devel-
opment of methods for the conservation of cells and the improvement of methods 
for obtaining ultra-fine sections, gave rise to the knowledge of the cellular structure 
in the second half of the twentieth century. The combination of these techniques 
with immune-cytological techniques and the use of computational systems of image 
analysis have increased the interest in the use of electron and confocal microscopy 
in biological research. In fact, the use of transmission electron microscopy is very 
useful as a first approach for the characterization of the plant response to biotic or 
abiotic stress conditions. Knowing which areas of the cell morphology are being 
altered after treatment is essential to establish new physiological or biochemical 
measures for the in detail study of the effects of stressing factors on plants. A gen-
eral view of the root or shoot tissues examined under microscopy will allow the 
identification of cellular organization, where alterations can be detected as errone-
ous division patterns, loss of cell identity or cellular disorganization (Rost et  al. 
1996; Zhu and Rost 2000). In particular, root tips act as finely tuned sensor for 
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different kinds of stress, which makes their study especially interesting for inter-
preting the plant stress response (Colmer et al. 1994; Koyro 2002).

Root cells are generated, from a small number of stem cells at the apex of the 
root, by division and continuous cell expansion and differentiation, so that it is pos-
sible to find all stages of cell development at the same time (Scheres et al. 2002). 
Roots have four types of stem cells or initial cells (Dolan et al. 1993): (i) the initial 
cells of the lateral layer or of the epidermis of the root, which give rise to the epider-
mis and to the lateral layer; (ii) the central zone of the calyptra, the columella, which 
has its own initial cells; (iii) the vascular tissue and the pericycle, which also have 
their own initial cells; and, finally, (iv) the cortex and the endodermis, which are 
generated by divisions of the initial cells of the cortex and the endodermis (Scheres 
et al. 2002). Internally, and in contact with all these undifferentiated cells, is the 
quiescent center, a group of mitotically inactive cells that are responsible for main-
taining the activity of the stem cells (Scheres et al. 2002). The initial cells of the 
columella divide only anticline (perpendicular to the axis of growth) giving rise to a 
single row of cells, and their progeny undergo rapid cell expansion and differentia-
tion producing amyloplasts, which play a fundamental role in gravitropism. The 
other three initial cell types are divided by anticlinal and periclinal divisions (paral-
lel to the growth axis) giving rise to several layers of cells that acquire different 
identities (Dolan et al. 1993). Any change on the division, expansion or differentia-
tion of initial cells can lead to totally malformed tissues.

Transmission electron microscopy study allows obtaining information about the 
morphology, disposition and size of these cells and their cellular organelles, which 
are usually affected when plants are under stress. Moreover, ultra-structural changes 
induced by a specific type of stress are usually quite consistent among species, 
which gives an advantage for the interpretation of the relevance of biotic or abiotic 
stress impact. The most commonly affected cell parts are the nucleus, the mitochon-
dria, the vacuoles and the chloroplasts in photosynthetic cells, although cell wall 
alterations and Golgi activity can also give essential information to get a whole 
picture of the cellular response to stress (Fig. 15.1).

1.1.1  Nucleus

Abiotic stress, as produced by toxins, metals, herbicides, pollutants, reactive oxy-
gen species, deficit or excess water, high or low temperatures, salinity or high light, 
frequently results in the induction of cell death processes (Joseph and Jini 2010). 
Actually, programmed cell death can be part, under these conditions, of an adaptive 
mechanism to survive stress (Palavan-Unsal et al. 2005). Nuclei alterations, typical 
of apoptotic-like PCD (AL-PCD), such as chromatin condensation and DNA frag-
mentation, formation of herniae in the nuclear membrane or migration of the nucleus 
to the cellular periphery, have been found in presence of abiotic stress (Tao et al. 
2000; Palavan-Unsal et al. 2005; Díaz-Tielas et al. 2012).

Besides PCD-related changes, nuclei can also show other alterations that will 
give interesting information about other kind of plant responses to stress; i.e. 
 amorphous and irregular nuclei and bi- or multi-nucleate cells can be associated 
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Fig. 15.1 TEM images of Arabidopsis treated cells. (a) Zigzag cell walls in citral-treated roots; 
(b) Disorganized and degraded cells in chalcone-treated roots; (c) Condensed mitochondria and 
distorted nuclei with nuclear membrane hernia and fragmented chromatin in chalcone-treated 
cells; (d) Condensed, irregular and broken mitochondria in chalcone-treated cell; (e–f) Swollen 
thylakoid in chalcone-treated shoots; (g) Increased Golgi-activity in eugenol-treated cells; (h) 
Incomplete cell wall formation in farnesene-treated cell
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with cell wall malformations and, in particular, with erratically arranged microtu-
bules (MTs), and shorter and fewer MTs in the arrays that can lead to aberrant 
chromosomal arrangements, misaligned or incomplete cell plates and distorted cell 
division (Kawamura et al. 2006; Araniti et al. 2016; Graña et al. 2017).

1.1.2  Mitochondria

Mitochondria play also a key role in AL-PCD response to stress, as apoptotic-like 
signal is usually initiated in these organelles. The intracellular machinery responsi-
ble for AL-PCD depends on the mitochondrial release of cytochrome c and other 
apoptogenic factors (Reape et al. 2008). Permeability transition pores are formed in 
the outer mitochondrial membrane, leading to a decrease in mitochondrial mem-
brane potential or to the opening of a voltage-dependent anionic channel that results 
in the release of these apoptogenic factors from the space between the two mito-
chondrial membranes (Yao et al. 2004; Reape et al. 2008), which will lead to the 
cleavage of specific intracellular substrates that lead to cell death. Highly condensed 
and swollen mitochondria showing electron-dense matrix and a large number of 
cristae are typical of depolarized mitochondria involved in AL-PCD (Kiechle and 
Zhang 2002; Díaz-Tielas et al. 2012). Mitotic role in AL-PCD can include also the 
process of mitoptosis, which is the entry of mitochondria in the nucleus in which 
apoptogenic factors are released (Skulachev et al. 2004) and that has been previ-
ously shown for Arabidopsis stressed cells (Díaz-Tielas et al. 2012).

Increased number and size of mitochondria is also an interesting signal of plant 
response to stress. Peroxidation of mitochondrial membranes by ROS can result in 
membrane depolarization and irreversible loss of mitochondrial functions such as 
mitochondrial respiration, oxidative phosphorylation and ion transport (Vladimirov 
et  al. 1980; Arpagaus et  al. 2002), with the concomitant ATP deficit in the cell, 
which will increase mitochondrial number as a strategy of root cell to compensate 
mitochondrial dysfunction satisfying cellular energy requirements (Hardie 2011; 
Suksungworn et al. 2017; Araniti et al. 2016).

1.1.3  Chloroplasts

As key organelles in plant physiology due to the significance of photosynthesis for 
plant development, chloroplasts are one of the most common early target organelles 
of biotic and/or abiotic stress (Kratsch and Wise 2000; Giełwanowska et al. 2015; 
Díaz-Tielas et al. 2017). In particular, chloroplasts are especially susceptible to oxi-
dative stress due to the high concentration of unsaturated fatty acids present in the 
thylakoids. Chloroplast swelling, thylakoid dilation and disintegration, plastoglob-
uli formation, reduced size and number of starch granules, unstacking of grana, 
intergranal vacuolation, disintegration of chloroplast envelope, darkening of the 
stroma and accumulation of lipid droplets, are among the most common changes 
observed in chloroplasts under cold, salinity, high light, herbicide, heavy metal, 
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high temperature, or drought stress (Kratsch and Wise 2000; Stefanowska et  al. 
2002; Zhang et al. 2010; Meng et al. 2016; Díaz-Tielas et al. 2017). Disruption of 
chloroplast ultra-structure is associated with an early detriment of photosynthesis 
affecting the correct development of plants.

1.1.4  Golgi, Vacuoles and Other Cellular Structures

The increase in the activity and number of Golgi complexes and endoplasmic retic-
ulum has been related to active detoxification processes, since they participate in the 
release of secretory vesicles and in the synthesis of lipid globules (Kaur et al. 2005). 
Detoxified bioproducts are compartmentalized in vacuoles or deposited in the cell 
wall, which is usually related to an increase in the number of vacuoles and the pres-
ence of thickened cell walls. It has also been shown that treatment with compounds 
that inhibit mitochondrial respiration results in associations between the Golgi 
apparatus and the endoplasmic reticulum as a result of a decrease in vesicle produc-
tion due to energy depletion (Robinson and Kristen 1982), in addition to changes in 
the morphology of the Golgi complex, which acquires a cup-shaped arrangement 
(Kandasamy and Kristen 1987).

Moreover, vacuolation has been previously related to PCD process in plant cells. 
In particular, the rupture and disappearance of large central vacuoles commonly 
found in healthy plant cells has been found to occur prior to the degradation of the 
nucleus and the programmed death of cells (Zheng et al. 2017). The protoplast of 
several vacuoles can also break and release its hydrolytic contents to the cytosol 
(Díaz-Tielas et al. 2012).

Finally, enlargement of the vacuoles has also been found as a response to salt, 
drought or chemical stress due to accumulation of proline and other osmolytes in 
the vacuole for osmotic adjustment (Patakas et al. 2002) or to the sequestration of 
cations, heavy metals or other undesired compounds (Sauge-Merle et al. 2003).

Other cellular structures, such as peroxisomes (Fahy et  al. 2017); autophago-
somes (Minibayeva et al. 2012; Araniti et al. 2016); amyloplasts (Graña et al. 2013); 
or ribosomes can be also altered or just appear/disappear under mild or severe plant 
stress.

1.1.5  Plant Cell Wall

Stressing factors can lead to the appearance of incomplete cell walls due to prob-
lems in the formation of the phragmoplast and alterations in its thickness (Hepler 
and Bonsignore 1990; Vaughn et al. 1996). In many cases, the underlying cause of 
these wall dysfunctions are problems in cytokinesis and formation of the phragmo-
plast for the physical separation of the cytoplasm during cell division, since a suc-
cessful cytokinesis is essential not only for correct morphogenesis, but also for an 
appropriate architecture of the body of the plant (Verma 2001). Moreover, the 
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abnormal cell plates formed after microtubule disrupter can be enriched in callose 
thickening cell walls (Vaughn 2006).

Biosynthesis of wall polysaccharides shows enormous plasticity to several envi-
ronmental factors (His et al. 2001), with different types of stress causing different 
balance of deposition of the different components, principally affecting the 
cellulose- xyloglucan network and compensating the reduction in cellulose content 
by increasing the pectin content (Burton et al. 2000; Aouar et al. 2010; Graña et al. 
2013). Thickened and multilamellar cell walls with strong deposit content and irreg-
ularities in phragmoplast formation have been previously reported in plants under 
stress (García-Angulo et al. 2009; Graña et al. 2013; Araniti et al. 2016). Moreover, 
the thickening of the cell wall can greatly difficult the formation of plasmodesmata, 
impeding correct cell-cell communication and consequently causing the loss of tis-
sue identity (Graña et al. 2013).

1.2  The Technique of Transmission Electron Microscopy 
(TEM)

Electron microscopy is mainly based on the observation under vacuum of fixed and 
dehydrated cellular and subcellular structures in stained ultrathin sections. The use 
of electron microscopy for the study of plant preparations started with the observa-
tion of isolated organelles (such as chloroplasts) and the visualization of cell walls 
(Roland and Vian 1991), mainly due to the difficulties that the presence of large 
vacuoles (soft compartments) and rigid cell walls (hard structures) represented in 
the preparation of electron microscopy sections from plant samples. Considering 
that the tonoplast (the membrane surrounding the vacuole) is highly sensitive to 
chemicals, strong care should be taken during the preparation of EM samples to 
avoid vacuole rupture and release of potentially damaging enzymes or compounds 
to the cytosol. Development of specific cytochemistry techniques, more specific 
reagents and a plurality of embedding materials allowed overpassing these difficul-
ties and the heterogeneity of plant specimens and permitted to obtain high quality 
preparations. Although a slow and more complex microscopic technique, when 
compared to light or confocal microscopy, transmission electron microscopy (TEM) 
offers strong resolution and accuracy – to a resolution of 0.2 nm – when fine details 
are under study (Wilson and Bacic 2012).

Moreover, nowadays, we have new branches of transmission electron micros-
copy that enhance preparation and imaging of the samples; e.g. TEM tomography 
can generate semi-3D reconstructions (±60/70°) of plant cells and tissues at nano-
meter resolutions, while cryo-TEM allows visualization of frozen unstained sam-
ples (no reagents added during the process) avoiding alteration of ultrastructural 
details. TEM tomography and cryo-TEM can be coupled, although the necessity of 
sophisticated machinery strongly increases the cost of the preparations (Wilson and 
Bacic 2012).
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There is no model recipe that can be used to prepare all kinds of plant tissues, 
therefore we show below a procedure to fix and stain root meristems or young 
shoots of Arabidopsis seedlings (Fig.  15.1). Meristematic zones are usually pre-
ferred, especially for beginners, when visualizing a sample due to the presence of 
smaller vacuoles and densely packed cytoplasm. When analyzing the effects of a 
treatment on cell ultra-structure, the numerical expression of morphological infor-
mation (i.e. number of mitochondria, size of nuclei, number of autophagosomes, 
amount of swelling thylakoids, etc.) can be useful in the assessment of the effects of 
that treatment on cells, tissues and organs (Steer 1991).

1.3  Experimental Procedure for TEM Analyses

1. For roots: cut the apical meristem or the area of interest (1–2 mm) and introduce it 
immediately in 0.1 M cacodylate buffer (pH 7.2) until the fixation step
  For shoots: cut the areas of interest of the living shoots into pieces of 1–2 mm, eliminate any 

superficial humidity and introduce them in an eppendorf tube (4–5 pieces per tube). 
Immediately after, fill the tubes with 0.1 M cacodylate buffer (pH 7.2), and introduce these 
tubes in a vacuum chamber for 15 min

2. Fix the root or shoot sample in 5% glutaraldehyde in 0.1 M cacodylate buffer (pH 7.2) at 4 °C 
for 4 h. To avoid artifacts or undesired modifications proceed as soon as possible with this step 
after sample excision
3. Wash in 0.1 M cacodylate buffer at 4 °C for 12 h (3 × 4 h)
4. After washing, incubate the samples in 2% osmium tetroxide in 0.1 M cacodylate buffer at 
4 °C for 3 h
5. Incubate then in 2% uranyl acetate in 10% acetone at 4 °C for 1 h
6. Dehydrate with the following increasing acetone solutions (do all steps at 4 °C):
  50% Acetone, 2 × 30 min
  75% Acetone, 2 × 1 ha

  80% Acetone, 2 × 1 h
  95% Acetone, 2 × 1 h
  100% Acetone, 2 × 2 hb

7. Infiltrate the sample in Spurr’s resin at 4 °C as follows:
  Spurr: acetone (1:3 v/v) (3 × 2 h)
  Spurr: acetone (1:1 v/v) (3 × 2 h)b

  Spurr: acetone (3:1 v/v) (2 × 2 h plus 1 × 3 h)
8. Embed the sample in 100% Spurr’s resin for 2 × 3 h and left it overnight at room temperature
9. Embed the sample again in 100% resin (2 × 3 h)
10. Place the samples in pure resin in the molds and let them polymerize at 60 °C for 48 h
11. As the same fixation and embedding medium can be used for light and electron microscopy, 
check samples in semi-thin sections with light microscopy prior to continue with electron 
microscopy. For that, prepare semithin sections (0.7 μm) for light microscopy and then ultrathin 
sections (50–70 nm) for electron microscopy (ultrathin sections are mandatory to allow 
electrons correctly passing through the sample)
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12. Contrast the samples as follows: incubate with uranyl acetate for 30 min; wash in boiled 
distilled water for 2 min; incubate with lead citrate for 10 min, and wash again in boiled distilled 
water for 2 min
13. Assemble ultrathin sections on copper grids of 100/200 mesh and examine by TEM using a 
JEOL JEM-1010 transmission electron microscope (at 100 kV) (Peabody, MA, USA) equipped 
with a CCD Orius-Digital Montage Plug-in camera (Gatan Inc., Gatan, CA, USA) and Gatan 
Digital Micrograph software (Gatan Inc.)

aThe process can be stopped for a certain period
bIt can stay overnight

2  Confocal Microscopy

The optical imaging technique based on confocal microscopy, also known as confo-
cal laser scanning microscopy, aims to increase both contrast and optical resolution 
of a given sample micrograph using a spatial pinhole that blocks out-of-focus light 
during the formation of images (Matsumoto 2003). Unlike conventional micros-
copy, where the light passes through the sample, as far as it can penetrate, in confo-
cal microscopy a beam of light is focused at one narrow depth level at a time. This 
technique, achieving a controlled and highly limited depth of focus, allows the 
reconstruction of 3D structures, of both biological and non-biological samples, 
through the acquisition at different depths of multiple two-dimensional images that 
are successively elaborated by a software (Matsumoto 2003). The ability to recreate 
three-dimensional images of microscopic samples allowed its diffusion in several 
research fields such as material science, semiconductor inspection and life science 
(Bruchez et al. 1998; Cardinale 2014; He et al. 2015; Fuchs et al. 2015; Bertani 
et al. 2017; Ben-Tov et al. 2018).

Concerning life science, confocal microscopy has revolutionized our knowledge 
about cells. It has became a pivotal tool for imaging both cell function and structure 
as well as the complexities of the morphology and dynamics of single cells and 
entire tissues (Amin et al. 2017). Moreover, since confocal microscope optically 
sections the specimen in a relatively non-invasive manner, it can be used to observe 
fixed as well as living samples increasing the potential of this technique in the 
understanding of several molecular and physiological dynamics (Araniti et al. 2017; 
Luo and Russinova 2017; Dinh et al. 2018).

In the past, the research through confocal microscopy was mainly focused on the 
study of cell structure and on the observation of spatial distribution of the organ-
elles, whereas nowadays scientists continuously try to push to its limits confocal 
technology. For example, Shargil et al. (2015) have been able to detect and localize 
the cucumber green mottle mosaic virus (CGMMV) in both vegetative and repro-
ductive tissues of cucumber and melon through in-situ hybridization technique. In 
particular, they observed that all tissues were infected by the virus, whereas the 
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pollen was virus-free, highlighting that virulence transmission was mainly due to 
vectors such as insect instead of gamic transmission.

Zhao et al. (2012), studying soils contaminated with zinc oxide and nanoparti-
cles demonstrated that both zinc oxide and nanoparticles penetrate root epidermis 
and cortex through the apoplastic way, whereas penetrate endodermis through the 
symplast. In addition, confocal microscopy technique has been largely used to study 
both plant nutrition and signaling in plants, and ion fluxes propagation could be fol-
lowed through both entire living cells and tissues (Larrieu et al. 2015; Tian et al. 
2016). For example, recent studies demonstrated that plants are able to quickly acti-
vate a signaling system based on Ca2+ waves that propagate in plant through the 
cortex and endodermal cell layers. In particular, it has been observed that Ca2+ 
movement depends on the vacuolar ion channel TPC1 and this Ca2+/TCP1 system, 
eliciting specific responses in target organs, could contribute to increased stress- 
tolerance by whole plant (Choi et al. 2014).

Nowadays, there are available on the market probes for any kind of research 
activity, and this technological development has opened a new world to scientists 
interested in the dynamic complexities of cells and tissues (Wiederschain 2011). For 
example, the fluorescent labeled actin is a probe largely used to investigate the 
structural dynamics of the cytoskeleton (Araniti et al. 2016; Vaškebová et al. 2017), 
whereas Mito-Traker, Er-Traker, Bodi-Py ceramide, Lyso-Traker and DAPI probes 
are used to stain cellular organelle such as mitochondria, endoplasmic reticulum, 
Golgi complex, lysosomes and nuclei, respectively (Wiederschain 2011; Zhou et al. 
2014; Chen and Zhang 2015; Chumak et al. 2015; Lee and Back 2017; Ibl et al. 
2018). Fluorophores for probing cell function and structure (from ion flux to cell 
viability and from organelles and membrane to whole cells), for detecting biomol-
ecules, for detecting and localizing oxidative stress, etc., are largely available and 
they have a contained cost considering the information they give (Wiederschain 
2011).

Nowadays, using a chimeric fluorescent protein as an endogenous probe, such as 
GFP (green fluorescent protein), YFP (yellow fluorescent protein), etc., labeled pro-
teins can be expressed within cells (specific tissues organelle and entire tissues) 
(Chalfie et al. 1994). Indicator molecules, which change their fluorescent character-
istics as they sense changes in hormones concentration, pH, ions concentration, 
membrane potential etc., have been introduced into model species (e.g. Arabidopsis 
thaliana) and their mutants allowing to optically monitor the physiological state and 
its changes of entire tissues, as well as of individual cells (D’Angelo et al. 2006; 
Monshausen et al. 2007; Liu et al. 2015; Liu and Müller 2017). For example, Araniti 
et al. (2017) used several PINs::GFP mutants to identify the mode of action of the 
natural compound farnesene, whereas Bruno et al. (2017) demonstrated that cad-
mium impacted growth of Arabidopsis primary root, altering auxin-cytokinin cross- 
talk and scarecrow expression. Those results highlight the potential of confocal 
microscopy, which is a robust and versatile technique with a variety of fields of 
application.

15 Confocal and Transmission Electron Microscopy for Plant Studies



262

Two confocal microscopy techniques used to evaluate Arabidopsis root anatomy 
and protein immune-localization will be described below.

2.1  mPS-PI Staining

The use of sections obtained by cutting embedded tissues into paraffin blocks or 
resin and mounted onto microscope slides is always been the method of choice for 
the observation and the study, in plants, of the organization of tissues and their cells 
(Fig. 15.2).

Thanks to the advent of confocal microscopy (CLSM, Confocal Laser Scanner 
Microscopy), it became possible to obtain optical sections of the tissues without 
having to resort to actual sectioning of the samples, which implies a substantial 
reduction of the workload and, consequently, of the experimental timing. Moreover, 
the CLSM allows collection of sequential images on z-axis thanks to the use of 
specific software, and the subsequent reconstruction 3D of the samples. 
Unfortunately, the use of confocal microscopy on fresh samples is limited to thin 
and semi-transparent organs, like roots of seedlings of Arabidopsis thaliana 
(Helariutta et al. 2000; Kurup et al. 2005; Laplaze et al. 2005; Stadler et al. 2005). 

Fig. 15.2 Confocal laser 
image of primary root tip 
in Arabidopsis thaliana 
seedling at 7 days after 
germination (DAG), 
stained by using mPS- 
staining protocol (Truernit 
et al. 2008). cl columella, c 
cortex, en endodermis, ep 
epidermis, M meristematic 
zone, pl cap peripheral 
layers, qc quiescent center, 
s stele, TZ transition zone. 
Scale bar 46 μm
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In fact, the presence in the aerial parts of plants of substances suitable to prevent the 
excessive penetration of light radiation, in addition to the presence of cell walls, 
cause spherical aberrations and dispersion of the luminous laser beam of the micro-
scope, preventing penetration through the sample. These factors compromise the 
quality of the final images, especially during the observation of deeper layers of 
tissues (from ≥50 to 100 μm) (Haseloff 2003; Moreno et al. 2006).

To obtain optimal results in the observation of deeper layers of tissues 
(0.3 × 0.3 × 0.5 μm) by using confocal microscopy, it is therefore advisable to resort 
to the use of clarifying agents with high refractive indexes on correctly fixed sam-
ples (Truernit et al. 2008). The mPS-PI (Pseudo-Schiff Propidium Iodide) staining 
technique, published by Truernit et al. (2008), allows obtaining, in relatively short 
times, high-resolution images at cellular level of Arabidopsis thaliana tissues, in all 
organs and in all developmental stages. The staining is based on aldehyde groups’ 
creation in cell walls carbohydrates of the samples following periodic acid treat-
ment. These aldehyde groups, later, react covalently with pseudo-Schiff reagents 
such as propidium iodide. The formation of these covalent bonds on the walls makes 
them highly fluorescent, allowing the analysis of tissues at the cellular level through 
confocal microscopy in a detailed manner (Truernit et al. 2008). This method can 
also be combined with gene expression studies using β-glucuronidase (GUS).

2.1.1  Materials

 – Distilled water;
 – Methanol (CH4O; CAS 67-56-1; FW 32.04);
 – Acetic acid (CH3COOH; CAS 64-19-7; FW 60.05);
 – Ethanol (C2H6O; CAS 64-17-5; FW 46.07);
 – Periodic Acid (HIO4; CAS 10450-60-9; FW 227.94);
 – Sodium metabisulphite (Na2S2O5; CAS 7681-57-4; FW 190.10);
 – Chloridric acid (HCl; CAS 7647-01-0; FW 36.46);
 – Propidium iodide (C27H34I2N4; CAS 25535-16-4; FW 668.39);
 – Chloral hydrate (C2H3Cl3O2; CAS 302-17-0; FW 165.40);
 – Sodium dodecyl sulfate (SDS) (NaC12H25SO4; CAS 151-21-3; FW 288.37);
 – Sodium hydroxide (NaOH; CAS 1310-73-2; FW 39.99);
 – Arabic gum (CAS 9000-01-5; FW).

2.1.2  Experimental Protocol

 1. Fix the samples in the fixative (50% methanol, 10% acetic acid in distilled 
water), making sure that they are completely covered, at 4 °C for at least 12 h.

The samples can thus be stored in the fixative up to a month.
 2. Transfer the tissue in 80% (v/v) ethanol and incubate at 80 °C from 1 to 5 min, 

depending on the type of tissue (example: 1 min for leaves, 5 min for flower 
stems).
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Ethanol treatment is important to increase the efficiency of staining in some 
organs. As far as root and root primordial staining is concerned, the step with 
ethanol can be omitted, while in ovules and seeds staining this step is replaced 
by overnight treatment of the samples with 1% SDS and 0.2 N NaOH at room 
temperature (RT), followed by washing in water and incubation in 25% bleach 
solution (2.5% of Cl− active) from 1 to 5 min. Then, perform another washing 
in water and proceed with treatment with 1% periodic acid (w/v) (point 4).

 3. Transfer samples in fixative and incubate at RT for 1 h.
 4. Wash samples in distilled water and incubate in 1% periodic acid (w/v) at RT 

for 40 min.
 5. Wash samples in distilled water.
 6. Prepare Schiff’s reagent (100 mM sodium metabisulphite, 0.15 N HCl in dis-

tilled water), and freshly add the propidium iodide to the final concentration of 
100 μg mL−1. Incubate the samples with Schiff’s reagent at RT in the dark until 
the samples are visibly stained (around 2 h).

 7. Transfer samples on slides and cover them with chloral hydrate solution (4 g 
chloral hydrate, 1 mL glycerol and 2 mL water).

 8. Keep the slides overnight at RT in a closed container, to prevent them from dry-
ing out.

 9. Remove the excess of chloral hydrate solution and coat the samples with Hoyer 
solution (30 g Arabic gum, 200 g chloral hydrate, 20 g glycerol and 50 mL 
water).

 10. Cover the samples with the coverslip and allow them to stabilize for at least 
3 days before the observation with a confocal microscope (excitation wave-
length: 488 nm; reflection signal between 520 and 720 nm).

2.2  Whole Mount Immunolocalization in Plant

Despite the enormous progresses achieved in recent years in gene expression analy-
ses, which allow to define the expression patterns of entire pathways in short times 
within plant (the so-called high-throughput techniques), in some cases, the in-situ 
localization of proteins at the cellular and sub-cellular level is still today the most 
efficient method for the study of functions, mechanisms of action and possible inter-
actions between proteins and/or other cellular components.

Direct visualization by using recombinant DNA techniques with Green 
Fluorescent Protein (GFP) is one of the most used techniques for in situ localization 
of proteins, for its high reproducibility and the very short experimental times 
required for observation once obtained the specific construct for the proteins of 
interest; however, this approach in some cases does not accurately reflect the local-
ization of the wild type (non-recombinant) protein, since the molecular properties 
of the recombinant protein are altered by GFP presence. In these cases, if the spe-
cific antibody is available, it is possible to resort to the immunolocalization of 
endogenous proteins (Sauer et al. 2006).
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In literature, there are many immunolocalization methods suitable for plants, 
however these methods require a prior work of inclusion and dissection of the tis-
sues of interest, which makes them very laborious and unsuitable for a large number 
of samples, due to the large amount of time required to produce the necessary 
 sections. One of the quickest and best performing methods is the one published by 
Sauer et al. (2006), which uses whole mount samples. A slightly modified version 
of this protocol is proposed here. This technique was optimized for Arabidopsis 
thaliana (Fig. 15.3), but good results were also obtained using the roots of tobacco 
plants (Nicotiana tabacum) and tomatoes (Lycopersicon esculentum).

The protocol consists of five main steps: (1) Tissue fixation, (2) Tissue perme-
ation, (3) Incubation with the primary antibody, (4) Incubation with the secondary 
antibody, (5) Staining with DAPI (optional).

2.2.1  Materials

 – Distilled water
 – Potassium chloride (KCl; CAS 7447-40-7; FW 74.55)
 – Sodium chloride (NaCl; CAS 7647-14-5; FW 58.44)
 – Sodium phosphate dibasic dihydrate (Na2HPO4·2H2O; CAS 10028-24-7; FW 

177.99)
 – Potassium dihydrogen phosphate (KH2PO4; CAS 7778-77-0; FW 136.09)
 – 1.4-Piperazinediethanesulfonic acid (PIPES; C8H18N2O6S2; CAS 5625-37-6; FW 

302.37)
 – Ethylene glycol diacetate (EGTA; HOCH2CH2OH; CAS 107-21-1; FW 62.07)
 – Magnesium sulfate heptahydrate (MgSO4·7 H2O; CAS 7487-88-9; FW 120.37)
 – Potassium hydroxide (KOH; CAS 1310-58-3; FW 56.11)
 – Paraformaldehyde (HO(CH2O)nH; CAS 30525-89-4; FW 30.03 (monomer))
 – Triton X-100 (-Oct-C6H4-(OCH2CH2)xOH x=9-10; CAS 9002931)
 – Driselase (CAS 85186-71-6; EC number: 286-055-3)
 – IGEPAL CA-630 ((C2H4O)nC14H22O; CAS 9002-93-1)

Fig. 15.3 Immunolocalization of histone H3 dimethylation at lysine position 9 on nuclei of the 
primary root of Arabidopsis thaliana seedlings growth at 8 days after germination (DAG)
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 – Dimethyl sulfoxide (DMSO; (CH3)2SO; CAS 67-68-5; FW 78.13)
 – Bovine serum albumin (BSA; CAS 9048-46-8; EC number 232-936-2)
 – Primary antibody
 – Secondary antibody
 – Polyvinyl alcohol mounting medium with DABCO, antifading 

([-CH2CHOH-]n).

To detect proteins in hypocotyls. Cotyledons or young leaves:

 – Methanol (CH4O; CAS 67-56-1; FW 32.04);
 – Ethanol (C2H6O; CAS 64-17-5; FW 46.07);
 – Xylene (C8H10; CAS 1330-20-7; FW 106.16).

Optional:

 – 4′,6-Diamidino-2-phenylindole dihydrochloride (DAPI; C16H15N5 · 2HCl; CAS 
28718-90-3; FW 350.25).

2.2.2  Experimental Protocol

Prepare the phosphate-buffered saline (PBS) or the microtubule-stabilizing buffer 
(MTSB).

10X PBS: Weigh and add 2 g KCl, 80 g NaCl, 17.8 g Na2HPO4 · 2 H2O and 2.4 g 
KH2PO4 in one liter solution. After diluting 10X PBS with water to obtain 1X PBS, 
adjust pH to 7.4 with the addition of KOH.

1X MTSB: 15 g PIPES, 1.9 g EGTA, 1.32 g MgSO4 · 7 H2O, 5 g KOH in one liter 
solution. If necessary, adjust pH to 6.8–7.0 with KOH.

 1. Fix the samples in the fixative (4% paraformaldehyde, 0.1% Triton X-100 in 1X 
PBS). It is advisable to collect the ovules with the embryos in ice, since this 
operation takes a long time.

 2. Incubate the samples in a vacuum pump with desiccator for 1 h at RT. For coria-
ceous organs, such as hypocotyls, it is recommended to prolong the treatment 
in order to guarantee the penetration of the fixative into the tissues.

 3. Remove the fixative and perform two washes with 1X PBS for 5–10 min at RT.
 4. To detect proteins in root apexes, in lateral roots and in embryos, go directly to 

point 5.
To detect proteins in hypocotyls, cotyledons or young leaves:

 (a) Remove the 1X PBS and wash in methanol for 10 min at 37 °C. Repeat this 
wash if necessary until the chlorophyll is completely removed.

 (b) Remove the methanol and incubate the samples with a solution of 50% etha-
nol and 50% xylene for 10 min at 37 °C. Repeat this wash twice.
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 (c) Remove the ethanol and xylene solution and incubate the samples in xylene 
for 10 min at 37 °C. Repeat this wash twice.

 (d) Remove xylene and incubate samples with a 50% ethanol and 50% xylene 
solution for 10 min at RT. Repeat this wash once.

 (e) Remove the ethanol and xylene solution and incubate the samples in abso-
lute ethanol for 10 min at RT. Repeat this wash once.

 (f) Remove ethanol and incubate with 90% ethanol in 1X PBS for 5 min at RT.
 (g) Remove ethanol and incubate with 75% ethanol in 1X PBS for 5 min at RT.
 (h) Remove ethanol and incubate with 50% ethanol in 1X PBS for 5 min at RT.
 (i) Remove ethanol and incubate with 25% ethanol in 1X PBS for 5 min at RT.

 5. Remove the liquid and wash twice with distilled water for 5 min at RT.
 6. Incubate samples with 2% Driselase in 1X PBS at 37 °C for 30–60 min.
 7. Remove the Driselase and perform six washes with 1X PBS for 5–10 min at RT.
 8. Incubate the samples with 3% IGEPAL CA-630 and 10% DMSO in 1X PBS.
 9. Remove the IGEPAL CA-630 and DMSO solution and perform five to ten 

washes with 1X PBS for 5–10 min at RT.
 10. Incubate the samples with 3% BSA in 1X PBS for 60 min at RT.
 11. Remove the BSA solution and incubate the samples with the solution contain-

ing the primary antibody (2% BSA in 1X PBS, the concentration of primary 
antibody must be determined experimentally) for at least 4 h at 37 °C. Incubation 
with the primary antibody can be prolonged overnight at 4 °C.

 12. Remove the primary antibody and perform six washes with 1X PBS at RT.
 13. Remove the 1X PBS and incubate the samples with the secondary antibody 

(2% BSA in 1X PBS, the recommended secondary antibody concentration 
ranges from 1: 600 to 1: 2000, but concentration may need to be optimized) for 
at least 3 h at 37 °C.

 14. Remove the secondary antibody and perform six washes with 1X PBS at RT.
 15. Prepare the DAPI stock solution (1 mg mL−1 DAPI in 1X PBS) (optional).
 16. Prepare the DAPI solution (by diluting the DAPI stock solution in water at a 

concentration of 1: 1000) and incubate the samples for 30 min at RT (optional).
 17. Remove the DAPI solution and perform four washes with distilled water for 

10 min at RT (optional).
 18. Remove the water, mount the samples on the slides with a drop of antifade 

mounting medium and cover the samples with a coverslip.
 19. Observe samples under a confocal microscope or store slides at 4 °C in the dark 

to preserve fluorescence. Depending on the type of fluorophore used, the sam-
ples can be preserved from few days to weeks after staining.
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Chapter 16
Plant Programmed Cell Death (PCD):  
Using Cell Morphology as a Tool  
to Investigate Plant PCD

T. John Conway and Paul F. McCabe

1  Introduction

Programmed cell death (PCD) is a form of cellular suicide that serves to eliminate 
damaged or unwanted cells. In plants PCD operates from embryogenesis to the 
death of the whole plant and is an integral component of both plant defence and 
development.

Activation of a PCD process can lead to the death of a few cells or instead whole 
plants can senesce, die and transfer nutrients to the next generation. PCD in the 
flower offers an insight into the various roles and outcomes of specific PCD events. 
Following pollination, at the whole organ level, petals and sepals will undergo PCD 
with resources from these organs being diverted to the rest of the plant. In the case 
of pollen development, a small layer of tissue surrounding the developing pollen – 
known as the tapetum – undergoes PCD and deposits a coat of lipids (pollen kitt) on 
the maturing pollen surface. PCD in flowers also includes megaspore and antipodal 
cell degeneration, nucellular degeneration and pollen tube death during self- 
incompatibility (SI) (Rogers 2006). Further examples of PCD occur in seed matura-
tion and seed ripening. The timing and intensity of death is crucial as, for example, 
suboptimal tapetal PCD results in sterile pollen and a condition known as cytoplas-
mic male sterility (CMS) (Bohra et al. 2016).

Plants are sessile. Because of this they must be able to alter their metabolic pro-
cesses to an ever-changing environment. When plants experience stressful environ-
mental conditions such as drought, flooding, high UV light, salt, heavy metal or heat 
stress they can no longer continue normal metabolic processes and PCD is induced. 
As developmental cues can induce PCD in flowers; so environmental stimuli can 
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also result in activation of PCD. Cell death may occur in only a few cells, for exam-
ple following leaf damage, the cells surrounding the damaged area will die, thereby 
sealing the wound and preventing water loss and pathogen entry. Alternatively, PCD 
may lead to significant organ reconstruction such as aerenchyma formation. 
Aerenchyma is tissue composed of interconnected gas conducting spaces formed by 
collapse and PCD of cells within the cortex region of oxygen-starved roots or leaves. 
Aerenchyma formation is an important response of many crop species to waterlog-
ging which is a major problem in many parts of the world.

Plants do not possess an animal-like immune system. Instead, in response to 
pathogen attack, plants will initiate a hypersensitive response (HR), where cells sur-
rounding a site of infection undergo PCD, a process which functions to isolate the 
pathogen, starve it of resources and prevent the spread of the infection (Morel and 
Dangl 1997). Misregulation of the HR can lead to unnecessary excessive loss of 
tissue, or alternatively, fail to prevent the spread of disease.

These examples of PCD in plants highlight the central role PCD plays in plant 
development, defence and response to environmental conditions. While individual 
PCD events are often described as being either developmentally or environmentally 
activated it is most likely that all PCD events are driven by a combination of envi-
ronmental and developmental factors with each PCD event being influenced to a 
greater or lesser extent by either primary stimulation. So, while execution of PCD is 
genetically driven, the activation of the process is influenced by significant contri-
butions from environmental stimuli. An appreciation of the environmental factors 
that impact PCD regulation is therefore crucial to fully understanding the control of 
PCD in crops and plants. The aforementioned examples of PCD also illustrate how 
suboptimal PCD can detrimentally affect plant biology and significantly impact 
plant fitness – resulting in crop sterility, excessive biomass loss in environmentally 
challenging conditions, or a compromised HR defence. Given the essential role 
PCD plays in plant biology and the impact suboptimal PCD can have on yield and 
fitness it is understandable that research into the genetic and environmental aspects 
of the core regulation of PCD has increased over the years.

Technically, a crucial component of experimental research into genetic or envi-
ronmental components of PCD, is to be able to distinguish between living cells, 
cells which have undergone a PCD process, and cells which have died necrotically 
(unorganised rapid cell death). Many experimental protocols use hallmark charac-
teristics to identify PCD events (Kacprzyk et al. 2016). These hallmark characteris-
tics have often been informed by research into animal apoptosis and there are several 
hallmark characteristics common to both such as, nDNA fragmentation, chromatin 
condensation, mitochondrial membrane rupture, release of cytochrome c, contrac-
tion of the cytoplasm and elevation of signalling molecules such as reactive oxygen 
species and Ca2+ (Kacprzyk et al. 2011).

Studying the regulatory mechanisms of PCD in vivo can be difficult as often 
cells undergoing PCD are buried beneath living tissue or it is only possible to 
observe the cells post mortem. For many of the hallmark characteristics there is only 
a finite window of opportunity to detect their presence and even then, the presence 
of these markers is only enough to give a qualitative and not a quantitative measure 
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of PCD. To examine the subtle role environmental factors may have on altering 
PCD activation thresholds it is necessary to quantitatively assess rates and timing of 
PCD events. One way to do this is by scoring a hallmark morphology that is associ-
ated with PCD.

2  Using Morphology to Investigate Plant PCD

In our laboratory we use cellular morphology to quantify rates of plant PCD. When 
plant cells die they often undergo a marked condensation of the cytoplasm, which 
results in a visible gap between the plasma membrane and cell wall (Reape and 
McCabe 2008). Morphological retraction also has been shown to occur in animal 
cells and been shown to be an integral part of the PCD process and is in fact a driver 
of PCD (apoptosis) where volume decrease is regulated by ion flux. Our group has 
shown that in plants this morphology is the result of an active retraction of an intact 
membrane. Further evidence that this morphology is an active PCD process as dis-
tinct from a necrotic collapse of a ruptured membrane, is the requirement to have 
active ATP metabolism to be initiated properly in order to drive the retraction pro-
cess (Kacprzyk et al. 2017). Examples of plant PCD events occurring with proto-
plast retraction include death induced by environmental or abiotic stress, pathogen 
attack or developmental PCD, such as suspensor elimination, leaf morphogenesis or 
PCD during the final stages of senescence.

This characteristic morphology marker was used to evaluate rates of activation of 
a programmed cell death pathway in carrot cells in response to stress and the absence 
of survival signals (McCabe et al. 1997). McCabe and colleagues used a key con-
cept of cell survival and initiation of PCD in response to stress – cells are constantly 
monitoring pro- and anti- PCD signals and when cells are stressed pro-PCD signals 
increase. It was found that at low stress levels cells acclimate to stress and remain 
alive; at moderate stress levels cells trigger a cell death programme (PCD) and, at 
higher stress levels still, cells are overwhelmed and death occurs without any activa-
tion of a death programme (necrosis). Figure 16.1 shows the PCD response curve of 
5  days old Arabidopsis thaliana seedling root hair cells when subjected to an 
increasing heat shock.

Figure 16.1 shows that as the temperature increases the percentage of each cell 
type changes. Above 44 °C cells begin to die. At 48 °C most cells are able to initiate 
a PCD programme. Beyond 52 °C cells are no longer capable of initiating a PCD 
programme. At exposure to higher temperatures cells begin to lose membrane integ-
rity, are no longer capable of ATP synthesis and are generally no longer capable of 
completing the necessary metabolic processes required for PCD initiation.

We have used this morphological trait to develop PCD assay protocols using cell 
cultures, seedling root hairs and fern gametophytes. In each system material can be 
prepared quickly and cheaply. Also in each system sufficient numbers of individual 
cells can be observed using light microscopy and easily categorised as being viable, 
having undergone PCD or necrotic by using simple staining techniques. These sys-
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tems can then be used to study environmental factors that influence, or induce, PCD 
by subjecting cells to specific environmental conditions and using morphology to 
quantify rates of cellular PCD.

2.1  Cell Cultures

Cell cultures are maintained on a 7-day cycle by adding 10 mL of culture to 100 mL 
of medium containing 30 g L−1 sucrose, 4.3 g L−1 Murashige and Skoog (M&S) 
basal salt mixture, 500 μL L−1 naphthaleneacetic acid, and 50 μL L−1 kinetin in 
distilled water, pH 5.8. Cultures are maintained at a constant temperature of 23 °C 
at 100 rpm. In our laboratory we typically use Arabidopsis thaliana cultures, but the 
system works equally well with any species which can be maintained as a cell 
culture.

2.2  Root Hair Assay

Root hairs are single cells, which extend out at right angles from the main root. Each 
seedling root contains numerous root hairs, which can be readily observed by light 
microscopy. In our laboratory we typically use Arabidopsis thaliana seedlings. 
Preparation of material begins with sterilisation of seeds with 20% (V/V) commer-
cial bleach (final concentration of NaOCL is 1%) followed by washing four times in 

Fig. 16.1 The effect on cell type numbers by increasing the exposure to heat shock. Five days old 
seedlings of Arabidopsis thaliana are exposed to a range of heat shocks from 42 to 60  °C for 
10 min. Root hairs are scored 24 h later. Root hairs that fluoresce under UV light and after staining 
with FDA are deemed to be viable. Non-fluorescing cells are examined for morphology and those 
with contracted cytoplasm are scored as having undergone PCD. Those with no fluorescence and 
no retraction are scored as necrotic
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sterile distilled water (SDW). After sterilisation seeds are plated on ½ strength M&S 
(basal salts, 2.15 g L−1) medium, 1% sucrose and 1.5% agar in 9 cm petri dishes and 
stratified at 4 °C in the dark for 24 h before being placed vertically at 22 °C, 16 h 
light, 8 h dark. Five-day old seedlings are suitable for experiments.

Again, as with the cell culture system, the root hair protocol can be utilised with 
a wide range of species, which satisfy a few necessary criteria. Synchronised germi-
nation is required, there needs to be a suitable number of root hairs, too few and the 
number of seedlings needed becomes very large and too many and it becomes 
impossible to discriminate individual root hair cells (Hogg et al. 2011).

2.3  Fern Gametophyte

In order to expand our research to include non-spermatophyte species we have 
assessed a range of tissue types from lower plant species for their suitability to 
facilitate large scale scoring of PCD in whole plants. An important criterion for their 
suitability being that a large number of visible cells exhibits PCD morphology when 
subjected to a known inducer of PCD. The thallus of fern gametophytes was found 
to be ideal. Fern gametophytes are planar single cell thick prothalli, which can be 
propagated easily in liquid cultures. Hundreds of suitable gametophytes can be 
acquired within 14 days after simple propagation in liquid media. As with the root 
hair system the first step is spore sterilisation in 20% commercial bleach, washed 
four times in SDW then placed in ½ strength M&S media (without sucrose), pH 6.0. 
Cultures are maintained at a constant temperature of 23 °C at 100 rpm.

In each of the systems described (cell culture, root hairs, fern gametophyte) an 
identical methodology is used to analyse the percentage of cell that are viable, have 
undergone PCD, or have died necrotically, after exposure to a treatment. Viable 
cells will fluoresce when stained with FDA and viewed under UV light. Cells which 
do not fluoresce are examined for PCD morphology. Cells exhibiting the morphol-
ogy are deemed to have undergone PCD and cells which lack both the morphology 
and fluorescence are categorised as necrotic.

Figure 16.2 shows an example of a viable, PCD and necrotic cell from each of 
the three systems described.

After observation and categorisation of the cells a simple statistical analysis can 
be carried out where each cell type is expressed as a percentage of the total. In each 
system a sufficient number of replications is required depending on the variability 
of results obtained in pilot studies. Typically, we score three seedlings for each root 
hair experiment with each seedling having more than one hundred root hair cells 
scored. Three replicate experiments are run to ensure consistency of results. For cell 
cultures we count a minimum one hundred cells from each of three Erlenmeyer 
flasks, and for fern gametophytes we examine three gametophytes in each experi-
ment and run three replicates to ensure consistency.
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3  Work Flow

Using morphology as a tool to investigate PCD constitutes a rapid and adaptable 
way to quantify and therefore investigate PCD in plants. Figure 16.3 describes a 
workflow for a typical experiment. The first step is plant material preparation. In 
each of the systems described enough suitable material can be obtained cheaply and 
quickly. The next step, frequently involves incubating the plant material in known 
or putative inhibitors or regulators of PCD. For example, we have previously exam-
ined the role played in PCD regulation by the signalling molecules ROS and Ca2+ 
and used antioxidants and calcium channel blockers to investigate the operation of 
these signalling pathways. The penultimate step is to expose the cells to a stress and 
finally record the percentage of cells of each category, viable, PCD and necrotic. 
Analysis of the data then allows us to infer the contribution either growth condi-
tions, or incubation in chemicals, has made to the PCD sensitivity thresholds.

Fig. 16.2 Induction of PCD morphology and necrosis in Arabidopsis thaliana cells (D&G); A. 
thaliana root hairs (E&H); and fern gametophytes (F&I). PM plasma membrane. Scale bar 10 μm 
(a, b, d–h) and 50 μm (c, i)
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4  Examining the Impact Environmental Growth Conditions 
Have on PCD Sensitivity Thresholds

A significant advantage to using morphology to quantify rates of PCD is that this 
system lends itself to directly examining how environment can alter PCD sensitivity 
thresholds. Our group used PCD morphology in a cell culture system to explore the 
contribution chloroplasts and light play in regulating PCD. Doyle and colleagues 
(2010), used cell cultures to demonstrate that the rate of PCD induced by heat stress 
in dark grown cultures (without functioning chloroplasts) and light grown cultures 
(whose chloroplasts have been chemically retarded) was similar, in contrast to 
light grown cultures (with functional chloroplasts) which had reduced levels of 
PCD.  Antioxidant treatment of light grown cultures produced a PCD rate profile 
comparable to cultures with non-functioning chloroplasts suggesting that chloroplast 
generated ROS and exposure to light were active regulators in PCD regulation.

To further explore the impact environment plays on PCD sensitivity thresholds 
we have used the root hair system to compare induced PCD rates between seedlings 
grown in ambient (400 ppm) and super elevated (1900 ppm) CO2. We found a sig-
nificant difference between the rates of PCD observed in ambient and elevated 
grown seedlings when examined 24 h after a 10 min heat shock (Fig. 16.4). Seedlings 
which were not exposed to a heat shock showed no difference in rates of viable, 
PCD or necrotic cells.

The Arabidopsis thaliana seedlings were germinated in CONVIRON BDW40 
walk-in plant growth chambers. The seedlings were placed in magenta culture boxes 

Fig. 16.3 A simplification of the workflow for using morphology to investigate the core regulatory 
mechanisms involved in plant PCD. This workflow is simple, quick and flexible. Grow the required 
plant material, incubate in regulators of PCD, apply a stress and the use morphology to quantify 
the rate and timing of PCD events in individual cells
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fitted with air filters. Light conditions were set at 16 h light and 8 h dark. Light 
intensity rises from 300 to 600 μmol m−2 s−1 over 3 h when changing from dark to 
light and falls from 600 to 300 μmol m−2 s−1 over 3 h from light to dark. Temperature 
was set at 15 °C in the dark, rising to 21 °C in light. Relative humidity was 70%. 
CO2 concentration was 1900 ppm in the elevated chamber and 400 ppm in the 
ambient chamber.

A recurring observation in plant PCD studies is the contribution ROS play in the 
regulation of PCD and contemporary investigations into plant stresses at elevated 
CO2 have shown a consistent alteration in reactive oxygen species (ROS) homeosta-
sis (Xu et al. 2015). It is possible that changes in ROS homeostasis are responsible 
for the changes in PCD rates we observed in the above experiment. Given that the 
root hair assay is suitable for use with a variety of inducers of PCD and can be used 
with a range of other species, we feel it is ideally suited for use in further exploring 
the role changing atmospheric CO2 concentrations have on PCD.

5  Summary

 1. Plant PCD is a normal and necessary response to excessive abiotic or biotic 
stress. PCD also plays a ubiquitous and important role in plant developmental 
processes, from embryogenesis to the death of the whole plant.

 2. Environmental conditions affect regulation of PCD and suboptimal PCD nega-
tively impacts plant fitness and reduces crop yields.

 3. Cells undergoing PCD exhibit a distinctive morphology – condensation of the 
cytoplasm and retraction of the plasma membrane.

Fig. 16.4 Cell viability and PCD rates of ambient (400 ppm) and elevated grown (1900 ppm) 
Arabidopsis thaliana seedlings 24 h after a 10 min 46 °C heat shock (HS). Results shown are the 
average of three seedlings, where each seedling has in-excess of 100 root hairs scored. The error 
bars show standard error
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 4. This easily identifiable marker of PCD has been utilised to develop assay proto-
cols using cell cultures, seedling root hairs and fern gametophytes. These 
 protocols constitute a rapid and adaptable way to accurately assess rates of PCD 
in plants.

 5. These protocols offer a unique way to investigate how environmental factors 
affect PCD sensitivity thresholds. For example A. thaliana cell cultures have 
been used to investigate the role of light and chloroplasts in regulating PCD and 
A. thaliana seedlings have been used to show that atmospheric CO2 concentra-
tions alter PCD sensitivity thresholds.

 6. Plant research is increasingly concerned with how plants will respond to future 
climatic changes, not least the impact rising CO2 will have on plant biology. The 
protocols described here offer a unique way to examine how environment influ-
ences a central aspect of plant cell biology – namely the decision ‘to die or not 
to die’.
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Chapter 17
Visualization of Plant Microtubules

Elisa Graña

1  Introduction

Microtubules (MTs) are highly dynamic components of the cell cytoskeleton that 
are involved in many important processes such as cell division (chromosome move-
ment, formation of preprophase band, phragmoplast, cortical band before prepro-
phase, etc.), cellular transport (endocytosis, exocytosis, organelle movement: nuclei, 
chloroplasts, amyloplasts, etc.), and growth and differentiation (transport of cellu-
lose precursors to the cell wall to form cellulose microfibrils, transition from divi-
sion to expansion, stomata movement, etc.) (Marc 1997; Wasteneys 2004; Alberts 
2008; Nick 2008a; Celler et al. 2016).

Microtubules were first clearly described by Ledbetter and Porter in 1963, who 
also named them as microtubules. At that time, they were still trying to find out the 
best fixing method to preserve their experimental samples in TEM (transmission 
electron microscopy), by testing different combinations of fixatives. Ledbetter and 
Potter described MTs after examining cortex cells from Phleum pretense, Spirodela 
oligorrhiza and Juniperus chinensis in interphase. Microtubules were parallel to 
each other, clustered in small groups of 5–6 units and circumferentially arranged to 
the long axis of the cells, like ‘hoops around a barrel’. These authors observed also 
MTs as hollow cylinders in cross-sections. As well, MTs were also seen in dividing 
cells (specifically in telophase), although authors recognized that was much more 
difficult to find them in dividing cells. Ledbetter and Porter stated that ‘thin lines 
oriented normal to the cell plate representing the tubules, are apparent in the inter-
zone of the spindle’. Curiously, in that work they also inferred a possible relation 
between microtubules and cellulose microfibrils: ‘the tubules or sub-units of them 
act as primers for cellulose deposition’.
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Nowadays, we know that MTs are formed thanks to the binding of certain globu-
lar proteins, α- and β-tubulin, which associate to form heterodimers that form linear 
rows of tubulin dimmers named protofilaments. One single microtubule consists of 
the union of 13 of these protofilaments (Hyams and Lloyd 1994; Kwiatkowska 
2006; Donhauser et al. 2010). Its polymerization needs the presence of a chapero-
nin, which folds α- and β-tubulin (Gao et al. 1993). In addition to the structural 
proteins tubulins, MTs are accompanied by another kind of proteins, known as 
microtubule-associated proteins or MAPs, whose function is related to the organiza-
tion of MTs (Mao et al. 2005).

Microtubules are defined as semi-rigid and polarized structures, with a plus (+) 
or growing end, where polarization predominates over depolarization; and a minus 
(−) or depolymerizing end (Alberts 2008; Guo et al. 2009). Microtubules are con-
tinuously being assembled and disassembled, in a property that is called dynamic 
instability (Mitchison and Kirschner 1984). Generally, the rate of assembly and 
disassembly is balanced, but in case that polymerization stops, microtubule is disas-
sembled and it may disappear (Alberts 2008). It is specifically the dynamic nature 
of MTs the one responsible for their flexibility to reorganize themselves into diverse 
arrays, allowing changes in growth depending on different environmental or chemi-
cal signals (Chen et al. 2014). One of the most relevant MAPs is the motor protein 
kinesin, which joins MTs with the help of adenosine triphosphate (ATP). This joint 
allows kinesins to transport traffic vesicles, organelles and another proteins from 
minus to plus microtubule ends (Reddy 2001).

As MTs are direct or indirect targets of numerous signaling pathways, and also 
participate in signal transduction itself (Nick 2008b), their configuration is variable 
depending on the needs of the cell (Goddard et al. 1994). In fact, Yuan et al. (1994) 
described the microtubule dynamics like ‘an adaptation whereby sessile plants can 
continually and rapidly alter their direction of cell expansion in response to external 
and internal stimuli’.

Wasteneys (2004) postulates that one of MTs main roles is the modulation of 
signaling pathways that allow them to face environmental changes, being able to act 
as ‘sensors or transducers’ for inputs that regulate plant growth (Landrein and 
Hamant 2013; Nick 2013; Bhaskara et  al. 2016). Different signaling molecules 
could directly or indirectly bind to microtubules thanks to protein complexes, and 
could be freed to the cytoplasm and be activated once microtubules run into depoly-
merization (Wasteneys 2004). Different signal triggers described to induce cyto-
skeleton rearrangement are osmotic stress, cold, exposure to heavy metals, 
pathogens, hormones, gravity, light, or high molecular weight molecules such as 
PEG (Westeneys 2004; Wang et  al. 2011; Mei et  al. 2012; Chen et  al. 2014). 
Interestingly, many of these signals converge in auxin.

Wasteneys also described MTs to be ‘heavily congested places’: nucleotides, 
ions and specially proteins (MAPs and their regulatory elements, motor proteins), 
could use them as the central place from where assembly, coupling and stability is 
regulated and organized.

Assembly starts on the microtubules organizing centers, also known as MTOCs. 
The minus end is associated with the MTOC, and microtubule grows to the plus 
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direction. In animal cells, MTOCs are well identified as centrosomes, but in plants 
the assembly and organization sites have been under controversy, and it is thought 
that are located at the nuclear surface. As γ-tubulin predominates in the MTOCs 
from animal cells, many studies have focused on finding γ-tubulin clusters in plant 
cells, but no conclusive results were obtained (Goddard et al. 1994; Liu et al. 1994; 
Vaughn and Harper 1998).

The regulation of MTOCs involves assembling, dynamics, interactions with 
other cell elements, and association with motor and structural proteins (Marc 
1997). In this way, the MTs associated proteins, or MAPs, cooperate with the tubu-
lin dimmers assembly, join adjacent MTs or link MTs to other cellular structures 
(Marc 1997).

2  Typical Microtubule Arrangement

Cortical microtubules can be typically found arranged in three different conforma-
tions: transverse, oblique and longitudinal respect to the direction of cell growth. In 
interphase root tip cells, cortical MTs have been reported to be transverse (Collings 
and Wasteneys 2005), since transversal orientation is established early in the meri-
stematic cells (Panteris et al. 2013). This orientation is constant in the cortex, in the 
endodermis and also in the stele (Panteris et al. 2013).

Microtubule reorientation starts when cells stop growing. MTs are found 
arranged in an oblique way, until they reach the longitudinal orientation, typical of 
elongation zone. Suppression of cell growth is traditionally related to longitudinal 
alignment (Panteris et al. 2013; Chen et al. 2014) (see Fig. 17.1).

3  Why Study Microtubules?

Studying these cytoskeleton components is not only useful for understanding the 
mechanisms of cellular organization, but for understanding the response of cells to 
different stimuli that are known to change the microtubule array configuration. The 
knowledge of the microtubule dynamics opens the door to novel technical applica-
tions. For example, some studies have been focused to improve the quality of wood 
and its products, based on the role of MTs in orientation and organization of cellu-
lose microfibrils during the formation of the secondary cell wall, determining the 
mechanical properties of the wood (Funada 2008). On the other hand, several com-
pounds have been described as typical antimicrotubule drugs: oryzalin, trifularin, 
colchicines, paclitaxel (better known as taxol), etc. Their antimicrotubule effects 
can be included in two groups: mitotic disrupters and microtubule assembly 
inhibitors. Both have been further studied due to their huge practical use. Besides 
being used as anticancer o anthelmintics agents (Jordan et  al. 1998), these 
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compounds are source, for example, of potential herbicides, also known as anticy-
toskeletal herbicides.

One of the most studied microtubule assembly inhibitors is colchicine. This drug 
inhibits the assembly of new tubulin dimmers by blocking the union to the microtu-
bule cap, preventing their polymerization by joining and blocking the binding sites 
of tubulin (Dayan et al. 2010; Oliva et al. 2002). Consequently, colchicine induces 
loss of MTs during cell division, leading to mitotic aberrations like blocked meta-
phases or polymorphic nuclei (Bartels and Hilton 1973; Vaughn et al. 1987).

Compounds with similar activities are podophyllotoxin (which inhibits the 
microtubule assembly, resulting in mitotic arrest at prometaphase, thereby decreas-
ing the number of cells entering mitosis) (Vaughn and Vaughan 1988); dithiopyr (its 
target are the MAP proteins, avoiding the stabilization of the MTs involved in cell 
division) (Senseman 2007); or trifluralin (both dithiopyr and trifluralin cause irregu-
larly formed nuclei, branched and undulating phragmoplast and incomplete and 
reticulate cell walls) (Lehnen and Vaughn 1991). Mitotic disrupters cause easily 
identifiable effects on plants. The most typical macroscopic effect is the ‘club root’ 
morphology, which is due to isodiametric cell growth in the elongation zone 
(Vaughn 2006). As result, roots appear massively thickened and distorted, accompa-
nied by a decrease in hair root density. Besides, plant growth is generally retarded.

Among the microscopic effects, the most representative are branched and abnor-
mally oriented cell plates, which do not divide the daughter cytoplasms in a proper 
way. Abnormalities in the movement of chromosomes have also been observed. 

A. M.

B. M.

T. Z.

E. Z.

D. Z.

Fig. 17.1 Typical 
microtubule arrangement, 
depending on different root 
zones (A.M. apical 
meristem, B.M. basal 
meristems, T.Z. transition 
zone, E.Z. elongation zone, 
D.Z. differentiation zone)
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As result, it is possible to find multiple nuclei or small nuclear fragments, since the 
new nuclear envelopes are reformed around disoriented chromosomes (Vaughn 
2006). This effect is due to an irregular organization of the spindle microtubules, 
appearing in clusters radiating from the same center. As consequence, abnormal 
anaphases are formed, known as ‘star anaphases’ (Lehnen et al. 1990).

Well-known mitotic disrupters are artemisin (Dayan et  al. 1999), terbutol 
(Lehnen et  al. 1990), or oryzalin, which induces the loss of cortical and spindle 
microtubules, causing mitotic aberrations as lobed nuclei and multinuclei cells 
(Bartels and Hilton 1973). It has been observed that oryzalin binds the tubulin 
dimer, co-polymerizing with free tubulin and decreasing the microtubule assembly. 
As well, left-handed helical growth in Arabidopsis thaliana oryzalin-treated seed-
lings has been also described (Nakamura et al. 2004).

In this chapter two different protocols to visualize plant MTs, one by immunos-
taining (using fluorescence or confocal microscopy) and other by transmission elec-
tron microscopy (TEM), are in detail described.

4  Immunostaining of Plant Microtubules

This method is carried out in two consecutive days and is based on plant tissue fixa-
tion, cell wall digestion and immunolocalization with specific antibodies. It has 
been specifically developed to observe cortical microtubules from Arabidopsis 
thaliana radicles, and it is based on the protocol of Holzinger and collaborators 
(2009), with some modifications. The steps to follow are detailed below, and are 
also summarized in Fig.  17.2. Examples of microtubule immunolabeling can be 
seen on Fig. 17.3.

Day 1

 1. Roots from Arabidopsis thaliana seedlings are fixed for 45 min at room tem-
perature in freshly prepared buffer containing 0.5% glutaraldehyde and 1.5% 
formaldehyde prepared in microtubule-stabilizing buffer or MSB (50  mM 
PIPES, 2 mM EGTA, 2 nM MnSO4, pH 7.2) with 0.1% Triton X-100.

 2. Wash samples in MSB buffer with 0.1% Triton X-100, for 20 min.
 3. Wash samples again in MSB buffer until no foaming.
 4. Chop the plant material with a razor blade to approximately 3 mm length.
 5. Digest the cell walls to allow the entry of the antibodies in the cytoplasm, with 

MSB containing 1% cellulase and 1% pectolyase Y-23, pH 5.5. Digest at room 
temperature for 30 min.

 6. Rinse in MSB, pH 7.2.
 7. Permeabilize the root samples in methanol at −20 °C for 10 min.
 8. Rehydrate samples by washes with PBS buffer, pH 7.4.
 9. Incubate with 1 mg mL−1 Na2B4O7 in PBS buffer for 20 min. The goal of this 

step is to reduce aldehyde-induced autofluorescence: Na2B4O7 blocks free alde-
hyde groups.
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DAY 1

Wash in MSB buffer

Chopping

Wash in MSB buffer with Triton
X-100, for 20 min

Fix samples with glutaraldehyde
and formaldehyde in MSB with

Triton X-100 for 45 min

Wash in MSB buffer

Digest with cellulase and pectoly
ase in MSB buffer for 30 min

Incubate in methanol at - 20ºC for
10 min

Wash with PBS

Incubate with BSA and glycine in
PBS buffer for 20 min

Wash with PBS

Incubate overnight with the
primary antibody at 4ºC

DAY 2

Seal the slides with nail polish

Incubate with the secondary
antibody at 37ºC for 3h

Mount samples in Citifluor

Rinse three times with PBS
buffer

Fig. 17.2 Summarized scheme of microtubule immunolabeling procedure
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 10. Wash plant material in PBS buffer.
 11. Incubate with 1% BSA (bovine serum albumin) and 50 mM glycine in PBS 

buffer for 20 min.
 12. Wash in PBS buffer.
 13. Incubate overnight with the primary antibody (Sigma B512 anti-α tubulin; 

1:1000 prepared in PBS buffer).

Fig. 17.3 Immunofluorescence of plant microtubules under fluorescence (a, b) or confocal 
microscopy (c–e; Z-stack images). Images (a, d) show obliquely oriented microtubules at transi-
tion zone. Images (b, c) show single cells with microtubules oriented 90° respect to the cell elonga-
tion plane. Image (e) shows erratically organized microtubules after farnesene treatment, a 
sesquiterpene known to cause microtubular alterations. (Araniti et al. 2016)
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Day 2

 14. Rinse three times with PBS buffer to remove properly the primary antibody. 
This prevents false positives.

 15. Incubate samples with the secondary antibody (Alexa 488-conjugated goat 
anti-mouse IgG; 1:200 in PBS buffer) at 37 °C for 3 h.

 16. Mount samples in Citifluor AF1 antifade agent to protect samples from the 
incident light, and seal covers to slides with nail polish.

 17. Generate excitation at 488 nm and collect emission at 515 nm.

4.1  Tricks and Recommendations

• MSB buffer, without Triton, can be prepared in advanced and stored at 4 °C (Step 
1).

• It is especially important that Step 1 is carried out at room temperature (includ-
ing working buffers), since microtubules depolymerize in cold and nothing 
would be seen in the preparation.

• In order to facilitate samples management, steps 1–3 must be done in 2  mL 
eppendorfs; step 4  in 9  cm diameter Petri dishes; and steps 5–15  in six-well 
plates, using one well per step and treatment.

• Successive washing steps cause material loss in a very easy way. I strongly rec-
ommend collecting the chopped plant material using filters typical for cell and/
or nuclei isolation protocols (Steps 5–15, see Fig. 17.2).

• If the immunostaining fails, I recommend increasing the amount of cellulose, 
since antibodies cannot access into the cell when cellulose microfibrils are very 
tight.

5  Visualization of Microtubules by TEM

The visualization of MTs by Transmission Electron Microscopy (TEM) gives addi-
tional information about microtubule arrangement; such as distance between micro-
tubules, distance between microtubules and the cell wall, or number of microtubule 
clusters. Any variation of these parameters could be indicating abnormalities on 
microtubule organization due to plant stress (Araniti et al. 2016).

TEM visualization is especially useful for studying individual MTs, but also 
when other cellular structures need to also be visualized (Celler et al. 2016), which 
is specially interesting when the plant response to biotic and/or abiotic stress is 
being studied. So we will be able to see whether effects on MTs are also related to 
effects on cell wall disposition, presence of multi-nucleated cells, nuclei morphol-
ogy or tissue organization (Araniti et al. 2016). Moreover, the high resolution of this 
technique allows to have a static picture of microtubule arrangement but gives also 
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essential information about the presence of cross-linking proteins or about the 
 interaction of MTs with other cellular structures and endomembrane components in 
roots under stress conditions (Celler et al. 2016).

5.1  TEM Procedure

Microtubules visualization is conducted according to Holzinger et al. (2007) with 
approximately 25–50 root tips per sample. This protocol has been improved together 
with the members of the Central Research Services of the University of Vigo 
(CACTI).

1. Cut the tissue in 1–2 mm
  When working with thin root tips, cuts are done with a sharp blade on agar or a wax plate 

directly in the fixative to avoid further damages to the roots
2. Fix the tissue in 50 mM sodium cacodylate buffer (pH 7.0) containing 2.5% glutaraldehyde 
fixative at room temperature for 2 h
3. Wash 2 times (1 h each) with 50 mM cacodylate buffer (pH 7.0) at 4 °C
4. Immerse samples in 50 mM sodium cacodylate buffer (pH 7.0) with 1% osmium tetroxide at 
4 °C for 12 h
5. Wash 2 times (1 h each) with 50 mM cacodylate buffer (pH 7.0) at 4 °C
6. Perform sample dehydration in increasing ethanol dilutions (at 4 °C): 10%, 20%, 40%, 60%a, 
80%, 90%, 95%, 100%, each for 20 min, except the last one for 40 min; and lately in propylene 
oxide (2 × 15 min)
7. Infiltrate the sample in Spurr’s resin at 4 °C as follows:
  Spurr: propylene oxide (1:3 v/v) (3 × 2 h)
  Spurr: propylene oxide (1:1 v/v) (3 × 2 h)a

  Spurr: propylene oxide (3:1 v/v) (2 × 2 h plus 1 × 3 h)
8. Embed the sample in 100% Spurr’s resin for 2 × 3 h and left it overnight at room temperature
9. Embed the sample again in 100% resin (2 × 3 h)
10. Place the sample in molds with pure resin to allow polymerization at 60 °C for 2–3 days
11. Prepare semithin sections (0.7 μm) for light microscopy and ultrathin sections (50–70 nm) 
for electron microscopy
12. Contrast the sections as follows:
  Uranyl acetate for 30 min
  Wash with Milli-Q water for 2 min
  Lead citrate for 12 min
  Wash with Milli-Q water for 2 min
13. Assemble ultrathin sections on copper grids of 100/200 mesh and examine by TEM using a 
JEOL JEM-1010 transmission electron microscope (at 100 kV) (Peabody, MA, USA) equipped 
with a CCD Orius-Digital Montage Plug-in camera (Gatan Inc., Gatan, CA, USA) and Gatan 
Digital Micrograph software (Gatan Inc.)

aIt can stay overnight
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In so prepared ultra-thin sections, microtubules can be seen by TEM as small 
circles, aligned close to the cell wall in transversal sections (Fig. 17.4a) or as straight 
sticks in longitudinal sections (Fig. 17.4b).

Acknowledgments The implementation of these techniques was possible thanks to the invalu-
able assistance of Inés Pazos and Jesús Méndez from the Central Research Services (CACTI) of 
the University of Vigo.

Fig. 17.4 Images show 
microtubules in (a) 
transversal section; and (b) 
longitudinal section. 
Arrows indicate 
microtubule localization
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Chapter 18
Multiprobe In-Situ Hybridization  
to Whole Mount Arabidopsis Seedlings

Leonardo Bruno, Fabrizio Araniti, and Olimpia Gagliardi

1  Introduction

In the multicellular organisms to know the temporal and spatial expression of genes 
gives specific information about the putative sites of activity of the corresponding 
proteins and also their function related to processes of growth and development as 
well as in response to biotic and abiotic stress conditions (Bruno et al. 2011). In-situ 
RNA-RNA hybridization (ISH) is a powerful technique that enables the localization 
of gene transcripts at the cellular level by using labeled probes complementary to 
nucleic acid of interest, followed by probe specific detection. Original methods for 
ISH have been developed in the 1980s (Harrison et al. 1974). Since that time, the 
methodologies associated with it have undergone a continuous evolution (Harrison 
et al. 1974).

The ISH technique is complementary to Northern blotting and RT-PCR (reverse 
transcriptase-polymerase chain reaction) where the RNA extraction procedure 
invariably results in the loss of spatial information (Bruno et  al. 2011). It also 
complements DNA microarrays, a genome-wide expression profiling technique at 
seedling or organ level (Chuaqui et al. 2002; Wellmer et al. 2004). A resolution at 
the cellular level is possible when combined with cell sorting of fluorescent cells 
derived from transgenic reporter lines. However, it requires advanced equipment 
and is expensive (Birnbaum et al. 2005).

In addition to ISH, the analysis of promoter-reporter gene fusions is one of the 
most widely used techniques to investigate the spatial and temporal regulation of 
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gene expression as well as the protein subcellular localization (Taylor 1997). The 
promoter of the gene of interest is fused to the coding sequence of a reporter gene 
such as β-Glucuronidase (GUS), Green Fluorescent Protein (GFP) or Luciferase 
(LUC). The expression of the reporter gene in transgenic lines measures the pro-
moter activity of the gene of interest. However, promoter activity does not necessar-
ily correspond to the in  vivo expression of the investigated gene (Taylor 1997). 
Regulatory elements, that are usually located in the promoter and are responsible 
for cell-specificity or inducibility, sometimes are located in introns or coding parts 
of the gene. A well-known example is the AGAMOUS (AG) gene in Arabidopsis 
thaliana with regulatory elements in its large second intron (Mizukami et al. 1996), 
3′ regions, which are rarely included in promoter reporter constructs can also con-
tribute to the control of gene expression. For example, GL1 contains a transcrip-
tional enhancer in its 3′ noncoding region that is required, together with promoter 
sequences from the 5′ region, for the normal GL1 expression (Larkin et al. 1993).

Limitations to the use of reporter genes are the long half-live of their products. 
As a consequence, these cannot monitor rapid changes in the transcription, and dif-
fusion of reporter gene products to neighboring cells resulting in artifacts (Drews 
et al. 1992). Finally, reporter gene analysis requires the construction of transgenic 
plants, which is time–consuming, expensive and demanding specific expertise.

An alternative way to determine the expression of genes is to look at the localiza-
tion of the corresponding protein using specific antibodies (Christine and Bernard 
2008). The main disadvantage of this method is that, for each protein, a specific 
antibody has to be generated and the conditions for immunohistochemistry have to 
be defined each time (fixation, dilution, detergents, washes). This is a slow process 
and therefore cannot be done for many probes at the same time.

Multi-probe whole mount mRNA in situ hybridization allows one to quickly and 
simultaneously define the expression of several genes at high resolution. For exam-
ple, in Arabidopsis thaliana we employed this methodology to locate simultane-
ously three different genes involved in different physiological functions and/or 
processes (Bruno et al. 2011).

MISH as well as ISH are largely used not only in developmental studies but also 
in eco-physiological approaches. For example, Kim et  al. (2008), using in-situ 
hybridization method observed that in Arabidopsis thaliana, the GRP7protein regu-
late stomata opening and closing in response to abiotic stresses. Lefebvre et  al. 
(2006) used this methodology to study the involvement of NCED6 and NCED9 
genes in ABA biosynthesis during seed development, whereas Giannino et  al. 
(2004) demonstrated by using in-situ hybridization that the genes encoding for 
geranylgeranyl reductase locally increase both in cells mechanically wounded and 
naturally injured by the pathogenic fungus Taphrina deformans. Finally, Bruno 
et al. (2009) observed a local increase of transcript of geranylgeranyl reductase in 
specific cell domains in fruits of olive severely damaged by the insect Bactroceraoleae.

In conclusion, this new versatility methodology confirms its usefulness in eco-
physiological studies.
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2  Materials

2.1  Reagents for MISH

• 10× Biotin (BIO) RNA labeling mix: Roche cat. N. 1 685 597
• 10× Digoxigenin (DIG) RNA labeling mix: Roche cat. N. 1277073
• 10× Fluorescein (FITC) RNA labeling mix: Roche cat. N. 1685619
• 10× PBS (see reagent set up) dilution to 1× PBS is needed
• 1× PBS plus 0.1% Tween-20
• 2-(N-morpholino) ethane sulfonic acid (MES)
• 20× saline-sodium citrate buffer (SSC) (see reagent set up)
• 4 M NH4Ac
• Plant Agar
• Agarose
• Alexa Fluor dyes 488 Donkey Anti-Mouse INVITROGEN
• Alexa Fluor dyes 555 Donkey Anti-Sheep INVITROGEN
• Alexa Fluor dyes 647 Donkey Anti-Rabbit INVITROGEN
• Boehring block reagent: Roche
• Bovine Serum Albumine (BSA) Roche
• Chloroform (CHCl3)
• Diethylprocarbonate (DEPC) water! CAUTION Carcinogenic; work in fume 

hood
• DNase I recombinant, RNase-free (Roche)
• DTT (Roche)
• Ethanol, 90%, 85%, 75% (v/v) in DEPC water, 50%, 25% (v/v) in 1× Phosphate 

Buffer solution (PBS) and 100% ethanol
• Fixative solution (see reagent set up)
• Glycerol ≥99% (Sigma-Aldrich)
• HCl (FW 36.461)
• Hybridization solution and supplemented hybridization solution (see reagent set 

up)
• KCl (FW 74.55)
• KH2PO4 (FW 136.09)
• Methanol
• Mouse anti-Biotin: (Roche)
• Murashige Skoog basal salt
• Myo-Inositol
• Na2HPO4 (FW 177.96)
• NaCl (FW 58.44)
• NaOH
• NH4Ac (FW 77.08)
• Paraformaldehyde
• Phenol
• Protector RNase Inhibitor (Roche)
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• Proteinase K, stock 25 mg mL−1 (Roche)
• Rabbit anti-fluorescein: (Molecular Probes)
• RNA marker
• RNase-free water (see reagent set up)
• Salmon sperm (Sigma)
• Sheep anti-digoxigenin (Roche)
• Sodium acetate solution (NaOAc) 3 M, pH (5.2)
• SP6 RNA Polymerase (+transcription buffer) (Roche)
• Sucrose
• Suitable restriction endonuclease enzyme and buffer
• T7 RNA Polymerase (+transcription buffer) (Roche)
• Tris (FW 121.14)
• tRNA, from backer’s yeast (20 mg mL−1; Roche)
• Tween-20
• Xylene

2.2  Reagents for TSA

The reagents used to perform TSA method are the same of MISH method, which are 
reported in the paragraph 2.1. But, in addition, specific extra reagents are required 
for making TSA, such as:

• 1% (v/v) H2O2

• HRP-goat anti-mouse IgG
• HRP-goat anti-rabbit IgG (anti-dig)
• Alexa 488-conjugated tyramide (INVITROGEN)
• Alexa 555-conjugated tyramide (INVITROGEN)
• Alexa Fluor dyes 647 Donkey ant-rabbit (INVITROGEN)
• Rabbit anti-denatured GFP antibody (gentle gift from professor Takeshi Kaneko)
• HRP-goat anti mouse

2.3  Equipment

• Standard plastic, laboratory glassware and instrumentation (eppendorf 1.5–2 mL, 
falcon 15–50 mL, beakers, cylinders, shaker, fine tweezers, petri dishes, han-
dleds, slides, etc.;

• Multi-well plates;
• Vacuum pump;
• Stereo microscope (e.g. Leica);
• DNA electrophoresis equipment (e.g. Biorad);
• Thermoblock (e.g. Eppendorf);
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• Autoclave;
• Thermocycler (e.g. Eppendorf), required temperatures 50–55 °C;
• NanoDropSpectrophotomer (e.g. Celbio ND-1000);
• Micropipette (e.g. Gilson or Eppendorf);
• Confocal Microscope laser scanning (e.g. Leica TCSP 8);

∆ CRITICAL STEP It is pivotal to choose the fluorophore of the secondary 
antibody only after considering the available excitation and emission spectra of 
your specific microscope.

! CAUTION Before starting the experiments, benches and all instruments should 
be cleaned with absolute ethanol (96%). In order to degrade RNases, laboratory 
glassware and metal tools should be autoclaved at 121 °C for 21 min or baked at 
180 °C for 2 h.

2.4  Reagent Setup

RNase-free water preparation: Add 1 mL L−1 DEPC in distilled water, shake the 
solution and incubate overnight under a fume hood. Autoclave properly to inactivate 
remaining DEPC.

! CAUTION DEPC should be handled under a fume hood since it is a carcino-
genic compound.

10× PBS preparation: 1.3  M NaCl, 70  mM Na2HPO4* 2H2O and 30  mM 
KH2PO4, pH to 7.4 with 1 M KCl.

PBT: 1XPBS plus 0.1% (v/v) Tween-20
Fixative solution: The fixative solution is prepared by solving paraformalde-

hyde (4% w/v) in PBS (1×).
Weight 4 g of paraformaldehyde and dissolve it in 100 mL of 1× PBS. The solu-

tion should be heated to 60–70 °C (use a glass beaker wrap up with aluminum foil) 
and stir continuously. Once reached the temperature, few drops of NaOH (1 N) 
should be added until the solution becomes clear. The solution should be cooled 
down before use.

∆ CRITICAL STEP Fixative solution must be freshly prepared or, alternatively, 
small aliquots should be prepared and stocked at −20 °C up to 3 months.

! CAUTION: The fixative solution should be prepared under a fume hood, since 
paraformaldehyde is extremely toxic.

20× SSC: 3 M NaCl, 300 mM sodium citrate, pH 7.0 with 1 M HCl. Other SSC 
dilutions needed 5×, 2× and 0.2×.

Hybridization solution: 50% (v/v) formamide in 5× SSC, 0.1% (v/v) Tween-20 
and 0.1 mg mL−1 Heparin.

Supplemented hybridization solution: Add 10 μg mL−1 Salmon sperm to the 
hybridization solution.

50% Glycerol (v/v): Glycerol solution is prepared combining 5 mL of 1× PBS 
with 5 mL of glycerol and well mixed.
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3  MISH Method

3.1  Seed Sterilization and Medium Preparation

Seed sterilization is a pivotal process that aims to both avoid contamination and 
synchronize germination. Seed sterilization could be carried out as previously 
described by Araniti et al. (2016, 2017).

Sterilize Arabidopsis thaliana L. (Heyn.) seeds, ecotype Columbia (Col-0), by 
incubation in EtOH (96%) for 2  min and successively in NaOCl: Triton X-100 
(1.75%: 0.01%) solution for 12 min (Triton X-100 should be used to improve mem-
brane permeability).

After sterilization, rinse Arabidopsis thaliana seeds three times × 5 min in steril-
ized distilled water and then vernalize them in 0.1% agar solution at 4 °C for 48 h 
in order to promote the synchronization of seed germination. Sown sterilized and 
vernalized seeds on petri plates (10 × 10) filled with 40 mL of agar medium (8 g L−1) 
containing Murashige–Skoog medium (Sigma–Aldrich) (4.4 g L−1), sucrose (10 g 
L−1), Myo-Inositol (0.1 g L−1) and MES (0.5 g L−1) Buffer, adjust the pH at 6.0 using 
KOH. Transfer the sown plates to a growth chamber settled with a temperature of 
21  °C, under 16  h (150  μmol m−2 s−1) light and 8  h dark and 60% relative 
humidity.

3.2  DNA Template Preparation

∆ CRITICAL STEP: From this step the use of RNase-free experimental tips, tubes 
and reagents is recommended.

 1. Linearize 10 μg of plasmid carrying a fragment of a gene specific cDNA with 
appropriate polymerase (a final volume 200 μL should be reached using DEPC 
water). Use an excess of enzyme/time (e.g. 5×, 4 h) and then check linearization 
on agarose gel.

∆ CRITICAL STEP: Plasmid should be completely cut since supercoiled DNA 
is a very efficient substrate for RNA polymerase and will generate high molecular 
weight RNA (mainly vector sequence). Do not use enzymes that leave a 3′ overhang 
since the RNA polymerase may drop onto and transcribe the bottom strand.

 2. Run a small portion of plasmid DNA (≈200 ng of DNA) on agarose gel to check 
the complete restriction digestion.

 3. Perform a phenol/chloroform extraction on the linearized plasmid. Resuspend 
the linearized plasmid in DEPC water (0.5 μg μL−1).

∆ CRITICAL STEP: During the experiment all the solutions must be prepared 
using RNase free/DEPC.
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 4. Precipitate DNA using 2× volume of absolute ethanol, 0.1× volume 3 M sodium 
acetate, pH 5.2.

 5. Keep DNA at −20 °C for at least 2 h (or −80 °C for 30 min), then centrifuge for 
25 min at 13,000 rpm in a microfuge.

 6. Wash the pellet with cold ethanol (70%), centrifuge for 15 min at 13,000 rpm in 
a microfuge, drain and air dry.

 7. Resuspend in 40 μL DEPC water.
 8. Check 5 μL of linearized plasmid DNA (pDNA) on 1% agarose gel. A single 

band should be visible. For accurate quantification and quality, 1.5 μL of linear-
ized pDNA should be controlled with a NanoDropSpectrophotomer ND-1000.

PAUSE POINT Linearized plasmid DNA can be stored at −80  °C for up to 
1 year.

3.3  Synthesizing Labeled RNA Probe/(It Could Be Done Also 
by PCR)

 9. The transcription reaction should be settled up on ice in an RNase-free tube 
(20 μL total volume) using the following ratio:

DNA (~2 μg template DNA) X μL
10× transcription buffer 2.0 μL
10× RNA labeling mix (DIG, BIO, FITC, or DNP) 2.0 μL
RNase inhibitor 1.0 μL
RNA polymerase (T7/SP6) 2.0 μL
DTT 10 mM 2.5 μL
DEPC water Y μL
Total volume 20 μL

 10. Incubate for 2 h at 37 °C.
 11. Run 2 μL on a 1% agarose gel with a RNA marker. (A single or double band 

should be visible).

∆ CRITICAL STEP Look at the gel after 15 min, since RNA degrades quickly 
(Before the use, in order to eliminate RNases, the RNA gel box should be washed 
with 0.2 M NaOH for a period >30 min).

 12. Add 75 μL of H2O, 1 μL tRNA (100 mg mL−1), 5u. of DNase I recombinant 
RNase-free, then incubate 10 min at 37 °C.

 13. Add equal volume of NH4Ac (4 M), two volumes of 96% ethanol and put at 
−20 °C for 2 h (or −20 °C overnight)

 14. Centrifuge for 30 min at 13,000 rpm at 4 °C.
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 15. Wash the pellet carefully with cold ethanol (70%) and then centrifuge for 
10 min at 13,000 rpm at 4 °C.

 16. Drain completely, air dry the pellet and then dissolve it in a 100 μL DEPC 
water.

PAUSE POINT Labeled probe should be stored at −20 °C; stock probe in ali-
quots and avoid re-freezing and thawing.

3.4  Plant Material Fixation and Dehydration

 17. Cut the tissue (root and apical organs) into small pieces with a razor blade and 
put it in a 15 ml falcon containing the fixative solution. To improve the infiltra-
tion of fixative, fix under vacuum until the tissues precipitate at the bottom of 
the tube (~20 min).

∆ CRITICAL STEP The dissected material must be fixed immediately since 
RNA degrades quickly. Prepare and use paraformaldehyde in a fume hood.

 18. Transfer the tissue sample to plastic tubes or glass vials containing fresh fixa-
tive. Cap the vial, tape it on its side to an orbital platform shaker, and shake it 
gently, at 60–80 rpm, for 1 h at 4 °C.

 19. Remove the fixative, and add the methanol 2 × 5  min shaking at 4  °C and 
3 × 5 min in 96% ethanol.

 20. Store in 96% ethanol overnight at −20 °C (if it is necessary seedlings can be 
stored for several days at −20 °C).

3.5  Sample Treatment and Hybridization

∆ CRITICAL STEP All steps, except the hybridization, are performed with a gen-
tle shaking.

 21. Incubate the samples in a 1:1 mixture of ethanol and xylene for 30 min;
 22. Wash twice in ethanol for 5 min;
 23. Hydrate the samples using a 75% ethanol solution (v/v in water × 10 min). 

Successively, remove the solution and replace it with a 50% (v/v 1× PBS × 
10 min) ethanol solution. Finally, remove the 50% ethanol solution and replace 
it with a 25% ethanol solution (v/v in 1× PBS × 10 min).

 24. Refix samples in fixative solution for 20 min at room temperature (RT).
 25. Wash twice in PBT for 10 min.
 26. Digest with proteinase K buffer (use a final concentration 125 μg mL−1 in water) 

for 15 min.
 27. Stop the digestion by incubating the samples for 5 min in 1× PBS plus 0.2% 

glycine.
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 28. Wash twice in PBT for 10 min.
 29. Refix material in fixative solution for 20 min at RT.
 30. Wash twice in PBT for 10 min.
 31. Wash in hybridization solution for 10 min.
 32. Pre-hybridize the samples in hybridization solution for 1 h at 50 °C.
 33. Hybridize overnight at 50–55 °C in supplemented hybridization solution (sup-

plemented with Herring sperm DNA). The hybridization solution contains 
20–100 ng of denatured probe/ml (denaturation is carried out in a PCR machine 
at 80 °C for 2 min and quickly cooled for 2 min before use).

∆ CRITICAL STEP Concentration of probe requires certain optimization.

3.6  Post-hybridization and Fluorescent Detection

 34. Wash samples three times (10 min, 60 min and 20 min) in 50% (v/v) formamide, 
2× SSC and 0.1% (v/v) Tween-20 at 50–55 °C (depending on the probe).

 35. Wash samples for 20 min in 2× SSC, 0.1% (v/v) Tween-20 at 50–55 °C (depend-
ing on the probe).

 36. Wash samples twice for 20 min in 0.2× SSC, 0.1% (v/v) Tween-20 at 50–55 °C 
(depending on the probe).

 37. Wash samples three times for 10 min in PBT at RT.
 38. Wash the samples one time for 30 min in PBT plus 1% BSA.

∆ CRITICAL STEP At this step, choose which primary and secondary detec-
tion reagents are required to detect the probes. Incubate the samples with a mixture 
of primary antibodies selected (anti-digoxigenin sheep, Roche, anti-biotin mouse, 
Roche); diluted (1:100) in (PBT + BSA), for 2 h at RT under gentle shaking.

 39. Wash three times for 10 min in PBT.
 40. Wash for 30 min in PBT plus BSA.
 41. Incubate with a mixture of secondary antibodies (Alexa Fluor 555 dye Donkey 

Anti-Sheep, Invitrogen, Alexa Fluor 488 dye Donkey Anti-Mouse, Invitrogen) 
diluted (1: 100) in PBT plus BSA kept in the dark overnight at RT.

∆ CRITICAL STEP Protect the multi-well plate from light during this 
incubation.

3.7  Washing and Fluorescent Detection

 42. Wash twice for 15 min in PBT under gentle shaking.

∆ CRITICAL STEP protects the multi-well plate from light.

 43. Mount tissues in 50% (v/v) glycerol on a microscope slide for viewing.
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∆ CRITICAL STEP this medium will not protect against photobleaching, but 
performs well for most experiments.

4  TSA-MISH Method

The TSA method is an improvement of the MISH method, which allows not only to 
detect low expressed genes but also to detect in the same sample genes with differ-
ent expression level (Fig. 18.1). In order to detect both the transcript (mRNA) and 
the translations products (proteins), was refined a new method, TSA-MISH, which 
could be very useful to analyze the whole regulation of gene expression as well as 
to analyze transcript accumulation in specific GFP-transgenic backgrounds. In the 
Diagram of work (Fig. 18.2) is combined both MISH and TSA-MISH method, in 

Fig. 18.1 Multiprobe in situ hybridization. Images were acquired using a SP8 confocal micro-
scope (Leica, www.leica microsystems.com) with a 40 oil immersion objective: red, ELO3 digoxi-
genin riboprobe, sheep anti-digoxigenin and AF555 donkey anti-sheep; blue, HUB1 FITC 
riboprobe, rabbit anti-fluorescein isothiocyanate and AF647 chicken anti-rabbit; pink, merged 
HUB1 and ELO3 expression. Scale bar = 35 μm

L. Bruno et al.
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which for TSA-MISH method is necessary repeating the following steps: H2O2 
treatment to inactivate the peroxidases treatment with the anti-antibody specific for 
the probe F-TSA (Tyramide associated to a fluorofor (F-TYR) peroxidase reaction. 
To realize the TSA-MISH method follow the previous protocol till step 37 and then 
the successive steps.

4.1  Post-hybridization Washes

 1. Incubate in 0.2 × SSC with 1 mL 1% (v/v) H2O2 for 60 min at RT to inactivate the 
peroxidase activity relative to detection of the first ribo-probe.

 2. Remove H2O2 and wash samples two times for 30  min in PBS, 0.1% (v/v) 
Tween- 20 at RT.

Fig. 18.2 Diagram of work in which is combined both MISH and TSA-MISH method. The steps 
for both techniques are distributed in days differently colored. In the boxes the red asterisk indi-
cates highlight relevant points for the development of TSA-MISH procedure respect to 
MISH. Approximate times required for each step are indicated at the side of every single box. Day 
1 is primarily dedicated to steps common to standard MISH. Days 2 and 3 are dedicated to endog-
enous peroxidase inactivation and detection of the first anti-hapten. Subsequent, a couple of days 
are dedicated to the detection of other anti-hapten. (This scheme is a reworking of the Workflow 
present in Bruno et al. 2015)
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 3. Preincubate samples in PBS, 0.1% (v/v) Tween-20 with 1% (w/v) BSA for 
30 min at RT.

 4. Incubate sample with a selected primary antibody (Mouse anti-biotin) diluted 
(1:500) in PBT+BSA and anti-gfp (final concentration 100 ng mL−1) diluted in 
PBT+BSA

 5. Incubate samples ON in the above solution in the dark 4  °C under gentle 
shaking.

4.2  Washing and Fluorescent Detection

 6. Wash samples four times for 20 min in PBS, 0.1% (v/v) Tween-20 at RT.
 7. Wash samples in PBS, 0.1% (v/v) Tween-20 with 1% (w/v) BSA for 30 min at 

RT.
 8. Incubate samples with an anti-hapten-HRP (488) antibody to second target 

(diluting the stock solution 1:100 in blocking) for 60 min at RT (no shaking).
 9. Wash samples for 30 min in PBS 1×, 0.1% (v/v) Tween-20 at RT.
 10. Incubate samples in Alexa Fluor dyes 488 Donkey Anti-Mouse-conjugated 

tyramide amplification reagent working solution (diluting the tyramide stock 
solution 1:100 in amplification buffer) for 60 min at RT.

 11. Wash samples two times for 30 min in PBS, 0.1% (v/v) Tween-20 at RT.
 12. Wash samples in PBS, 0.1% (v/v) Tween-20 with 1% (w/v) BSA for 30 min at 

RT.
 13. Incubate sample in Alexa Fluor dyes 647 Donkey anti-rabbit diluted (1:500) in 

PBT+BSA for 2 h.
 14. Wash samples twice for 15 min in darkness with PBS, 0.1% (v/v) Tween-20 at 

RT.
 15. Incubate samples in a 4% hydrogen peroxide solution (v/v) H2O for 60 min at 

RT (see step 17).
 16. Wash samples for 20 min in PBS, 0.1% (v/v) Tween-20 at RT.
 17. Wash samples in PBS, 0.1% (v/v) Tween-20 with 1% (w/v) BSA for 30 min at 

RT.
 18. Incubate sample with a selected primary antibody (Mouse anti-dig) diluted 

(1:500) in PBT+BSA.
 19. Incubate samples ON in the above solution in the dark 4  °C under gentle 

shaking.

4.3  Washes and Detection

 20. Wash samples four times for 20 min each in PBS, 0.1% (v/v) Tween-20, at RT.
 21. Wash samples in PBS, 0.1% (v/v) Tween-20 with 1% (w/v) BSA for 30 min 

at RT.
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 22. Incubate samples with an anti-hapten-HRP antibody to second target (dilute the 
stock solution 1:100 in blocking) for 60 min at RT (no shaking).

 23. Wash samples for 30 min in PBS, 0.1% (v/v) Tween-20 at RT.
 24. Incubate samples in Alexa 555-conjugated tyramide amplification reagent 

working solution for 60 min at RT.
 25. Wash samples twice for 30 min in PBS, 0.1% (v/v) Tween-20 at RT.
 26. Mount samples in a 2:1 mixture of antifading reagent (Fluka) and PBS, 0.1% 

(v/v) Tween-20 on a microscope slide for viewing.

• TIMING MISH METHOD

Steps 1–8, Preparing DNA Template: 6–8 h
Steps 9–16, Synthesizing labeled RNA probe: 5 h – 1 day
Steps 17–20, Plant material fixation and dehydration: 1–5 day
Steps 21–33, Prehybridization and hybridization: 1 day
Steps 34–42, Post-hybridization: 1 day
Steps 43–44, Washing and fluorescent detection: 1 day

• TIMING TSA-MISH METHOD

Steps 1–5, Post-hybridization: 1 day
Steps 6–18, Washing and fluorescent detection: 1 day
Steps 19–25, Washes and detection: 1 day
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Chapter 19
Proteomics Analysis of Plant Tissues Based 
on Two-Dimensional Gel Electrophoresis

Jesus V. Jorrín-Novo, Luis Valledor-González, Mari A. Castillejo-Sánchez, 
Rosa Sánchez-Lucas, Isabel M. Gómez-Gálvez, Cristina López-Hidalgo, 
Victor M. Guerrero-Sánchez, Mari C. Molina Gómez, 
Inmaculada C. Márquez Martin, Kamilla Carvalho, 
Ana P. Martínez González, Mari A. Morcillo, Maria E. Papa, 
and Jeffrey D. Vargas Perez

1  Introduction

Proteomics, a molecular biology discipline, studies living organisms from the per-
spective of their proteins, the biomolecules responsible for executing the genetic 
information coded in the genes, aiming at deciphering and interpreting their life 
cycle, dynamics, and interactions, and, lately, genotype to phenotype translation.

From a methodological point of view, it comprises in vitro techniques and, to a 
much lesser extent, either in vivo or in situ approaches. As an in vitro technique, 
molecules, in this case proteins, are obtained directly (by extraction) or indirectly 
(e.g. by in vitro translation) from biological sources for ulterior characterization at 
the physico-chemical and biological level, and are also employed for translational 
purposes (e.g. for food traceability analysis). As an –omics approach, in the holistic 
(from the Greek holos, meaning entire or all) sense of the term, and differently from 
classical biochemistry, it investigates proteins as a whole rather than as individual 
entities, without discarding its use as a targeted, hypothesis-driven, and “proteinom-
ics” strategy (Picotti et al. 2013).

As an adaptation of the “genome” term, M. Wilkins introduced the word “pro-
teome” for the first time. That was in 1994, at the first “Genome to Proteome” Siena 
meeting (2D Electrophoresis–From Protein Maps to Genomes, Siena, Italy, 
September 5–7, 1994). Later, it appeared and was formally defined as “the PROTEin 
complement of a genOME” in a paper published in Electrophoresis by 1995 
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(Humphery-Smith 2015). Since then, a new vision and era have arrived on the bio-
chemistry and molecular biology/scene, transforming the classical protein chemis-
try or biochemistry into a holistic approach that opens up new possibilities to 
understanding the function of genes and the genotype to phenotype translation by 
tracking the total protein content of the cell.

As scientific disciplines grow in parallel, hand in hand, with the developments in 
technology, it is worth mentioning the three main advances that have contributed 
most to the birth of proteomics. First, it was the introduction, during the late 1980s, 
of soft ionization methods that allowed the analysis of peptides and proteins by 
mass spectrometry: the MALDI (matrix-assisted laser desorption/ionization) and 
the ESI (electrospray ionization) (Aebersold 2003; Aebersold and Mann 2003). 
Second, an increasing number of genomes were sequenced and DNA or EST 
sequences were made available thanks to progress in NGS (next generation sequenc-
ing) technologies (Buermans and den Dunnen 2014). And third, bioinformatics 
tools and algorithms were developed to identify and quantify proteins from MS 
spectra and to manage the statistical analysis of the huge amount of data generated 
(Baldwin 2004; Schubert et al. 2017). In addition, proteomics is based on classical 
protein biochemistry and cell biology methods including protocols for protein 
extraction, fractionation, purification, depletion, and labeling, in which electropho-
resis has played a pivotal role, giving rise to one of the platforms most employed in 
plant research, i.e. two-dimensional gel electrophoresis, (2-DE), the focus of this 
chapter (Gorg et al. 2004).

Proteomics can be defined as being a scientific discipline or methodological 
approach, whose objective is the study of the living organism proteome, understood 
as the total set of protein species1 present in a biological entity (subcellular fraction, 
cell, tissue, organ, organisms, population, ecosystem) at a certain time (specific 
growth and developmental stage), and under specific environmental conditions. It 
can also refer to a structural or functional group of proteins (proteases, phosphopro-
teome, membrane proteins, etc.). This definition emphasizes the dynamic character 
of the proteome that, together with the chemical complexity of the proteins, the 
number of protein species coded by individual genes, and the different concentra-
tion range within the cell, makes the approach quite challenging. By using pro-
teomics we aim to find out “how”, “where”, “when”, and “what for” are the several 
hundred thousand of individual protein species produced in a living organism. We 
wish to know how they interact with one another and with other molecules to con-
struct the cellular building, and how they work in order to fit in with programmed 
growth and development, and to interact with their biotic and abiotic environment 
(Jorrín Novo 2015).

The objectives of proteomics research will define different areas within the field, 
including the simple identification and cataloguing of the protein species at the 
whole cell, tissue, organ or sub-cellular levels (descriptive and sub-cellular 

1 The term protein species will be utilized instead of proteins alone throughout this chapter refer-
ring to the different gene products of a gene as a result of post-transcriptional and post-transla-
tional events (Jungblut and Schlüter 2011).
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 proteomics), the qualitative and quantitative comparison of two or more biological 
samples in order to infer differences and biological interpretations of the variations 
among genotypes, organs, tissues, developmental stages, and environmental condi-
tions (comparative proteomics), the identification and characterization of post- 
translational variants of a protein (post-translational proteomics), and the molecular 
interaction with other proteins or biomolecules (interactomics). Proteomics can be 
used for basic (gaining of biological knowledge) or translational purposes (Cox 
et al. 2011). This chapter is mostly focused on the first two premises, descriptive and 
comparative proteomics.

2  Proteomics in Plant Biology Research

Proteomics has become a priority in biological investigation, and plants are not an 
exception to this rule; together with other –omic approaches it is at the heart of 
Systems Biology. The relevance of the discipline can be deduced by considering the 
number of papers published since 1994 (Fig. 19.1), when the term proteome was 
coined, and when the first two papers on plant proteomics appeared (Egorov et al. 
1994; Klabunde et al. 1994). The first works reporting a global plant proteome anal-
ysis date back to 1999 (Kehr et al. 1999; Peltier et al. 2000) and the first comparative 
proteomics 1–2000 (Chang et al. 2000; Natera et al. 2000). Since then, and up to 

Fig. 19.1 Number of references reported at PubMed database during the 1994–2017 period when 
a search was performed with the words (all fields): proteomics, plant + proteomics, plant + tran-
scriptomics, and plant + metabolomics
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2017, the total number of citations listed in PubMed under the words “plant pro-
teomics” was of 8011, representing 10% of the total items that came up when just 
“proteomics” was searched. For comparative purposes, the total number of plant 
transcriptomics items was of 11,776, and that of plant metabolomics 4113. The 
topic of plant proteomics has been extensively reviewed since 1999 (Thiellement 
et  al. 1999), with some of them authored or co-authored by Prof. Jorrin-Novo 
(Jorrin-Novo et al. 2006, 2007, 2009; Jorrin-Novo and Valledor 2013; Jorrin-Novo 
2014, 2015; Komatsu and Jorrin-Novo 2016; Sanchez Lucas et al. 2016).

Most of the original publications belonged to descriptive proteomics, including 
sub-cellular, and comparative categories, with two-dimensional gel electrophoresis- 
based proteomics being the dominant approach, although, for the last 5 years, label 
and gel-free label-free (shotgun) approaches have become dominant.

Proteomics papers have been published on close to one hundred plant species, 
including model systems (Arabidopsis thaliana, Medicago truncatula, Lotus japon-
icus), crops, including cereals, legumes, oil-bearing, vegetables, fruit and berries, 
sugar, and permanent, aromatics, weeds, and forest trees (reviewed in Jorrin Novo 
et al. 2015). As confident protein identification from mass spectra is only possible if 
the genome is sequenced, or there are enough well-annotated sequences available, 
proteomics with orphan species is highly challenging, as putative identified proteins 
corresponded, in the best of the cases, to orthologs rather than to gene products 
(Abril et al. 2011).

Proteomics experiments have been carried out with seeds, seedlings, and adult 
plants at the vegetative and flowering stages, either at the whole individual or organ, 
tissue, or cell level, including roots, hypocotyls, cotyledons, shoots, stems, leaves, 
buds, meristems, flowers, spikes, fruits, callus, cell suspensions, protoplasts, hairy 
roots, or somatic embryos (Jorrin Novo et al. 2015). The use of the different plant 
material is conditioned by the objectives of the research, but from a proteomics 
point of view the complexity and chemical composition determines, to a great 
extent, the final results in terms of the number of proteins that can be confidently 
identified and quantified. Plant organs comprise different type of tissues and cells, 
each one with its own protein signature, thus causing high biological variability. The 
presence of non-proteinaceous compounds in the tissue affects the amount and 
number of proteins extracted and solubilized prior resolution and mass spectrome-
try analysis. This is the case of salts, as for example in root tissues, polysaccharides, 
like in cereal seeds and fruits, lipids, in seed of oily plants, phenolics, in fruit and 
flowers proteases, in some fruit such as pineapple.

The protocol to be used for protein extraction, solubilization and resolution will 
depend on the chemical composition of the plant material, and the best one will 
capture the most protein species without being modified, eliminating, at the same 
time, non-protein compounds. Another important issue is the presence of major 
proteins that, like RubiSCO in leaves and reserve proteins in seeds, mask the visu-
alization of minor proteins.

Proteomics has been used in plant studies for both basic research and transla-
tional purposes. In Table 19.1, a list of research objectives is summarized based on 

J. V. Jorrín-Novo et al.



313

a search at PubMed on February 2nd, 2018. Plant development and responses to 
stresses are by far the topics most represented in the current literature.

3  Plant Proteomics Methods, Techniques and Protocols

In this section, the platforms employed in proteomics research will be mentioned 
and briefly discussed, with emphasis on 2-DE-MS, the one most used with plant 
species. It is not proposed to give many details or detailed protocols, but just a few 
guidelines that will help to approach a plant project using proteomics, to decide 
which protocol to use and to evaluate the results. A more detailed discussion will be 
found in the original publications, reviews or monographs by the author’s group. 
Among them, Plant Proteomics Methods and Protocols, edited by Jorrin-Novo et al. 
(2014), is an excellent reference.

The workflow of a standard MS-based proteomics experiment includes the fol-
lowing steps, as illustrated in Fig. 19.2 for a 2-DE-based approach: experimental 
design, sampling material and storage, protein extraction, fractionation, purifica-
tion, and/or depletion, protein electrophoresis (one- and two-dimensional), MS 
analysis, protein identification and quantification, and statistical analysis of the 

Table 19.1 Basic and 
translational plant research 
objectives approached by 
using proteomics, as number 
of items references in 
PubMed. The list did not 
purport to be exhaustive

Objectives (plant proteomics + 
searching key words) Number of items

Growth 2687
Development 2071
Hormones 448
Circadian responses 4
Symbioses 161
Mineral nutrition 25
Abiotic stress: temperature 228
Abiotic stress: light 184
Abiotic stress: water 334
Abiotic stress: salt 166
Abiotic stress: chemicals 148
Biotic stress: virus 193
Biotic stress: bacteria 167
Biotic stress: fungi 173
Biotic stress: insect 280
Biotic stress: parasitic plants 8
Translational: allergens 167
Translational: plant breeding 371
Translational: transgenic plants 315
Translational: food traceability 13
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Fig. 19.2 Steps in a standard 2-DE based proteomics experiment workflow
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data. For each stage, protocols have to be adapted to the experimental system and 
the objectives of the research (Jorrin-Novo et al. 2014).

3.1  Experimental Design

Although not always realized, this preliminary step is a key one, not only for pro-
teomics but also for whatever approach is used in an investigation. The experimental 
unit must be clearly defined as well as the tissue to be sampled and the sampling 
time. Another important decision to be made is the number of analytical and bio-
logical replicates to be performed, which depends on the technique itself and the 
analytical and biological variability found. All these issues are discussed in depth in 
Jorrin-Novo et al. (2009), Valledor and Jorrin (2011), and Valledor et al. (2014), 
with clear examples from our work with Holm oak (Quercus ilex) (Jorge et al. 2005, 
2006). Special attention should be paid to the statistical analysis of the data if we 
wish to confidently conclude from a biological point of view. The proteome should 
be analyzed as a whole so that a multivariate analysis of the data has to be per-
formed. This test shows how homogeneous the replicates are and how different the 
samples, and also which spots contribute most to the biological variability.

3.2  Protein Extraction

Once plant tissue is sampled, it should be cleaned and sterilized in order to avoid 
contaminant proteins in the sample. If the proteins are not being extracted immedi-
ately after sampling, which is quite common, the tissue must be stored ensuring that 
it is not modified, and to avoid possible artifacts. In our hands freezing in liquid 
nitrogen and storing at −80 °C, or even better, lyophilizing before storing, has pro-
vided good results.

It is a maximum that, to detect and identify a protein, it has to be extracted and 
solubilized, so the proteomics experiment depends to a great extent on the extrac-
tion protocol. Two general methods can be used for protein extraction from plant 
tissue, either based on solubilization in a buffer medium, or precipitation by using 
organic solvents and acids; however both protocols can be combined. In our hands 
the precipitation protocols have also given the best results in terms of protein yield 
and number of bands or spots resolved by 1- or 2-D electrophoresis. The choice of 
the precipitation procedure is justified because of the low protein content in plant 
cells, and the chemical composition of the plant tissue, as most problems related to 
protein solubilization and resolution are associated with the co-extraction of non- 
protein compounds, such as salts, polysaccharides, polyphenols, lipids, and the 
presence of proteases (Jorrin Novo et al. 2009). The artifacts generated by all these 
compounds are minimized in precipitation protocols. The protocol must be opti-
mized in each experimental system, as has been reported, for example, in Maldonado 
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et al. (2008) for Arabidopsis leaf tissue, and carnation stem (Ardila et al. 2014). 
Hydrophobic proteins, as well as those with extreme pIs, are usually elusive to most 
of the standard protocols and their study requires specific methods, whose discus-
sion is outside the objectives of the present chapter. Once extracted and solubilized 
in 1- or 2-D electrophoresis medium (Gorg et al. 2000), the protein content must be 
quantified by using colorimetric assays such as Bradford, Lowry or Biciconinic 
(BCA). From these data the extraction protocol has to be validated by comparing 
experimental yield data with the total protein content of the plant system under 
analysis as determined by Kjeldahl or NIRS technology (Romero Rodriguez et al. 
2014). It is sometimes observed that the protein yield is low, which is often disap-
pointing, but this is quite common. Thus, for example, and by using a protein 
sequential extraction of Holm oak seeds, it was not possible to solubilize more than 
15% of the total protein content. But, even so, the number of spots resolved in a 
2-DE gel was high enough to provide relevant information to the system, with more 
than 400 spots visualized (Sghaier-Hammami et al. 2016).

The proteome is, by definition, of a great complexity, with the number of protein 
species being the result of the number of genes and the post-transcriptional and 
post-translational events that make the total number much higher than that of the 
genes or transcripts. In order to obtain a deep proteome coverage, subcellular frac-
tionation or sample pre-fractionation by using chromatographic or preparative elec-
trophoresis techniques are two valid strategies, whose discussion is outside the 
scope of this chapter (Martínez-Maqueda et al. 2013).

Low-abundant proteins are another important issue in proteomics where they are 
usually masked by major ones. To overcome this limitation, depletion techniques 
have been utilized, with the most common one implicating the use of antibodies 
against abundant proteins such as RubisCO (Cellar et  al. 2008) or the equalizer 
(combinatorial peptide ligand library) technology (Boschetti et al. 2009).

3.3  Two-Dimensional Gel Electrophoresis

Electrophoresis (the separation of ions under the influence of an electric field) is 
undoubtedly about the most powerful preparative and analysis technique most 
employed in protein research. Its origin dates back to the late 1920s, to Arne 
Thiselius, considered to be the father of the technique, pioneering the moving- 
boundary method. Since then, continuous improvements of the technique and dif-
ferent variants and applications have been developed, including zone electrophoresis, 
polyacrylamide gel electrophoresis (PAGE), disc electrophoresis, denaturing gel 
electrophoresis (sodium dodecyl sulphate, SDS-PAGE), isoelectrofocusing (IEF), 
and two-dimensional gel electrophoresis (2-DE), being among the most relevant. 
The 2-DE, with isoelectrofocusing as first and SDS-PAGE as second dimensions, 
was first reported by O’Farrel, Scheele and Klose in 1975 (Vesterberg 1989). Up to 
2012, 2-DE, including the Differential Gel Electrophoresis (DIGE; Unlu et al. 1997) 
and the bidimensional variant Blue Native (BN)-SDS PAGE (Eubel et  al. 2005) 
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have been the dominant, almost unique, platforms in plant proteomics research. In 
the last 5 years plant proteomics has been moving towards second (labeling) and 
third (shotgun) approaches (Jorrin Novo et al. 2009, 2015).

2-DE is a consolidated technique with not much room for improvement (Gorg 
et al. 2000, 2004), so we did not claim to enter into the discussion of the technique 
details, but just to insist on the message of the need to optimize it for each experi-
mental system. Detailed protocols can be found in our original publications in 
which we have employed 2-DE/MS in the proteomics analysis of different organs 
from Holm oak seedlings and plants, including fruit, seed embryo, leaves, root, and 
pollen (Jorrin Novo and Navarro Cerrillo 2014). The aim of that work was to char-
acterize and catalogue provenances and to study development, growth and responses 
to biotic and abiotic stresses.

As shown in Ardila et al. (2014), some parameters of a general 2-DE protocol 
have to be fixed and optimized for each experimental system in order to obtain the 
maximum protein visualization (sensitivity), and resolution. The crucial ones are 
the amount of protein loaded, the IEF-strip pH gradient and length and the staining 
protocols (the classical visible Coomassie or silver and the fluorescent dyes), each 
one having different sensitivities and dynamic ranges.

Like any other technique, 2-DE has its own particular characteristics. It is a pow-
erful one that, depending on the experimental conditions and the biological system, 
allows the detection of from a few hundred to up to a couple of thousand individual 
spots, each one corresponding to one or more protein species if comigration occurs, 
something quite common. This artifact can be avoided or minimized by using nar-
row pH gradients and long IEF strips, resulting in an increase in resolution of simi-
lar or closely related proteins, including different translation products of the same 
gene, allelic variants or isoforms. It gives precise information on the protein Mr and 
pI that will help in its identification. One great advantage is its multiplexing ability, 
allowing the combination of general or specific staining protocols, and its use in 
western analysis, activity-based profiling and labeling techniques. On the other 
hand, it has some limitations such as low reproducibility that is solved with the 
DIGE protocol, and the difficulty in analyzing recalcitrant, hydrophobic and extreme 
pI, proteins. Finally, and unlike liquid chromatography, the competitor technique, 
automation is not possible. All these technical and analytical issues are discussed in 
some of the excellent monographs edited by the companies selling equipment and 
reagents and some of the reviews published by Prof. Rabilloud (e.g. Rabilloud 
2014; Rabilloud and Lelong 2011).

2-DE is a quantitative technique, at least in relative, comparative, terms. It is 
based on spot intensity that depends on the protein abundance and the staining or 
labeling protocol. The difference between two samples may be qualitative (spot 
presence or absence) or quantitative (a more or less abundant or intense spot). 
Protein species abundance should not necessarily be related to the level of the cor-
responding gene expression. So the absence of a spot does not necessarily mean that 
the coding gene is not being translated. This could be because it is below the detec-
tion limit of the staining procedure or has suffered some post translational modifica-
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tion that resulted in a change of Mr and/or pI, thus moving to a different coordinate 
within the gel.

As the number of spots in a gel is very high, its analysis is performed after gel 
image capturing by using algorithms, some of them commercial and others free. It 
is a laborious and time consuming step not exempt from artifacts, as discussed in 
Berth et al. (2007). As indicated above, the data on protein abundance when two or 
more samples are compared and the significance of the differences must be sub-
jected to uni- and multivariate statistical tests. It is recommended to be restrictive 
and conservative when deciding whether or not a spot is variable among samples. It 
should be consistent (always present or absent in all the biological and analytical 
replicates), its variability lower than the average biological variability of the whole 
sample, and the differences statistically significant (e.g. uni ANOVA test). 
Multivariate analyses, such as the principal component analysis (PCA) will show 
how homogeneous the replicates are, how different the samples, and which spots 
contribute most to the variability (Righetti et al. 2004; Valledor and Jorrin Novo 
2011). Once the 2-DE gel has been analyzed and the quantitative data subjected to 
statistics, the next step is the identification of the spots, either the variable ones or 
the whole set, by using mass spectrometry and, in some cases, EDMAN N-terminal 
sequencing.

3.4  Protein Identification Through Mass Spectrometry

Mass spectrometry is an analytical technique that measures the mass-to-charge ratio 
of electrically gas-phase particles (Calvete 2014). Mass spectrometry as an alterna-
tive or complementary approach to EDMAN sequencing appeared on the protein 
research scenario in the late 1980s, once soft ionization procedures, MALDI and 
ESI, had been developed. In a very simple scheme, a mass spectrometer contains 
three basic elements: the ionizer, the mass analyzer, and the ion detector. Different 
machines result from the combination of ionizers (MALDI or ESI) and analyzers 
(quadrupole, Q, ion trap, T, time of flight, TOF, Orbitrap), each one having its own 
characteristics and particularities (mass accuracy, resolution, sensitivity, dynamic 
range, speed, sequencing capabilities) that determine the number of peptides/pro-
teins identified and quantified (Calvete 2014). The spectrometer may operate in 
single MS (m/z values for the ions, parental ions, proteins or peptides) or tandem 
MS or MS/MS modes (the parental ion is fragmented in the collision cell and the 
m/z values for the fragments determined) (Nesvizhskii et al. 2007). In most of the 
cases reported plant proteomics work is based on a bottom-up 2-DE MS strategy, in 
which the proteins (e.g. spots from a 2-DE gel) are subjected to digestion by trypsin 
and the tryptic fragments are directed towards MS analysis, most commonly by 
using the MALDI-TOF/TOF strategy. So, the protein data are inferred from the 
peptides that get the mass spectrometer.
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The rationale of protein identification from mass (MS) or tandem mass (MS/MS 
or MSn) data is the comparison between the experimental data (m/z ratios) and the 
theoretical ones deduced from the protein/peptide sequence as found in protein 
databases. The correct assignment of that spectrum to a peptide sequence is a first 
and central step in proteomic data processing (Nesvizhskii et al. 2007). That is why 
protein identification requires the availability of sequenced genomes (at the 
 organism level) or DNA and EST sequences for individual genes. A confident iden-
tification results from both, the experimental, MS and MS/MS, data and the quality 
of protein database derived from in silico translation of DNA/RNA sequences. For 
orphan, unsequenced, organisms or those poorly represented in the database it is 
necessary to construct a specific protein database from species-specific DNA or 
EST sequences deposited and dispersed in different databases (Romero Rodriguez 
et  al. 2014). This custom-built protein database improves the rate and quality of 
identifications. Alternatively, the employment of a single Viridiplantae database 
(NCBI, UniProt and TAIR) will provide matches to orthologs, this being a confident 
identification for conserved proteins. The dilemma lies in identifying orthologs or 
gene products. From a practical point of view, for example in plant breeding, the 
former are useless.

Some algorithms and bioinformatics packages are available for the analysis, 
identification and quantification of proteins. Some of the most frequent algorithms 
employed are discussed in Nesvizhskii et al. (2007). They use three main strategies 
(Baldwin 2004):

 1. Peptide mass fingerprinting, PMF. These results from the direct comparison of 
the mass parental peptide peak with the predicted, theoretical, one deduced in 
silico. This is only valid when matching against species-specific protein 
databases.

 2. De novo sequencing, where peptide sequences are explicitly read out directly 
from fragment ion spectra.

 3. Hybrid approaches, such as MS-Tag. Based on comparisons between the experi-
mental mass of the parental ion fragments produced in the collision cell, and all 
the predicted fragments for all the hypothetical peptides of the appropriate 
molecular mass, based on known fragmentation rules.

In current publications, the results of the database search are presented in a table in 
which the identified proteins are presented as being grouped according to their func-
tion and with columns corresponding to the name (function), species and acronyms 
in the database, cellular location, theoretical and experimental Mr and pI, together 
with the parameters of confidence, including score, number of peptides and percent-
age of sequence covered. How confident an identification is should be probabilisti-
cally understood, and is a frequent subject of discussion. A ranking of high and low 
probabilities should at least be established for all the matches or hits found, with an 
attempt to be very conservative when interpreting the data from a biological point 
of view.
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4  Conclusions

2-DE-based proteomics is a powerful technique that has generated a huge amount of 
data and information on different aspects of plant biology, from growth and develop-
ment to responses to biotic and abiotic environmental cues. All the information is 
disseminated throughout the current literature, databases and repositories. However, 
the full potential of the technique is far from being fully exploited and future research 
should move in this direction, especially in PTMs and interactomics areas. As things 
stand at this moment, plant proteomics remains mostly descriptive and speculative. 
In this regard it is important to validate proteomics data from a functional point of 
view. It also means integration with classic approaches of plant physiology and bio-
chemistry, and the modern –omics, including transcriptomics and metabolomics, in 
the biology system direction. The interpretation of proteomics data from a biological 
point of view is not always possible and we may convert our publications into simple 
speculations. The proteome covered is, in most cases, just one frame of a very com-
plex film, which is the life cycle of any organism. A frame in which a minimal frac-
tion of the total proteome appears or is visualized, but that is big enough to make its 
analysis in a classic format impossible. These, and other issues related to standards 
in plant proteomics publications, are discussed in Jorrín Novo (2015).
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Chapter 20
Metabolomics and Metabolic  
Profiling: Investigation of Dynamic  
Plant-Environment Interactions  
at the Functional Level

Dominik Skoneczny, Paul A. Weston, and Leslie A. Weston

1  Introduction

Sessile plants routinely face challenges associated with environmental extremes or 
neighbouring competitors, and have therefore developed mechanisms that allow 
them to withstand constant exposure to these diverse abiotic and biotic stressors. In 
some cases, the response to plant stress can be manifested on demand by the plant 
(so-called inducible responses), while other responses are expressed constitutively 
and are available at all times to counter the stressor. Thus, it can be said that environ-
ment shapes a plant’s physiology and, in turn, also impacts the functioning of eco-
systems (Wittstock and Gershenzon 2002; Arbona et al. 2013; Weston et al. 2015). 
Interactions between plants, their competitors, and the environment are always 
dynamic and as a result often difficult to characterize. It is therefore not surprising 
that recent studies of such complex interactions have utilised a multitude of advanced 
techniques for experimentation, and have eventually led to an enhanced understand-
ing of the physiological basis for these interactions.

Plant response to environmental stress or stimuli frequently occurs rapidly, 
sometimes within seconds to minutes, by triggering biochemical pathways that can 
be measured in this brief time frame. Such rapid and specific changes in planta can 
be challenging to detect and quantify (Ye et al. 2013; Schuman and Baldwin 2016). 
Other environmental stimuli trigger broader response patterns causing secondary 
changes in planta resulting in, for example, differential resource allocation. Such 
stress responses can be monitored at the gene level by studying the plant’s transcrip-
tome as assessed by gene expression. Following transcription, translation of gene 
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products into functional or non-functional proteins occurs, producing what is 
referred to collectively as the plant’s proteome. However, regulation of most envi-
ronmental interactions in the plant system occurs at the metabolite level. Metabolites 
clearly play a major role in elicitation of plant response to the environment and can 
act as mediators, signal molecules, defence metabolites or regulators of certain cel-
lular functions. This complete and functional set of metabolites within a living plant 
is referred to as the plant metabolome (Rochfort 2005; Weston et al. 2015).

Plants are generally successful in combating or adapting to moderate levels of 
environmental stress, herbivory and pathogen infestation (Akula and Ravishankar 
2011; Ryalls et  al. 2016). Stimuli known to trigger well-coordinated defence 
responses include, but are not limited to, temperature, photoperiod, drought, as well 
as herbivores, pathogens or neighbouring plant species (Lee 2002; Franceschi et al. 
2005). Following herbivory, some plants exhibit increased production of defence 
metabolites that deter the specific herbivore. These host-specific responses require 
recognition of the herbivore at the chemical level and the ability to rapidly produce 
defence metabolites (Schuman and Baldwin 2016). Such complex biochemical 
interactions can now be studied over time both qualitatively and quantitatively using 
an analytical approach known as metabolomics.

When performed in a non-targeted manner, metabolomics refers to the system-
atic study of all metabolites in a living organism; the plant’s metabolome consists of 
both primary and secondary metabolites. In the plant, metabolomics can be per-
formed at various organismal levels including study of a single cell, a tissue, an 
organ or the entire organism. In addition, it can be performed on matrices associated 
with plants, including soil from the rhizosphere containing water-soluble metabo-
lites, or the headspace surrounding a plant containing plant-produced volatiles 
(Dunn and Ellis 2005; Rochfort 2005; Weston et al. 2015). Metabolomics is often 
performed to monitor metabolite flux over time and aims to quantify those metabo-
lites associated with a particular biochemical response at a specific point in time 
(Kim and Verpoorte 2010).

Although metabolomics is performed using multiple techniques, the steps in a 
metabolic profiling analysis should be performed with the highest level of care and 
precision to successfully assess variation in metabolite concentrations and presence 
over time, and also to detect those less stable metabolites often present in trace 
quantities. Since the biochemistry of living plants is dynamic and occurs in associa-
tion with other living organisms including the plant’s living microbiome, sample 
preparation for metabolomics must first involve the termination or quenching of all 
biochemical processes in the system under study, followed later by extraction, sepa-
ration and detection of all key metabolites present. Once detection has been per-
formed successfully, the complex data set is then analysed using selected software 
packages and chemometrics approaches.

Analytical techniques commonly used in metabolomics studies generally involve 
liquid or volatile samples prepared for separation using liquid or gas chromatogra-
phy (LC or GC, respectively) coupled to various types of mass spectrometry (MS) 
(Roessner and Bacic 2009; Weston et al. 2015). In addition, nuclear magnetic reso-
nance (NMR) spectroscopy instrumentation can also be used for detection 
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(Smolinska et al. 2012). Recently, MALDI TOF/MS (matrix assisted laser desorp-
tion and ionisation coupled to time of flight mass spectrometry) has been used 
directly on solid samples for intensive protein and fat metabolomics analyses (Fuchs 
et al. 2010).

This chapter explores the most common applications of metabolomics in plant 
ecophysiology research by providing an overview of typical instrumentation and 
workflows used by plant scientists along with a discussion of the experimental out-
comes of such studies. It is important to remember that this field is rapidly advanc-
ing and new technological improvements to equipment, techniques and data 
processing occur on a yearly basis.

Metabolomics requires the knowledge of separation science and analytical tech-
niques, thus scientists who do not specialise in these areas can find suitable collabo-
rators in well-equipped regional or national research hubs. A deeper understanding 
of organic chemistry, biochemistry, chromatography, bioinformatics and statistics 
will allow for successful experimentation and data analysis.

2  Metabolomics Tools

A plant’s metabolome typically consists of upwards of thousands of metabolites 
that vary with species and cultivar as well as with phenology in both composition 
and abundance. Due to enormous chemical diversity present in a typical plant 
extract, no single analytical method can detect all metabolites present. As a result, 
metabolomics is generally performed using a variety of platforms. In contrast, anal-
ysis of a subset of metabolites (metabolic profiling) can be accomplished with a 
single platform, which results in reduced number and diversity of metabolites 
detected in a sample, allowing for a more simplified analysis (Hill and Roessner 
2014; Weston et al. 2015).

Integrated platforms, with a diversity of separation techniques and instruments, 
have frequently been used to provide the most comprehensive analysis of metabo-
lomes. Chromatography [LC, GC, or CE (capillary electrophoresis)] coupled with 
MS or NMR analysis of the entire sample (Table 20.1) are the most common high- 
throughput techniques employed to study a suite of low molecular weight (<1500 Da) 
constituents. LC/MS is frequently used in the analysis of compounds ranging in 
polarity, whereas GC/MS is most commonly employed for the analysis of volatile 
and derivatized metabolites.

LC or GC/CE/MS usually require extensive sample preparation including filtra-
tion in contrast to NMR/MS, which can be carried out with minimal sample prepa-
ration. NMR is typically only used for the analysis of mixtures of metabolites in 
high abundance due to its limited sensitivity (Zhang et al. 2012). NMR can also be 
used in some cases for detection of compounds that are labile or less stable, in con-
trast to typical GC or LC techniques (Smolinska et al. 2012).

Sample preparation for LC or GC/CE/MS is highly specific. Samples must con-
form to meet the requirements of each instrument employed for metabolomics 

20 Metabolomics and Metabolic Profiling: Investigation of Dynamic…



326

 analyses (e.g. high acid content can damage HPLC systems; unfiltered samples can 
block HPLC columns) and should be suitable for the separation technique selected 
(e.g. GC samples may require derivatization if analysis is performed on less volatile 
mixtures of constituents).

Table 20.1 Comparison and characteristics of mass spectrometry (MS) and nuclear magnetic 
resonance (NMR) spectroscopy for metabolomics applications (Pan and Raftery 2007; El-Aneed 
et al. 2009; Yan et al. 2017)

Platform Characteristics Considerations

Mass 
spectrometry 
(MS)

Sensitive (LOD 0.5 nM) Sample preparation and separation 
techniques are based on polarity of 
constituents

Sample preparation required 
(purification)
Challenging quantification Samples need to be derivatized and/or 

prepared in a solventLimited structural information
Time of analysis depends on 
separation technique (15–
40 min/sample)

High throughput but slower than NMR

Destructive to samples Untargeted analysis of large numbers of 
metabolites at low concentrationsDetection of >500 metabolites 

per run
Small sample volume 1–100 μL
Less expensive instrumentation Targeted analysis with prior knowledge of 

compounds of interest or analytical 
standard

Matrix-Assisted Laser 
Desorption Ionization (MALDI) 
MS allows for analysis of 
sample co-crystalized with a 
solid matrix

MALDI can be used in analysis of solids 
and large biomolecules (up to 
500,000 Da, including proteins and 
DNA). In metabolomics typically used to 
study lipids and glycoconjugates

Nuclear magnetic 
resonance 
spectroscopy 
(NMR)

Less sensitive than MS (LOD 
0.5 μM)

Broad-based analyses

Limited sample pre-preparation Samples in various solvent matrices
Quantification easy and precise
Limited or no sample 
preparation needed

High throughput technique for 
metabolites in high concentration

Rich structural information
Rapid analysis (2–3 min/
sample)

Useful for non-targeted analysis of 
metabolites present in high abundance

Non-destructive analysis of 
precious samples
Detection of 40–200 metabolites 
per run
High reproducibility
Large sample volume required 
(0.1–0.5 mL)
Higher cost of equipment
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In general, all samples should be relatively free from salts, residues, proteins and 
other contaminants that might cause interference during the analysis. Once pre-
pared, certain liquid or gaseous samples can be injected directly into the MS inter-
face or analysed using NMR; however, most complex sample matrices will need to 
be separated by a chromatographic method prior to analysis. The separation tech-
nique selected (Table 20.2) depends on various physical and chemical properties of 
analytes under study. Solids can be directly profiled using certain LC/MS interfaces 
and also by matrix-assisted laser desorption ionization (MALDI) MS.  During 
MALDI/MS, samples are dissolved in a solution or frozen and applied onto a solid 
matrix and dried to form crystals that are bombarded with a laser beam to allow ion 
formation using matrix as a mediator (Fuchs et al. 2010). Additionally, desorption 
electrospray ionization (DESI) mass spectrometry allows for profiling of metabo-
lites directly from solid surfaces. This ionization technique allows for profiling of 
metabolites in situ and creates a metabolic profile as an image of the solid under 
study (Claude et al. 2017).

Table 20.2 Comparison of separation techniques coupled to mass spectrometers

Gas chromatography Liquid chromatography Capillary electrophoresis

Sample 
preparation

Extensive sample 
preparation

Sample purification 
required

Minimum sample 
preparation

Derivatization of 
non-volatile compounds

Sample volume 
1–15 μL

Sample volume 1–20 nL

Sample volume ~1 μL Sample in solvent 
mixture

Sample in aqueous phase
Sample in solvent 
mixture/inert gas

Type of 
analytes

Volatiles and compounds 
that volatilise after 
derivatization

Liquid samples 
(solubilized solids) 
compatible with mobile 
phase

Ionic and very polar 
metabolites
Small sample volume
Faster than GC/LC

Thermally stabile 
compounds

Polar and non-polar 
compounds

Lower resolution than 
normal-phase LC but 
generally results in 
detection of different 
metabolites

Non-polar low MW 
compounds

Mainly secondary 
metabolites

Mainly primary but some 
secondary metabolites 
associated with fragrance 
and flavour

Application Availability of multiple 
libraries, rapid 
identification, high 
reproducibility

Lower reproducibility, 
lack of large 
reproducible spectral 
databases

Lower reproducibility, 
lack of large reproducible 
spectral databases

Carbohydrates, amino 
acids, organic acids, 
sugars, oils, terpenoids

Phenolics, alkaloids, 
glucosinolates, 
terpenoids, etc.
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2.1  Mass Spectrometry

Mass spectrometry is currently the most widely applied microanalytical technique 
in metabolomics as it provides high sensitivity and resolution while allowing for 
analysis of a wide range of metabolites (Table 20.1). Mass spectrometry also allows 
for quantitative and qualitative analyses as it has the capacity to generate structural 
information. It is generally highly reproducible for quantitative analysis and allows 
for a simultaneous determination of the relative abundance of hundreds of metabo-
lites in a single run. Ideally it is linked to a chromatographic separation prior to 
analysis but direct-injection MS can also be used for some applications as well as 
for profiling of solids (Dunn and Ellis 2005; Zhang et al. 2012; Weston et al. 2015).

For all MS analyses, analytes must be ionized and present in the gaseous state in 
order to be detected. When performing MS, movement of ions within the ionisation 
chamber is regulated by modification of electromagnetic fields. Analytes are ion-
ized in the MS interface using a variety of ionization sources including electrospray 
ionisation (ESI) or atmospheric-pressure chemical ionization (APCI) before intro-
ducing them into the m/z analyser (Fig. 20.1). To ensure free movement and lack of 
contamination, the MS is always operated under high vacuum. The MS platform 
generally consists of one (single MS) or two mass analysers (tandem MS or 
MS-MS), with the latter able to provide additional structural information and there-
fore more precise quantification.

In an MS-MS experiment, additional ion pre-selection and collision-induced dis-
association (CID) take place for clear determination of the fragmentation pattern of 
a selected ion. The resulting mass spectra display abundance of fragments covering 
a range of mass-to-charge ratios (m/z), which can be used to infer the molecular 
structure of metabolites. Neutral molecules and molecules that have not ionized are 
generally not detected in the MS (Watson and Sparkman 2007).

Fig. 20.1 General and simplified representation of a mass spectrometer platform typically used 
for metabolomics and metabolic profiling analysis. (Schematic representation based on Watson 
and Sparkman 2007)
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2.2  Nuclear Magnetic Resonance

NMR spectroscopy is becoming of increasing importance in the field of metabolo-
mics as sensitivity of NMR instrumentation increases. This analytical method is 
well suited for untargeted metabolomic analysis because it is non-selective and can 
often provide highly reproducible results and structural information, depending on 
concentration of analytes in the sample matrix. In contrast to LC/MS, hundreds of 
low molecular weight metabolites can be detected simultaneously in a single run 
with very limited sample preparation. NMR can also be used in vivo with samples 
without any sample preparation, such as a newly poured sample of wine studied for 
composition. NMR has been employed for metabolite fingerprinting as well as met-
abolic profiling, and since it is non-destructive, sample recovery is possible follow-
ing analysis. Workflows for NMR are typically automated (Smolinska et al. 2012; 
Zhang et al. 2012), permitting the method to be used for larger sample sets depend-
ing on the platform; in some cases, up to 500 samples can be processed per day. The 
major drawback of NMR is its overall low sensitivity, limiting its utility to samples 
where profiling compounds of higher abundance is desirable (Pan and Raftery 
2007).

During NMR experimentation, magnetic fields are applied to samples and nuclei 
of atoms with an odd atomic number such as 1H or 13C gain what is referred to as 
nuclear spin. At the same time, applied radio frequencies allow nuclei to reach high- 
spin energies, and the radiation generated during the relaxation of the magnetic field 
is then detected and compared to that of reference atoms. Commonly, 1H or proton 
NMR is used in metabolomics studies as the majority of metabolites contain 1H 
atoms or protons (Dunn and Ellis 2005).

2.3  Application of NMR and MS for Metabolomics 
Approaches for the Study of Plant Response to Stress

In a study using Arabidopsis as a model system, Jänkänpää et al. (2012) studied the 
impact of light intensity on dynamic changes in the A. thaliana metabolome using 
GC/QTOF MS. Results indicated that more than 70 compounds fluctuated in con-
centration with varying light intensity when plants were grown under controlled 
conditions. Over 30 metabolites, including amino acids, lipids and carbohydrates, 
were later identified to be responsive to light intensity. When plants were moved 
from controlled environment growth chambers (artificial light) to natural light con-
ditions in the field, changes in the leaf metabolome were observed within a 3-day 
period, and pronounced shifts in metabolism were noted within 4 h following transi-
tion to the field.

A metabolomics approach was also used to evaluate the nutritional value of a 
fresh vegetable product (Maldini et  al. 2015) under varying levels of light. This 
study used LC ion mobility-QTOF to investigate changes in the metabolome of 
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broccoli (Brassica oleracea) sprouts under alternating light/dark conditions. In this 
study, increased light intensity was associated with increased chlorophyll biosyn-
thesis as well as elevated levels of phytosterols, lipids, fatty acids and carotenoids.

Metabolomics can also prove useful for assessment of pharmaceutics and plant- 
produced medicinals. For example, alkaloid biosynthesis in the commercial poppy 
plant was assessed using of FT-ICR MS (Fourier-transform ion cyclotron resonance 
MS) in cell cultures. Metabolic differences between elicitor-treated and control cell 
cultures were observed, and targeted analysis of benzylisoquinoline alkaloid bio-
synthesis in opium poppy (Papaver somniferum) was performed with a focus on 
morphine, codeine and sanguinarine production. Approximately 1000 metabolites 
were annotated in the study, including compounds previously uncharacterized. 1H 
NMR was also performed for comparative purposes and resulted in annotation of a 
greater number of metabolites in contrast to LC/MS QToF methods employed. 
Following exposure to an elicitor, changes in metabolism of cell suspension cultures 
were noted within hours following treatment (Hagel and Facchini 2008).

The impact of drought and climate change on the shoot and root metabolism in 
two invasive perennial grasses, Holcus lanatus (Yorkshire fog) and Alopecurus pra-
tensis (meadow foxtail), were evaluated using LC/MS QToF with the LTQ Orbitrap 
XL and 1H NMR. Over 850 metabolites were detected; however only 55 metabolites 
were positively identified. Shoot extracts were more chemically complex than root 
extracts, a typical observation in plant metabolomics. Simultaneous exposure to 
high temperature and drought resulted in differential responses in comparison to 
exposure to individual stressors, suggesting that the plant response to stress is com-
plex and is mediated by multiple biochemical pathways (Gargallo-Garriga et  al. 
2015).

3  Metabolomics Pipeline: From Harvest to Data Analysis

As suggested previously, metabolomics workflows (the steps involved in processing 
and analysing samples and their resulting data files as part of a metabolomics analy-
sis) are dependent on sample type, analytical instrumentation and desired outputs. 
However, metabolomics experiments should be designed to minimize sources of 
external variation while achieving sample-to-sample uniformity. When considering 
metabolomics and metabolic profiling analyses, four main steps—sample prepara-
tion, separation, detection and chemometrics analysis—are generally undertaken 
(Fig. 20.2). These approaches are explored in greater detail in Kim and Verpoorte 
(2010) and Hill and Roessner (2014).
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3.1  Sample Preparation

3.1.1  Harvest

It should be noted that plant-based experiments often require sampling at multiple 
time points as metabolite levels fluctuate due to circadian rhythms in higher plants, 
as well as with changes in plant phenology. The impacts of biotic and abiotic stress 
exposure on plants can therefore add complexity to a standard time-course experi-
ment. Plant harvest should be performed similarly for all samples and processing of 
plant tissues should occur rapidly following harvest. Most protocols involve placing 
plants on ice, in an −80 °C freezer or freeze-drying tissues directly using liquid 
nitrogen to prevent biochemical changes post-harvest (Hill and Roessner 2014; Kim 
and Verpoorte 2010; Weston et al. 2015).

3.1.2  Quenching and Homogenizing

To conserve the sample and quench active biochemical processes in living tissues, 
plant tissue may be snap-frozen in liquid nitrogen and then stored at −80 °C until 
extraction. Several studies indicate the importance of drying using freeze-drying 
and homogenizing prior to extraction which can be performed using mortar and 
pestle or cryogenic mill (Hill and Roessner 2014). Protocols must be optimized for 
tissue type and/or compounds of interest in metabolic profiling to ensure stability of 
thermolabile and/or light-sensitive metabolites. In some cases, only fresh tissue 
should be processed immediately after harvest as freeze-drying can result in degra-
dation of certain natural products such as porphyrins. For more stable metabolites, 
tissues can be processed to dryness at room temperature followed by grinding before 
extraction.

3.1.3  Extraction

Extraction is a critical step in sample preparation and varies with the choice of sol-
vent, temperature and duration. Solvent extraction is most commonly employed but 
microwave-assisted extraction and supercritical fluid extraction (Kim and Verpoorte 
2010) can also be used. The process of solvent extraction can be automated to 
increase uniformity and speed for high throughput (e.g. using BUCHI Speed 
Extractor) (Skoneczny et al. 2015; Weston et al. 2015).

3.1.4  Final Sample Preparation

Sample clean-up is the final step prior to analysis, and ensures compatibility of the 
sample matrix with selected instrumentation. For most NMR instruments, filtration 
and appropriate solvent choice will ensure sample homogeneity. Gas chromatogra-
phy for non-volatile compounds such as amino acids, organic acids, fatty acids and 
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sugars including sugar derivatives typically requires derivatization prior to chroma-
tography to ensure volatility for separation. For liquid samples separated using liq-
uid chromatography, samples are often prepared prior to separation by performing 
protein precipitation (Kim and Verpoorte 2010).

3.2  Separation of Analytes

Although NMR, MALDI/MS and direct infusion MS do not require separation pre-
ceding the analysis, most metabolic profiling experimentation involves a separation 
step for accurate identification and profiling. Analytes can be further separated 
using LC, GC or CE as summarized in Table  20.2 and previously described by 
numerous authors (Hill and Roessner 2014; Ramautar and de Jong 2014; Weston 
et al. 2015; García et al. 2017; Yan et al. 2017)

3.3  Metabolite Detection

Analytes are detected according to properties of the instrumentation used; thus, 
accuracy and resolution are instrument dependent. In general, QToF mass spec-
trometers used in metabolomics studies provide accurate mass (MS) and fragmenta-
tion pattern (MS-MS) for each molecule under study, which can later be compared 
to information available for known compounds in chemical libraries such as NIST 
or METLIN. In contrast to results obtained with LC and CE/MS, GC/MS fragmen-
tation patterning is more robust and consistent for various instruments and therefore 
identification of constituents is generally more reliable.

3.4  Non-targeted Metabolomics

Non-targeted approaches aim to evaluate the presence and abundance of as many 
metabolites as possible in an often complex biological matrix or system. 
Unfortunately, many plant metabolites are uncharacterized which complicates iden-
tification of a large number of plant metabolites. In general, most holistic studies 
performed with plant extracts or tissues are not able to identify the majority of 
metabolites contained within samples and instead focus on metabolites that are sig-
nificantly up- or down-regulated between treatment groups.

Various mass spectrometers and their application for use in non-targeted metabo-
lomics and metabolic profiling studies have been previously described (Dunn and 
Ellis 2005; Watson and Sparkman 2007; El-Aneed et al. 2009; Viant and Sommer 
2013). The most commonly used instrumentation for non-targeted studies include 
single and tandem MS along with quadrupole time-of flight (QTOF), time-of-flight 
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(TOF), Fourier-transformed ion cyclotron resonance (FT-ICR) and linear ion trap or 
orbitrap mass spectrometers. These platforms generally offer high mass accuracy 
and resolution required for metabolite identification and, more importantly, fast data 
acquisition and multiple fragmentation options required for complex metabolomics 
experiments.

Analytical standards are typically employed for confirmation of identification of 
metabolites. Existing databases can also be employed for annotation or tentative 
identification of metabolites in cases where standards are not available. Annotation 
should be performed according to minimum reporting standards such as those pre-
sented by the Metabolomics Standards Initiative (Sumner et al. 2007).

3.5  Data Analysis

Data is analysed following acquisition in situ using software packages that are pro-
vided by instrument vendors or are available on-line. Some useful software pack-
ages are available free of charge. Most of the data analysis workflows include data 
pre-processing, data pre-treatment and univariate and multivariate statistical analy-
sis (Martínez-Arranz et al. 2015). Depending on the software, data obtained from 
samples separated via LC is typically deconvoluted; major peaks detected, inte-
grated and aligned; and within-batch and between-batch normalization and baseline 
correction performed. Several software packages also allow complex metadata 
analyses across multiple datasets (Hill and Roessner 2014).

Large datasets from metabolomics studies generally require multivariate data 
analysis techniques, specifically the simultaneous analysis of more than one param-
eter or variable. Unsupervised classification methods such as principal component 
analysis (PCA), hierarchal cluster analysis (HCA) and supervised methods based on 
partial least square (PLS) regressions common when analysing metabolomics data. 
Such methods allow for identification of metabolites that are significantly up- or 
down-regulated between treatments, and may include comparisons among various 
cultivars, treatments or stressors. Selected metabolites are then compared to metab-
olites documented in databases and libraries, some of which are publicly available 
e.g. KEGG, METLIN, or NIST, or in-house libraries. The METLIN library as of 
2018 currently contains over 100,000 metabolite entries, and most have a complete 
mass spectrum for referencing [31.10.2017] (Hill and Roessner 2014).

Final structural confirmation of investigated metabolites requires more detailed 
MS/MS experimentation on existing datasets and, ideally, comparison to analytical 
standards.

3.6  Bioassay-Driven Data Analysis

Results generated from chemometric analysis of metadatasets are often difficult to 
interpret. For those studying biological activity or toxicity, it is critical to employ 
bioassay-driven identification of key constituents associated with activity. In this 
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case, one may use a statistical method to establish the relationship between abun-
dance of molecular features and bioactivity, which is powerful and offers greater 
insights into biological activity of metabolic features. Such evaluations are now 
being utilised in advanced metabolomics and pathways analyses, but are currently 
not frequently undertaken due to the complexity of these analyses. However, in our 
opinion, these bioassay-driven associations have proven invaluable for discovery of 
families of compounds and biomarkers associated with biological activity.

3.7  Determination of the Metabolites

Identification of specific metabolites associated with bioactivity can often be accom-
plished using a number of multivariate statistical techniques. Partial least squares 
(PLS) regression is one technique suitable for the task of associating a large number 
of independent variables (in this case, metabolites) with bioactivity. The output 
from PLS regression, however, may be difficult to interpret because the relationship 
between all of the molecular features and bioactivity is revealed. Those entities that 
have a high degree of association with activity and are present in reasonable abun-
dance are of greatest interest; however, the percentage of variance in activity that is 
associated with each of these entities is also of interest.

Stepwise linear regression can also be employed to deduce metabolite associa-
tion with activity. Rather than trying to fit the abundance of all metabolites in the 
dataset with bioactivity, stepwise linear regression measures the degree of associa-
tion between each metabolite and bioactivity, and incrementally adds metabolites 
with the highest degree of association to a predictive model. The output of this 
technique is a series of models that progressively account for much of the variation 
between metabolite abundance and bioactivity. In addition, the output indicates the 
degree to which variation is explained by a particular set of metabolites (r2) and the 
statistical significance of the regression. Ideally, only a limited number of metabo-
lites for a given study will result in a regression with a suitably high value of r2.

4  Case Studies and Emergining Approaches in Plant 
Metabolomics

Rapid development of new strategies and platforms in metabolomics has recently 
triggered more insightful and novel research into plant metabolism. Below we pres-
ent three case studies featuring various platforms to study plant metabolites pro-
duced in plants under stress, or those plants experiencing interactions with insects 
or other plants during plant/insect and plant/plant interactions. In addition, we have 
summarised a number of recent studies that exemplify a range of approaches to the 
study of plant metabolomics in Table 20.3.
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4.1  Case study 1: Untargeted Metabolomics to Study Plant 
Response to Infestation by Weaver Ants Using GC/MS

4.1.1  Background

An interesting mutualistic interaction between plants and ants has been explored 
using a non-targeted metabolomics approach. It was previously noted that plants 
can provide nutrition or shelter for ants while ants aggressively defend the plant 
(Metlen et al. 2009).

More detailed insight into this mutualistic interaction was obtained from a study 
of weaver ants, Oecophylla smaragdina, and their association with cultivated cof-
fee, Coffea arabica. Vidkjær et al. (2015) measured the nutritive effects of ant fae-
ces on coffee plants; plants that hosted a colony of weaver ants were compared to 

Table 20.3 Recent research projects exemplifying current approaches to the study of plant 
metabolomics

Aim of study Instrumentation Citation

Comparison of suppressive and 
allelopathic metabolites in several wheat 
cultivars for selection of weed suppressive 
cultivars. Identification of 14 
benzoxazinoids in plant tissues and after 
exudation into the rhizosphere

Targeted analysis using 
Applied Biosystems Q Trap 
LC/MS (Nærum, Denmark) 
and LC-QToF

Mwendwa et al. 
(2016)

Metabolomics of root exudates that foster 
the dialogue between belowground 
herbivores, nematodes, and microbial 
communities and other plants. 
Identification of up to 103 metabolites in 
root exudates. Understanding their role 
and degradation processes

Untargeted analysis of 
metabolites in root exudates 
using a variety of platforms 
including NMR and GC/
LC-ToF

van Dam and 
Bouwmeester 
(2016) and Zhu 
et al. (2016)

Mass spectrometry imaging in plant 
tissue. Precise profiling of metabolites in 
situ with limited sample preparation. 
Mapping of the distribution of metabolites 
in cells or even organelles

Matrix assisted laser 
desorption ionisation 
(MALDI), desorption 
electrospray ionisation 
(DESI) and secondary ion 
mass spectrometry

Heyman and 
Dubery (2016)

Estimation and quantification of microbial 
metabolites in soils. Understanding their 
cycling in water-extractable organic 
matter fraction and decomposition

Untargeted analysis using 
Agilent GC/MS system 
(California, USA)

Swenson et al. 
(2015)

Metabolic profiling as a tool allowing for 
characterization of plant genotypes. This 
phenotyping approach can be applied to 
better understand genetically modified 
plant systems. Authors compared sucrose 
metabolism across four cultivars of 
potatoes tuber

Targeted GC/MS (Thermo- 
Quest, Manchester, UK)

Roessner et al. 
(2001)
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control plants under glasshouse-controlled conditions. Previous reports had indi-
cated that weaver ants could improve plant health and crop yield. Considering that 
some plants are able to take up nitrogen from urea through the leaves, the authors 
hypothesised that metabolic changes in Coffea arabica would occur due to nutrient 
transfer following infestation by ants.

4.1.2  Methodology

Leaves from control and treated plants were collected every 2  weeks and snap- 
frozen in liquid nitrogen (quenching) and stored at −80 °C until extraction (stable 
storage).

Samples were then extracted by shaking crushed leaves in a mixture of solvents. 
Dried extracts were derivatized within 24 h prior to GC analysis. Samples were 
analysed in duplicate in randomized order using gas chromatography (Agilent 
7890A, Santa Clara, CA) coupled to Leco Pegasus HT 4010 time-of-flight mass 
spectrometer (St. Joseph, MI). In addition, total carbon and nitrogen were 
analysed.

4.1.3  Data Analysis

GC/MS data was deconvoluted and annotated using BinBase metabolomics data-
base. Univariate and multivariate data analyses were conducted as well as principal 
component analysis (PCA) and partial least square discriminant analysis (PLS-DA) 
with rigorous validation of the models (Vidkjær et al. 2015).

4.1.4  Results and Discussion

This research provided insight into metabolic changes in C. arabica. Over 500 
molecular features were identified, of which 96 were annotated across all samples. 
Plants that hosted ant colonies were observed to have increased levels of several 
fatty acids. In addition, an increase in total nitrogen levels was observed in colo-
nized plants, and several nitrogen-containing metabolites originating from the phen-
ylpropanoid biosynthetic pathway were also up-regulated, suggesting exposure to 
potential biotic stress. Results suggested that increased nitrogen levels were a result 
of assimilation of additional nitrogen through leaves due to the presence of ants and 
ant faeces. The up-regulation of the phenylpropanoid biosynthetic pathway in 
response to exposure to biotic stress may have led to increased production of sec-
ondary metabolites providing additional defence against potential predators 
(Vidkjær et al. 2015).
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4.2  Case study 2: Metabolic Profiling: Identification 
and Profiling of Naphthoquinones Under Environmental 
Stress in the Roots of Echium plantagineum  
Using LC/MS MS

4.2.1  Background

Echium plantagineum is an invasive weed species in Australia that produces bioac-
tive allelochemicals known as shikonins (naphthoquinones) in the periderm of liv-
ing roots. Production of naphthoquinones was greater in field-grown plants collected 
from hotter and drier climates in Australia (Weston et al. 2013). To further under-
stand the role of naphthoquinones in plant defence and their production in response 
to environmental factors, a platform for identification and profiling of shikonins was 
developed (Skoneczny et al. 2017).

4.2.2  Methodology

Echium plantagineum plants were exposed to drought, simulated herbivory and dif-
ferent temperature regimes in controlled condition experimentation. Roots were 
harvested and peeled periderm was extracted in ethanol. Composite sampling was 
performed initially to study the chemical diversity present in the root periderm. 
Rhizosphere soil was also sampled for shikonins using polydimethylsiloxane 
(PDMS) tubing.

Extracts were analyzed using UPLC (Agilent Infinity 1200) coupled with a 
QTOF mass detector (Agilent 6530). Negative ionization mode was selected for 
detection of shikonins in periderm extracts and MS-MS experimentation was 
 performed to observe fragmentation patterns for individual and related shikonins 
present in the extracts (Fig. 20.3). The optimized method with tentatively identified 
nine compounds was then applied to samples collected from controlled condition 
experiments.

Data was processed using Mass Hunter Software and Mass Profiler Professional 
chemometrics software (Agilent Technologies, Santa Clara, CA, USA), (Skoneczny 
et al. 2017).

4.2.3  Results and Discussion

Nine red-pigmented naphthoquinones, also known as shikonins, were tentatively 
identified based on comparison of their MS-MS spectra to spectra of known stan-
dards and others previously reported (Fig. 20.3). Additionally, polymeric shikonins 
were detected but due to their structural complexity, complete elucidation of all 
structures was not performed (Skoneczny et  al. 2017). Three shikonins were 
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identified from the soil extract suggesting that shikonins were exuded from living 
roots into the rhizosphere (Zhu et al. 2016).

Shikonins were also profiled in stress-treated plants. Up-regulation of the shiko-
nin biosynthetic pathway was observed within 6 h after plant exposure to simulated 
herbivory and within days following exposure to increased temperature and water 
withholding. Temperature clearly impacted production of total shikonins under con-
trolled environment conditions; production of the individual metabolite shikonin, a 
precursor to other shikonin metabolites, was significantly elevated following expo-
sure to high temperature growth regimes (Fig. 20.4).

High abundance of shikonins was found to be correlated with red pigmentation 
of periderm and its extracts. Metabolites potentially associated with the shikonin 
biosynthetic pathway contributed to the clustering of differently coloured root 

Fig. 20.3 Identification of metabolites by the analysis of the MS-MS spectra. In the case of shiko-
nins, several analytical standards were obtained and permitted a comparison of generated spectra. 
Identified compounds mainly differed in side chain structure (purple) but all produced a character-
istic 269.0814 ion, also present in analytical reference standards
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extracts in the principal component analysis. This study showed potential changes 
in secondary metabolism of differently coloured roots (Fig. 20.5).

In general, our studies showed that naphthoquinone production, as monitored 
through the production of specific shikonins, is rapidly elicited in the roots of 
healthy plants following exposure to a variety of biotic and abiotic stressors includ-
ing neighbouring plants, pathogens, herbivory, water withholding and high 
temperatures.

4.3  Case study 3: Identification of Thrips: Resistant Senecio 
Hybrids Using NMR

4.3.1  Background

Thrips (Frankliniella occidentalis) are a global insect pest of food crops; feeding by 
thrips leads to reduced growth and yields. However, some plants are resistant to 
thrips due to production of toxic metabolites in their foliage. A study by Leiss et al. 
(2009) evaluated Senecio species F2 hybrids (susceptible and resistant) for their 
metabolite composition using an untargeted metabolomics approach.

4.3.2  Methodology

Over 30 different F2 hybrids of S. jacobaea and S. aquaticus were grown in tissue 
culture and then evaluated for their resistance to thrips by profiling both young and 
older leaves of individual plants. Thrips-resistant and -susceptible plants were fur-
ther evaluated using a metabolomics approach performed with a 600 MHz Bruker 
DMX-600 NMR spectrometer (Bruker, Karlsruhe, Germany).

Fig. 20.4 Relative 
abundance of the 
individual metabolite, 
shikonin, in four Echium 
plantagineum populations 
grown in controlled 
conditions in different 
temperature regimes, 
measured 3 weeks after the 
beginning of the treatment
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4.3.3  Results and Discussion

NMR proved useful for the determination of secondary metabolite composition in 
Senecio and allowed the identification of variation in metabolic profiles between 
thrips-resistant and -susceptible hybrids. Resistant plants accumulated significantly 
greater quantities of toxic pyrrolizidine alkaloids (jaconine and jacobine N-oxide) 
and kaempferol glucoside. Interestingly, higher concentrations of defence metabo-
lites were present in young leaves, resulting in less thrips damage. These findings 
are consistent with literature noting greater resistance in young leaves and the pres-
ence of constitutively expressed pyrrolizidine alkaloids in both Senecio species 
(Leiss et al. 2009).

Fig. 20.5 Principal component analysis (PCA) of 36 root periderm extracts of Echium plantag-
ineum with varying colouration from pale to red due to the variable presence of a group of naph-
thoquinones collectively referred to as the shikonins. A total of 162 entities (possible metabolites) 
were used in the analysis and contributed to the separation of coloured extracts as shown in the 
PCA plot above. This analysis clearly revealed that differential colouration of the samples is asso-
ciated with variation in the shikonin biosynthetic pathway
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5  Metabolomics in Systems Biology and Functional 
Genomics

Understanding the relationship between a living plant’s functional phenotype (in 
this case the metabolites produced) and genotype is currently a hot topic in plant 
science. Focused studies are now providing strong evidence for the role of specific 
genes and their impacts on biological function and regulation of plant response to 
biotic and abiotic stresses (Bino et al. 2004; Saito and Matsuda 2010). In addition, 
a greater understanding of plant stress response and cellular physiology can be 
achieved by integrating transcriptomics, proteomics and metabolomics using vari-
ous computation approaches. However, a key challenge in performing such studies 
is to create a unified network of genes, transcripts, proteins and metabolites through 
the integration and evaluation of sets of “-omics” data (Bunnik and Le Roch 2013).

Genes are now frequently annotated by correlating available transcripts with 
expressed metabolites (Schauer and Fernie 2006). Plants exposed to various stress-
ors can be studied with respect to gene expression associated with metabolic 
response. Using this approach, gene function can be further predicted and associ-
ated metabolic responses can be elucidated (Saito and Matsuda 2010). Despite the 
complexity of such systems-based experimentation, global databases have been cre-
ated which can be used to identify proteome, transcriptome and metabolome 
responses for specific plants under various environmental conditions (Hagel and 
Facchini 2008; Saito and Matsuda 2010). Such data sets can be especially useful for 
evaluation of biosynthetic pathways and metabolite flux.

6  Conclusions

A plant’s metabolome is a complex and dynamic compilation of both identified and 
unknown metabolites. Metabolomics is a process that enables identification and 
quantification of key plant metabolites using a variety of methods and analytical 
instrumentation. Recent advances in analytical instrumentation and bioinformatics 
and the integration of multiple “omics” platforms now allows for advanced charac-
terization of biosynthetic pathways and the study of their regulation. Thus, meta-
bolic profiling and metabolomics approaches can be particularly useful for 
investigation of plant responses to stress.

Current challenges for those performing plant metabolomics include the paucity 
of metabolite databases containing identified plant metabolites, streamlining the 
processing of massive datasets generated in metabolomic studies, and bridging the 
gaps between laboratories employing various platforms for metabolomics on a 
global scale. Although metabolomics is of increasing importance in the plant sci-
ences, costs associated with intensive metabolite analyses are often higher than 
those for other “omics” platforms. However, as we have shown in this review, 
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metabolomics currently offers unparalleled opportunities to investigate the interac-
tions between plants and their environment at a functional level.

Additional Information
The authors have attempted to provide an overview of common techniques, instru-
mentation and methods used in metabolomics studies in plant ecophysiology exper-
imentation. However, as both metabolomics and chemometric analysis can be 
performed using a variety of platforms and approaches, not all were able to be 
described in detail in this review.
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Chapter 21
SAR/QSAR

Marta Teijeira and María Celeiro

1  Introduction

(Q)Structure-Activity Relationships (QSAR and SAR) studies have been widely 
used in Medicinal Chemistry as a support in the drug’s discovery and development 
process, as well as in the study of harmful and poisonous substances in Toxicological 
Chemistry (McKinney 2000; Anderson 2003). They have also been applied in other 
areas of the natural sciences as a tool for learning the behavior of biological sys-
tems, supporting the idea that the physiological effect of a compound is a function 
of its chemical structure (Avram et al. 2014; Shanmugam and Jeon 2017).

SAR studies aim to extract relevant chemical information in series of chemical 
compounds that share a similar biological activity. These studies can be used to 
determine which fragments of the chemical structure are responsible for the biologi-
cal activity. Any change in the chemical structure that can modify its solubility in 
water, transport through the membranes, binding to the receptor and other kinetic 
properties of the compound, should be considered in a SAR study.

One of the fundamental assumptions of SAR analysis is that active and similar 
compounds interact with a biological target through similar mechanism/s of action. 
However, it is common to find compounds that do not meet these requirements, thus 
producing atypical values (Fig. 21.1).

Different types of structural changes in a compound, in shape, size or in type or 
number of functional groups, generally result in differences in power or even in a 
different activity. Usually, the presence of alkyl, aromatic or halogen groups 
increases the lipophilic character of a molecule. Lipophilia is a measure of the 
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 tendency of a compound to prefer a non-aqueous environment rather than an aque-
ous one, conditioning the absorption, distribution and elimination of the compound 
in the biological environment. It is also a measure of the solubility of a compound 
in cellular lipid membranes. These functional groups allow hydrophobic bonds with 
biological targets before establishing other polar bonds. Furthermore, the solubility 
in water can be related to the presence of hydrophilic functional groups such as 
carboxylic acids, amines or hydroxyl groups. In addition, these functional groups 
provide a hydrogen-bonding site in the interaction of the compound with biological 
targets. Some of these structural requirements are reflected in the SAR study of cis- 
cinnamic acid. The cis geometry of cinnamic acid is absolutely necessary for the 
inhibition of the growth of lettuce roots. The carboxylate group is important to 
establish hydrogen bonding to the target protein. The spatial arrangement of the 
aromatic ring is likewise important for its bioactivity (Abe et al. 2012).

Other key requirement in the structure of a bioactive compound is the three- 
dimensional arrangement of the atoms in the molecules (stereochemical properties). 
The enzymatic stereospecificity can restrict the activity of bioactive compounds. In 
a thorough review, relationships between the biological activity of some fungal phy-
totoxins and their stereochemistry were studied (Evidente et al. 2011). SAR analy-
ses for some phytotoxins were also reported to be used in the elucidation of the 
herbicide potential of fungal metabolites (Cimmino et al. 2015).

Some SAR approaches divide the molecules into a common molecular nucleus 
on which substituents are distributed, which is very useful when studying sets of 
chemically homogeneous compounds or congeneric series (Hu et  al. 2011). 
However, other approaches establish the relationship between molecules by using a 
holistic comparison (Macías et al. 2006), which is more suitable for the study of 
structurally heterogeneous compounds (Nagarajan et al. 2013).

The term “scaffold” is often used to describe the molecular nucleus or common 
element of a chemical series (Fig. 21.2). For chemically related compounds, a scaf-
fold can also be defined as a maximum common substructure (MCS; Armitage and 
Lynch 1967; Ruiz et  al. 2012). In recent years, different algorithms have been 

Fig. 21.1 Graphical 
representation of 
qualitative (SAR) and 
quantitative (QSAR) 
studies of structure-activity 
relationships
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described for the determination of MCS (Englert and Kovács 2015; Duesbury et al. 
2017). Sometimes, scaffolds or MCS identification do not always result in signifi-
cant substructures with intact functional groups or complete ring systems. This can 
be a problem when identifying chemically relevant fragments or substructures.

Recently, a SAR study of a series of umbelliferone-derived compounds was 
reported. The 7-hydroxycoumarin scaffold was chosen to evaluate the phytotoxic 
effect of hydroxyl and methyl substituents on positions 4 and 6 (Pan et al. 2017). 
Frequently, SAR studies of series of small and medium-sized compounds are per-
formed routinely, without the need for computational approaches (Abe et  al. 
2012). However, in the study of sets of a large amount of data, or the simulation 
of biological environments where a compound interacts, the application of in 
silico methods is required (Geppert et al. 2010; Wassermann and Bajorath 2011; 
Wawer et al. 2014).

2  In Silico Methods in SAR and QSAR

In silico methods can have a predictive or descriptive objective. Predictive methods 
anticipate biological activity and include machine learning approaches and quanti-
tative structure activity relationships (QSAR). On the other hand, the descriptive 
approaches help in understanding the biological and chemical behavior of com-
pound sets (such as similarity analysis, molecular docking, dynamic molecular 
simulations, or QSAR).

SAR studies can also be classified into structure-based and ligand-based meth-
ods. Structure-based approaches use information of the structure of the biological 
target (structure of protein-targets), while ligand-based approaches use properties of 
the ligands (features of a set of chemical compounds).
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Fig. 21.2 Initial structure-activity relationships studies with a xanthine scaffold
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In this chapter, the most important concepts of the ligand-based methods will be 
described, that is, those based on the biological or physico-chemical properties of 
the compounds, without taking into account their biological target.

In this sense, the understanding of many aspects of SARs of large series of chem-
ical compounds can be established using metaphorically the term “activity land-
scape”, since many of the characteristics of these are analogous to those present in 
ordinary geographical landscapes. The activity landscape is defined as a representa-
tion that integrates the analysis of structural similarity and power differences 
between compounds that share the same biological activity. The systematic charac-
terization of the activity landscapes that describe certain SARs of a series of com-
pounds is complex in nature (Stumpfe and Bajorath 2012). This activity landscape 
is often compared to a smooth region or continuous SAR (in which small changes 
in molecular structure are associated to small variations in activity) and a rugged 
landscape or discontinuous SAR (in which small changes in molecular structure 
lead to large variations in activity).

The existence of an activity landscape with wide variations in chemical structure 
but small variations in biological activity may suggest modes or binding sites to dif-
ferent biological targets or may reveal the effect of additional mechanisms of action.

2.1  Molecular Similarity Approaches

The concept of activity landscape is closely associated with the basic relationships 
between molecular structure and biological activity. It is based on the principle of 
property-similarity (Klopmand 1992), that is, similar structures should have similar 
biological properties, but there is no rigorous law that defines the notion of molecu-
lar similarity. Molecular representation is one of the most critical variables in SAR 
studies and can lead to inconsistencies when comparing and describing activity 
landscapes. Often, it is difficult to recognize which is the molecular property that 
best characterizes the activity landscape or allows the similarity between molecules 
to be evaluated (Bender et al. 2009; Willett 2014).

One way to measure molecular similarity between two compounds is setting a 
distance that varies between 0 and 1. Small distance values correspond to very simi-
lar compounds while large values correspond to dissimilar or very different com-
pounds. It is often used as a criterion that distances of around 0.15 correspond to 
very similar compounds while values over 0.6 correspond to very different 
compounds.

Several binary fingerprints are commonly used for molecular similarity calcula-
tions, such as PubChem fingerprints, BCI (Barnard Chemical Information) finger-
prints, SLN fingerprints (also called UNITY), TGT fingerprints, Daylight 
fingerprints, or MACCS (also called MDL) fingerprints, among others (Cereto- 
Massagué et al. 2015). These are strings of binary bits (0 or 1) where the absence or 
presence of functional groups, rings, fragments, etc. is represented and thus, a com-
posite is represented numerically. Distance/similarity measures are used to describe 
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the separation distance between the fingerprints of two compounds. One of the sim-
plest formulas for this measurement is the Manhattan distance, which is a binary 
equivalent to taking a zigzag route following only ordinal axes. Other indices that 
have been used are Cosine, Dice, Euclidean, or Soergel (Todeschini et al. 2012). 
However, one of the most used and selected formulas for estimating a diagonal 
route in a straight line in the binary space of fingerprints is the Tanimoto index 
(Bajusz et al. 2015).

Tanimoto index (Tc) between two compounds is defined as:

 
Tc

c

a b c
=

+ −  

where, given the fingerprints of two compounds A and B, a is the number of bits in 
A; b is the number of bits in B; and c is the number of bits in A and B.

Therefore, a Tanimoto index near 1 indicates a high degree of molecular similar-
ity between those two compounds.

In recent years, the modeling of activity landscapes has been reported and 
reviewed in several publications (Guha and Van Drie 2008a, 2008b; Peltason and 
Bajorath 2008). Besides molecular similarity indices, landscapes modeling activity 
includes graphs (Chemical Neighborhood Graphs) and maps (Structure–Activity 
Similarity (SAS) maps) of landscape structure-activity (Stumpfe and Bajorath 
2012). It should be noted that different measures of molecular similarity could give 
different values, depending on the sensitivity of the function of representation and 
similarity used. To solve this problem, a variety of methods has been developed 
based on combining the results of multiple similarity procedures (Stumpfe and 
Bajorath 2012).

It should not be overlooked that there are important exceptions to the similarity 
principle. Often, small changes in a structure cause a drastic change in biological 
activity. This phenomenon has recently been referred to as an “activity cliff” or 
“active zone”. The importance of identifying the activity cliffs in the chemical series 
before their SAR study has been reported (Stumpfe et al. 2014; Bajorath 2017). In 
recent years, representations of landscapes of multitarget activity (High-Dimensional 
Activity Landscapes) have been published, designing a landscape based on maps 
that assemble structurally similar compounds and encode their relationships with 
the activity (Iyer et al. 2012).

2.2  QSAR Approaches

Those studies that seek to quantify the relationship between the chemical structure 
and the activity of a series of compounds, through the establishment of mathemati-
cal equations calculated by statistical approximations, are known by the acronym 
QSAR.
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The variables involved in these studies can be discrete or continuous, which 
determines the usefulness of the QSAR model. Modeling of continuous variables 
allows obtaining classification or discriminant models, while the modeling of dis-
crete variables allows correlation models. These approaches allow the interdisci-
plinary exploration of the activity of compounds in a wide range of aspects in 
chemistry, physics, biology or toxicology. Besides providing a reasonable basis to 
establish a predictive correlation model, QSAR studies allow the exploration of the 
chemical characteristics encoded in the descriptors.

The descriptors are numerical representation of attributes or properties of the 
chemical compound that define the characteristics of the analyzed molecules 
(Todeschini et  al. 2009). The descriptors can be obtained from an experimental 
analysis or from a suitable theoretical algorithm, which diagnoses the chemical 
behavior of the molecules. Depending on the nature of the property studied (called 
endpoint), quantitative models can describe a chemical-physical property, a bio-
logical activity or a toxicity identified with the acronym QSPR/QSAR/QSTR, 
respectively. Additionally, they can use a response parameter of the activity/toxic-
ity, toxicity-toxicity or property-property type as a predictor variable, in which 
case they are designated as QAAR, QTTR or QPPR, respectively. From a wider 
point of view, QSAR studies may include the analysis of the biochemical interac-
tions involved in the mechanism/s of action of a chemical compound, providing 
relevant information on structural factors that determine the biological activity 
(Sukumar et al. 2012).

Three aspects must be addressed to establish a QSAR model: the preparation of 
the data, its computational processing and finally its interpretation. The data pro-
cessed can either refer to the response or activity under study (variable dependent 
on the mathematical equation) or to the chemical attributes or molecular descriptors 
(independent variables of the mathematical equation). A classic QSAR model can 
be divided into the following main steps, as shown in Fig. 21.3. The data of the 
activity that is being studied or modeled must be of high quality, that means being 
reliable and consistent with the whole data set to be modeled. Any errors made in 
the data used in a QSAR study will result in models with low predictive power. It 
must be ensured that all these data have been obtained following a standard proto-
col, considering also their origin, i.e. if they come from a single laboratory or from 
several different laboratories. In addition, the chemical structures of the compounds 
from which the theoretical descriptors used for the QSAR models will be calcu-
lated, must also be correctly coded.

Many efforts have been made to provide a guide of good practices for the prepa-
ration of chemical data before the modeling process (Young et al. 2008; Fourches 
et al. 2010). Emphasis should be placed on the importance of creating and following 
a standardized data cleansing strategy, applicable to any set of compounds. In any 
case, the reliability of the data can be completely ensured if the publication of a 
QSAR study allows full access to all the data that have been used.
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The selection of molecular descriptors can be done from a conservative perspec-
tive (Hansch’s approach), where it is the modeler himself who selects the descrip-
tors or, alternatively in a different approach, a large number of theoretical descriptors 
can be used and be then, in a second step, selected by chemometric methods. In the 
first case, a priori knowledge of the mechanism/s of action of the compound is 
required. Thus, in studies of biological modes of action, it is usual to use descriptors 

Fig. 21.3 General 
workflow of QSAR 
modeling
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such as log Kw, a parameter that limits permeation in the cell membrane, or param-
eters such as bioaccumulation, sorption coefficient in soil, etc. In the second case, it 
is assumed that a QSAR modeler should not influence the selection of the descrip-
tor, but that mathematical tools should be applied to select the descriptors that best 
correlate with the activity under study. This could help to maximize the predictive 
power of the model. A detailed review of a large number of more important molecu-
lar descriptors, from the origins to the present, is presented in the reference book 
“Handbook of Molecular Descriptors” (Todeschini et al. 2009), including a com-
plete view of the different molecular representations and their chemical-physical 
meaning.

The molecular descriptors are usually classified according to the dimensionality 
of their molecular representation (Table 21.1; Terfloth 2003) in: 0D, 1D (constitu-
tional descriptors), 2D (topological descriptors), 3D (geometrical descriptors), 4D 
(stereoelectronic descriptors), 5D (multiple representation of induced-fit hypothe-
ses) (Vedani and Dobler 2002), etc.

Other more recent approaches to multidimensional QSAR use other types of 
descriptors such as Holograms (HQSAR; Jiao et al. 2016) or Multivariate Image 
Analysis (MIA-QSAR; Barigye et al. 2016), among others. Recently, Mia-QSAR 
modeling has been applied to study herbicide phytotoxicity on problematic weeds 
(Freitas et al. 2013).

Different types of mathematical and statistical methods can be used to carry out 
a QSAR study (Perez Gonzalez et al. 2008; Liu and Long 2009). In general, they 
can be divided into regression methods and classification methods. Some of the 
general methods that have been mostly used and published in QSAR studies are 
presented below.

Table 21.1 QSAR dimensional perspectives from different descriptors

QSAR 
dimension Type of descriptor Descriptor examples

0D Descriptors obtained from the chemical formula Atom number, 
molecular weight, 
atom-type count

1D Constitutional descriptors representing a molecule or a 
list of structural fragments of a molecule

WLN, SMILES, 
SMARTS, CAST

2D Topological descriptors what consider how the atoms 
are connected in the molecule in terms of presence and 
nature of chemical bonds

ISIDA fragments, 
spectral moments, 
Balaban index, Estrada 
index

3D Geometrical descriptors that allow not only a 
representation of the nature and connectivity of the 
atoms, but also the overall spatial configuration of the 
molecule

WHIM, Getaway, RDF, 
3D-Morse

4D Stereoelectronic descriptors that consider molecular 
properties arising from electron distribution, molecule 
interactions with probes characterizing the space 
surrounding them

Molecular interaction 
fields

M. Teijeira and M. Celeiro



355

• Multiple Linear Regression (MLR) is one of the first regression methods used. 
This method stands out for its simplicity of interpretation. It has been used to 
selectively identify polyphenols that exhibit their antioxidant activity by electron 
donation coupled proton transfer pathway (Chakraborty and Basu 2014).

• From MLR, QSAR model is expressed in a linear correlation, such as:

 Y a a X a X a Xn n= + + +…+0 1 1 2 2  

where Y is the dependent variable that represents the modeled activity; X1, X2, ..., 
Xn are the independent variables that denote different structural characteristics or 
molecular descriptors and a1, a2, ..., an, are the contributions of the descriptors 
(regression coefficients) to the Y response; a0, is the error.
Following the aforementioned equation, a positive correlation coefficient sug-
gests that the corresponding descriptor contributes positively to the property 
studied, while a negative descriptor suggests a negative contribution. The weight 
of the coefficient can reveal the degree of influence of the corresponding descrip-
tor on the modeled property. However, the assumption of a linear relationship in 
the MLR does not always fit well with the modeling of complex problems where 
multiple mechanisms can interact to produce a biological response. In addition, 
this type of models should not be used when the variables of the equation are 
correlated, that is, when the descriptors are collinear.

• The method of partial least squares (PLS; Tobias 1995) has been widely used to 
solve the problem of collinearity between descriptors. This methodology is also 
very useful when the number of descriptors far exceeds the number of com-
pounds studied. Thus, to reduce the number of descriptors, the PLS method 
extracts the “latent variables” that can explain the variations of all the molecular 
descriptors. A PLS regression method was applied to find relationships between 
various molecular properties and membrane transport observed in leaf pulvinar 
cells of Mimosa pudica (Rocher et al. 2017). The structural properties of plant 
flavonoids and their physiological properties were related to PLS regression 
approach, which assisted to understanding their mode of action as anti-oxidants 
(Mishra et  al. 2016). Other related analysis techniques include Principal 
Component Regression (PCR), and/or Principal Component Analysis (PCA).

• Artificial Neural Networks (ANNs) are one of the most popular non-linear 
regression methods in QSAR (Cartwright 2015). This methodology belongs to 
the self-learning algorithms, in which the neural network learns the relationship 
between the studied biological activity and the molecular descriptors. Learning 
is achieved through iterative prediction and improvement cycles. The ANN 
attempts to imitate a biological neural network, inspired by the structure, pro-
cessing and learning method of a human brain. Recently, ANN-QSAR models 
with quantum chemical descriptors, for predicting and analyzing antioxidant 
activities of carotenoids, were reported (Jhin and Hwang 2015). The successful 
application of ANN methods to QSAR analysis also has been confirmed in a 
study of analogs of curcumin, produced from the rhizomes of Curcuma longa 
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plants (Satpathy et al. 2010). Probabilistic Neural Network (PNN) is similar to 
the ANNs, but it is used in classification problems.

• Among the classification methods, Logistic Regression (LR) is similar to linear 
regression, but it is used to model the probability that a compound belongs to a 
given destination property. In the same way, regression coefficients with a large 
value show that the molecular descriptor strongly affects the probability of the 
predicted biological activity, whereas small values indicate that the molecular 
descriptor has no influence. Likewise, the sign of the coefficients indicates 
whether the probability is positive or negative for the studied biological 
activity.

• Within the classification models, Linear Discriminant Analysis (LDA) has 
been widely used. LDA models the biological activity defined as a categorical 
property through a linear discriminant function that is a linear combination of 
molecular descriptors. Multi-resistance risk LDA models, for classification 
and prediction of agrochemical fungicides, have been reported (Speck-Planche 
et  al. 2011). PNNs models showed advantages over LDA approach for the 
classification of anticancer activities of active compounds in medicinal plants 
(Xue et al. 2005).

• The Decision Tree (DT) allows constructing many possible tree variations from 
a set of descriptors, systematically subdividing the information from a set of 
rules and relationships. It is a hierarchical structure, with branches and nodes. 
The classification of a compound is reached after going through a series of ques-
tions and answers. Thus, the compound will be classified with a biological activ-
ity if it meets a certain condition for a given molecular descriptor. Decision Trees 
usually have an easy interpretation, especially if they are not very large.

• Conversely, the Ramdom Forest (RF) uses the growth of many classification 
trees; in such a way, it makes a prediction based on the majority prediction of 
each of the trees. Generally, it is recommended to grow a large number of trees 
and to take a number of descriptors of the square root of the total descriptors.

• The nearest k-neighbor (kNN) uses the distance between an unknown compound 
and each the studied compounds, looking for compounds that are similar in char-
acteristics to the unknown compound. Among the most used distance measure-
ments are the Euclidean distance and the Manhattan distance (BB). Using 
kNN-MFA approach, QSAR models were successfully carried out to analyze the 
steric, electrostatic and hydrophobic effects on a series of pyrazinecarboxamide 
derivatives with herbicidal activity (Shaikh et al. 2015).

• Finally, Support Vector Machine (SVM) can be mentioned as a method based on 
the principle of structural risk minimization (SRM) of statistical learning theory 
(Barakat and Bradley 2010).

All these methods have been updated in recent years to improve their perfor-
mance in QSAR studies (Puzyn et al. 2010). In any case, it is necessary to keep in 
mind that the combination of models that are statistically robust and biologically 
predictive, is not an easy task (Tropsha et  al. 2003). The European Commission 
(REACH: Registration, Evaluation, Authorization and Restriction of Chemical 
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Products) (http://europa.eu.int/comm/environment/chemicals/reach.htm) has estab-
lished the need to use SAR models to reduce experimental tests on animals. For this 
purpose and for regulatory purposes, some “OECD Principles for Model Validation 
(Q) SAR” have been established (http://www.oecd.org/chemicalsafety/risk-assess-
ment/oecdquantitativestructureactivityrelationshipsprojectqsars.htm).

According to these principles, for a QSAR model to be reliable, it is necessary to 
take the following information in consideration:

 1. PRINCIPLE 1. It must have a definite end point.
The chosen end point can be related to processes that take place in the environ-
ment (such as hydrolysis reactions and oxidation and atmospheric reduction, 
biodegradation and bioaccumulation), ecological effects that can cause a series 
of compounds (such as aquatic or terrestrial toxicity), chemical-physical proper-
ties of the compounds (such as their boiling and melting points, Kw, water solu-
bility or vapor pressure) or some properties related to human health (such as 
carcinogenicity, hepatotoxicity or cardiotoxicity).

 2. PRINCIPLE 2. An unambiguous algorithm must be used.
The algorithms used in the QSAR studies must be carefully described, in such a 
way that the user can understand exactly how the estimated value has been 
achieved and is able to reproduce it.

 3. PRINCIPLE 3. It must possess a defined applicability domain.
In general, QSAR models can only reliably predict molecules similar to the 
series of studied compounds. Even if a robust and validated model is available, 
the modeled property cannot be predicted for the entire universe of chemical 
substances. The applicability domain or the chemical space of a QSAR model is 
that spatial region in which the modeled response and the used molecular 
descriptors of the studied compounds are collected. Therefore, it is essential to 
define the applicability domain of a model to determine the chemical structural 
subspace that can be predicted reliably. Many approaches have been described 
for the estimation of the applicability domain, according to the methodology 
used: methods used for the characterization of the interpolation space of the 
descriptor, geometric methods, distance-based methods, methods based on the 
range of the response variable and methods based on the distribution of probabil-
ity density, all of which have been reviewed in recent literature (Sahigara et al. 
2012; Gajewicz 2018).

 4. PRINCIPLE 4. It must include appropriate measures of goodness of fit, robust-
ness and predictability.
Every model must be validated before being used for the prediction of the end-
point of new compounds. If a model is not validated, it may be overfitted, i.e. too 
many variables have been selected. The relationship between the number of 
compounds and the descriptors included in a QSAR model must always be more 
than five if the data set is small. If the data set is large, the number of descriptors 
should be as small as possible. Finally, the preferred model is the one with the 
highest values of prediction parameters and the most balanced results among the 
validation parameters. In addition, it is necessary to carry out a validation with 
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compounds that have not been part of the data set in the construction of the 
model (external validation). Therefore, a last step must be to evaluate the predic-
tive power of the model with external prediction chemicals (Tropsha 2010). 
Often, the limiting factor of the external validation of a QSAR model is the avail-
ability of the data, which should never be less than 5–20% of the data set.

 5. PRINCIPLE 5. It should allow an interpretation of the mechanism of action of 
the compounds under study, if possible.
The multifactorial nature of the mechanisms involved in a biological response 
makes it difficult, in most cases, to search for an interpretation of the selected 
descriptors in a QSAR model. It must be borne in mind that in addition, a predic-
tive application in modeling is not always sought. In any case, for the QSAR 
models to be beneficial for the experimental chemist or biologist, the properties 
they describe must be unambiguous and easily interpretable, and the model must 
be robust, reliable and reproducible. The SAR and QSAR studies can facilitate 
the understanding of the nature of the regions of the chemical space that are rel-
evant to biology and advance knowledge of biological processes.

QSAR studies have progressively evolved from their beginnings towards the 
analysis of large data sets with large amounts of molecular structures, assuming the 
existence of several mechanisms of action and the study of several compounds 
against different biological targets, using a wide variety of statistical techniques 
including machine learning (Wassermann et al. 2010) or multiple QSAR models 
(Roy et al. 2018).

Other classical computational methodologies for SAR studies use simulations of 
the coupling between ligands (small compounds) and biological targets (proteins, 
DNA, RNA, etc.). They are based on the hypothesis that a specific biological 
response is triggered by the favorable interaction between a molecule and a specific 
target into a particular binding site. These computational approaches are referred to 
as structure-based methods versus the ligand-based methods (QSAR, similarity 
analysis) mentioned above.

Due to their wide range of applications in the analysis of molecular recognition 
events the docking and scoring functions, as well as the molecular dynamic simula-
tion, are among the most frequently used strategies. In recent years, there has been 
a trend towards integrating ligand-based and structure-based approaches in order to 
enhance the reliability and efficiency of both methodologies combining information 
from both the ligand and the protein.

The structure-based methods are another area of research of great interest and 
large scope, which have led to interesting reviews in the literature (Rognan 2011; 
Sliwoski et al. 2014; Ferreira et al. 2015), but this goes beyond the objectives of this 
chapter.
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Chapter 22
Elucidating the Phytotoxic Potential 
of Natural Compounds

Adela M. Sánchez-Moreiras, Elisa Graña, Carla Díaz-Tielas,  
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Mercedes Verdeguer, and Manuel J. Reigosa

1  Introduction

Crop protection in agroecosystems is still mainly focused on the use of synthetic 
herbicides, which although increase yield and the quality and quantity of crops short-
term, are a major source of toxicity in the ecosystem and favor the presence and 
development of undesired resistant weeds (Concenço et  al. 2009; De Boer et  al. 
2011). The low diversity in the modes of action of the commercially available syn-
thetic herbicides and their indiscriminate use over the past 50 years has led to an 
increasing rise in the number of resistant weeds and harmful effects, which resulted 
even in the withdrawal of certain herbicides in different countries. In this context, the 
role of phytochemicals in regulating plant growth can be crucial for sustainably con-
trolling weeds because of their short half-life in soil, their high specificity and their 
potentially benign toxicological profile (Dayan et al. 2000; Duke et al. 2014). These 
natural compounds often have highly diverse chemical structures with novel and 
multiple modes of action different from synthetic herbicides, so that they represent a 
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real alternative to the massive use of conventional herbicides. Although there are 
numerous insecticides and bactericides from natural compounds that have been mar-
keted, development and marketing of herbicides from plant secondary metabolites is 
still in an initial phase. A holistic approach is recommended when starting to study 
the herbicidal potential of a secondary metabolite. In the study of the potential use of 
natural compounds as phytotoxins is necessary to address the phytotoxic capacity of 
the compound as well as its specificity against crops and its stability in the ecosys-
tem. A strongly phytotoxic metabolite with a very short half-life or a very limited 
translocation and transport capacity may be very unhelpful in the management of 
weeds under natural conditions. That is why a triple approach is proposed for the 
testing of natural compounds (Fig. 22.1).

2  Approaching the Herbicide Potential of a Natural 
Phytotoxin

When a new compound (previously isolated from a plant extract, leachate or exudate; 
selected due to its biological activity on other organisms; or due to the activity of 
other chemically-related compounds) arrives to our hands, its phytotoxic potential is 

Fig. 22.1 Phases for approaching the phytotoxic study of a secondary metabolite with bioherbi-
cide potential
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addressed following the next consecutive phases (i) the study of the phytotoxic 
potential and the mode of action of the compound on model species (ii) the study of 
the phytotoxic potential of the natural compound on agriculturally interesting crop 
species and their associated adventitious flora, and (iii) the study of the stability and 
transport of the natural compound into the plant and its persistence in the soil 
(Fig. 22.1).

2.1  Knowing the Mode of Action of Secondary Metabolites

Knowing the exact mode/s of action of different plant secondary metabolites will 
allow establishing how, when and where these compounds must be used for weed 
management. This study is carried out from a morphological, physiological, bio-
chemical and molecular perspective with special emphasis on the specific site of 
action and on the characterization of the primary and secondary effects of the stud-
ied compounds (Fig. 22.2).

2.1.1  Structural and Ultra-Structural Studies

The study of the potential phytotoxic effects of a natural compound, and the in 
detail study of the physiological and biochemical parameters induced on plant 
metabolism, must be developed in different consecutive phases, starting with the 
establishment of dose-response curves (see Chap. 1) and the careful study of struc-
tural and ultra-structural changes. Germination and radicle length curves will allow 
establishing the IC50 and IC80 values (concentrations of the tested compound that 
induce a 50% or 80% inhibition, respectively), which will be used for the morpho-
logical and structural measurements. Morphological alterations, such as root struc-
ture and thickness, number of lateral roots, presence or absence of root hairs, and 
growth direction must be studied by petri dishes scanning and magnifying of seed-
lings prior to tissue structural studies by light microscopy and ultra-structural stud-
ies of cells and organelles by Transmission Electron Microscopy (TEM). The 
combination of these analyses recorded at different times and concentrations will 
give us a picture of the effects of the compound/s on plant metabolism and will point 
the way for the following physiological or biochemical measurements.

Once that de visu morphological analysis has been done, structural (by light 
microscopy) and ultra-structural (by transmission electron microscopy, TEM) stud-
ies (see Chap. 15 for protocol details) must be performed in order to see the effects 
on cell organelles, cell walls, cell division and differentiation, etc. Most of the infor-
mation recorded at this level will be the basis for later physiological and biochemi-
cal measurements and will be essential for understanding the full amount of data 
obtained by the – omics approach.

In this way, as shown in Fig. 22.2, structural and ultra-structural analyses can 
reveal root torsion, left-handed growth of roots, multinucleated cells and zigzag cell 
walls, suggesting microtubule alteration (Fig. 22.2a–c; for further information see 
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Fig. 22.2 Scanner (a, e), magnifier (d), and Transmission Electron Microscopy, TEM, (b, c, f–n) 
images of Arabidopsis radicles treated with myrtenal (a), citral (b, i, j), farnesene (c), norharmane 
(d), scopoletin (e), chalcone (f, g, h), rosmarinic acid (k, l), and eugenol (m, n)
(a) Left-handed roots; (b) Zigzag cell walls; (c) multinucleated cells; (d, e) Multiple adventitious 
roots and altered root growth; (f) Fragmented chromatin and nuclear hernia; (g) Nucleus with 
hernia; (h) Multiple condensed mitochondria; (i) Incomplete cell walls; (j) Disorganized cell divi-
sion; (k) Increased number of mitochondria; (l) Broken mitochondria; (m) Strong vacuolization; 
(n) Increased Golgi activity.
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Graña et al. 2013a; Araniti et al. 2016); multiple adventitious roots, altered growth 
direction and disorganized quiescent center, suggesting hormonal unbalance 
(Fig. 22.2d, e; unpublished data; for further information see Araniti et al. 2016); 
condensed mitochondria, fragmented chromatin and nuclear hernia, suggesting 
apoptotic-like programmed cell death (Fig.  22.2f–h; for further information see 
Díaz-Tielas et al. 2012); altered cell planes and unfinished cell walls, suggesting an 
effect on cell division (Fig. 22.2i, j; for further information, see Graña et al. 2013a, 
2017); increasing number of mitochondria, or broken and with light matrix mito-
chondria, suggesting a deficit of ATP production (Fig. 22.2k, l; for further informa-
tion, see Graña et al. 2017); or increased Golgi activity and vacuolization, suggesting 
detoxification processes (Fig. 22.2m, n; unpublished data), among others.

All together, dose-response curves and magnifier, light microscopy and TEM 
images, give a nice first picture of how our compound could be acting into the plant 
metabolism. Once morphological and ultra-structural studies have been performed, 
physiological and biochemical analyses can be established to go on with the study 
of the mode of action.

2.1.2  Physiological and Biochemical Studies

Structural and ultra-structural study of the tested compounds gives the necessary 
information to approach the mode of action and to determine the effect of the com-
pounds. Further physiological and biochemical measurements can include measure-
ments on microtubules (immunostaining with Alexa Fluor 488; Fig. 22.3a, b; for 
further information, see Araniti et al. 2016; Graña et al. 2017; and Chap. 17); poten-
tial of mitochondrial membrane (staining with JC-1 and confocal microscopy; 
Fig. 22.3c, d; for further information see Díaz-Tielas et al. 2012); apoptotic-like cell 
death (staining with acridine orange and ethidium bromide; Fig.  22.3e, f, g; for 
further information see Díaz-Tielas et al. 2012); increase of pectin in the cell walls 
(staining with ruthenium red; Fig. 22.3h, i; for further information see Graña et al. 
2013a, b); blockage or delay of cell division (by flow cytometry and mitotic index 
count; Fig. 22.3l; for further information see Coba de la Peña and Sánchez-Moreiras 
2001; Sánchez-Moreiras et al. 2001, 2008; Graña et al. 2013a, b and Chaps. 12 and 
13); balance of auxins and ethylene (by HPLC; for further information see Araniti 
et al. 2016), etc.

Measurements on oxidative metabolism: in situ staining and quantification of the 
content of Reactive Oxygen Species, such as hydrogen peroxide, H2O2, or superox-
ide, O2

− (ROS; Fig. 22.3j, k; for further information see Martínez-Peñalver et al. 
2012a, b; Araniti et al. 2016), nitric oxide by electron microscopy, peroxidase, cata-
lase, superoxide dismutase and NADPH oxidase activities by colorimetric methods, 
measurement of the concentration of carotenoids, ascorbate, glutathione and poly-
amines and the measurement of lipid peroxidation, can also be made (for further 
information see Pedrol and Tiburcio 2001; Sánchez-Moreiras and Reigosa 2005; 
Sánchez-Moreiras et al. 2009), as well as chlorophyll a fluorescence measurements 
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Fig. 22.3 (a, b) Fluorescence immunostaining of microtubules in control and eugenol-treated 
Arabidopsis cells, respectively; (c, d) Confocal image of mitochondrial membrane potential (JC-1 
staining) in control and chalcone-treated cells; (e, f, g) Healthy, early-apoptotic and late-apoptotic 
nuclei, respectively, after chalcone treatment on Arabidopsis cells; (h, i) Pectin staining on control and 
citral-treated Arabidopsis roots, respectively; (j, k) in situ H2O2 localization (DAB staining) on control 
and citral-treated Arabidopsis roots, respectively; (l) Dividing cells in lettuce roots; (m, n) Maximum 
photosynthetic efficiency (Maxi-Imaging PAM) in control and BOA-treated Arabidopsis plants.

A. M. Sánchez-Moreiras et al.
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(maximum – Fv/Fm – and apparent – ϕII –efficiency of photosystem II; heat – ϕNPQ – 
and fluorescence – ϕNO – emission; and apparent electron rate – ETR – by Maxi- 
Imaging PAM fluorometer; Fig.  22.3m, n; for further information see 
Sánchez-Moreiras et al. 2011; Martínez-Peñalver et al. 2011, 2012a, b), and water 
status measurements (relative water content, water potential, osmotic potential, 
membrane permeability and membrane transport, stomatal density, etc.; for further 
information see Sánchez-Moreiras and Reigosa 2005; Sánchez-Moreiras et  al. 
2009) of the plants treated with the different natural compounds.

In this phase, whole-plant physiological measurements are focused on the roots 
or shoots of treated plants depending on the previously obtained morphological and 
structural information. These measures are intended to obtain the maximum amount 
of information that allows to correctly interpret the results obtained in later –omics 
approach.

2.1.3  Omics Analyses

The molecular mechanisms underlying the perception and transduction of the stress 
signal to the target genes are mostly unknown. The stress signal generated after 
treatment with a natural compound will be perceived as a chemical signal bound to 
receptors on the plant plasma membrane or in the cytosol (e.g. ABA), which can 
activate a large number of genes and induce post-transcriptional and post- 
translational modifications that can result in a different set of proteins and metabo-
lites present in the plant. The last generation technologies, as transcriptomics, 
proteomics and metabolomics, are used in the search for the mode of action in order 
to generate a database of interconnected networks of genes, proteins and metabo-
lites that give an integrated image of the response of the plant to the studied com-
pounds, with different doses and at different application times.

Transcriptomic, proteomic and metabolomic profiles are monitored on seedlings 
of the model species Arabidopsis thaliana, with the IC0, IC50 e IC80 values obtained 
after the dose-response curves and at different times established after the analyses 
of the previous ultra-structural, physiological and biochemical studies.

• Transcriptomic profile. Transcriptome analysis makes possible obtaining a snap-
shot of all the genes expressed simultaneously in the plant at a specific time, 
resulting in very precise comparisons of controls and samples. Looking simulta-
neously at the whole plant genome we can characterize the differences and simi-
larities in gene expression profiles, understanding gene expression as a link 
among the genotype of the organism and its corresponding phenotype (Fig. 22.4). 
When the study of the effects of natural products on plant metabolism is being 
performed, DNA should be an increasing focus of attention, even when the inter-
est is focused on small molecules, as DNA is by itself a target site for many natu-
ral products (furanocoumarins from angiosperm plants or duacarmycin, 
doxorubicin, diastamycin A all from Streptomyces, among others), but even 
more because by this way we are able to identify the stress-induced genes and the 
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so called “environmental response genes” into the gene sequence and getting 
then a better understanding about the stress response and detoxification mecha-
nisms into the cell (Berenbaum 2002). Among the stress-induced genes there are 
signaling genes, transcription factors, and effector genes, which include enzymes 
that alter the cells structure and properties in response to stress.
A sequential analysis is done at different times to define the primary response of 
the plant to the tested metabolites. Once the treatment has started, the seedlings 
are harvested at 0, 0.25, 0.5, 1, 3, 6, 12 and 24 h. Gene expression is considered 
to be over-expressed, or under-expressed, when the expression of the gene is at 
least twice as large or smaller than the control. The data obtained by microarrays 
is contrasted with the RT-PCR real time quantification assays. The profile of 
genes overexpressed or deleted after treatment with each of the compounds is 
used for later comparisons with other natural compounds or synthetic herbicides 
(for further information see Baerson et al. 2005).

• Proteomic profile. Schulze and Downward (2001) pointed that one of the prob-
lems limiting the use of microarrays to elucidate phenotypic changes and estab-
lish gene networks is that the regulation of mRNA levels is one aspect of the 
biological control, but not the only one. Sometimes the alteration in mRNA 
levels is not traduced finally in altered protein levels, which are also controlled 
by post-translational modifications, and in fact the correlation among mRNA 
content and protein has proven to be lacking in different experimental systems 
(Gygi et al. 1999). Protein post-translational modifications and scaffold-medi-
ated protein- protein interactions are important for biological processes, particu-
larly in the propagation of cellular signals (like in the stress signal transduction). 
There are more than 300 reported different post-translational modifications 
such as removal of signal peptides, phosphorylation, glycosylation, etc., which 
confer diverse properties with physiological relevance to the modified proteins. 
(Xiong and Zhu 2001). The constitutively presence of H+-ATPases and aquapo-
rins in plasma membrane could be a good example of this because it is regulated 
by Ca2+-dependent phosphorylation, a post-translational modification.

Effective dose of 
natural product

Signal-transduction 
systems

Genomic
damage Cell-cycle

control genes

Cell-death
differentiation

genes

DNA-
repair genes

Environmental 
response machinery

Metabolic
response

Fig. 22.4 The activation of different enzymatic systems and the interaction between some of them 
will regulate the final metabolic response under stress conditions. (Redrawn from Albers 1997)
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Proteomics can clarify the structural predictions of genome sequence informa-
tion and assess the protein modifications and protein-ligand interactions that are 
relevant to stress-response (Cushman and Bohnert 2000). Diverse up- or down- 
regulated proteins have been identified to determine the final phenotype of an 
organism under different types of stress, as well late embryogenesis-abundant 
proteins (LEA), enzymes involved in the protection against oxidative stress, in 
the ABA signalling transduction, enzymes with chaperon function (Heat shock 
proteins), involved in lignin synthesis or in glycolytic reactions (Zivy and de 
Vienne 2000).
The study of the proteome is carried out in Arabidopsis seedlings treated with the 
compound for 0, 1, 3, 6, 12, 24 and 48 h. This lag with respect to the transcrip-
tomic analysis allows the expressed genes to be translated into proteins and be 
able to compare them statistically. The protein profile is obtained by two- 
dimensional electrophoresis with a pre-purification of TCA-acetone. Both, first 
and second dimension, are done on a horizontal system. Once the most important 
spots have been identified by silver staining, they are cut and digested with a 
Bruker Daltonics chopper and a digester and are analyzed with a Bruker 
Microflex mass spectrometer (MALDI-TOF) and a DIONEX 3000 two-dimen-
sional Nano-HPLC. The profile of the altered proteins after the treatment with 
each of the compounds is compared with the profile of untreated plants (Fig. 22.5, 
unpublished data; for further information see Sánchez-Moreiras and Pedrol 
Bonjoch 2001 and Sánchez-Moreiras and Reigosa 2018).

• Metabolomic profile. Metabolomic is the large-scale study of all the small mol-
ecules, with a mass range of 50–1500 daltons, whose interactions within a bio-
logical system are known as metabolome (Kim et al. 2010). The power of this 
technique is due to the fact that the fluctuation of metabolites concentration, 
unlike other -omics measures, directly reflect the molecular phenotype of cells /
tissues/organs (Fiehn 2002). Metabolites identification is carried out through 
Nuclear Magnetic Resonance (NMR) as well as with hyphenated techniques 
such as gas (GC), liquid (LC, HPLC, UPLC) and other affinity chromatography 
coupled to mass spectrometry (MS) (Zhang et al. 2012). In metabolomics sam-
ples are subjected to a multi-step process and an example on GC-MS based 
metabolomic pipeline is reported in Fig. 22.6.
Since metabolites concentration is extremely fluctuating along the organs and 
during the day, the experimental design and sample collection should be consis-
tent. Immediately after collection, samples metabolism is immediately quenched 
and the samples are deep frozen in liquid nitrogen. Successively, we extract the 
samples, eventually we derivatize them (depending on the technique that will be 
used since NMR do not need sample derivatization), and we prepare the extracts 
for the analysis (Lisec et al. 2006). To follow early and late events, due to stress-
ors factors, is useful to plan samples collection at different times. For example, 
in experiments carried on Arabidopsis seedlings, treated with natural phytotox-
ins, we collect the samples after 0, 3, 6, 12, 24, 48 and 72 h from the beginning 
of the treatment and then we analyze them. Once again, there is a lag regarding 
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transcriptomic and proteomic analyses with the intention of being able to com-
pare them statistically.
In metabolomic studies data analysis includes two key steps. We focus the first step 
in acquiring a readable dataset from the analytical analysis and in identifying and 
quantifying the metabolites using commercial libraries and/or public databases. 
During, the second step we statistically analyze the data using both multivariate 
and univariate techniques. The last step that we carry out during metabolomic stud-
ies pipeline consists in the pathway analysis, which combines the Pathway 
Enrichment Analysis (PEA), which allow us to quantify the pathway impact 
exerted by the treatment (Xia and Wishart 2010). Recently, new software based on 
Machine-Learning techniques (neural networks) have been developed in order to 
compare -omics data, but once again, there is a lag regarding transcriptomic and 
proteomic analyses with the intention of being able to compare them statistically 
(Huan et al. 2017). Therefore, the experimental design newly confirms its pivotal 

Fig. 22.5 Comparison of subsets (3-D plot graphs) from representative gels with variable spots of 
control, BOA and BOA+Salt treated plants. Lettuce were totally untreated (control) or treated with 
1 mM BOA (BOA), or 1 mM BOA +60 mM ClNa (BOA+Salt)
First dimension gels were Immobilized pH Gradient gel strips (IPG strips, GE Healthcare) of 7 cm 
length with a pH range of 3–10 NL. Second dimension gels were precast polyacrylamide gels, 
ExcelGel 2-D homogeneous 12.5% from GE Healthcare (Sánchez-Moreiras and Reigosa 2018). 
Spots were silver stained for identification.
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role in -omics studies. The profile of the altered metabolites after the treatment 
with each of the compounds is established to obtain the altered metabolic pathways 
(for further information see Araniti et al. 2017a).

The transcriptomic, proteomic and metabolomic profiles are statistically treated to 
approach to the mode of action from a complete plant perspective.

2.1.4  Structure-Activity Relationship (SAR) and Molecular Docking

Molecular docking and SAR studies complement all the data previously obtained of 
the effects on plant metabolism, and give more information about the behavior of 
the tested molecules into the plant. Two approaches are proposed to establish the 
structure activity relations and the mechanism of molecular action. One based on 
the structure of the ligands (QSAR) and another based on the structure of the bio-
logical receptor (Molecular Docking). For further information see González et al. 
2008a, b and Chap. 20.

• QSAR methodologies. A quantitative study of structure-activity relationships from 
series of tested is carried out, following the steps shown below: (1) Construction of 
herbicide data sets. Phytotoxic compounds and plants growth promoters from 
scientific publications and patents are exported using the CAS (Chemical Abstract 
Service database). The chemical structures are ensured through their standardiza-
tion and cleanliness using “QSARDW” application; (2) Classification of families 

Fig. 22.6 Procedure generally adopted in GC-MS-based metabolomics
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of compounds and molecular fragmentation. In a first division, homogeneity is 
sought in the biological test protocol and in a second sub-classification, common 
structural areas (scaffolds) are defined, which will be explored from a toxicological 
point of view; (3) Calculation of molecular descriptors. Topological and fragment 
descriptors are calculated making a selection of the most appropriate according to 
the property to study. If required, those containing the same information or having 
a correlation higher than 85%, can be eliminated by Pairwise Correlation (González 
et al. 2005) in order to avoid multicollinearity among the independent variables of 
the future linear models. (4) Construction and validation of QSAR models. In order 
to guarantee the reliability of the models obtained, a validation with an external 
prediction series is carried out. Therefore, the dataset is divided into training, pre-
diction and external validation sets, using Cluster analysis; The OECD principles 
are prioritized (Guidance Document On The Validation Of (Quantitative) Structure- 
Activity Relationships [(Q)Sar] Models). Different statistical methodologies are 
explored, looking for robust models, with good predictability and selection of 
descriptors easily interpretable.

• Molecular docking modeling of the ligand-receptor complex is carried out to 
study the binding sites between herbicide compounds and their biological target 
while making a comparison of the herbicidal potency between different com-
pounds on the same receptor. The three-dimensional structure of the receptor 
(X-ray or NMR structures) is obtained from the Protein Data Bank (PDB) data-
base and, when it is not available, homology models are constructed with a refer-
ence protein that has a certain similarity in the sequence and whose crystallized 
structure is known (for further information see Graña et al. 2017).

• Comparison of the results obtained with the already known modes of action of 
chemical herbicides. The results obtained in the previous analyses are included 
into a database with modes of action of herbicides, xenobiotics and other known 
molecules and a comparison of the altered genes, proteins and metabolites is car-
ried out for each of the compounds in order to identify their mode/s of action. The 
non-correlation can be indicative of a novel mode of action that needs to be estab-
lished through the integrated analysis of all known data for the tested compound.

2.2  Phytotoxic Potential of Secondary Metabolites on Crops 
and Associated Weeds

The phytotoxic potential on different species of crops and associated weeds is inves-
tigated in vitro by laboratory bioassays (see Chap. 1).

The phytotoxic capacity of the selected compounds is assessed first by germi-
nation and growth bioassays on crops and weeds, performing dose-response 
curves from which key parameters related to the phytotoxic potency of the tested 
compound are obtained. The commercially interesting crops that we usually use 
in these studies are Hordeum vulgare L., Triticum aestivum L., Zea mays L., 
Oryza sativa L., Glycine max L. and Lactuca sativa L., and their tested associated 
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weeds are Amaranthus retroflexus L., Echinochloa crus-galli L., Portulaca olera-
cea L., Plantago lanceolata L., Convolvulus arvensis L., Avena fatua L., Solanum 
nigrum L. and Thlaspi arvense L (for further information see Graña et al. 2013b; 
Díaz- Tielas et al. 2014; Araniti et al. 2017b).

The number of germinated seeds, the weight of the seedlings and the length of 
the roots are recorded. At least 5 replications are used per concentration and com-
pound in these bioassays. The most active secondary metabolites in the laboratory 
are subsequently applied in field and greenhouse bioassays in order to develop their 
potential natural herbicidal actions. For the realization of these bioassays, we usu-
ally select the crops and weeds that have shown a greater specificity and sensitivity, 
respectively. The objective is to find the most interesting crop–weed systems for 
further studies in integrated weed management.

Greenhouse and field experiments are carried out on loamy textured soil, homog-
enized by mechanical work on 25 cm depth. An experimental design with random-
ized tables (4 repetitions per treatment) of 1 × 1 m is established. The molecules are 
applied by spraying or irrigation, according to the proposed objectives. Germination 
is periodically evaluated and viable germinated weeds identified. Weeds are sam-
pled at the time of flowering and their yield in fresh and dry weight is determined. 
Also, soil samples are taken to determine the persistence of the treatments applied. 
Prior to carrying out the tests, the weeds present in the test field and surroundings 
are inventoried. The tested concentrations of the compound and the selected crops 
and/or weeds species depend on the data obtained in the greenhouse bioassays for 
each molecule (Fig. 22.7).

2.3  Stability and Transport of Secondary Metabolites on Receptor 
Plants

The analysis of the amount of compound or its derivatives present in the plants in 
the different organs (root, stem and leaves) is done by GC-MS or HPLC-MS and is 
carried out on Arabidopsis or lettuce seedlings treated with IC0, IC50 and IC80 con-
centrations for each compound (for further information see Sánchez-Moreiras et al. 
2010. Once the treatment has started, the seedlings are harvested at different times. 
Gas-mass chromatography (GC-MS) is the most powerful method for the identifica-
tion and quantification of relatively apolar organic molecules. For low volatility 
compounds that are not suitable for gas-mass chromatography, liquid chromatogra-
phy is used. For this study, the compounds are applied by spraying or irrigation in 
order to elucidate whether their transport into the plant occurs via xylem, phloem, 
or both. The harvest times are determined based on the effect found in the previous 
analyses, in order to be able to correlate the presence of the compound into the plant 
with the effects measured in phase 1.

Knowing the interactions between plants, and the positive or negative effects that 
molecules (mainly secondary metabolites) released to the environment exert on 
other plants, will allow the advance of integrated agriculture, since the combination 
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of crops or the mulching of plants is a common practice in this type of agriculture 
that can induce changes in yield of future crops. Moreover, knowing the mode of 
action of plant growth regulating phytochemical substances will allow their use in 
the control of weeds in the framework of sustainable agriculture and at the same 
time will provide the industry with new modes of action for the preparation of 
organic substances more respectful with the environment to substitute as much as 
possible the traditional herbicides and to help to solve with their new target sites the 
problem of weed resistance.
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Chapter 23
Exploring Plants Strategies  
for Allelochemical Detoxification

Margot Schulz, Meike Siebers, and Nico Anders

1  Introduction

Plants must defense their habitat against individuals of other or sometimes of the 
own species. During evolution they developed methods to utilize suitable molecules 
(allelochemicals) which are released into the air or the soil by active or passive 
mechanisms and which suppress other plants.

In the soil, the rhizoplane and the rhizosphere can be temporarily enriched with 
such compounds, mostly secondary metabolites, which influence the composition 
of the microbiome in the narrow neighborhood (Ikeda et al. 2008; Wang et al. 2013). 
Alteration of the microbiome can be important, as microorganisms are often 
involved in allelopathic interactions. When the level of toxicity is high enough, 
which depends firstly on the chemical nature and the amounts of the accumulating 
compounds and secondly on the biomass of the releaser, germination of seeds, seed-
lings growth and even older plants can be directly or indirectly inhibited or injured, 
sometimes to death, by the original or converted compounds. These effects are most 
noted as they augur alternative practices for weed control. However, the affected 
plants start defense reactions, which can be well developed and imply possible 
recovery. These mechanisms include detoxification and degradation reactions. Such 
reactions are also of particular importance to avoid autotoxicity.

The knowledge about how plants cope with phytotoxins is a prerequisite for the 
design of alternative agricultural methods that make use of allelopathic interactions. 
It is essential to know which plants, cultivars or ecotypes of weeds and crops are 
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sensitive to an allelochemical and which ones are not, in particular as  allelochemicals 
are seldom only phytotoxic but bioactive compounds directed to a broad spectrum 
of organisms. For instance, many allelochemicals are also focused as biological 
fungicides or insecticides. The molecular targets of receiver organisms are multiple, 
but the broad mode of action is doubtlessly of evolutionary advantage.

In this chapter, methods to recognize allelopathic effects on the soil microbiome, 
and the elucidation of plant defense and detoxification reactions are focused by 
means of examples. Experimental procedures are described which allow the use of 
innovative methods for analyses.

2  Recognition of Allelopathy Caused Problems 
in Agricultural Ecosystems

2.1  Analyses of Allelochemical Induced Shifts in Microbial 
Biodiversity by High-Throughput Sequencing Methods

Growth inhibition by plant-released allelochemicals is difficult to verify, because 
microorganisms are more and more recognized as mediators of the effects. Either 
they convert compounds to the functional phytotoxins or converted compounds 
extinguish beneficial microorganisms which impacts plant growth negatively. Thus, 
allelopathic effects can be indirectly triggered by the microbiome composition. On 
the other hand, detoxification properties of plants may substantially weaken by the 
loss of the microbial diversity since microorganisms often support detoxification 
processes.

High-throughput sequencing methods are presently the best way to study effects 
of allelochemicals on the microbial diversity since more than 99% of the microbi-
ome presents uncultured organisms. For probing, bacterial 16S (U3441F-U806R) 
and, for instance, fungal ITS (ITS7F-ITS4R) regions are sequenced. Aside from the 
characterization of the soil collection site, the analyses of soil parameter, such as 
nitrogen, phosphate, sulfur and metal contents, pH and others are necessary. The 
cultivation history of the particular soil must be known, for instance which crops 
were previously cultured or which agrochemicals were used. After collection of the 
soil, the samples must repose for several days until the microbiome has recovered 
from disturbances caused by the collection (Siebers et al. submitted). For a standard 
DNA extraction 250–500 mg of fresh soil are used for DNA extraction with suitable 
DNA extraction kits according to the manufacturer’s instruction. Concentrations of 
DNA are adjusted to a minimum of 5 ng μL−1. Samples must be stored at −80 °C.
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2.2  Soil Signature Lipid Biomarker Analysis

Signature lipid biomarker (SLB) analysis can be employed to give detailed insights 
into soil microbial community structure (Kruse et al. 2015). All living cells are sur-
rounded by a plasma membrane, which is a barrier against the environment. The 
plasma membrane is constituted by a lipid bilayer, containing a diverse array of 
lipids, which are essential structural components of the cell membranes, compris-
ing, among others, glycerolipids, sphingolipids, and sterols (Fig. 23.1).

Lipids can also serve as storage compounds (triacylglycerols) and participate in 
many biochemical processes such as signaling (jasmonic acid, lyso- 
phosphatidylcholine), protein modification (dolichol) and plant-microbe interac-
tions (Siebers et al. 2016). They are defined according to their solubility properties, 
being insoluble in water, but soluble in non-aqueous solvents such as chloroform or 
alcohols. Lipids are characterized by a high structural diversity and therefore, suit-
able biomarkers to monitor adaptations to altered environmental conditions. 
Phospholipids are composed of two fatty acids esterified at sn-1 and sn-2 position to 
a glycerol backbone and a polar headgroup attached at sn-3 position.

After cell death, phospholipids are characterized by a rapid degradation into neu-
tral lipids such as diacylglycerol (DAG) or into phosphatidic acid (PA) due to enzy-
matic hydrolysis. Hence, the amount of intact phospholipids in soil is highly 
correlated with the living microbial biomass in soil and can be employed as a quan-
titative measure of the viable biomass (White et al. 1993). The diacylglycerol  moiety 

Fig. 23.1 Simplified presentation of the lipid bilayer and the different membrane lipids included
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of PA is incorporated into different phospholipids by phosphate ester condensation. 
Distinct amino-alcohols [e.g. phosphatidylserine (PS), phosphatidylcholine (PC), 
phosphatidylethanolamine (PE), phosphatidylglycerol (PG) and phosphatidylinosi-
tol (PI)] can be attached to the phosphate moiety of the headgroups. The fact that the 
different headgroups can be combined with a large number of fatty acids, varying in 
chain length and degree of desaturation leads to a vast number of different phospho-
lipid molecular species. In addition there are also bacteria that ubiquitously occur in 
soil having ether-linked glycerophospholipids as membrane lipids which are char-
acterized by an ether-linked acyl chain at the sn-1 and sn-2 position of the glycerol 
backbone. These ether bond phospholipids are most prominent in Archaea (Albers 
et al. 2000) and are more resistant to oxidation and high temperatures than ester 
bonds. Since the fatty acid composition in phospholipids varies widely among dif-
ferent microorganisms, their distribution profiles can be employed reflecting the soil 
microbial community structure (White et al. 1993) (Fig. 23.2).

Phospholipid-derived fatty acid (PLFA) analysis is a widely used method to mea-
sure the microbial biomass and the community structure composition (Zelles 1999; 
Frostegård et  al. 2011; Buyer and Sasser 2012). A tremendous increase in our 
knowledge of the role of lipids in plant-microbe-soil interactions has been achieved 
since the availability of highly sensitive and quantitative analytical technologies 
utilizing mass-spectrometry (MS), gas chromatography (GC), and high-pressure 

Fig. 23.2 Signature lipid biomarker in soil
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liquid chromatography (HPLC) (Welti and Wang 2004; Wewer et al. 2011). To give 
a reliable community fingerprint of soil microorganisms, several analytical methods 
has to be assessed.

2.3  Lipid Extraction from Soil Samples

The described procedure for phospholipid extraction (Fig. 23.3) from soil is based 
on Bligh and Dyer (1959) with slight modification. To minimize contamination only 
glass- and teflon-ware is used. All solvents are HPLC or GC grade and contain 
0.01% (w/v) butylated hydroxytoluene as antioxidant (Welti et al. 2002). Glassware 
is washed with chloroform prior to usage. For lipid extraction from soil, samples 
(fine earth <2 mm, ~5 g wet weight) are placed into a 50 mL glass vial with a teflon- 
lined screw cap.

Total lipids are extracted in two steps. Lipid-extract A: 10 mL of chloroform/
methanol/formic acid [1:1:0.1] is added to the sample and incubated under continu-
ous shaking at 150 rpm for 1 h at room temperature. The presence of formic acid in 
the solvent prevents lipid degradation by lipases during lipid isolation (Browse et al. 
1986). After centrifugation at 1500 x g for 10 min, the supernatant is transferred to 
another 50 mL glass vial with teflon-lined screw cap and evaporated under N2. Lipid-
extract B: the residue of extraction A is re-extracted with 8 mL of chloroform/metha-
nol [2:1]. After incubation for 30 min at RT and subsequent centrifugation at 1500 x 
g for 10 min, the supernatant are combined with lipid extract A. Then, 2 mL of 1 M 
KCl/0.2 M H3PO4 is added to the lipid extract and the mixture is shaken vigorously. 

Fig. 23.3 Flowchart for the extraction of crude lipids from soil samples
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Phase separation is achieved by centrifugation at 1500 x g for 10 min. The lower 
organic phase containing the total lipids is harvested, completely  evaporated, and 
eluted in chloroform. Samples can be stored at −20 °C for later preparation or directly 
used. Finally, samples are dried for 48 h at 105 °C to determine the dry weight.

2.4  Lipid Fractionation by Normal-Phase SPE and FAME 
Analysis

A commonly used method to separate phospholipids from other lipids is solid phase 
extraction (SPE). The normal phase SPE typically involves a polar analyte, a mid- to 
nonpolar matrix (e.g. acetone, chloroform, or hexane), and a polar stationary phase. 
Silica is the sorbent of choice for lipid fractionation, since lipids are first recovered 
in nonpolar solvents such as chloroform. The retention of an analyte under normal 
phase conditions is primarily due to the interactions between the polar functional 
groups of the analyte (e.g. lipids) and the polar groups on the sorbent surface (e.g. 
silica), for example due to hydrogen bonding. A compound which is adsorped by 
these mechanisms is eluted by passing a solvent that disrupts the binding – usually 
a solvent that is more polar than the sample’s original matrix. Hence, the polar 
silanol groups at the surface of the silica sorbent will more strongly adsorb polar 
compounds such as phospholipids, rather than neutral lipids such as triacylglycerol 
or sterols (Fig.  23.4). Several procedures to isolate distinct lipid classed by this 
method have been described (Hamilton and Comai 1988; Kim and Salem 1990).

For lipid fractionation by normal phase SPE, silica columns (e.g. Strata Si, 
100 mg), are equilibrated with 2 x column volume of chloroform. The lipid-extracts 
are subsequently loaded onto the column and the non-polar lipids are eluted with 
4 mL of chloroform. In a second step the more polar glycolipids are eluted with 
4 mL of acetone/isopropanol [1:1]. Finally, the polar lipid fraction, including the 
phospholipids, is eluted by applying 4 mL of methanol. The methanol phase, which 
is highly enriched in phospholipids is then evaporated under N2 and dissolved in the 
respective solvent (e.g. chloroform) prior to further analysis.

Direct analysis of phospholipids and free fatty acids via gas chromatography 
(GC) is impaired due to their high polarity. Therefore, derivatisation to the more 
volatile fatty acids methyl esters (FAMEs) of lipids and fatty acids by acid- catalyzed 
methylation is necessary for the analysis by GC.  FAME synthesis can be done 
according to Browse et al. (1986). On this account ~150 μL lipid extract is incu-
bated at 80 °C for 1 h in 1 mL 1 N HCl in methanol. After cooling down to RT, 1 mL 
hexane and 1 mL 0.9% NaCl is added and vortexed thoroughly. To achieve phase 
separation samples are centrifuged for 3 min at 1000 x g. The upper hexane phase, 
containing the FAMEs, is completely evaporated under N2. Subsequently, FAMEs 
are dissolved in a defined volume of hexane. The quantification of fatty acids by GC 
depends on the availability of suitable internal standards, which must be absent in 
the sample. Therefore, a defined amount of an internal standard (e.g. pentadecanoid 
acid, 15:0) is added to the sample.
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2.5  TLC of Phospholipids

For the PLFA analysis by GC the extracted and separated phospholipids are metha-
nolyzed and the acyl groups are converted into their methyl esters after cleavage. In 
this approach only the acyl groups but not the headgroups can be analyzed. The 
GC-based methods are unable to provide information about the different molecular 
species of phospholipids. To this end the separation by thin layer chromatography 
(TLC) prior to FAME synthesis is required (Wu et al. 1994). On this account silica 
gel is most commonly used combined with different solvent systems (e.g. acetone/
toluene/water [91:30:8]) (Kahn and Williams 1977). Once separated, the acyl 
groups can be quantified within the different phospholipid classes by isolating indi-
vidual lipids from the silica material (Benning and Somerville 1992).

For TLC, silica gel plates and a suitable mobile phase can be used as a simple 
method for the separation of the different phospholipid classes. The one- dimensional 
TLC (Fig. 23.5a) system described here is a commonly used method to separate the 

Fig. 23.4 Scheme of normal phase solid phase extraction (SPE). Lipids are fractionated according 
to their polarity by the use of a three solvent system
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different phospholipid classes extracted from soil. First, TLC plates are submerged 
in 0.15 M ammonium sulfate and dried at RT for several days before activation at 
120 °C for 2.5 h prior to use. Lipids, eluted in chloroform/methanol [2:1] are loaded 
onto the plate as 1 or 2 cm parallel streaks in the concentration zone. Plates are short 
air-dried in a fume hood and subsequently placed in the chromatography tank con-
taining acetone/toluene/water [91:30:8]. After ~45–60 min migration time the plates 
are dried in a fume hood and bands are visualized using different staining methods. 
The lipids are identified with the help of co-migrating standards.

Two-dimensional (2D) TLC (Fig. 23.5b) using two different solvent systems is 
performed to further separate lipid extracts with complex lipid compositions. On 
this account, the lipid extract is applied to the lower left corner of the silica plate, 
without concentration zone. After developing the first dimension the plate is air 
dried in a fume hood and placed in a second chromatography chamber containing a 
different solvent for the development of the second direction. The most efficient 
solvent system is to use a neutral or basic solvent in the first direction followed by 
an acidic solvent in the second direction, e.g. chloroform/methanol/conc ammonia 
[65:35:4] for the first dimension and butanol/acetic acid/water [60:20:20] for the 
second dimension. The main disadvantages of this method are the time-consuming 
double development and that no standard sample can be used to appreciate the vari-
ations, which may occur from one run to another. Lipids are visualized by spraying 
with p-anisaldehyde (ANS, 0.2% (w/v) 8-anilino-1-naphtalene sulfonic acid in 
Methanol), which is a general-purpose stain particularly good with groups having 
nucleophilic properties. ANS is also particularly good for preparative TLC, because 
it does not interfere with subsequent analyses by GC or mass spectrometry (MS). 
Quadrupole Time-of-Flight Mass Spectrometry (Q-TOF MS) represents, for 
instance, a method for the non-destructive identification and quantification of intact 
lipids such as phospholipids (Kruse et al. 2015).

Fig. 23.5 Schematic separation of phospholipids on silica gel by one-dimensional TLC and two- 
dimensional TLC.  PC, phosphatidylcholine; PS, phosphatidylserine; PE, phosphatidylethanol-
amine; PI, phosphatidylinositol; PG, phosphatidylglycerol

M. Schulz et al.



387

3  Detoxification and Degradation Reactions

3.1  Microorganisms as Helpers in Detoxification Processes- 
Concept of Synergism

The consortium of root colonizing bacteria and fungi can be involved in detoxification 
networks by acting in concert with the plant (Fig. 23.6; Schulz et al. 2013; Haghi Kia 
et al. 2014; Pagé et al. 2015). This field is almost not investigated but implies intrigu-
ing possibilities to design novel agricultural practices. To gain more insights in the 
root associated cultivable microorganisms, roots of weeds and crops can be harvested, 
cut in pieces and placed on different agar media suitable for the growth of fungi and 
bacteria. Emerging colonies have to be purified by subsequent culture steps and the 
finally obtained isolates must be identified. Extracted DNA is used for PCR with ITS/
additional or 16S RNA primers and PCR products must be purified (Haghi Kia et al. 
2014). Kits are available for all of these steps. Isolation of fungal DNA can be prob-
lematic because cell disruption is more difficult than with bacteria and plant tissues. 
Many microorganisms excrete nuclease, which has to be taken in account. Sequencing 
for the identification of the microorganisms is mostly done by companies.

When pure isolates are obtained, microorganisms can be cultured in liquid media 
(Fig. 23.7). Culture conditions and media must be adapted to the requirements of a 
given microorganism. The organisms can be tested for their ability to convert an 
allelochemical. For the tests, aliquots of the growing culture are supplemented with 
increasing amounts of the allelochemical of interest. Controls are run without sup-
plements and with the organic solvent used for the solution of the allelochemical. 
Aliquots (100–200 μL) of the media are taken every 6–12 h and the samples are 
monitored for compound degradation, transformation products and detoxification 
intermediates by HPLC and MS-methods. If new compounds related to the applied 
allelochemical occur and they are stable enough, they can be isolated from the cen-
trifuged and concentrated media by preparative HPLC or TLC. Compound identifi-
cation by common spectrometric methods requires a high degree of purity. For most 
NMR-analyses 1–5 mg of the highly purified substance are necessary. The culture 

Fig. 23.6 Microorganisms can convert allelochemicals to compounds with a reduced or enhanced 
phytotoxicity. Modulation of the molecules to initiate complete degradation is a common process. 
The intermediates are often unstable and only temporarily present, but may possess nevertheless 
bioactivity. Here, a Pantoea ananatis strain was incubated with different amounts of BOA-6-OH, 
yielding an orange colored transformation product, presenting the starter molecule for a hitherto 
unknown degradation pathway for BOA/BOA-6-OH (Schulz et al. 2017a)
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medium sometimes influences the conversion of compounds, which has to be con-
sidered. Microbial participations in detoxification processes may be investigated by 
incubation of isolates or of microbial communities with allelochemicals. Isolation 
of degradation/detoxification products and bioassays with the isolated compounds 
are prerequisites to elucidate pathway sequences that result in conversion and deg-
radation of allelochemicals. The following scheme explains the experimental steps.

3.2  Peroxidases and Glucosyltransferases – Two Key Classes 
of Enzymes Involved in Different Types of Detoxification

Plants can collaborate with microorganisms to overcome the toxicity of a phyto-
toxin. When the plant gets in contact with the compound specific defense reactions 
are started, indicated by genome wide alterations of gene expression to adapt the 
metabolism to stress conditions and to mobilize detoxification/rescue processes. 
The changed gene expression after application of allelochemicals, demonstrated by 
several researchers (Baerson et al. 2005; Venturelli et al. 2015), is not focused here. 
Instead, events subsequently occurring to gene expression and protein biosynthesis 
are emphasized.

There seem to be common reactions of plants, which are started almost immedi-
ately after exposure to many different compounds. H2O2 production and enhanced 
activities of peroxidases in the apoplast and on the root surface belong to the unspe-
cific responses. Metabolic sequences for detoxification are very similar to the ones 

Cut root in pieces
place pieces on 
agar plate (LB, 
Czapek, malt..)

Cut agar pieces 
with microorganisms
and place in flasks with
culture medium and
the allelochemical
of interest. (except
controls).

Cultivate until
microorganisms
develop colonies.

Take 100 µl aliquots every 6h and analyze 
them for new compounds. HPLC analyses.

New compound found

Filter cultures, centrifuge 
filtrate at 4000g extract with 
EtOAc, evaporate organic and 
aqueous phases to dryness 
with a Rotavapor. Dissolve 
residues with EtOAc, MeOH or 
water and check presence of 
compound in the solutions

Purify compound by TLC 
or prep. HPLC

Bioassays

Identification

Fig. 23.7 Scheme of experimental steps to isolate a cultivable microorganism from the root sur-
face, which may be able to degrade or to convert allelochemicals
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known from synthetic herbicide detoxification. The process starts with the conver-
sion yielding metabolites with increased susceptibility to further processing. 
Hydroxylations involving sometimes cyt P450s are common steps. In the second 
phase, conjugation with primary metabolites occur, such as glucosylations and/or 
malonylation, increasing water solubility of the metabolite, concomitant with a 
reduction of toxicity by masking reactive groups. In a third step, the detoxification 
products are fixed to cell wall material or they are transiently stored in the vacuole 
and exuded later. These steps require transporters. Step 1 detoxification products 
can also undergo polymerization reactions initiated by peroxidases, laccases or even 
by non-enzymatic reactions. Generated radicals of phenolic allelochemicals can be 
incorporated into cell wall polymers without further conversions. When the cell 
wall/root surface is the major detoxification site, detoxification products do not 
accumulate in the vacuole. Two important enzyme classes, peroxidases and glucos-
yltransferases have key functions in the different pathways, for instance of benzoxa-
zolinone BOA detoxification (Fig.  23.8): transient detoxification (glucosylation/
malonylation) and irreversible detoxification (polymerization and degradation).

Simple activity determinations of the two important enzyme classes are described 
more detailed.

3.2.1  Root Surface Peroxidase

ABTS (2,2-azinobis(3-ethylbenzthiazoline)-6-sulfonic acid) is a common substrate for 
peroxidase activity determination. ABTS is oxidized by the enzyme in presence of 
H2O2 which lead to the generation of a relatively stable, green colored radical. The 
plant seedlings are preincubated with an allelochemical, control seedlings with tap 

Products from
Transformation and 
Degradation by Mikroorganisms

Glucosyltransferase

Peroxidase
Laccase
Polyphenoloxidase

BOA-6-OH BOA-6-O-glucoside

Cell wall Deposition

Polymerization

Glucosylation
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Degradation by 
Fenton Reaction

BOA

Vacuole
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HO GlcO
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O

N

O

H
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O

O

N
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O
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Fig. 23.8 Scheme of the possible fates of the allelochemical benzoxazolinone except for reaction 
sequences yielding phenoxazinones. (Haghi Kia et al. 2014)
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water (Courty et al. 2011). After washing the roots with water, the seedlings are placed 
into cuvettes (1 seedling/microcuvette) containing 1 mL tap water, 0.2 mL 100 mM 
phosphate buffer pH 7 supplemented with 80 μL H2O2 (1:60 dilution of 50% H2O2). 
The enzymatic reaction is started by adding of 200 μL 2 mM ABTS solution. The 
seedlings are incubated for 30 min. Then 200 μL of the assay solution is transferred 
into a in a microtiter plate and the color intensity immediately measured at 405 nm as 
an end determination. The enzyme activity can also be determined by monitoring the 
oxidation of ABTS at 405 nm. Aliquots of the reaction solution are taken every 5 min 
and the absorbance is determined with the plate reader. The enzyme activity is 
expressed as units per assay volume, where 1 U is defined as 1 μmol of substrate oxi-
dized per min. The development of the green color also visualizes the presence of 
peroxidase at the root surface (Fig. 23.9). It is necessary to correct the measurements 
for laccase activity, another enzyme that can be involved in polymerization reactions in 
absence of H2O2 and to add catalase inhibitors (e.g., 3-amino-1,2,4-triazole). The total 
enzyme activity is composed of peroxidases from microorganisms and exuded plant 
peroxidase(s). It is necessary to establish standard curves with purchased enzymes.

3.2.2  Measurement of Soluble Glucosyltransferases

A common strategy to elucidate detoxification capacities of a plant for hydroxyl-
ated phenolics is to incubate seedlings with the compound of interest and to analyze 
the methanolic extract for stable detoxification products by HPLC/DAD or HPLC/
MS methods. Assumed detoxification products are identified by common spectro-
metric methods (MS, NMR). When the compound is identified, it is possible to 
develop concepts which enzymes might be involved in the detoxification pathway 
(Fig. 23.10).

When glucosides are produced as detoxification products, glucosyltransferases 
are often the responsible enzymes for the conjugation of sugar moieties. Constitutive 
cytosolic glucosyltransferases involved in detoxification steps are relatively easy to 
measure in crude protein extracts. Allelochemical-incubated and control plants are 
used for soluble protein extraction (Schulz et al. 2016b). MES or Tris buffer pH 6–7, 

Fig. 23.9 Release of the 
green colored ABTS 
radical from Abutilon root 
surfaces placed in a cuvette 
into the assay mixture 
(Schulz et al. 2017b). Also 
the roots are green colored 
after the assay. (First root 
left: control, not incubated)
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supplemented with DTT, protease inhibitor cocktail (ready to use mixtures can be 
purchased from companies), is mixed 3:1, w/v with the plant material (roots or 
shoots) and homogenized in presence of 1–10% /FW PVPP (PVPP: polyvinylpyr-
rolidone, to bind extracted phenolics) on ice. Optimization of the extraction proce-
dure is recommended. The slurry is centrifuged at 4  °C until the cell debris and 
PVPP are pelleted, the supernatant transferred into a fresh tube and stored on ice. 
The protein content is determined with the common Bradford method. 
Glucosyltransferase assays are composed of the extraction buffer, UDPG as sugar 
donor, the sugar acceptor (allelochemical) and protein solution.

The optimal assay composition (concentrations of UDPG and the sugar acceptor, 
pH, buffer concentration) depends on the properties of the enzyme and must be 
elucidated for any given glucosyltransferase. The amount of buffer and protein 
 solution depends on the protein content of the extract. Concentrations and volumes 
to start with can be: 70 μL buffer, 10 μL UDPG (10 mM), 5 μL sugar acceptor 
(5 mM) and 30 μL (15–20 μg) protein solution. Activity determination should be 
within the linear phase of the reaction. Starting conditions for optimization of the 
incubation could be 30 min at 25 °C. The reaction is stopped by boiling, adding of 
acid or methanol or by extraction with ethyl acetate and use of the phases for prod-
uct determinations. The optimal way to stop the reaction depends on the nature of 
the detoxified molecule. The assays or the assay extracts are centrifuged and ana-
lyzed by HPLC-DAD or HPLC-MS. The determination of the product concentra-
tion is necessary to calculate the enzyme activity (U).
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Fig. 23.10 Detoxification products can finally present major compound(s) in methanolic extracts. 
The chromatogram of the methanolic extract prepared from benzoxazolinone incubated cornflower 
roots shows glucosylated BOA-6-OH as the dominant compound. The two other arrows mark 
BOA-N-glucoside and glucoside carbamate as minor detoxification products in Centaurea cyanus. 
(Schulz and Wieland 1999)
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The identification of the enzyme exhibiting activity against the allelochemical of 
interest is often possible by proteome analysis. A purification of the enzyme is time 
consuming and often difficult, but sometimes necessary because recombinant 
enzymes are not always active.

The cell wall is another site where glucosylations may occur, catalyzed by cell 
wall located glucosyltransferase. The hydrolysis of previously fixed radicals of 
allelochemicals to cell wall polysaccharides presents another possibility to generate 
glucosylated detoxification products. In maize, the amount of cell wall polysaccha-
rides decreases during glucoside carbamate production, which a major detoxifica-
tion product of benzoxazolinone in this plant (Schulz et al. 2016a).

The determination of cell wall polymer contents gives evidence of hydrolytic 
processes during detoxification (Fig. 23.11).

4  Cell Wall Analysis

The analysis of the plant cell walls for the natural polymers cellulose, hemicellu-
lose, lignin and pectin was described first at the beginning of the twentieth century 
(reviewed in Sluiter et al. 2010). Here, the interwoven natural polymers (Fig. 23.12) 

Fig. 23.11 Alteration of cell wall polymer upon exposure of maize seedlings to benzoxazolinone 
(BOA), (Schulz et al. 2016a)
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are pulled apart by a two-step acid hydrolysis of the polysaccharide fractions into 
the corresponding monomers. These monomers can be classified as the hexose 
sugar glucose derived from the natural polymer cellulose and the pentose sugars 
arabinose and xylose as well as the hexose sugars galactose, glucose and mannose 
from the natural polymer hemicellulose. The remaining solid resulting from the acid 
hydrolysis is declared as Klason-Lignin. Additionally, several publications mention 
the presence of soluble lignin compounds in the hydrolyzate (Sluiter et al. 2012).

Several new techniques and fractionation steps such as biomass dissolution in 
ionic liquids and nuclear magnetic resonance spectroscopy (NMR) as well as cell 
wall isolation and subsequent targeted hydrolysis have been published since the 
beginning of the twentieth century and have been improved and extensively used 
since (Foster et al. 2010a, b Part I and Part II; Chen et al. 2013; Picart et al. 2017; 
Viell et al. 2016). Nonetheless, the acid hydrolysis of the whole plant remains one 
of the fastest and easiest to realize methods.

4.1  Hydrolysis Mechanism

The two-step acid hydrolysis is divided into the break-up of the crystalline structure 
and the hydrolysis of the mainly accrued amorphous polysaccharides into the cor-
responding mono-saccharides. The first step also referred to as liquefaction is nowa-
days realized using sulfuric acid (72%) and moderate temperatures (30 °C) (Sluiter 
et al. 2012). Next to the desired cleavage of the hydrogen bond a small proportion 

Fig. 23.12 Simplified presentation of the plant cell wall, the natural polymers that can be isolated 
from the plant cell wall and the degradation products of the monosaccharides isolated from both 
cellulose and hemicellulose
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of β-1,4-glycosidic bonds is cleaved. However, the lack of free water due to the high 
acid concentration prevents the complete hydrolysis of the polymer (see Fig. 23.13 – 
step III). In particular under moderate temperatures this phenomenon is known as 
recombination. The polysaccharide is cleaved after the protonation of the oxygen in 
the β-1,4-bond, however, under almost water-free conditions the chemical equilib-
rium tends to work against this compulsion by closing the bond again.

In order to hydrolyze the cell wall polysaccharides to the corresponding mono- 
saccharides the second step is conducted under a moderate acid concentration (sul-
furic acid, 4%) and high temperatures (121 °C) (Sluiter et al. 2012). Here, the acid 
attacks the β-1,4-glycosidic bond and after the addition of a proton the bond is 
cleaved. As the water to acid ratio is much higher for the second step the bond is 
cleaved by addition of a molecule of the free water (see. Fig. 23.13 – step III). The 
dilute acid and high temperatures as well as the low amount of biomass compared to 
the aqueous solvent guarantee a minimum of monosaccharide degradation products 
such as 5-hydroxymethylfurfural and furfural. The formed monosaccharides can 
subsequently be measured using chromatographic techniques allowing for a quanti-
fication of the hydrolysis reaction and a characterization of the starting material.

4.2  Hydrolyzate Analysis

Starting from compound identification via selective chemical reactions in the early 
nineteenth century the analytical efforts have become more and more complex as 
the hydrolysis of plant cell walls leads to compounds of diverse polarity and molec-
ular size. Thus, various analytical techniques such as spectroscopy and chromatog-
raphy are required.
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As the analysis of monosaccharides is crucial for the determination of the cellu-
lose and hemicellulose content of hydrolyzed lignocellulosic biomass the separa-
tion can be obtained using both liquid and gas chromatography (Cowie and Hedges 
1984; Agblevor et al. 2004; Anders et al. 2015). However, gas chromatography is 
time-consuming due to the additional derivatization step, which is required for the 
transport of the monosaccharides into the gas phase (Medeiros and Simoneit 2007). 
In contrast, for liquid chromatography (LC), the liquid hydrolyzates can directly be 
measured after liquid-solid separation. In particular, the advantage of providing 
additional information about degradation products of monosaccharides and poten-
tial fermentation inhibitors leads to the wide distribution of LC in hydrolyzate anal-
ysis. High performance anion exchange chromatography coupled to pulsed 
amperometric detection (HPAEC-PAD) became one of the most utilized devices for 
hydrolyzate analysis. The opportunity to separate soluble degradation products 
from all natural polymers is exemplarily shown in Fig. 23.3 for maize roots (Anders 
et al. 2015; Anders et al. 2017; Cuerten et al. 2018; Schulz et al. 2016a). Soluble 
maize derived compounds are separated in the HPAEC-PAD using an anion- 
exchange mechanism (Fig. 23.14). The anions are produced due to the acidity of the 
monosaccharides and alcoholic as well as phenolic compounds. Subsequently, after 
the separation on the anion-exchange column material, the anions are oxidized in 
the detector leading to the peaks in the chromatogram. In order to draw a conclusion 
of the amount of the natural polymer cellulose or hemicellulose the amount of the 
monosaccharides needs to be multiplied with the factor 0.9 for hexose and 0.88 for 
pentose monosaccharides. This calculation is based on the amount of water which 
is added for the cleavage of the β-1,4-bonds.

Separation due to liquid-solid separation occurs for cell wall elements such as 
Klason-lignin or salts which are not soluble or degradable to smaller compounds in 
4% sulfuric acid.

Subsequently, the solid is washed and dried in order to determine the non-acid- 
soluble residue content (Sluiter et al. 2012). After this determination the solid is 
burned at 550 °C in order to determine the ash and Klason-lignin content of the 
plant (Fig. 23.15).
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Chapter 24
Chemical Characterization of Volatile  
Organic Compounds (VOCs) Through 
Headspace Solid Phase Micro  
Extraction (SPME)

Fabrizio Araniti, Sebastiano Pantò, Antonio Lupini, Francesco Sunseri, 
and Maria Rosa Abenavoli

1  Biosynthesis of Volatile Organic Compounds

Plants are sessile, dumb and deaf living organisms that produce a wide array  
of chemicals ranging from ethylene to complex nitrogen-containing alkaloids  
(Wink 2010).

They produce more than 200,000 chemicals and each species, depending on its 
complexity, contains among 5000 and 30,000 compounds and more than 1700 of 
them are volatile organic compounds (VOCs), identified in several families belong-
ing to both gymnosperms and angiosperms (Knudsen et  al. 2006; Knudsen and 
Gershenzon 2006). It has been estimated that plants could yearly release in the 
atmosphere about 500 tera-grams of carbon as isoprene, and probably a similar 
amount of carbon as monoterpenes (Dicke and Loreto 2010). Moreover, VOCs 
emission is not only restricted to the aerials parts but also to root system participates 
in their release (Wenke et al. 2010). VOCs can freely cross membranes and succes-
sively released, from both aerial parts (fruits, stems, leaves and flowers) and roots, 
into the atmosphere and into the soil (Pichersky et al. 2006). They cover a wide 
range of ecological roles such as attract pollinators, seed dispensers, signal in plant- 
plant communication, attractants or repellents of herbivores and pathogens, and 
finally they could regulate mycorrhizal growth and development (Dudareva et al. 
2006; Dudareva and Pichersky 2008).

The biochemical pathways, from which VOCs originate, include four primary 
metabolic pathways (Fig. 24.1): green leaf volatiles are produced by the  lipoxygenase 
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pathway (GLV-s) (Hatanaka 1993); aromatic volatiles by the shikimic acid pathway 
(Paré and Tumlinson 1996); isoprene and monoterpenoids by the methylerythritol 
pathway (MEP) (Pichersky et al. 2006; Memari et al. 2013), whereas volatile ses-
quiterpenoids are produced through the mevalonic acid pathway (MVA) (Taveira 
et al. 2009; Memari et al. 2013; Rosenkranz and Schnitzler 2013). Thus, according 
to their origins, VOCs could be divided into several groups, including terpenoids, 
fatty acid derivatives, aromatic compounds and volatiles derived from amino acids 
other than L-phenylalanine (Fig. 24.2) reflecting both the complexity and the diver-
sity of their metabolic origins (Dudareva et al. 2004).

1.1  Terpenoids: Biosynthetic Pathways

The largest group of plant volatiles is the group of terpenoids, which are primarily 
synthetized from dimethylallyl pyrophosphate (DMAPP) and its isomer isopentenyl 
pyrophosphate (IPP) (McGarvey and Croteau 1995) (Fig.  24.1). These two 

Fig. 24.1 Biosynthetic pathways involved in the synthesis and emission of plant volatile organic 
compounds (VOCs). Erythrose 4-phosphate (E4P); phosphoenolpyruvate (PEP); pyruvate; and 
acetyl-CoA are the main precursors of the majority of plant VOCs, which originate from primary 
metabolism. In dashed squares are reported the four major VOC biosynthetic pathways. In particu-
lar, the shikimate/phenylalanine, the mevalonic acid (MVA), the methylerythritol phosphate 
(MEP) and lipoxygenase (LOX) pathways, which products (VOCs) are reported in the light grey 
ellipses (benzenoids/phenylpropanoids, terpenoids, methyl jasmonate etc.). Solid and dashed 
arrows indicate single and multiple step enzymatic reactions, respectively. (DAHP) 3-deoxy-D- 
arabinoheptulosonate-7 phosphate; (DMAPP) dimethylallyl pyrophosphate; (FPP) farnesyl pyro-
phosphate; (GGPP) geranylgeranyl pyrophosphate; (GPP) geranyl pyrophosphate; (IPP) 
isopentenyl pyrophosphate; (NPP) neryl pyrophosphate; (PHE) phenylalanine. (Adapted from 
Dudareva et al. 2013)
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C5-isoprene building units are biosynthesized through two different pathways: the 
methylerythritol phosphate (MEP) and the mevalonic acid (MVA) (Fig.  24.1). 
Through the MEP pathway the precursors for the biosynthesis of the volatile hemi-
terpenes (C5), monoterpenes (C10) and diterpenes (C20) are provided, whereas the 
volatile sesquiterpenes (C15) originates from the MVA pathway (McGarvey and 
Croteau 1995) (Fig. 24.1).

Concerning the spatial localization of these two pathways, the full set of the 
enzymes involved in the MEP pathway is localized only in the plastids (Hsieh et al. 
2008). On the other hand, the subcellular localization of the MVA pathway is still 
unclear but it seems to be spread among the peroxisomes, cytosol and endoplasmic 
reticulum (Simkin et al. 2011; Pulido et al. 2012).

Both, monoterpenes and sesquiterpenes, as well as the hemiterpene isoprene, are 
only a relatively small part of the different groups of isoprenoids emitted by plants 
(Owen and Penuelas 2005). Isoprene, which is the terpenoid (C5) emitted by plants 
with the simplest chemical structure, is synthesized from DMAPP by the isoprene 
synthase (Sharkey et al. 2008). As proposed by Ruzicka (1959) volatile monoter-
penes (C10), mainly produced by leaves, have two isoprene units, whereas sesquiter-
penes, which are mainly floral fragrances, have three isoprene units (C15) (Dudareva 
et al. 2006; Maffei 2010). Anyway, both mono and sesquiterpenes production is also 
stimulated, in leaf glandular trichomes, by herbivore-induced damages.

The family of terpene synthases (TPS), which uses as substrates the geranyl 
diphosphate (GPP) and the farnesyl diphosphate (FPP), produces a huge  structurally 
diverse number of terpenoids. Moreover, several TPSs that synthetize both mono 

Fig. 24.2 Schematic representation of the biosynthesis of branched-chain amino acids-derived 
VOCs. It should be noted that VOCs production proceeds through different biosynthetic routes 
starting from derived- and non-derived-TCA (tricarboxylic acid) amino acids. (Adapted 
from Dudareva et al. 2013)
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and sesquiterpenes have been characterized in wide number of plant species (Owen 
et al. 1997, 2001; Lin et al. 2007; Arimura et al. 2008a, b, 2009; Wu and Baldwin 
2009). Finally, VOCs such as β-ionone are derived by the action of carotenoid cleav-
age dioxygenases, from the cleavage of carotenoids (D’Auria et al. 2002; Maffei 
2010).

1.2  Phenylpropanoids and Benzenoids: Biosynthetic Pathways

Benzenoids and phenylpropanoids, which precursor is the aromatic amino acid phe-
nylalanine (Phe), are also one of the largest group of plant VOCs (Knudsen et al. 
2006) (Fig.  24.1). These chemicals play a pivotal role in protecting plants from 
herbivores, ultraviolet light and pathogens. Moreover, they are extremely important 
in plant-pollinator interactions (Dudareva et  al. 2013). Interestingly, it has been 
demonstrated that the Phe biosynthesis is localized in plastids (Maeda and Dudareva 
2012), and it is successively converted to VOCs outside from this organelle.

Phe biosynthesis takes place through the shikimate pathway, which connects the 
primary metabolism to Phe, through seven enzymatic reactions (Tzin and Galili 
2010; Maeda and Dudareva 2012). The primary metabolites that serve as precursors 
for the shikimate pathway are the phosphoenolpyruvic acid (PEP) and erythrose 
4-phosphate (E4P), which originate from the glycolysis and the pentose phosphate 
pathways (Fig. 24.1). From the same pathways originates the pyruvate (Pyr), puta-
tive precursor for the MEP pathway, which compete with the shikimate/phenylpro-
panoid pathway for carbon allocation (Razal et al. 1996) (Fig. 24.1). This means 
that under stress conditions the allocation of the photosynthetically fixed carbon is 
preferentially fated to the Phe biosynthesis to produce lignin.

1.3  Fatty Acid Derivatives: Biosynthetic Pathway

The third class of plant VOCs is represented by fatty acids derivatives. They include 
chemicals originating from linolenic or linoleic unsaturated fatty acids (C18). 
Among fatty acids VOCs is worthy of note the methyl jasmonate, which play a piv-
otal role in plant defense. This compound can induce plants in producing multiple 
different types of defense chemicals such as phytoalexins, nicotine or proteinase 
inhibitors (Cheong and Do Choi 2003).

The biosynthesis of these fatty acid derivatives is confined in the plastids and the 
acetyl-CoA Pyr-derived is its putative precursor (Fig. 24.1).

The unsaturated fatty acids, linoleic and linolenic, once entered in the lipoxygen-
ase pathway (LOX) are stereo specifically oxygenated in 9-hydroperoxy and 
13-hydroperoxy intermediates (Feussner and Wasternack 2002) (Fig.  24.1). 
Successively, these two compounds are metabolized through the LOX pathway 
 generating VOCs. In particular, the branch of the LOX pathway driven by the enzyme 
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hydroperoxide lyase converts both 9-hydroperoxy and 13-hydroperoxy intermedi-
ates into C6 and C9 aldehydes. Since these volatiles are produced in the green parts 
of the plants they are also known as green leaf volatiles (Fig. 24.1). These aldehydes, 
through the alcohol dehydrogenases, could be further reduced to alcohols, which are 
successively converted to their esters (D’Auria et  al. 2007; Gigot et  al. 2010). 
Conversely, the biosynthetic pathway involving the enzyme allene oxide synthase 
leads to the production of jasmonic acid using the 13-hydroperoxy intermediate 
only. Successively, jasmonate is transformed in methyl jasmonate through the 
enzyme jasmonate carboxyl methyl transferase (Song et al. 2005) (Fig. 24.1).

1.4  Branched-Chain Amino Acid-Derived Volatiles: 
Biosynthetic Pathways

The precursors of branched-chain amino acids-derived VOCs are alanine, leucine, 
isoleucine, valine and methionine, or their biosynthetic intermediates containing 
nitrogen and sulfur (Knudsen et al. 2006) (Fig. 24.2).

The main VOCs derived from this pathway are aldehydes, which can be pro-
duced through three different ways: (i) from amino acids through the enzymatic 
activity of the aldehyde synthase; (ii) through the decarboxylation of amino acids 
followed by deamination and/or (iii) by transamination of amino acids followed by 
carboxylation (Gonda et al. 2010; Tzin and Galili 2010) (Fig. 24.2). Successively, 
the aldehyde could be further reduced, esterified and/or oxidized forming acids, 
alcohols and esters (Reineccius 2016) (Fig. 24.2).

These molecules play a wide range of ecological roles in plant-plant and plant- 
herbivore interactions acting as signaling molecules. When the plant tissues are 
intact, their production is tightly suppressed but upon herbivore attack, biotic and 
mechanical wounding as well as during abiotic stresses, they are immediately pro-
duced (Hassan et al. 2015).

2  Ecological Role of Vocs

Volatile and semi-volatile terpenoids (monoterpenes, diterpenes, sesquiterpenes, 
etc.) are strictly involved in several ecological roles such as above- and belowground 
biotic interactions and plant defense against both abiotic and biotic stresses (Pierik 
et al. 2014; Yazaki et al. 2017).

VOCs play a pivotal role in pollinator attraction and in repelling florivores. It has 
been demonstrated that several species can switch the blend of their volatiles emis-
sion after pollination, repelling the pollinators and directing them towards 
 unpollinated flowers (Schiestl and Ayasse 2001). In carnivorous plants, several vola-
tiles are produced to attract not only their pollinators but also their prey. As well, 
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several species bloom in a different period from trap production in order to avoid 
devouring their pollinators (Jürgens et al. 2009). Moreover, floral scents have anti-
fungal and antimicrobial activities protecting the reproductive organs that are piv-
otal for species survival (De Moraes et al. 2001; Raguso 2004).

The self-protection ability of plants against herbivores, through the release of 
plant volatiles, has been well largely documented. Plants can directly interact with 
herbivorous producing ex novo repelling volatiles in response to wound or they can 
produce several blends that attract herbivores enemies (Pichersky and Gershenzon 
2002). The phytotoxic compound farnesene (Araniti et al. 2013a, 2016, 2017a), a 
sesquiterpene largely found in the Labiateae family, is an alarm pheromone pro-
duced by aphids (Francis et al. 2005). It has been demonstrated that, in response to 
insect attack, plants increase the production of these volatiles discouraging the 
aphids from plant colonization (Wohlers 1981; Kunert et al. 2005). Similarly, the 
phytotoxic sesquiterpene insect-induced trans-caryophyllene was actively produced 
from maize roots to attract nematodes that kill the larvae of the attacking herbivores 
(Rasmann et al. 2005; Araniti et al. 2017c).

Plant VOCs play also an important role in above- and below-ground plant-plant 
communication. It has been demonstrated, through both laboratory and field experi-
ments, that plants can actively communicate with neighboring plants (inter- and 
intra-specific interactions). Dolch and Tscharntke (2000) demonstrated that the par-
tial defoliation of the tree species Alnus glutinosa resulted in an induced resistance 
in its conspecific neighbors, showing that the potential chemicals involved in this 
phenomenon were ethylene, 4,8-dimethylnona-1,3,7-triene, 4,8,12- trimethyltrideca
- 1,3,7,11-tetraene and β-ocimene (Tscharntke et al. 2001). It has been also demon-
strated that during the interspecific plant-plant chemical communication, volatiles 
might not necessarily penetrate the leaf tissue of the neighboring plant but they can 
exert their activity through the leaf surface. Himanen et al. (2010) observed that the 
sesquiterpenoids produced by rhododendron leaves were adsorbed on the leaves of 
Betula sp. trees exerting direct herbivore-repellent activities.

Furthermore, Araniti et al. (2017b) demonstrated, in laboratory experiments that 
tried to mimic field conditions, that the pioneer species Dittrichia viscosa was able 
to affect growth and development of other species through the release of VOCs. 
Similarly, they observed that foliar volatiles produced by Calamintha nepeta were 
able to affect seedling establishment of several species (Araniti et al. 2013b).

Several volatiles produced by plants can induce the de novo production of 
defense VOCs. A similar interaction was observed on healthy maize plants that once 
exposed to the volatile (Z)-3-hexenol stared to emit a volatile blend, which was typi-
cally released after herbivorous feeding attracting entomoparasitic insects (Ruther 
and Kleier 2005).

Beside to their involvement in reproductive processes, defense against herbi-
vores and plant communication, VOCs are also strongly implicated in plant resis-
tance to abiotic stresses. For example, volatile isoprenoids were involved in plant 
thermotolerance. In fact, they protected leaves from heat damages and high 
 temperatures allowing the plant to maintain a good photosynthetic rate (Sharkey 
et al. 2001; Velikova and Loreto 2005). Indeed, the inhibition of the isoprenoid bio-
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synthetic pathway resulted in a reduced thermotolerance of the photosynthetic 
machinery (Copolovici et al. 2005). Interestingly, when fumigated with low atmo-
spheric monoterpenes concentrations, whose synthesis was previously blocked, 
plants were able to restore their ability to resist heat stress (Copolovici et al. 2005).

Monoterpenes emission is also implicated to ozone defense. In fact, in several 
species if monoterpene production was artificially blocked, they became susceptible 
to ozone, reducing their photosynthetic efficiency. This alteration of the photosyn-
thetic machinery was mainly due to the accumulation of reactive oxygen species 
followed by lipid peroxidation (Loreto and Velikova 2001; Loreto et al. 2004). All 
these findings highlighted the pivotal role of terpenoids in protecting plants from 
oxidative stress (Loreto and Velikova 2001).

Moreover, also relatively low volatile terpenoids play several roles in plant phys-
iology and biochemistry. For example, the tetraterpenoids carotenoids are photo-
synthetic pigments that unroll primary functions in photosynthesis. Plastoquinone 
plays a pivotal role in the light-dependent reactions of photosynthesis. Compounds 
such as phytosterols are key elements of membrane structures, whereas compounds 
such as cytokinins, abscisic acid, gibberellins, brassinosteroids etc. play a crucial 
role as plant growth regulators (Lichtenthaler 2007; Ramel et al. 2012; Davies 2013; 
Nisar et al. 2015).

3  Analytical Methods for Determination of Vocs in Plants

The interest in VOCs biosynthetic pathways and their implication on plant biochem-
istry and physiology, under various environmental/experimental conditions has led 
to improve a large number of analytical methodologies for the isolation and analysis 
of these VOCs (Tholl et al. 2006; Deasy et al. 2016). In particular, in the last two 
decades, the introduction of more sensitive and relatively low-price instrumentation 
such as gas chromatography-mass spectrometry technique (GC-MS) along with 
more precise sampling techniques than traditional solvent extraction and/or steam 
distillations (Tholl et al. 2006) have improved the qualitative and quantitative VOCs 
analysis (McCormick et al. 2014; Soto et al. 2015; Silva et al. 2017).

In this respect, Head Space-Solid Phase Micro Extraction (HS-SPME) plays an 
important role in the analysis of VOCs compounds (Pawliszyn 2011) as will be 
discussed in the next paragraph.

3.1  HS-SPME for VOCs Samples in Plants

Analyses of VOCs, organic environmental pollutants and flavors or fragrances gen-
erally start with the concentration of the analytes of interest through headspace, 
purge-and-trap, liquid-liquid extraction, and other methods. However, these proce-
dures need rather always complicated equipment, excessive time and/or usage of 
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high volumes of organic solvents (Stashenko et  al. 2004; Pourmortazavi and 
Hajimirsadeghi 2007).

Conversely, HS-SPME, an adsorption/desorption technique removes the need to 
use solvents or complex apparatus for concentrating both, non-volatile or volatile 
chemicals in headspace, solid or liquid samples or (Pawliszyn 2011). Furthermore, 
this technique provides linear results over a wide analytes’ concentration range and 
is compatible with all the instruments (e.g. GC-FID, GC-MS) and columns 
(Pawliszyn 2011).

Overall, by choosing an appropriate polarity and thickness of the coating phase, 
the analyst can attain consistent results, also for trace components (McCormick 
et al. 2014; Yazaki et al. 2017).

3.2  Fiber Selection

The choice of the coating phase for an SPME fiber is strictly dependent by the 
nature of the analytes that should be extracted/analyzed. The coatings available on 
market are polydimethylsiloxane (PDMS), polyacylate (PA), Carboxen (CAR), 
divinylbenzene (DVB), and Carbowax (CW). In this respect, the most widespread 
are PA and PDMS, this latter tolerates high temperatures, up to 300 °C and it is 
characterized by a high stability (Balasubramanian and Panigrahi 2011).

There are several fibers available, which differ in coating combinations as well 
as in assemblies and film thicknesses. Furthermore, mixed coatings with a primary 
porous solid extraction phase are available (Górecki et al. 1999).

Generally, the best extraction efficiencies for a wide range of analytes with dif-
ferent polarities and molecular weights are provided by the combinations DVB/
CAR/PDMS and CAR/PDMS (Balasubramanian and Panigrahi 2011). Nevertheless, 
PA fibers are mainly used for polar analytes, whereas the PDMS for nonpolar 
(Balasubramanian and Panigrahi 2011). Also, DVB is a polar coating fiber that 
extracts polar compounds such as sulfides (Cai et al. 2001). The extraction of bipo-
lar compounds like aldehydes, ketones, alcohols, carboxylic acids and ethers is gen-
erally performed using fibers that are a combination of different e.g., polar material 
(DVB) and non-polar material (PDMS) (Balasubramanian and Panigrahi 2011).

An exhaustive description of coating materials and affinities, in terms of polarity 
and molecular weight, was reported by Pawliszyn (2011).
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4  Materials and Methods for Vocs Collection 
and Identification

4.1  Materials

 1. Sample: Ormenis multicaulis (Chamomile oil, Moroccan), collected at the 
flowering stage

 2. Scissor and/or scalpel
 3. 20 mL screw cap glass vials with PTFE/silicone septum
 4. Gas chromatograph (e.g. Thermo Fisher G-Trace 1310) coupled with a single 

quadrupole mass spectrometer (e.g. ISQ LT, Thermo Fisher) and an autosam-
pler (e.g. Tri-Plus, Thermo Fisher)

 5. Capillary column (e.g. TG-5MS 30  m  ×  0.25  mm ID  ×  0.25  μm film 
thickness)

 6. GC carrier gas: helium with high degree of purity (6.0 or 99.9999%)
 7. Splitless direct injection liners for SPME applications (e.g. Topaz 1.8 mm ID 

Straight/SPME Inlet Liner)
 8. SPME Fiber Holder for use with manual sampling
 9. SPME fiber (55/30 μm DVB/CAR on polydimethylsiloxane coating [PDMS/

DVB/CAR] for use with manual holder, needle size 24 gauge (e.g. Supelco)
 10. Heated orbital shaker
 11. Laboratory support stand, clamp holder and burette clamp
 12. n-Alkanes standard solution C7-C30 (e.g. Supelco) for Linear Retention Index 

(LRI) calculation.

4.2  Methods

4.2.1  SPME Static Headspace: Sample Preparation and Fiber 
Conditioning and Desorbing

Before going to the method description, is worth to remember that the fiber has to 
be conditioned before analysis according to the recommendations supplied by the 
producer.

For routine analysis, after each extraction, 10 min reconditioning of the fiber at 
250 °C is enough to avoid any carryover effect and thus to allow a good repeatability 
between consecutive injections. When used a 55/30 μm divinylbenzene/Carboxen 
on polydimethylsiloxane coating (PDMS/DVB/CAR), as in this case, a temperature 
of 270 °C has to be applied for 60 min.
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The first step of the method is to cut, with scissors, a branch of Ormenis multi-
caulis, including both leaves and flowers. Then, using a razor blade, excise leaves 
and flowers (1 g for each organ and for each replicate) and transfer the organs into 
20 mL glass vial, which has to be immediately closed with the PFTE cap.

The vial is placed onto the orbital shaker at room temperature to allow the vola-
tiles to accumulate into the vial headspace for 20  min (incubation time). Then, 
expose the fiber for 20 min (optimized extraction time) to extract a suitable and 
representative number of volatiles from the sample. Once the extraction time is 
over, withdraw the fiber into the fiber holder and expose for 2 min into the GC injec-
tor temperature (250 °C) in order to release all the components adsorbed into the 
injector.

Finally, leave the fiber exposed in the same injector for additionally 10  min 
(reconditioning time); alternatively, backflush in a different injection port at the 
same temperature. After this period, the fiber will be ready for another sampling 
process.

Using the same methodology of the extraction procedure and GC conditions, 
perform the analysis of the C7–C30 alkane mixture in order to extrapolate the LRIs. 
Please, note that alkanes mixture is likely to contain the dilution solvent, which 
must be excluded from the acquisition time.

4.2.2  GC and MS Settings

The GC oven column temperature ranged from 45 °C (2 min) to 250 °C at 3 °C min−1, 
with a final hold time of 10 min. Helium (He) was used as carrier gas at 1.0 mL min−1 
constant flow (ca. 36 cm/s linear velocity). Injector port temperature was 250 °C 
while the injector operated in the splitless mode in order to transfer quantitatively 
all the components onto the column. The interface temperature was set to 280 °C, 
while the quadrupole and ion source temperatures were settled at 260  °C and 
280 °C, respectively. Mass spectra were recorded in Electronic Impact (EI) mode at 
70 eV within the mass range 40–400 m/z.

5  Data Analysis

The qualitative information extracted from the HS-SPME-GC-MS analysis of a 
sample such as the Ormenis multicaulis has to be evaluated cautiously. In fact, this 
sample often contains multiple components belonging to the same chemical class, 
thus having a similar fragmentation pattern in GC-MS operating in EI mode. 
Nowadays, the availability of various mass spectral libraries (e.g. Wiley, NIST MS 
Database) could help researchers in selecting the authentic standards for compari-
son. However, as above-mentioned, the use of this criterion only can lead to mis-
leading results and as consequence, multiple identification confirmations are 
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needed. In this respect, LRIs play an important role for the confirmation of structur-
ally related molecules within the same sample.

The most thoroughly accepted retention index calculation in temperature pro-
gramming conditions was proposed by Van den Dool and Kratz (1963). These 
 values are known in bibliography as Retention Index (RI) or Linear Retention Index 
(LRI). Their calculation is based on the following equation:

 
I t tT = - -( ) ++( )100 1001n t t zRi
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where I represents the isothermal retention index at temperature T, tT
Ri the retention 

time of the unknown component and z + 1 are n-alkanes with z and z + 1 number of 
carbons, respectively.

For the current experiments, the identification of constituents within the chro-
matogram of Ormenis multicaulis was based on:

 (a) computer matching against NIST commercial mass spectral library (NIST 
2014)

 (b) comparison of the LRIs with those of authentic compounds and literature data
 (c) comparison of spectra with literature data

Figure 24.3 shows the GC-MS chromatogram of the volatile fraction of Ormenis 
multicaulis. Additionally, Table 24.1 reports the tentatively identified components 

Figure 24.3 A typical GC-MS chromatogram obtained from the analysis of the volatile fraction 
of Ormenis multicaulis using HS-SPME extraction method
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Table 24.1 Identified peaks in the GC-MS chromatogram of Ormenis multicaulis

No Name RTs (min) LRIexp LRITheor Similarity (%)

1 n-Hexanol 5.06 863 860 98
2 Santolinatriene 6.62 902 908 98
3 Isobutyl-Isobutyrate 7.01 913 910 95
4 α-Thujene 7.44 927 929 98
5 α-Pinene 7.75 933 937 99
6 2-Methylpropyl Butyrate 8.09 942 947 98
7 Camphene 8.30 953 952 97
8 Sabinene 9.16 976 974 98
9 β-Pinene 9.35 981 979 98
10 Myrcene 9.81 994 991 95
11 (E)-2,5,5-Trimethylhepta-3,6-dien-2-ol 10.08 1001 1000 99
12 Isobutyl-2-methyl-Butyrate 10.34 1007 1004 98
13 Hex-(3Z)-enyl acetate 10.46 1010 1005 93
14 Isobutyl Isovalerate 10.54 1012 1005 96
15 Isopentyl Isobutyrate 10.76 1017 1015 95
16 p-Cymene 11.30 1029 1025 99
17 Limonene 11.51 1033 1030 98
18 8-hydroxy-Menthol 11.69 1037 1031a 90
19 5-ethenyldihydro-5-methyl-2(3H)-Furanone 11.85 1041 1043 95
20 Artemisia alcohol 13.79 1085 1084 95
21 Isobutyl-Tiglate 14.29 1096 1093 94
22 Linalool 14.71 1105 1099 93
23 3-Methyl pentyl-Isobutyrate 15.44 1121 1115a 95
24 cis-, para-Menth-2-en-1-ol 15.85 1124 1122 93
25 trans-Pinocarveol 16.63 1146 1138 96
26 trans-Verbenol 16.86 1151 1144 97
27 β-Artemisia acetate 17.75 1170 1173a 99
28 Borneol 18.12 1177 1167 96
29 Terpinen-4-ol 18.53 1186 1177 93
30 p-Cymen-8-ol 18.84 1193 1183 91
31 α-Terpineol 19.23 1201 1189 94
32 Verbenone 19.77 1213 1205 96
33 trans-Carveol 20.35 1225 1217 95
34 Cuminaldehyde 21.44 1248 1239 94
35 Bornyl acetate 23.44 1290 1285a 98
36 3-Methylpentyl, tiglate 2- 24.08 1304 1300a 93
37 Δ-Elemene 25.79 1342 1344 99
38 Cyclosativene 27.30 1375 1367a 94
39 α-Copaene 27.61 1382 1376 94
40 trans-Geranyl acetate 27.76 1385 1382 94
41 β-Elemene 28.24 1395 1390a 94

(continued)
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having a library march against the NIST database higher than 90% and an LRI toler-
ance window of ±10 points.

The combination of these two filters greatly reduces the number of false positive 
candidates in the peak table.
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Chapter 25
Carbon Radiochemicals (14C) and Stable 
Isotopes (13C): Crucial Tools to Study  
Plant- Soil Interactions in Ecosystems

Geneviève Chiapusio, Dorine Desalme, Philippe Binet, and François Pellissier

1  Introduction

The study of plant-environment interactions has grown steadily during the past two 
decades. This trend will continue as many environmental changes impact the 
functioning of ecosystems. One aspect of studying the plant-environment 
interactions is to focus on the way plants react to abiotic or biotic stresses including 
chemical mediation between plants or plants-microorganisms (allelopathy) and 
plant reaction to pollutants. This chapter proposes to focus on carbon radiochemicals 
(14C) and stable carbon isotope tracers (13C). Indeed, they are powerful techniques 
in plant ecophysiological researches to describe the transfer and effects of 
allelochemicals and pollutants in plants and their environment.

14C radiochemicals are widely used in agronomy to understand pesticide’s 
translocation into plants and so they offer promising research perspectives in 
ecology. Because 14C is not present in natural environment, this is a powerful 
technique that offers the clue of studying where, when, how many target 
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radiochemicals and their related metabolites are transferred into plants and in the 
surrounding soils. As example, the study of plant secondary metabolites (PSMs) 
represents an important area of research in plant ecophysiology. PSMs served to 
defend plants against herbivores, pathogens and abiotic stress but also as chemical 
mediators of interactions with competitors (Chiapusio et  al. 2005). A single 
compound can influence multiple components within an ecological system and can 
have effects at different scales, from physiological to structural community roles. 
14C radiochemical techniques offer then a good way to discover PSM fate in plants 
(Chiapusio and Pellissier 2001; Chiapusio et al. 2004).

Natural abundance of 13C is currently used for a diverse range of applications in 
environmental and plant sciences since this isotope is naturally occurring in all 
compartments of ecosystems. As reviewed by Brüggemann et al. (2011), isotopic 
signature of C varies according to plant photosynthesis strategy (C3 vs C4 vs CAM), 
plant water use efficiency, plant organs and its constituting compounds (e.g. lipids 
are 13C-depleted whereas cellulose and carbohydrates are 13C-enriched). Pulse 
labeling plants with stable carbon isotope 13CO2 has a great efficiency to trace in situ 
recently assimilated C in plant organs, soil, and microorganisms including its release 
through respiration (Kuzyakov and Gavrichkova 2010; Epron et al. 2012). Indeed, 
leaves incorporate CO2 into carbohydrates to then “feed” physiological processes of 
all organs such as growth, respiration, maintenance, storage, osmotic regulation and 
defense. C allocation among plant organs and rhizospheric microorganisms is then 
related to the activity of C sources (leaves) and C sinks (roots, trunk, fruits, symbiotic 
microorganisms). C allocation is furthermore affected by environmental variations, 
such as shading (Warren et al. 2012; Bahn et al. 2013), drought (Ruehr et al. 2009; 
Zang et  al. 2014; Hartmann et  al. 2015), nitrogen supply (Högberg et  al. 2010), 
atmospheric carbon dioxide enrichment (Johnson et  al. 2013) and atmospheric 
pollutants such as Polycyclic Aromatic Hydrocarbons (PAHs) (Desalme et  al. 
2011a) or ozone (Andersen 2003; Kasurinen et al. 2012).

To explore various applied examples of 14C and 13C techniques in an ecological 
context, we propose to focus on the transfer and effects in the environment of 
naturally occurring plant secondary metabolites (PSMs) and organic pollutants 
(PAHs) on plants. Among the numerous PSMs produced by plants, we focused on 
allelochemicals such as phenolic compounds, involved in plant-plant and plant- 
microorganisms interactions. PAHs are ubiquitous organic pollutants emitted by 
incomplete combustion of biomass or fossil fuel and recovered in all compartments 
of ecosystems (air, soil, water, plants). From an ecophysiological point of view, 
challenges still concern the way allelochemicals and organic pollutants are 
transferred in plants and affect their metabolism but also their surrounding microbial 
communities.

This chapter aims to present (1) basic aspects of extraction and quantification 
procedures of radiochemical (14C) and stable isotopes (13C) techniques in 
ecophysiological experiments and (2) some practical examples using labeled 
organic molecules (14C-PSMs and 13C-PAH) to trace their fate in plants and their 
surrounding soil, and labeled 13CO2 to study the way carbon allocation is changed in 
plant-soil systems exposed to atmospheric pollution by PAHs.
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2  Overview of Some 14C Radiochemical and 13C Stable 
Isotope Techniques

2.1  14C Radiochemical Techniques (Table 25.1)

These powerful techniques allow to follow the 14C compound into seedlings, plants 
or in the soil in a quantitative and/or qualitative way to describe the transfer of 
radiolabeled molecules in mesocosms. Such techniques prove the absorption, the 
distribution, the metabolisation and/or degradation of the 14C compound in plants 
and their surrounding soils. Time course of the14C compound from the soil to the 
plant, including remanence in the soils is then well described. The identification of 
crucial environmental factors influencing its kinetic can also be evaluated. Once in 
plants, the absorbed 14C compound can be chemically transformed by oxidation, 
glycosylation or polymerization to be completely or partially metabolized and 
stocked into the vacuoles or strongly linked into cell walls. The choice for using a 
molecule partially or fully marked with 14C, its specific activity (mCi mmol−1) and 
its radiochemical purity depends of the goal of the study (global signal vs precise 
chemical fate in inner tissues of plant or soil).

Table 25.1 Some comparisons between usual 14C radiolabeled techniques

Objectives Advantages Limits

Extraction by
Grinding To get incomplete 

extraction of 14C 
samples

Simple Chemical risk 
(inhalation)
Need time for the 
extraction

Oxidizing (in an 
oxidizer)

To get complete 
extraction of 14C 
samples

Simple and fast in 
manipulating
Few radioactive waste

Quantification by
Liquid scintillation 
counting (in a liquid 
scintillation 
counter)

To give the global 
radiochemical amount 
of 14C samples after 
grinding

Simple Chemical risk
Radioactive 
waste

TLC coupled with 
an imaging scanner

To give the distribution 
of radioactivity on the 
plant

Classes of compound 
involved: Chromatograms 
are analyzed with the 
imaging scanner

No quantitative 
data available

TLC coupled with 
UHPLC or GC-MS

To find out which 
molecule is radiolabeled 
(initial molecule, 
metabolites)

Higher resolution for the 
separation of closely related 
molecular species

Time required is 
longer than other 
techniques

Quantitative/qualitative data

UHPLC Ultra High Performance Liquid Chromatography, TLC Thin Layer Chromatography, GC- 
MS Gas Chromatography Mass spectrometry
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2.1.1  Extraction Procedure

Currently, 14C tissues are extracted by grinding or by oxidizing. The grinding 
extraction gives part of the recovered plant radioactivity because it is function of the 
selected solvent (from polar to non-polar solvent). The oxidizer extraction (oxidative 
combustion of the plant) gives the total recovered radioactivity in the target organ or 
in the plant (14C is transformed in 14CO2). Comparisons between the two extractions 
within a same sample offer then complementary information.

2.1.2  Quantification Procedure

14C extracts are diluted with a liquid of scintillation to be quantified by a Liquid 
Scintillation Counter (LSC). More specifically analyses can be performed to discover 
the 14C metabolites by Thin Layer Chromatography (TLC) or by Ultra High Phase 
Liquid Chromatography (UHPLC- UV with radioactive counter detector with con-
tinuous flux) or by Gas Chromatography Mass Spectrometry. The use of such tech-
niques will depend of the chemical structure of the selected 14C compound. The 
autoradiography technique is also a qualitative technique, which gives the full image 
of the 14C labeled plant with a specific imager (phosphor- imager). It allows visualizing 
the distribution of the radioactivity into the plant. The plant is usually contaminated in 
a solution into the soil or in the air through 14C chemical deposition in the leaves.

2.1.3 Warning

Manipulating such extracts needs specific room and material devoted to this. Glass 
materials including beakers to grow plants are strongly recommended to recover the 
entire radioactivity including material rinsing. Therefore a trap of 14CO2 (NaOH for 
example), coming from the degradation of the initial 14C molecule, is often added in 
the microcosms. For any experimentation, radiochemical measurements are validate 
only if the total recovered 14C in all compartments (including culture medium, plants, 
soil, rinsing wall beaker, etc.) is at minimum 80% of the initial radioactive solution. 
Under 80%, experiments are considered as non-valuable and must be redone.

2.2  Stable 13C Isotope Techniques (Table 25.2)

Enriched isotope methods involve applying huge amounts of a labeled substance 
and permit one to follow the flows and fates of an element without altering its 
natural behavior. Because the substances are enriched relative to the background, 
tracer studies remove or minimize problems of interpretation brought about by 
fractionation among pools that mix. The signal (the label) is amplified relative to the 
noise (variation caused by fractionation). Manipulation of stable isotopes requires 
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Table 25.2 Some comparisons between usual 13C tracers techniques

Objectives Advantages Limits

Extraction by
Grinding the plant or 
soil samples

To study the allocation 
of 13C in the soil-plant 
system

Simple and fast Grinding must be done 
until having a fine powder 
to obtain good results

Specific purification 
with solvents of soil 
or plant samples

To study the 
partitioning of 13C in 
different biomolecule 
pools (e.g., non 
structural C 
compounds, starch, 
lipids)

Simple Contamination with C 
must be avoided during 
the purification steps, 
using C-less chemicals 
and volatile solvents
Time to obtain pure 
fractions can be long

Quantification of C content by
EA To get the total organic 

C content of a solid 
sample

Few amounts of 
sample (1 mg for 
plant organ, 25 mg 
for soil, 0.5 mg for 
starch) are needed

Liquid samples must be 
freeze-dried (water, acid 
or base) or vacuum-dried 
(organic solvent) before 
analysis
13C label amounts 
incorporated must be in 
sufficient amount to be 
detected (according to the 
total initial amount of 12C 
and 13C in plant and soil 
samples)

Liquid or gas 
chromatography

To get the 
concentrations of 
specific molecules

Separation of 
specific 
biomolecules to get 
their isotopic 
signature

Time to analyze one 
sample is long.
The coupling with IRMS 
is not so easy because the 
most abundant molecule 
is not necessarily the most 
concentrated in 13C. If so, 
dilutions of the sample 
are difficult to determine 
and a fraction collector is 
often needed to separate 
minor/major compounds

Quantification of 13C
IRMS To determine the ∂13C 

(ratio 13CO2/12CO2)
High precision Saturation and memory 

effect when 13C amounts 
are too high

IRIS To determine the 
concentrations of 
13CO2 and 12CO2

Suitable in the field 
for analysis of CO2

Interference with 
non-target gases (CH4, 
H20, H2S, volatile organic 
compounds VOCs)

High temporal 
resolution

EA elemental analyzer, IRMS Isotopic Ratio Mass Spectrometer, IRIS Isotopic Ratio Infrared 
Spectroscopy
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special room and material devoted to this to prevent the contamination of samples 
mostly during their preparation.

2.2.1  Pulse-Labeling with CO2

Pulse-labeling consists in submitting the foliage to ambient concentration of CO2 
having a different signature of ambient atmospheric CO2 (average ∂13C = −8‰) 
during few minutes or hours. Injected CO2 is generally highly enriched in 13C (up to 
50–100 times background levels) but 13C-depleted CO2 can also be used 
(∂13C = −47‰) (Plain et al. 2009; Streit et al. 2013; Zang et al. 2014). The main 
objective of 13CO2 labeling is to study how fast and where the assimilated C is 
allocated among competing organs and partitioned among pools of C compounds. 
Labeling can be useful to study C allocation and partitioning in any plant or organ 
collected. The continuous-labeling is also possible. The choice between pulse or 
continuous depends on the process(es) investigated and whether the organs and C 
compounds involved turnover rapidly (from hours to months; pulse-labeling) or 
slowly (over several months to years; continuous-labeling) (Epron et  al. 2012; 
Hartmann and Trumbore 2016).

Warning Note that the injection of 13CO2 can stress the plant and can alter its natural 
behavior. It is possible to perform labeling under controlled conditions as well as in 
the field even though it is more difficult to handle and requires several persons, 
especially in the case of adult trees.

2.2.2  Purification of Samples

In plant samples, total organic matter is analyzed directly but some purification with 
solvents can be performed to separate different target biomolecules. For example, 
soluble sugars, starch, lipids and structural C compounds can be purified from 
various organs in order to get the dynamics of C partitioning in these pools of 
molecules (Streit et al. 2013; Blessing et al. 2015; Hartmann et al. 2015; Heinrich 
et al. 2015; Desalme et al. 2017). The objective of such purification is then to get the 
purest fraction of target molecules rather than the biggest quantity.

Warning Caution must be taken to do not add more C in the different fractions 
during purification. It is recommended to use volatile solvent and carbon-less 
chemicals.

2.2.3  Quantification of 13CO2/12CO2 Ratio

13CO2/12CO2 ratio in plant and soil samples (solid, liquid and gas) is analyzed by an 
Isotopic Ratio Mass Spectrometer (IRMS). The principle of IRMS is to ionize the 
CO2 issued from the oxidation of the sample (mainly 2 isotopologues, 12C16O16O 
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and 13C16O16O), to separate the 2 isotopologues in an electromagnet according to 
their mass/charge ratio (12CO2 = 44 and 13CO2 = 45), and to collect each one in sepa-
rated faraday cups, allowing the calculation of a 13CO2/12CO2 ratio. Because the 
IRMS gives a ratio, total C content of the sample or concentration of the molecules 
must be determined by different techniques. Solid samples containing organic C are 
analyzed by an elemental analyzer (EA) in which all the organic C is oxidized into 
CO2 in a combustion reactor at >1000  °C coupled with an IRMS (EA-IRMS). 
Liquid samples (e.g., phloem sap extract, latex, exudates) can be analyzed in 
EA-IRMS after being dried. Specific compound analysis can also be performed 
with a chromatography coupled with an IRMS. Molecules in the samples are first 
separated and quantified by chromatography, then oxidized to produce CO2, and 
finally injected in the IRMS. Chromatographic separation of the specific molecules 
is performed by gas or liquid chromatography by following the same procedure as 
a simple chromatographic analysis. In liquid chromatography, the eluent phase must 
be inorganic and solutions have to be degassed to prevent CO2 contamination.

2.2.4  In Situ Quantification of 13CO2/12CO2 Ratio

High temporal resolution and near-continuous measurements of 13CO2/12CO2 ratio 
are also possible in situ by using Isotope Ratio Infrared Spectrometers (IRIS) that 
are more portable than IRMS, which use remains limited to the lab. The principle of 
IRIS is to emit a radiation by a laser, and to measure the radiation absorbed or 
emitted by the target gas species with a spectrometer (Kerstel and Gianfrani 2008; 
Griffis 2013).

3  Measurement of 14C-Labeled Compounds

The way to obtain target plants with incorporated radiolabeled allelochemicals will 
influence the selection of the technique to detect the radioactivity. Thus, this section 
will explain the way to prepare radioactive solution, will indicate how to express 
results and will give two practical examples of using 14C allelochemicals illustrating 
grinding and oxidizing extractions. This part will be illustrated by the study of the 
effect of 14C p-hydroxybenzoic acid (POH) from the sample preparation, its 
extraction by grinding and oxidizing to its quantification in seedlings (Chiapusio 
and Pellissier 2001).
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3.1  Sample Preparation (Fig. 25.1)

Preparation of the Radiochemical: The « Mother Solution » (Step 1) Most of the 
time, radiochemicals are sold in a powder form. Adding solvent is then necessary to 
obtain a solution. The adequate quantity will depend on the radiochemical specific 
activity. In general, the solubilisation in the appropriate solvent is made to obtain a 
convenient dilution to prepare the further radiochemical solutions. For example, 

Fig. 25.1 Sample preparation for 14C compounds: the example of 14C p-hydroxybenzoic acid 
(POH) translocation in radish seedlings (non-sterile culture)
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ethanol or methanol are commonly used with radiolabeled phenols. This so-called « 
mother solution», must be prepared carefully because it will be the base of 
preparation of all further radiochemical solutions. This solution must be kept in 
freezer until further use.

Radiochemical Solution (Step 2) This solution is a mix of (1) the accurate tested 
concentration of non-radioactive chemical, called «the cold solution» and (2) an 
adequate quantity of the «mother solution» to get sufficient radioactivity to remain 
upper the threshold measurement of the radioactivity detector.

Plant Growth Conditions (Step 3) No special culture conditions are required for the 
radiochemical experiments compared to usual cultures. The choice of sterile or non- 
sterile culture depends on the objective of the work but attention must be paid for 
the potential release of 14CO2, which can be trapped in a NaOH solution if necessary.

Samples Preparation (Step 4) No special sample preparation is required. At the end 
of each selected incubation period, seedlings from each beaker are washed three 
times in adequate solvent (e.i. ethanol/water for phenolics) to remove adsorbed 
compounds. Then, seedling parts are separated. Organs of the same type removed 
from the same beaker are weighed and frozen together (−25 °C). These constitute 
one sample of one organ type.

3.2  Expression of Results

Results of the radiochemicals having penetrated into the seedlings can be either 
expressed as concentration (for example μmol g−1 FW) or as quantity (% of applied 
14C chemical) for one beaker. Quantity is the ratio between the Disintegration Per 
Minute (DPM) of the initial 14C allelochemical solution, which was added to each 
beaker, and the recovery obtained from separated organs of seedlings. Allelochemical 
concentration is calculated at the equivalence of the cold solution moles, represented 
by x DPM detected in organs. Concentration pattern reflects the distribution of 
allelochemical in the plant organs. This unit is widely used to obtain a ratio between 
the allelochemical content and the plant biomass, which allows then comparisons 
between different studies. However, using only concentration could lead to 
erroneous conclusion because seedlings biomass per se is necessary to understand 
distribution of allelochemical in the organs of target plants (i.e. radish cotyledon 
biomass is about three times more than roots in 96 h seedlings). Thus, allelochemical 
content is used to detect preferential accumulation organ.
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3.3  Practical Example of 14C Allelochemical Quantification: 
Extraction by Grinding and Quantification by Liquid 
Scintillation (Table 25.3)

Principle Samples are ground with a mortar and pestle and soluble radiolabeled 
allelochemical is extracted with the adequate solvent. Homogenates are centrifuged 
(3000 rpm) for 3 min at 20 °C. The supernatant is set aside for further analysis after 
each extraction. The ground residue is extracted twice in the mortar and pestle, 
supernatants being combined.

Counting Supernatants and pellets are mixed with liquid scintillation cocktail. The 
choice and the quantity of the added liquid scintillation cocktail are made according 
to manufacturer recommendations. Radioactivity within samples is counted using a 
Liquid Scintillation Counter and express as Disintegration Per Minute (DPM).

Conclusion p-hydroxybenzoic acid (POH) is absorbed by radish seedlings. POH 
concentration recovered in each organ is depending of the time and the type of 
organ. Focusing on the % of applied 14C POH, cotyledons are the POH sink organ 
at any time (Chiapusio and Pellissier 2001).

3.4  Practical Example of 14C Allelochemical Quantification: 
Extraction by Oxidizing and Quantification by Liquid 
Scintillation (Table 25.4)

Principle Frozen radioactive samples are wrapped in a paper (Germaflor) for oven- 
drying at 80 °C for 48 h or lyophilized. Each sample is then combusted in a biological 
oxidizer at 900 °C for about 3 min. 14CO2 released by samples is directly trapped 
into a vial containing liquid scintillation cocktail.

Table 25.3 p-hydroxybenzoic acid (POH) translocation in radish seedlings in non-sterile 
condition of incubation

Incubation period POH quantification Roots Hypocotyls Cotyledons Total in seedlings

72 h μmol g−1FW 5.9 ± 1.4 5.8 ± 0.9 10.3 ± 1.8a 22.0 ± 4
% of applied 8 ± 1 5 ± 0.4 35 ± 3a 47 ± 4

96 h μmol g−1FW 2.8 ± 1.4 2.7 ± 1.3 5.5 ± 1.9 10.9 ± 4.5
% of applied 5 ± 2 4 ± 1 23 ± 8a 32 ± 11

POH concentration (expressed as μmol g−1 Fresh Weight) and quantity (expressed as % of applied 
14C POH for 20 seedlings ± standard deviation) were measured after grinding extraction method
Data represent the means ± SD (n = 3)
aIndicates inside a same incubation time, POH content of the organ is statistically different from 
the others according to Mann-Whitney U non-parametric test (P < 0.05)
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Counting Radioactivity within samples is counted using a Liquid Scintillation 
Counter and results are expressed as DPM.

Conclusion p-hydroxybenzoic acid (POH) is absorbed by radish seedlings. 
Cotyledons and roots represent the radish organ having the highest POH 
concentrations. Focusing on the % of applied 14C allelochemical, cotyledons are the 
POH sink organ. Comparing results of Tables 25.3 and 25.4, the observed decreased 
of POH in total seedlings (Table 25.3) is due to a fraction of non-extractable POH 
in plant tissue (Chiapusio and Pellissier 2001). Indeed, such decrease is not observed 
when using the oxidizer for POH quantification (Table 25.4).

4  Measurement of 13C-Labeled Compounds

This section will explain the way to label plants with 13CO2, to collect the samples 
and how to express results. Two practical examples are selected, both focusing on 
plants exposed to a phenanthrene (PHE) atmospheric pollution. The first example 
aims at considering the way carbon allocation is changed in plant-soil systems 
exposed to PHE by labeling plants with 13CO2 and the second one the way PHE is 
transferred in plants-soil systems exposed to 13C-labeled PHE.

4.1  Labeling and Sample Collection

Plant Growth Conditions No special culture conditions are required for plants prior 
to be labeled with 13CO2.

Labeling of the Plants A transparent plastic chamber must be specifically designed 
to label the whole crown of the plants. It means that the design and size of the 
chamber is related to the dimensions of the target plant. As the chamber modifies the 

Table 25.4 p-hydroxybenzoic acid (POH) translocation in radish seedlings in sterile condition of 
incubation

Incubation period POH quantification Roots Hypocotyls Cotyledons Total in seedlings

72 h μmol g−1FW 15.7 ± 4.1 7.1 ± 0.9a 12.4 ± 2.4 35.1 ± 5.9
% of applied 5 ± 1 5 ± 1 30 ± 2a 40 ± 4

96 h μmol g−1FW 14.8 ± 3.1 5.5 ± 0.9a 12.4 ± 1.0 33.2 ± 2.4
% of applied 11 ± 5 6 ± 1 38 ± 3a 53 ± 7

POH concentration (expressed as μmol g−1 Fresh Weight) and quantity (expressed as % of applied 
14C POH for 20 seedlings ± standard deviation) were measured after oxidizer extraction method
Data represent the means ± SD (n = 3)
aIndicates inside a same incubation time, POH content of the organ is statistically different from 
the others according to Mann-Whitney U non-parametric test (P < 0.05)
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microclimate around the crown, attention must be paid to avoid disturbance. Air 
temperature and hygrometry inside the chamber are maintained at those of the 
outside thanks to an air conditioner. 13C-enriched or 13C-depleted CO2 is injected 
through pipes from a bottle of gas into the chamber at a controlled flow rate. The 
adequate volume of 13CO2 delivered to the plant depends on plant assimilation and 
the studied process (which molecule? in which compartment? which turnover of the 
target molecule?) and so is attained by adjusting the duration of the labeling. During 
the labeling, it is preferable to follow the 12CO2 and 13CO2 assimilation rate of the 
labeled plant using an infrared gas analyzer (e.g.  S710, SICK/Maihac). If not 
available, 12CO2 assimilation can be measured with a gas analyzer before the 
labeling and the amount of 13CO2 needed to label correctly the plant can be 
calculated. At the end of labeling period, the bottle is closed, and after around 
15 min (the time for plants to assimilate 13C remaining in the chamber) the chamber 
is removed.

Samples Collection Samples are collected before the labeling to determine the 
natural abundance of 13C in each studied compartment and at different selected 
dates after the labeling to follow the fate of 13C in each studied compartments. It is 
important to know the total quantity of 13C assimilated by the labeled plant. For 
trees, total assimilated 13C is generally considered as the 13C recovered in leaves 
collected just after the end of labeling. However, for herbaceous and small plants, 
13C can have been already exported out of leaves to other organs, and total assimilated 
13C corresponds rather to the total of 13C recovered in all the organs of the plants 
collected just after labeling. If possible, it is helpful to make some preliminary tests 
to determine the time needed to recover the 13C in the different parts of the plant 
(stems/trunks and roots) and in the soil.

Samples Preparation Samples are either frozen in liquid nitrogen or at −20 °C and 
then rapidly freeze-dried or dried with microwave (useful when only 13C of total 
organ is needed). They are ground to obtain a fine powder like flour. According to 
the aim of the study, samples are directly injected in EA-IRMS, or treated with 
solvent for purification of biomolecules and dried before injection in EA-IRMS, or 
injected in liquid phase in LC or GC-IRMS.

4.2  Expression of Results

The formula of the 13C isotope composition (∂13C), the relative abundance of 13C 
(x(Ai)), the 13C label recovered (LRi), the fraction of total assimilated 13C (FLRi,t) 
and the partitioning of LR (PLRi,t,) are described below.
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• EA-IRMS gives the signature of 13C (∂13C, expressed in ‰) of each studied 
organ. By convention, 13C isotope composition was expressed relative to Vienna 
Pee Dee Belemnite standard (RPDB = 0.011802).
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• The 13C label recovered in any compartment i (LRi, mg 13C):
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Qi the quantity of C in the compartment i (mg C); lp and up denote labeled and 
unlabeled pots.

• Because C assimilation differs between plants and treatments, data can be 
expressed in fraction of total assimilated 13C (FLRi,t) by taking into account the 
total assimilated 13C (i.e., quantity of 13C recovered in the total plant or in leaves 
at day 0).
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• The partitioning of LR in each compartment at a given harvest-time (PLRi,t, %) 
is expressed in percentage of the total 13C recovered in the system at the respective 
harvest-time t (i.e. the total 13C recovered at T1, T2 or T3)
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4.3  Practical Example of 13C Quantification in the Different 
Compartments of a Plant-Soil System Submitted to PHE 
Atmospheric Pollution: 13CO2 Pulse Labeling 
and Quantification by EA-IRMS (Figs. 25.2 and 25.3)

Principle Plant-soil microsystems were subjected to a PHE atmospheric pollution 
during 28  days in specific chambers (Desalme et  al. 2011a). Each chamber (3 
dedicated to polluted atmosphere and 3 to control atmosphere) contains four red 
clover (Trifolium pratense L.) cultivated pots.

Labeling At the end of PHE exposure, pure 13CO2 was injected in chambers 
containing the plant-soil systems during 1.5  h. The chambers were opened and 
vented for 10 min to remove all the 13CO2 in excess then the light were turned off.

Sample Collection Samples of leaves, stems, roots and soil were sampled over a 
4 days-period: 2 h, 14 h, 38 h and 86 h after the beginning of labeling. Samples of 
unlabeled pots were collected just before the labeling for each treatment (polluted 
and control). After being weighted, all the samples were frozen in liquid nitrogen, 
freeze dried and ground into fine powder. Microbial biomass was extracted from 
each fresh soil sample by chloroform fumigation of soils during 24 h to solubilize 
microflora, and extraction with K2SO4 of fumigated and non-fumigated samples.

13C abundance Determination in the Different C Pools C content and C isotopic 
composition of plants, soil and microbial biomass were determined using an 
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Fig. 25.2 Kinetics of the fraction of 13C label recovered (FLR, %) in total plant, cumulative 
respiration, and microbial biomass after 1 month of red clover (Trifolium pratense) exposure to 
atmospheric PHE (exposed, closed circle) and to ambient air (control, open circle)
Data are expressed in percentage of 13C label recovered in each compartment at each harvest-time 
according to the total 13C recovery in the soil-plant system just after the end of labeling. Each point 
represents the mean  ±  standard deviation (n  =  3). Overall differences across time, between 
treatments (PHE) and their interaction for the FLR in total plant, cumulative respiration and 
microbial biomass were tested by a linear mixed effect test (P < 0.05, *; P < 0.01, **; P < 0.001, 
***; NS: non significant)
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elemental analyzer coupled with an isotopic ratio mass spectrometer (EA-IRMS). 
Isotope composition of respired CO2 was analyzed for 3 consecutive days on the 3 
polluted and 3 control pots collected at 86 h by introducing them into a 2.4 L tight 
chamber and analyzing the accumulation of 13CO2 and 12CO2 during 30 min in the 
dark.

Expression of Results Results of 13C amounts recovered in plant organs, soil, 
microbial biomass and cumulative respiration were expressed in fraction of total 
assimilated 13C recovered (FLR, %) (Fig. 25.2). The quantity of label recovered in 
each compartment of the plant was also expressed as the partitioning of the total 
label recovered at each harvest time (PLR) (Fig. 25.3).

Conclusion The amount of 13C recovered in plants and in cumulative respiration 
was lower in polluted than in control systems (Fig. 25.2). In terms of 13C partitioning 
among plant organs at each harvest-time, 13C was preferentially retained in the 
aboveground organs in both polluted and control systems (Fig. 25.3).

Exposure to PHE had a significant overall effect on the carbon partitioning 
among the clover organs. More 13C are retained in the leaves (51% versus 39% on 
average in polluted and control plant soil systems, respectively) at the expense of 
the other plant sinks (roots).

4.4  Practical Example of 13C-PHE Quantification in Different 
Compartments of a Plant-Soil System Submitted to PHE 
Atmospheric Pollution (Table 25.5)

Principle Recent studies showed that using 13C-labeled chemical compounds is a 
relevant way to trace the fate of organic pollutants in plant-soil mesocosms (Cebron 
et al. 2011; Cennerazzo et al. 2017). We propose here to use the 13C-phenanthrene/12C- 

Fig. 25.3 Partitioning of 13C (PLR, %) among red clover organs (leaves, stems and roots) after 
1 month of exposure to atmospheric PHE (plants exposed to atmospheric PHE) and to ambient air 
(control plants). Each fraction of the bar represents the mean percentage of 13C recovery (n = 3) in 
leaves, stems, and roots of red clover (Trifolium pratense) according to the total 13C recovery in the 
plant at the respective harvesting time
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phenanthrene ratio (13C-PHE/12C-PHE) as a tool to identify the respective 
contribution of atmospheric and soil exposure pathways for red clover (Trifolium 
pratense) contamination.

Labeling Red clovers were exposed to PHE atmospheric pollution during 8 days in 
specific chambers (Desalme et al. 2011b) (3 dedicated to polluted atmosphere and 3 
to control atmosphere). Before reaching the chambers, air passed through an 
evaporator filled with PHE pills. In three exposure chambers, evaporators were 
filled with PHE pills (50 mg) from 13C PHE (10 mg) and 12C PHE (40 mg) powder 
(Sigma–Aldrich). A control exposure chamber was performed with an evaporator 
filled with PHE pills from 50 mg of 12C PHE powder.

Sample Collection Leaves were collected after 8 days of exposure. Leaflets and 
petioles were separated, lyophilized and grinded with a ball crusher. Soils were 
collected and dried at room temperature.

13C-PHE/12C-PHE Extraction and Analysis Extractions from leaflet, petiole and 
soil samples were performed twice with 15  mL of hexane/acetone (v/v: 2/1) by 
accelerated solvent extraction(ASE100®; Dionex, France) during 8 min (120  °C, 
100 bar). Leaflet and petiole extracts were concentrated to 0.8 mL under N2 flux at 
35 °C (TurboVap) and purified using a SPE column 10 mL (SILICA GEL, Sigma). 
PHE quantification was performed with gas chromatography coupled with a mass 
spectrometer (GCMS-QP5050A; Shimadzu, France).

Conclusion The 13C-PHE/12C-PHE ratios recovered in leaflets and in petioles were 
in accordance with the 13C-PHE/12C-PHE ratio of the pills filled in the evaporators 
but were different from 13C-PHE/12C-PHE ratio of the soil (Table  25.5). These 
results confirmed that the 13C-PHE/12C-PHE ratio can be used to identify the major 
contributing pathway for plant contamination.

5  General Conclusion

This chapter gave basis to set up experiments using 13C labeling tracers and 14C 
radiochemicals. The 13C is now currently used for a diverse range of applications in 
environmental and plant sciences and the 14C remains a powerful technique to trace 
specifically 14C molecule translocation into plants and their environment. Specific 
methodology, equipment and a quite high budget (i.e. the cost of the 13C or 14C 
molecules) are required for such experiments but they remain crucial tools to 
understand plant-environment interactions.

25 Carbon Radiochemicals (14C) and Stable Isotopes (13C): Crucial Tools…
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Chapter 26
Stable-Isotope Techniques to Investigate 
Sources of Plant Water

Adrià Barbeta, Jérôme Ogée, and Josep Peñuelas

1  Fractionation of Water Stable Isotopes in the Earth’s 
Critical Zone

1.1  Meteoric Waters

The number of protons in the atomic nucleus defines each chemical element of the 
periodic table. Each element generally has several stable or radioactive isotopes, 
defined by the number of neutrons in the atomic nucleus. Stable isotopes of hydro-
gen exist with one or two neutrons (1H and 2H) and those for oxygen have 16, 17 or 
18 neutrons (16O, 17O and 18O). The most abundant form of water molecules is 
1H2

16O but other forms also exist in relatively high natural abundances, mainly 
HD16O and 1H2

18O. The difference in mass of these different water isotopologues 
lead to differential partitioning of heavy and light isotopologues during diffusion or 
phase changes, called isotopic fractionation (Dawson et al. 2002). Isotopic fraction-
ation during the transfer of water among the various compartments of the water 
cycle lead to distinct isotopic compositions of the different water pools that can be 
exploited to trace the origin of water in the landscape and/or within an ecosystem.

During evaporation of oceanic water, light isotopologues tend to evaporate 
preferentially resulting in a depletion of atmospheric water vapor compared to 
oceanic water. That is, atmospheric water vapor has lower isotopic ratios (18O/16O 
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and D/H) compared to ocean water. These isotopic ratios are often expressed as a 
deviation from the Vienna Standard Mean Ocean Water (VSMOW) and noted δ18O 
and δ2H. Isotopic fractionations during evaporation and condensation are complex 
but mass-dependent processes so that the δ18O and δ2H atmospheric vapor and 
meteoric water (precipitation) are linearly related, with a slope of about 8, form-
ing the Global Meteoric Water Line (GMWL) (Craig 1961). The dynamics of 
water vapor condensation and precipitation in the atmosphere generate temporal 
and spatial isotopic variability in meteoric waters, with variations along the 
GMWL, depending mainly on condensation temperature, latitude, altitude and 
continentality (Dansgaard 1964). Indeed atmospheric water masses moving inland 
from the ocean, or polewards from the tropics, become progressively more 
depleted as they lose condensates (Gat and Carmi 1970). For a given location the 
isotopic composition of meteoric waters varies seasonally along the Local 
Meteoric Water Line (LMWL) with more depleted values in winter and more 
enriched ones in summer (Fig. 26.1). The temperature effect also explains why 
snow is usually depleted relative to rain at a given site (Fig. 26.1). The amount of 
precipitation also influences the isotopic signal of meteoric water; wetter months 
have an overall more depleted isotopic signal (Kurita et al. 2009). This amount 
effect also explains why fog water usually falls on the upper part of the LMWL 
(Fig. 26.1), at least in regions where fog originates from the same water body as 
rain water (Scholl et al. 2011). Seasonal variations in the isotopic composition of 
meteoric waters lead to distinct isotopic composition of the water pools in the 
critical zone accessible to plants, and this difference can thus be exploited to trace 
the origin of plant water.
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1.2  Soil Waters

Plants take up water mostly through their roots, although foliar water uptake can 
also constitute a substantial water source in some fog-inundated ecosystems 
(Goldsmith et al. 2013). The signal of meteoric water is modified when the water is 
stored underground. Several processes contribute to the isotopic differentiation of 
underground water pools. Most of these processes lead to isotopic differences that 
are much larger than the precision of the techniques of isotopic determination, so 
they are measureable. The two main processes involved are percolation and evapo-
ration. The isotopic signal of underground water pools will partly represent the sig-
nal of the precipitated water that percolates through the soil pores. The deviation 
from meteoric water depends mainly on depth.

Deep pools of groundwater are recharged during seasons in which the soil is 
close to field capacity, i.e. in wet seasons. Groundwater pools thus represent the 
average isotopic signal of precipitation during the wet season (Brooks et  al. 
2010) or in cold seasons with low evapotranspiration and high soil moisture. In 
addition, the isotopic signal of precipitation can also change during a rain event, 
with more depleted rain at the end of the event because of the rainout effect 
(Brooks et al. 2010). Deep groundwater pools in confined or perched aquifers 
created in past geological ages, however, can have a substantially different isoto-
pic composition, indicating the signal of past precipitation (Darling et al. 2003). 
Signals of stream water can also be relevant in riparian ecosystems, because 
water accessed by plants and supplying streamflow can belong to the same water 
pool. Stream water will be more or less seasonally variable depending on its 
source (snowmelt, storms, old groundwater pools or seasonally recharged 
groundwater pools). In contrast to deep soil water, groundwater and stream 
water, the isotopic composition of water in surface soil is more likely to repre-
sent the isotopic composition of recent precipitation, regardless of the season, 
and is affected by soil evaporation.

Evaporative enrichment is another important process contributing to under-
ground isotopic differentiation. Evaporation of soil water produces a progressive 
enrichment of the water at the soil surface, because lighter isotopes are more 
easily evaporated. The kinetic fractionation of soil water, however, differs from 
equilibrium fractionation in the atmosphere, so the slope of the relationship 
between δ18O and δ2H deviates from the GMWL (Horita et al. 1995; Sprenger 
et  al. 2016). This evaporative enrichment creates a isotopic differentiation 
between enriched surface soil water and non-evaporated, depleted deep soil 
water or groundwater that can be used to estimate the soil evaporation line (SEL). 
The depth reached by evaporative enrichment may differ substantially between 
climatic zones, from 0.2 to 0.3 m in temperate zones to a maximum of 3 m in arid 
climates (Sprenger et  al. 2016). An isotopic gradient with progressively more 
depleted water with depth should be measurable whenever evaporation occurs. 
Finally, the first few centimeters of the soil can be affected by atmospheric water 
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vapor, which depletes superficial soil and decreases with depth as evaporation 
dominates the signal. The isotopic signal of plant xylem water could be tracked 
if the isotopic signal of underground water pools is sufficiently distinct. 
Importantly, the characterization of potential plant-water sources will critically 
depend on the correct identification of each isotopically distinct underground 
water pool. A proper characterization of the isotopic profile with depth is thus 
recommended before the onset of any field study. A typical distribution of the 
isotopic composition of underground water pools is depicted in Fig. 26.2, repre-
senting an example of a temperate forest.

Early studies of the stable isotopes of plant and soil water concluded that no frac-
tionation occurred during the uptake of water by roots (Allison et al. 1984; White 
et al. 1985; Ehleringer and Dawson 1992). Identifying the spatial and temporal pat-
terns in plant-water sources is therefore possible by simultaneously sampling plant 
xylem water and its potential sources. The identification of plant-water sources, 
though, is only possible when at least two underground water pools are isotopically 
distinct. Xylem water is also very likely to indicate a mixture from different water 
pools, because many plants have a dimorphic root system that allows them to access 
more than one water pool at the same time (Dawson and Pate 1996). In addition, 
plant-water sources can differ between coexisting species that do not share the same 
ecohydrological niche (Silvertown et al. 2015), and root development implies that 
larger and/or older plants may access deeper water pools more than their smaller and/
or younger conspecifics (Kerhoulas et al. 2013). These characteristics of plant-water 
sources require that the sources be investigated individually.
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In summary, the sources of isotopic variability of underground water pools are 
reasonably well understood (Fig. 26.3). Together with the generally accepted absence 
of fractionation during the uptake of water by roots (Ehleringer and Dawson 1992), 
the theoretical framework for studies of plant-water sources has been straightforward 
and sound until very recently. The technological development in this discipline, how-
ever, has increased the number of studies applying stable isotopes to identify plant-
water sources. Larger data sets with higher temporal and spatial resolution have been 
compiled, and some have challenged the main assumptions of prior studies, for both 
underground and plant-mediated isotopic fractionation. Even though these data sets 
do not invalidate previous work, researchers must understand the limitations and 
uncertainties of these techniques before conducting fieldwork or interpreting their 
data. We have synthesized the most relevant findings in the following section.

1.3  Soil Isotopic Heterogeneity and Plant-Mediated 
Fractionation

Soil-water isotopic signals are governed by precipitation inputs, evaporation and the 
mixing between new and old water pools in soil pores (Sprenger et al. 2016). Several 
fractionation processes in the soil, however, must be taken into account to properly 
track the movement of water to roots. Heavy and light isotopes may interact differ-
ently with soil minerals and organic matter. In soils with high contents of clay min-
erals the interactions of water with cations can entail isotopic differences between 
cation-absorbed water and the remaining free water (Oerter et al. 2014). A similar 
isotopic differentiation has been reported for water in contact with the surface of 
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organic particles (Chen et al. 2016), which would also create isotopically different 
pools of water in soils with high organic content: one on the surface of organic par-
ticles and another formed by free water accessed by plants.

Roots explore the bedrock in search for water in porous rock and rock fractures 
(Schwinning 2010; Barbeta and Peñuelas 2017). Water infiltrating through rocky lay-
ers can be isotopically filtered (Coplen and Hanshaw 1973), resulting in more depleted 
rock water (Oshun et al. 2015). The residual solution, i.e. the free water potentially 
absorbed by plants, is likely to have a more enriched signal. Plants, however, would 
access structural water from rocks under some environmental conditions (Palacio 
et al. 2014). These processes can influence results if the methods used to analyze soil-
water isotopes are based on the extraction of bulk soil water, whereas plants do not 
access all isotopically distinct pools. All these fractionation processes therefore 
require knowledge of the characteristics of the substrate at the field site. Soil texture 
and type and depth of bedrock or organic-matter content are particularly relevant char-
acteristics potentially affecting the isotopic composition of underground water pools.

Recent studies have also found that xylem water may not necessarily indicate the 
source water. Early studies reported that xylem water did not change isotopically 
until it reached non-suberized twigs and leaves (Ehleringer and Dawson 1992). The 
evaporative enrichment of woody stems, however, can occur during periods of low 
water flow, such as in winter (Bowling et al. 2017) or droughts (Martín-Gómez et al. 
2017). Analyzing water from the bottom of the plants (i.e. base of the trunk) less 
exposed to evaporation is thus preferable following or during winter or droughts, 
when possible. Finally, a recent pot experiment has reported discrimination during 
the uptake of water by roots and its dependence on soil texture and soil-water con-
tent (Vargas et  al. 2017). The mechanisms were not fully resolved by the study, 
because the fractionation signal did not agree with any known fractionation process 
in the soil, described in the previous paragraph. The study, however, demonstrated 
that stable isotopes may not always identify plant-water sources with high preci-
sion. The simultaneous analysis of the isotopic composition of xylem and source 
water, though, is still a valuable tool that works well in most cases. Describing the 
temporal, spatial and/or species-specific patterns of plant-water uptake is possible 
following a cautious and informed interpretation of the data.

2  Existing Protocols for Sampling Water Pools in the Critical 
Zone

2.1  Meteoric Waters

Sampling meteoric data is highly recommended for any study aiming at describing 
the patterns of plant water uptake. These data provide the seasonal variations in the 
isotope composition input of soil water that will subsequently be modified by soil 
process dynamics. This allows to derive the local meteoric water line (LMWL) that 
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can differ slightly from the GMWL. The LMWL is useful to assess possible isotopic 
deviations of ground and soil water pools. The International Atomic Energy Agency 
(IAEA), that coordinates the Global Network of Isotopes in Precipitation (GNIP), 
provide a protocol for installing rain collectors for the analysis of stable isotopes 
(IAEA/GNIP 2014). Ensuring a full exposure of the collector to rainwater and a 
placement away from any source of heat is necessary, and importantly, the design 
must avoid any evaporation during collection and storage of precipitated water. Rain 
collectors can be installed at meteorological stations for determining the relation-
ship between precipitation amounts and isotope composition. Precipitation amounts 
will have consequences in input isotopic signals but also in water infiltration depths. 
If the establishment of a rain collector is not feasible, the GNIP database can be 
accessed and searched for the nearest station. Some areas, though, will not be well 
represented, as differences in altitude and distance to the sea from the nearest GNIP 
station can strongly affect the isotopic composition of precipitation (Gat and Carmi 
1970). Thus, a site-specific isotopic data for precipitation is recommended, espe-
cially for mountainous or remote areas.

Precipitation in the form of snow should be sampled separately, because the 
accumulation of snow on the collectors and subsequent melting or evaporation 
could lead to incomplete sampling. A recent study reported an effective and simple 
method for sampling snow. Bowling et al. (2017) buried a plastic bucket leveled to 
the soil surface immediately before winter to collect melting snow. Snow can also 
be directly sampled from the snowpack cores (Bowling et al. 2017). A sampling of 
the entire snowpack profile and over different soil covers will ensure capturing the 
potential spatial variability in snow-water isotopes.

Plants in regions with frequent fog can also take this water up through leaves or 
roots from the condensate dripping from the canopy (Limm et al. 2009). Fog water 
should thus be sampled and its isotopic composition analyzed wherever it may rep-
resent a significant part of the plants water input. There are two main types of fog 
collectors: (1) passive fog collectors that rely on the wind to push air through the 
collection surface (either a mesh with vertical and horizontal strands, or a harp with 
only vertical strands), and (2) active fog collectors in which a fan pulls the air 
through the collection surface (Fisher et  al. 2007). Both types of collectors take 
advantage of the difference in inertia between fog droplets and the surrounding air, 
leading to the impact of the droplets onto the strands during the deflection of the air 
stream when passing through the mesh or harp. Active fog collectors are preferable 
because they can be more easily protected from precipitation, minimizing potential 
mixing of fog and rainwater during windy rain events. On the other hand, passive 
collectors can be installed in remote areas with limited access to electric power. The 
bottom of the mesh or harp must be connected to a vessel similar to that used in rain 
collectors, ensuring no evaporation during storage. Alternatively, fog water can be 
sampled during individual field campaigns in a similar fashion as when sampling 
water vapor using a cold trap made of a glass coil submerged in a mixture of ethanol 
and dry ice and connected to a pump that will slowly pump air through the cold trap 
at a rate that ensures complete solidification (typically below 0.5 liter per minute). 
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This method will exclusively collect water vapor on days without fog. The time 
required to sample the required amount of water for isotopic analysis will depend on 
the airflow, temperature and relative humidity (Fig. 26.4). Upon collection from the 
field, all the meteoric water samples must be stored in a refrigerator in airtight glass 
bottles with a cap covered with Parafilm® to ensure that no vapor escapes during 
storage, and until stable isotope analysis.

2.2  Soil Waters

To make sure that all potential plant water sources are considered, sampling soil 
water along the entire plant root profile and even below the maximum rooting depth 
is desirable. Sampling soil water down to the water table (including groundwater) 
should be sufficient at sites with shallow water tables. The isotopic composition of 
the water in saprolite, weathered rock or bedrock should at least be obtained at 
rocky sites where roots do not reach the water table. Because the maximum rooting 
depth can be difficult, to assess experimentally, a modeling framework for rooting 
depth (e.g. Fan et  al. 2017) can be used to infer the expected maximum rooting 
depth, as a function of climate, landscape position (valley bottom, hillslope, hilltop) 
and soil texture. Deep water pools may often not be accessible from the surface with 
a soil auger, either because the soil is too deep (i.e. > 2–3 m) or too rocky. In such 
cases, a natural spring or nearby well should provide an isotopic signal comparable 
to that accessed by deep roots.

The enriched surface soil and the soil below the evaporation front should at 
least be sampled. The number of depth increments will depend on the isotopic 

Fig. 26.4 Collection rates of water vapor using a cryogenic trap as a function of temperature, 
relative humidity and the flow rate of the pump. The left panel is for a set flow of 0.5 L min−1 and 
the right panel is for a constant relative humidity of 60%
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profile. The soil isotopic profiles that will require different sampling strategies 
are depicted in Fig.  26.5. In case A, typical of what should be observed after 
1–2  days of days without rain, the isotopic change is approximately constant 
throughout the depth profile. All depths should thus be sampled at increments 
adapted to the sample processing capacity. In case B, typical of what should be 
observed after several (>5 days) of days without rain and with high evaporative 
enrichment, the surface soil and the soil below 0.5 m are clearly differentiated. 
Characterizing the surface and deep soil would thus be enough. The precision of 
the estimates of plant-water uptake will also depend on the horizontal variability 
of the isotopic composition of water in each soil layer. The evaporative enrich-
ment of soil can vary substantially within short distances due to contrasting veg-
etation cover or orientation exposition to sunlight. The water isotope composition 
at the surface of the soil will consequently be spatially and temporally more 
variable than at depth. Obtaining as many replicates as possible is thus recom-
mended, depending on the sample processing capacity. The vials for collecting 
and storing the soil samples should have caps with septa to avoid water vapor 
leaks and contamination and a volume of at least 10 mL. Collecting larger soil 
samples may be necessary at dry sites in order to have enough water to extract for 
isotopic analysis.

In most studies soil water samples are collected from the field and subsequently 
analyzed in the laboratory (Sect. 26.3), but new techniques have recently been 
developed enabling in situ measurements of soil water isotopes (Oerter and Bowen 
2017). Briefly, the method is based on the assumption that soil pore water vapor is 
in isotopic equilibrium with liquid water. Water vapor probes are permanently 
inserted at different depths within the soil column and connected to a stable isotope 
water vapor analyzer (Oerter et al. 2017). The main advantage of this method is 
that it is non-destructive (once the probes are inserted), so that soil water isotopes 

Fig. 26.5 Theoretical 
isotopic profiles in depth. 
A corresponds to a steady 
isotopic depletion with 
depth, whereas B and C 
show different cases of 
evaporation fronts, with 
more stable isotopic 
compositions in depth
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can be recorded at the exact same location over time. The main disadvantage of the 
method is that it can only be used to survey a limited amount of closely related soil 
profiles. The method also requires main power, which is not always accessible in 
remote areas.

2.3  Xylem Water

Sampling xylem water to determine its isotopic composition in discrete campaigns is 
relatively straightforward and easy. Xylem water does not generally suffer isotopic 
fractionation in suberized plant stems and branches (Ehleringer and Dawson 1992). 
Evaporative isotopic enrichment of xylem water may occur in transpiring, non-
suberized, young branches, especially when the water flow is low (Martín- Gómez 
et al. 2017). The back-diffusion of evaporatively enriched foliar water can also inter-
fere with the signal from the source water in these terminal branches (Dawson and 
Ehleringer 1991). Removing the bark and phloem that may also enrich the signal 
from foliar water is also recommended when cutting a branch. Alternatively, wood 
cores could be collected with an increment borer from the base of the trunk or at 
breast height for large trees with high canopies that are difficult to access. The core 
would not need to be deep and should only contain sapwood (Ehleringer and Dawson 
1992). The outermost part of the core, corresponding to bark and phloem, should also 
be removed. Wood cores or pealed branches must be placed immediately (within a 
couple of minutes maximum) in airtight glass bottles and kept in a cooler until being 
stored in a laboratory freezer. Plant water sources can change quickly, so each sam-
pling campaign should be conducted as quickly as possible and preferentially at the 
same time of the day. Likewise, abrupt changes in plant water sources should be 
monitored after a rain or during extreme climatic events such as heatwaves or 
droughts.

Similar to what has been done in soils, a new method to continuously monitor in 
situ the isotopic composition of tree xylem water has recently been proposed 
(Volkmann et al. 2016). Xylem water is diffused through a porous membrane of the 
probe, pulled by the difference in partial pressure between a vacuum line and the 
wet xylem. The authors installed more than one probe per trunk and irrigated them 
with isotopically labeled water. The results were comparable to cryogenically 
extracted water, but different probes in the same trunk detected slightly different 
isotopic values. Damage to the xylem caused by probe insertion may therefore have 
altered the conductive capacity of the xylem, or different parts of the trunk’s xylem 
may have been connected to different parts of the root system. The authors nonethe-
less recommended the installation of several probes per tree to obtain a more inte-
grated isotopic signal. The main advantage of this method is the possibility of 
sampling at a high temporal resolution and thus determining daily cycles in plant 
water sources that are still poorly understood. This probe-based technique may be 
more difficult to apply in remote areas without access to power, similar to the soil in 
situ methods.
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3  Water Isotope Analysis from Soil and Xylem Samples

3.1  Cryogenic Extraction of Water from Soils and Xylems

Compact equipment for monitoring xylem and soil-water isotopes in situ has been 
developed, such as laser-based isotopic analyzers, but most studies of plant-water 
sources still rely on cryogenic water extraction. This technique consists of a vacuum 
distillation in which the water contained in a solid sample is evaporated and con-
densed in a collection tube (West et al. 2006, and citations therein). Detailed descrip-
tions of the design and functioning of cryogenic extraction lines have been provided 
in previous studies (West et al. 2006; Orlowski et al. 2013). Briefly, (1) the xylem or 
soil samples and the collection tubes are first frozen with liquid nitrogen and con-
nected to the vacuum line, (2) the xylem or soil samples are then heated (with boil-
ing water, mineral oil or heating blocks) and (3) the water is progressively evaporated 
from the sample and is trapped by the collection tubes submerged in liquid nitrogen. 
This extraction technique is a Rayleigh fractionation, because lighter isotopes will 
evaporate first. A long extraction time, however, will effectively remove all water 
from a solid sample, thus obtaining a similar isotopic composition of water trapped 
by the collection tube. The extraction times will depend on the soil and plant types; 
water in sandy soils will be completely extracted after 30 min, and water in woody 
stems will be completely extracted after 60–75 min (West et al. 2006). Most of the 
isotope laboratories extract for 2 h to standardize the time. This technique is widely 
applied and is consistent for xylem water, but tightly bound water in some types of 
soils may not be effectively removed during cryogenic extraction (see Sect. 26.3.2).

3.2  Issues with Cryogenic Extraction of Soil Water

Early methodological tests of extraction times of soil water have reported that nearly 
complete extraction from clay soils requires more time (West et al. 2006), because 
of a higher fraction of tightly bound water in clayey soils compared to coarser soils. 
Large effects of the physiochemical properties of soils on the isotopic signal of 
extracted water have recently been demonstrated (Meißner et al. 2013; Orlowski 
et  al. 2013). In particular, cryogenically extracted water tends to be isotopically 
depleted relative to input water in re-wetting experiments (Meißner et  al. 2013; 
Orlowski et al. 2013; Orlowski et al. 2016a, b; Newberry et al. 2017). Clay, calcium 
carbonate and soil-water contents can amplify the isotopic differences between 
input and extracted water (Meißner et al. 2013; Orlowski et al. 2016a, b; Newberry 
et al. 2017). The fractionation of water in soil, however, does not imply that tightly 
bound water in soil micropores or clay or organic particles does not mix with free 
water (Newberry et al. 2017; Vargas et al. 2017). This isotopic stratification within 
the soil matrix could be misleading for the study of plant-water sources if water 
extracted from soils did not represent the total water accessed by plants. Alternatively 
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plants may not access these pools of tightly bound water, even with complete extrac-
tion. Testing the effects of various settings of the cryogenic extraction line is recom-
mended for avoiding mismatches between the water extracted from plants and soils. 
For example, testing various extraction times and temperatures to extract water con-
tents up to the permanent wilting point. Pre-weighing the samples, extracting the 
water, oven-drying the samples at high temperatures and then re-weighing them to 
quantify the amount of residual water after the extraction would be helpful. These 
considerations are more relevant for studies of soils with high clay and/or low soil- 
moisture contents.

Issues associated with the cryogenic extraction of soil-pore water may be over-
come using the recently developed vapor-probe method (Oerter and Bowen 2017), 
as mentioned above. This method, however, would be difficult to apply in some 
cases. Many alternative techniques to cryogenic extraction are available. A recent 
comparison of techniques, though, found that all produced inconsistent results 
because the isotopic composition of extracted water always differed from the rehy-
dration water added after oven-drying the soils, particularly for clayey soils with 
low soil-water contents (Orlowski et  al. 2016a, b). Centrifugation (White et  al. 
1985; Böttcher et al. 1997) and mechanical squeezing (Peters and Yakir 2008) of the 
samples performed best (lower deviation from added reference water) and should be 
the best options for the precision required in studies of plant-water sources (Orlowski 
et al. 2016a, b). The time needed for sample processing, however, is longer than for 
most cryogenic extractions (10 samples per day for mechanical squeezing), and a 
larger quantity of soil is required. Cryogenic extractions highlight the need for a 
progressive shift towards alternative extraction techniques, such as centrifugation 
and mechanical squeezing, for extracting soil-pore water in studies of plant-water 
sources.

4  Isotopic Determination of Extracted Water

Isotopic determination is the last step in the laboratory after the extraction of water 
from solid samples. Early and many recent studies of plant water sources have used 
isotopic ratio mass spectrometry (IRMS), which requires the conversion of water to 
H2 or CO or its isotopic equilibration with CO2 (Gehre et al. 1996; West et al. 2010). 
Laser-based isotopic analyzers have recently become more popular, because they 
allow the simultaneous measurement of both the oxygen and hydrogen isotopes of 
water, reducing the time and cost of the analyses (Lis et al. 2008; Gupta et al. 2010). 
Off-axis integrated-cavity output spectroscopy (OA-ICOS) (Lis et  al. 2008) and 
wavelength-scanned cavity ring-down spectroscopy (WS-CRDS) (Gupta et  al. 
2010) are two rather common laser-based techniques. Some studies have found that 
laser-based instruments can detect non-significantly different isotopic ratios for soil 
samples compared to IRMS (West et al. 2010; Orlowski et al. 2016a, b), although 
another study reported discrepancies (Martín-Gómez et al. 2015). Discrepancies for 
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plant water samples (leaves and xylems) have been more consistent with OA-ICOS 
(Schultz et al. 2011) and WS-CDRS (West et al. 2010) than IRMS.

Organic compounds in plant materials can be distilled together with water 
during cryogenic extraction and volatilized during analysis into the instrument 
cavity. These compounds can produce spectral interferences, that can lead to 
large discrepancies with IRMS results (West et  al. 2010; Schultz et  al. 2011; 
Zhao et al. 2011; Martín-Gómez et al. 2015). Because soil and xylem samples 
may contain amounts of volatile organic compounds large enough to cause spec-
tral interferences, a subset of samples should preferentially be analyzed also by 
IRMS when using a laser- based instrument. Post-processing softwares for these 
laser-based instruments also provide diagnostic tools that indicate if spectral 
interferences have been detected. These diagnostics can be used to decide how to 
proceed with the isotopic determination. In addition, post-processing correction 
methods have been published (Schultz et al. 2011) or are provided by the manu-
facturers of the laser-based instruments. A step-by-step decision-making scheme 
is provided in Fig. 26.6.

For OA-ICOS instruments, developing instrument-specific correction curves by 
analyzing series of dilutions with ethanol and methanol and producing correlations 
of the broadband and narrowband metrics with the isotopic offset from non- 
contaminated samples are necessary (Schultz et al. 2011).

Fig. 26.6 Decision-making scheme for the isotopic determination of plant and soil water samples. 
For the two main laser-based instruments. After the positive detection of organic contamination by 
the corresponding post-processing softwares, the comparison of a subset of samples with IRMS 
results is always mandatory
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5  Identifying Plant-Water Sources and Quantifying Their 
Relative Contributions

The ultimate aim of the application of stable isotopes described here is to identify 
the sources of water for plants and how they change spatially, temporally and/or 
between species or between life forms, plant size and other factors. This identifica-
tion is achieved by determining the isotopic composition of the source water and 
xylem samples collected simultaneously. Plant water sources can be identified 
graphically by plotting isotopic compositions in the dual-isotope space (Fig. 26.2) 
and finding the most similar source water for each xylem sample. This method, 
however, is usually not simple, nor quantitative, because plants may be simultane-
ously tapping several sources, and the isotopic composition of the xylem water will 
indicate a mixture of these sources. Xylem water samples would then not match any 
of the water sources but would lie at the barycenter of their relative contributions. 
Early studies that used only one water isotope based their identification of plant- 
water sources on the statistical differences between the isotopic composition of 
xylem water and the various sources tested (Dawson and Ehleringer 1991).

Conclusions drawn from studies using a dual-isotope approach, however, can 
differ slightly (Bowling et al. 2017), because samples with the same δ2H signal may 
not share the same δ18O signal. Statistical differences may thus not be adequate if 
plants are assumed to take up water from more than two sources, which is very 
likely for deep rooting systems. Various numerical approaches have been developed 
for these (rather common) cases to estimate the relative contribution of each poten-
tial source of plant water. Exhaustive descriptions and comparisons have been pro-
vided (Phillips and Gregg 2001, 2003; Parnell et al. 2013; Ogle et al. 2014; Rothfuss 
and Javaux 2016), so we provide here only a synthesis of the most used approaches.

End-member mixing analyses were the first models to be applied to identify 
plant-water sources (White et  al. 1985). These models assume that roots extract 
water from two sources without isotopic fractionation and that the water mixes 
completely within the xylem (Rothfuss and Javaux 2016). Likewise, the contribu-
tions of sources a and b to xylem isotopic composition (δp) is expressed as:

 
δ δ δp a a b bf f= +

 

where δa and δb are the isotopic compositions of sources a and b, and f is the propor-
tion in volume of water extracted from each source (fa + fb = 1). This equation can 
be applied to isotopic compositions with only one isotopologue, and the error asso-
ciated with the estimation of x can also be calculated (Phillips and Gregg 2001; 
Rothfuss and Javaux 2016). The equation, however, can be expanded by adding the 
other isotopologue (Brunel et al. 1995).

Phillips and Gregg (2003) developed the program IsoSource based on a standard 
linear mixing model for obtaining a combination of source contributions that con-
serves mass balances for a system of two isotopes (in studies of plant-water sources). 
Equation (a) will not have a unique solution if a third water source is added, so the 
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program iteratively creates each possible combination of solutions, the predicted 
isotopic signatures for each combination is then calculated and the predicted mix-
ture signatures are compared with the observed mixing signatures (Phillips and 
Gregg 2003). IsoSource then provides all feasible source contributions with histo-
grams for each source with the most likely source contribution. IsoSource has been 
extensively used in studies of plant-water sources, but more recent Bayesian mixing 
models have gained popularity in recent years.

SIAR (Parnell et  al. 2010) and MixSIR (Moore and Semmens 2008) Bayesian 
isotope mixing models have been developed more recently, providing statistical 
uncertainties associated with the estimates of source contribution and an optimal 
solution rather than a range of feasible solutions (Rothfuss and Javaux 2016). These 
two models have been merged into MixSIAR (Parnell et al. 2013), which is imple-
mented by an R package (R Core Development Team 2012). The user prepares three 
data sets, one with the mean δ18O and δ2H signals and corresponding standard devi-
ations of all potential sources, another with δ18O and δ2H signals of the plants 
(grouped or not) and the third specifying an “enrichment factor”, which should be 
set to 0 assuming no fractionation during the uptake of water by roots (see Sect. 
26.2). The model uses Monte-Carlo Markov chains to produce a posterior distribu-
tion of the relative contribution of each water source. Histograms of the posterior 
distributions are plotted, allowing a visual representation of the results. The median 
of the posterior distribution, i.e. the most frequent result of the model, and the cor-
responding confidence intervals can then be calculated at individual, plot, species or 
site levels.

End-member and Bayesian mixing models have different routines but require 
similar data inputs (isotopic compositions of sources and plants). Bayesian process- 
based mixing models (Ogle et al. 2014) also allow the incorporation of prior infor-
mation about the system (rooting depth, profiles of root density, soil moisture or 
plant-water potentials) and represent a promising method to improve the precision 
of plant-sourcing studies. The implementation of process-based models has the 
advantage of avoiding false positives under some conditions. For example, if the 
upper soil layers contain too little water to be extracted by roots, a simple linear 
model would still try to calculate the water’s source contribution if it is set as a 
potential source. In contrast, process-based models can specify that water is not 
extractable below a certain level of soil moisture, or where roots are not present if 
information for root profiles was added. The specification of these models, however, 
is more complex than for MixSIAR and IsoSource. The additional measurements 
that should be carried out in the field also require correctly incorporating and speci-
fying this information into a model before it is run, which may require some training 
in hierarchical Bayesian modeling.

A recent comparative study of simulated data for the uptake of water by roots 
(Rothfuss and Javaux 2016) has demonstrated that Bayesian mixing models (Parnell 
et al. 2010, 2013) perform better than IsoSource and previous models (Brunel et al. 
1995), but only when the potential sources matched the actual plant-water sources. 
As mentioned above, the inclusion of sources not accessed by plants and the exclu-
sion of some accessed sources can produce misleading results. In summary, we 
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recommend applying Bayesian mixing models (such as MixSIAR) for estimating 
source contributions for plants. Bayesian process-based models (Ogle et al. 2004, 
2014) are a better option if higher precision is required, because they can integrate 
other ecological data, but are more time-consuming.
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Chapter 27
Soil Microorganisms

Joana Costa, Rui S. Oliveira, Igor Tiago, Ying Ma, Cristina Galhano, 
Helena Freitas, and Paula Castro

1  General Introduction

Soil can be defined has the upper layer of the Earth’s crust altered by weathering, 
physical/chemical and biological processes, composed of mineral particles, organic 
substance, water, air, and living organisms organized in genetic soil horizons (ISO 
2015). This concept includes soil organisms as an integral part of soil including 
plants, microorganisms, animals and their interactions, providing important ecosys-
tem functions and services. Soil organisms are responsible for supporting plant pro-
ductivity, nutrient and water cycling and soil formation, for regulating soil erosion 
and water purification, or simply for providing a pool of biodiversity (Beck et al. 
2005; European Commission 2006; Brussaard 2012; Mendes et al. 2016).

Soil is a reservoir holding a great part of the world’s biodiversity, dominated by 
microorganisms, i.e., bacteria and fungi, in terms of numbers and biomass. Besides 
these organisms, soil ecosystems generally contain a large variety of animals, nema-
todes, micro-arthropods, enchytraeids and earthworms. In addition, a large number 
of macrofauna species are living in the uppermost soil layers, the soil surface and 
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the litter layer (Beck et  al. 2005). Soil biota is involved in the global cycling of 
organic matter, energy, and nutrients. In this sense, soil microorganisms play impor-
tant roles, namely has chemical engineers, through the decomposition of organic 
matter and carbon cycling; fixation of nitrogen and phosphorus solubilization mak-
ing it available for plants; influencing soil pH by nitrification and denitrification; 
degradation of anthropogenic compounds and influencing heavy metal mobility. 
Soil microorganisms have direct importance for humans since they are the source of 
most of the antibiotic used to fight diseases (Beck et al. 2005; Mendes et al. 2016; 
Pajares and Bohannan, 2016; Alori et al. 2017; Masson-Boivin and Sachs 2017).

This chapter presents a detailed overview on the methods and techniques to 
assess the structural and functional diversity of soil microorganisms. It then focuses 
on the description of optimized methods and procedures to isolate and characterize 
plant growth promoting bacteria and to stain roots of legumes and detect arbuscular 
mycorrhizas. The chapter finalizes with some considerations regarding sampling 
and extraction methods of nematodes and presents optimized procedures to stain 
and detect these organisms (Globodera and Meloidogyne) in soil and plant roots.

2  Assessing the Structural and Functional Diversity of Soil 
Microorganisms

2.1  Introduction

This section pretends to provide a bibliography starting point to those that are eager 
to jump into microbial ecology studies for the first time. The main idea that one 
should keep is that the success of the project will depend/benefit greatly by carefully 
planning the approaches to be used. Sampling methodology and sample manipula-
tion are one of the most important parts of the workflow (whether culture dependent 
and/or independent methodologies will be used), that will grant or not good quality 
working material and provide downstream valuable data for analyses.

All techniques have their vantages and disadvantages that have to be known and 
pounder before engaging in any unrealistic analyses that won’t provide the data that 
one was aiming to. Patience and resilience are also requisites to have in such work, 
since some (a lot) brainstorming and repetition may be/are need to troubleshooting 
along the way.

Before engaging in Soil Microbiology, or in any microbiology study for that mat-
ter, one has to have in mind that it is very easy to disperse energy and lose focus. So 
it is paramount to establish clear goals from the start, which may suffer small adjust-
ments on the go (Nemergut et al. 2014). Correct sampling methodologies are crucial 
for the downstream success of a soil microbial survey. One has to consider the 
characteristics of the soil in which the study will be performed (i.e. composition in 
organic matter, particle size, humidity, pH), on the main goal(s) of the microbial 
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study, and if culture dependent and/or independent methodologies are to be 
employed.

Nevertheless, taking several samples from the same site/place (different depths, 
horizontal landscape, soil horizons, etc.) is the best approach to achieve a represen-
tative sampling of a particular site, providing robustness to the results (Pepper and 
Gerba 2009; Delmont et al. 2011). In some cases, when the amount of sampling 
sites is big, and the downstream treatment of large quantities of samples is a prob-
lem, combining samples (constructing a composite sample of specific locations) 
will reduce the amount of effort in the analyses while providing good and valuable 
results.

2.2  Culture Dependent Versus Culture Independent Analyses

“THE GREAT PLATE COUNT ANOMALY” Perhaps the first report of the plate 
count anomaly was that of Razumov, who noted a large discrepancy between the 
viable plate count and total direct microscopic count of bacteria from oligotrophic 
to mesotrophic aquatic habitats. He found higher numbers (by several orders of 
magnitude) by direct microscopic counting than by the plating procedure. He fur-
ther noted that this same trend held in eutrophic canal water, but the differences 
between the two procedures were not nearly so great. A similar disparity between 
culturable and uncultarable methods was reported for marine habitats (Staley and 
Konopka 1985).

Based on the actual knowledge provided by culture-independent microbial sur-
veys, it’s estimated that the recovered microorganisms rarely represent the most 
abundant population existent in the environment (Blaser et al. 2016; Solden et al. 
2016). Instead, they most likely represent fast-growers on artificial growth media 
and constitute less than 2% of all microbial species present (Wu et al. 2009; Rinke 
et al. 2013). This reality has led to an increased use of culture-independent tech-
niques to conduct microbial surveys in extreme and/or high microbial diversity 
environments, such as soils, where an optimum approach of the cultivation method-
ologies is even harder to establish (Ferrer et al. 2007; Müller and Ruppel 2014; Xu 
et al. 2014; Lok 2015).

Whole metagenome sequencing from complex microbial communities makes 
possible high-throughput genome analyses, resulting in metagenomes that supply 
information on individual genes or organisms, determining the genomic potential 
and microbial diversity of a particular ecosystem (Berlec 2012; Müller and Ruppel 
2014; Delmont et al. 2015). Equivalent techniques in metaproteomics and metatran-
scriptomics enable the study of all proteins and their expression profile by microbial 
communities recovered directly from environmental samples (for a review see 
Siggins et al. (2012). The combination of these analysis permits functional genes 
and metabolic pathways to be elucidated (metabolomic and metafluxes) (Jones et al. 
2014; Saia et al. 2015; Heaven and Benheim 2016). This “omic” approach, based on 
the new generation sequencing (NGS) (Mardis 2013), yield huge amounts of data 
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and is excellent to performed a thorough and holistic (or ecosystems biology 
approach) analysis, combining diversity (taxonomic and functional) (de Castro 
et al. 2014; Mendes et al. 2015) with adaptation (phenotypic plasticity and evolu-
tion) (Violle et al. 2014; Stubbendieck et al. 2016). NGS platforms applied to envi-
ronmental microbiology owns two major advantages: (i) the circumvention of 
cultivation bias (technically more challenging when dealing with high diversity eco-
systems hosting a panoply of different microorganisms with diverse, and most of 
the times intangible, growth requirements); (ii) the possibility of uncovering novel 
structure–function relationships due to the reliance on functional screening and the 
high and generally unknown diversity of the genetic source material, results that are 
very difficult to ascertain with isolation surveys due to its low diversity coverage 
results (Morris et al. 2002; Fakruddin et al. 2013; Krause et al. 2014).

So, does this mean that culture-dependent methodologies are useless? No, in fact 
it is quite the opposite (Nemergut et al. 2014; Delmont et al. 2015). Only by grow-
ing the microorganisms we can determine their phenotypic characteristics in spe-
cific conditions and perform a proper description and evaluation of their “true” role 
in the ecosystem. Questions regarding specific genomic characteristics determined 
by molecular methodologies for a given microorganism in a given ecosystem can 
only be answered when researchers work directly with the organism. So, it is not 
strange that nowadays research groups continue to invest time and resources to 
develop new methodologies to isolate and study this uncultured microbial majority, 
the so-called “microbial dark matter” (Rinke et al. 2013; Lok 2015; Solden et al. 
2016). These new methodologies were (and continue to be) developed by combin-
ing the knowledge that huge amounts of in-silico data made available, with environ-
mental data (where organisms can be found, survive and establish bounds with other 
microorganisms and with the abiotic elements). Currently, microbiologists have a 
holistic view of the ecosystem, were quorum sensing - microbial cell to cell com-
munication quorum (Hawver et al. 2016), biofilm formation (Kim et al. 2015) and 
microbial interaction with eukaryotes (Ghannoum 2016; Gkorezis et al. 2016) are 
crucial to the microbial development, considerations that the “old school” classical 
isolation methodologies did not considered. This lead to the development of new 
multi-disciplinary strategies that allowed the isolation and/or study of specific 
microbial populations inaccessible until know (Ling et al. 2015; Lok 2015; Kang 
2016).

2.3  Culture-Dependent Methodologies

Considering what was described above, and since the majority of the laboratories 
are not equipped with top-nosh equipment, in this part of the chapter we will discuss 
how can we still perform a good culture-dependent microbial survey in a given 
environment. First, compile a list of the resources available in ones lab, i.e. incuba-
tors (which temperature range can we use to incubate our cultures) or determine if 
one has the ability to perform aerobic and/or anaerobic incubations. Then, define the 
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main objective(s) of the research. Do we want to determine the microbial diversity 
of a given environment, or just isolate a specific phylogenetic group of microorgan-
isms? Am I considering isolating those that degrade specific substrates and/or pro-
duce specific molecules and/or grow in specific conditions (i.e. extreme temperature, 
atmosphere compositions, salinity, pH, etc.)? These questions will aid on what 
comes next: media composition and incubation conditions. Depending on your 
goal, the medium composition will vary from: nutrient to minimal and/or selective 
medium.

2.4  Media

Nutrient media are not selective and are constituted by generic elements that most 
bacteria need for growth, i.e. Luria-Bertani agar, plate count agar, nutrient agar, 
trypticase soy agar (all these have liquid version without agar). Minimal media con-
tain the minimum nutrients possible for colony growth (in very low concentration), 
as such generally contains various salts, which provide essential elements such as 
magnesium, nitrogen, phosphorus, and sulfur to allow the bacteria to synthesize 
protein and nucleic acids. Selective media are used to selectively grow microorgan-
isms with specific growth requirements and/or specific phenotypic characteristics, 
such as the ability to use a designated substrate, synthesize a certain metabolite or 
have resistance to specific antibiotics. To improve survey’s success, no matter which 
final outcome you seek, one should always use more than one medium, and change 
media composition by testing different salinity concentration, pH values and use 
different incubating temperatures. This will increase the conditions of incubation, 
and for certain downstream laboratory work, but will also increase the chance to 
isolate more diverse microorganisms (leading to the achievement of diversity cover-
age providing robustness to the outcome), or even previously  uncharacterized 
microorganisms.

2.5  Sample Manipulation

Soil microorganisms have to be detached from the soil particles and aggregates that 
constitute it. The best methodology is to make a suspension of the sample in a des-
ignated buffer or minimal media (water is not recommended since it can induce 
osmotic shock and cell lyses), by shaking the sample with or without mechanic 
help, followed by serial dilution of the suspension. Diluted suspensions can be used 
for spread plating and/or liquid enrichments in specific isolation media. Serial dilu-
tion methodology allows obtaining cell suspensions in concentrations that when 
spread and grown in solid media one should obtain isolated colonies. This permits 
to do CFU (colony forming unit) quantification, and makes the process of isolation 
of pure colony easier.
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2.6  Isolation

Isolation process is time consuming but it has to be performed correctly so that the 
majority of the recovered diversity is isolated. One should try to sub-culture, if not 
all, the majority of the colonies that are obtain in each different incubation condi-
tion. This increases drastically the number of isolates to screen and identify. In order 
to reduce these numbers there are several molecular fingerprinting techniques that 
are helpful to group the isolates for downstream identification, i.e. DGGE/TTGE, 
ARDRA, T-RFLP, LH-PCR, RISA, and RAPD based on direct analysis of PCR 
products amplified from environmental DNA; fatty acid methyl esters - FAME anal-
yses, matrix assisted laser desorption/ionization time of flight mass spectrometry - 
MALDI-TOF/MS and whole cell protein analysis (Ahmad et al. 2011; Fakruddin 
et al. 2013). This allows reducing the amount of isolates to work with since we can 
pick one or two representative from each of the obtained groups to do phylogenetic 
identification. One should have in mind, that the more exhaustive the work is, the 
closest one becomes to determine the true microbial diversity of the environment in 
define conditions.

Obtaining isolates, besides the ecologic point of view, provide us the possibility 
of determining the existence of novel organisms to science, but above all, grant us 
with isolates banks that can be screened for specific activities and that can be used 
for multiple applications in the future.

2.7  Community Activity

The microbial activity of a given site can be determined by testing the enzymatic 
activity and/or the metabolism towards single carbon sources. These tests are useful 
to determine shifts on the microbial composition of a given environment, and may 
be of importance in ecological studies where the determination of specific meta-
bolic activity in a given site and/or comparison of such characteristics between sites, 
that may be under different stress conditions, is desired (Lipiec et al. 2016; Pajak 
et al. 2016). For that purpose, cell suspensions (discussed above in sample manipu-
lation) can be used as inoculums to test a set of designated substrates. One can 
design the battery of substrates to use, but there are also commercial kits/systems 
that provide a more controlled platform to perform such analyses i.e. Biolog by 
Biolog-Inc and API® by bioMérieux.
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2.8  Culture-Independent Methodology

Nowadays the use of environmental DNA/RNA has much more utilities than “a 
simple” 16S rRNA gene microbial diversity determination, that ~16 years ago was 
the paramount of environmental molecular biology. In a paper of 1998, Handelsman 
and colleagues (Handelsman et al. 1998) used the term “Metagenomics” for the first 
time to address the advantages of cloning fragments of environmental DNA in order 
to access genes and enzymes previously inaccessible due to cultivation bias 
(Handelsman et  al. 1998). Since then, sequencing platforms (Mardis 2013) and 
meta-omics applications (Prosser 2015) have evolved in a way that one can only 
imagine (Hiraoka et al. 2016; Papadopoulou et al. 2015) and with that an all new 
perspective of microbial ecology studies arise (Prosser 2015; Dolinšek et al. 2016; 
Hahn et  al. 2016; Kang 2016; Krause et  al. 2014). But be aware that culture- 
independent methodology approach has its bias and the methodologies used will 
reflect greatly our results and final outcomes (Krakat et al. 2016).

2.9  Environmental DNA/RNA

Before engaging on molecular biology analyses of your soil samples, first you have 
to extract environmental DNA/RNA. This could be problematic when dealing with 
environmental samples, and gets even worse when the samples are soil, since these 
samples are very complex and diverse in its composition (as discussed in introduc-
tion) and may have inhibitory substances (generally referred to as “humic and fulvic 
compounds, and/or polyphenolic compounds”) that if not properly eliminated dur-
ing extraction steps can interfere in downstream processes, such as DNA- 
transforming processes including hybridization, quantification, amplification, and 
may have direct effect on DNA polymerases activity (Frostegård et al. 1999; Lim 
et al. 2016). For all those reasons, several protocols are published every year by 
research groups that work with the most different soil sample origins. One can 
search for two or three protocols (key words like “DNA extraction”, “troubleshoot-
ing”, “bias” will help on search), compare them and make your own protocol, taking 
in account all advices and tips (Delmont et al. 2011). On the other hand, there are 
several commercial kits that can be used for DNA/RNA extraction from soil sam-
ples, one should read the protocols available, compare them and choose the one 
more suitable to your samples (Mahmoudi et al. 2011; Young et al. 2014).
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2.10  Molecular Biology Methodology

Well, the question that one might have when engaging in molecular biology based 
ecology studies for the first time is: from all available techniques and platforms 
which is the most appropriated to achieving the main objectives of the work? So, 
what do you intend to do? Specific genes surveys like (PCR-dependent amplifica-
tion of genes): PCR, qPCR (quantitative PCR), clone library, NGS, community fin-
gerprinting [DGGE/TTGE, ARDRA, T-RFLP, LH-PCR, RISA], or PCR-independent 
amplification of genes methodologies: NGS shotgun meta-genomics and 
-transcriptomics.

First of all, no technique is flawless and all have their inherent bias. Those based 
on PCR-dependent amplification of genes, besides several PCR biases (like inhibi-
tion) and artifacts, are constricted to the actual knowledge of the gene in study, that 
will impact the construction of primers (making them more or less “universal”) thus 
influencing greatly the final result and the determined diversity (van Elsas and 
Boersma 2011). Additionally, the problem of working with complete gene sequences 
vs partial sequences which will depend significantly on the platform that will be 
used to obtain results (Birtel et al. 2015; Keisam et al. 2016). While Sanger platform 
allows performing primer walking (for instance from a clone library) making pos-
sible to work with complete sequences, the majority of the other platforms do not, 
namely DGGE or the NGS platforms. Thus the majority of the actual environmental 
research (PCR-dependent amplification of genes) relays on partial sequences, with 
all the associated bias (Tremblay et al. 2015). Nevertheless, the recent NGS plat-
form PacBio sequencing promises the generation of high-quality near full-length 
sequence fragments, that could be a game changer, but not without some drawbacks 
(Schloss et al. 2015; Levy and Myers 2016).

Despite the fact that PCR-independent amplification of genes methodologies 
(shotgun metagenomics and metatranscriptomics) is not dependent on primer 
design, they are reliant on all the other abovementioned contingencies (sampling 
and/or DNA extraction efficiency) and also on budget (although each year the 
sequencing services is getting more affordable). Additionally, the common/nowa-
days platforms, i.e. Illumina, 454-Pyrosequencing, IonTorrent, and more recently 
PacBio, have their intrinsic bias (Goodwin et al. 2016), that have to be taken into 
consideration while choosing one over the other. Nevertheless, shotgun meta- 
analyses allow us to do taxonomic assignment, functional assignment, specific gene 
analyses, genome binning, gene and protein prediction and several other applica-
tions (Sharpton 2014), which will grant a holistic knowledge about the environ-
ment. But it is much more time consuming than single gene PCR-dependent surveys, 
requires higher computational power and deeper bioinformatics knowledge for 
result analyses.
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3  Isolation and Characterization of Plant Growth Promoting 
Bacteria

3.1  Introduction

Plant growth promoting bacteria (PGPB) are a special class of bacteria that are 
involved directly or indirectly in enhancing plant growth and protecting plants from 
biotic and abiotic stresses via various mechanisms (Ma et al. 2011; Glick 2012). 
The PGPB include those that reside in the rhizosphere/rhizoplane (plant growth 
promoting rhizobacteria; PGPR), or those that inhabit in living plant tissue interior 
and establish close associations with host plants (plant growth promoting endo-
phytic bacteria; PGPE). The mechanisms by which PGPB promote plant growth at 
different stages of the host plant life cycle can differ among species and strains. 
Several important bacterial biochemical characteristics, such as 1- aminocyclopropa
ne- 1-carboxylate (ACC) deaminase activity, phosphate solubilization, as well as 
production of phytohormone indole acetic acid (IAA), siderophores, ammonia 
(NH3) and hydrogen cyanide (HCN) can be assessed as plant growth promotion 
traits. In this chapter, the methods of isolation and biochemical characterization of 
PGPB are addressed in detail.

3.2  Isolation of Plant Growth Promoting Bacteria

To isolate rhizobacteria, about 1 g of wet soil sample is serially diluted using 25 mM 
phosphate buffer and spread on Luria-Bartani (LB) agar medium. After incubating 
plates at 27 °C for 48 h, morphologically distinct bacterial colonies are randomly 
picked, purified and restreaked on LB media until the colonies of each isolate are 
morphologically homogeneous (Ma et  al. 2009). To isolate endophytic bacteria, 
plant samples are washed with tap water followed by several rinses with sterile dis-
tilled water (SDW) and then separated into different organs (e.g. roots, stems and 
leaves). Healthy plant tissues are sterilized by sequential immersion in 70% (v/v) 
ethanol for 1 min, 3% sodium hypochlorite for 3 min and then washed several times 
with SDW to remove surface sterilization agents. Sterility should be checked by 
plating 0.1 L of final rinsed water on LB agar, in order to confirm that the surface 
disinfection process is successful. After that, plant tissues (e.g. roots, stems and 
leaves) are cut into small pieces, crushed in mortar and pestle, and titrated in SDW; 
appropriate dilutions are plated onto sucrose-minimal salts low-phosphate agar 
medium [1% sucrose; 0.1% (NH4)2SO4; 0.05% K2HPO4; 0.05% MgSO4; 0.01% 
NaCl; 0.05% yeast extract; 0.05% CaCO3; pH  7.2] and incubated at 27  °C for 
3 days.

To isolate plant growth promoting bacteria (PGPB), the rhizo- or endophytic 
bacterial strains are grown on Dworkin and Foster salts minimal (DFSM) medium 
(Dworkin and Foster 1958) amended without (blank) or with 3  mM ACC as a 
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 nitrogen (N) source at 27 °C for a week at 175 rpm. The bacterial growth is moni-
tored by measuring the optical density (OD) at 600 nm after 5 days of incubation. 
The strains that can grow only in DFSM medium with ACC is known as ACC utiliz-
ing bacteria. Further, the ACC utilizing strains are assessed for their plant growth 
promoting activity by roll towel assay (ISTA 1966). Briefly, seeds of the model 
plants (e.g. Brassicaceae species) are surface sterilized in 2% Ca(OCl)2 for 2 h and 
rinsed several times with SDW. The seeds are inoculated by soaking in a bacterial 
suspension after adjusting OD600 to 1 for 2 h, then placed in wet blotters and incu-
bated in a growth chamber for 3 weeks.

The germination percentage of seeds is recorded and the vigor index is calcu-
lated with the following formula (Abdul-Baki and Anderson 1973).

 
Vigour index germination seedling length shoot length root l   % eength   

The procedures described above are designed to screen isolate and screen PGPR 
and PGPE, which can be used as biological agents for sustainable agriculture and 
environmental decontamination.

3.3  Biochemical Characterization of Plant Growth Promoting 
Bacteria

3.3.1  1-Aminocyclopropane-1-Carboxylate (ACC) Deaminase Activity

Bacterial ACC deaminase activity is determined by monitoring the amount of 
α-ketobutyrate (αKB) generated enzymatically via hydrolysis of ACC (Belimov 
et al. 2009; Saleh and Glick, 2001). Bacterial strain is grown in LB medium for 24 h 
at 27 °C and harvested by centrifugation at 7000 rpm for 10 min at room tempera-
ture. Cell pellets are washed three times with 5  mL of 0.1  M Tris-HCl buffer 
(pH 7.5), resuspended in 1 mL of salts minimal (SM) medium (0.4 g KH2PO4; 2 g 
K2HPO4; 0.2 g MgSO4; 0.1 g CaCl2; 5 mg FeSO4; 2 mg H3BO3; 5 mg ZnSO4; 1 mg 
Na2MoO4; 3 mg MnSO4; 1 mg CoSO4; 1 mg CuSO4; 1 mg NiSO4; per liter; pH 6.4) 
and then 0.5 mL of each suspension is added to 2.5 mL of liquid SMN medium 
containing 3 mM ACC as a sole N source (0.5 g ACC; 1 g glucose; 1 g sucrose; 1 g 
Na-acetate; 1 g Na-citrate; 1 g malic acid; 1 g mannitol; per liter). Bacterial strain is 
incubated for 24 h at 27 °C, centrifuged and resuspended in 1 mL of 0.1 M Tris-HCl 
buffer (pH  7.5), and centrifuged at 7000  rpm for 10  min. The pellets are resus-
pended in 600 mL of 0.1 M Tris-HCl buffer (pH 8.5) and cells are disrupted by 
adding 30 mL of toluene and vigorous vortexing. After reaction of mixtures con-
taining 100 mL of cell suspension, 10 mL of 0.5 M ACC and 100 mL of 0.1 M Tris- 
HCl buffer (pH 8.5) for 30 min at 27 °C, 1 mL of 0.56 N HCl is added, and the 
mixtures are centrifuged at 10,000 rpm for 5 min. The mixtures containing no cell 
suspension or no ACC are used as controls. Thereafter, 150  mL of 0.1% 
2,4- dinitrophenylhydrazine in 2 N HCl is added to 1 mL of the supernatant. The 
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mixtures are reacted at 27 °C for 30 min, amended with 1 mL of 2 N NaOH and 
assayed for αKB at 540 nm (Honma and Shimomura 1978). The protein content of 
cell extracts is determined using the procedure of Bradford (1976).

3.3.2  Indole Acetic Acid (IAA) Production

Bacterial IAA production is determined according to Bric et al. (1991). Briefly, the 
bacterial strain is cultured for 5 days in flasks containing 20 mL of LB medium 
amended with 0.5 g mL-1 of L-tryptophan. After incubation, 2 mL of supernatant is 
transferred into a tube and mixed vigorously with 100 mL of 10 mM orthophospho-
ric acid and 4 mL of Salkowski reagent (1 mL of 0.5 M FeCl3 in 50 mL of 35% 
HClO4). After color development, read the absorbance values at 530 nm. The IAA 
concentration in culture is determined using a calibration curve of pure IAA as a 
standard following the linear regression analysis.

3.3.3  Phosphate Solubilization

Bacterial strain is grown in modified Pikovskayas medium [1% glucose; 0.5% 
Ca(H2PO4)2; MgCl2·0.5% 6H2O; 0.025% MgSO4·7H2O; 0.02% KCl; (NH4)2SO4 
0.01%] with 0.5% tricalcium phosphate at 27 °C for a week at 175 rpm. The culture 
supernatants are collected by centrifugation at 10,000 rpm for 15 min. The soluble 
phosphate in the culture supernatant is quantitatively estimated as described by 
Fiske and Subbarow (1925).

3.3.4  Siderophore Production

Bacterial siderophore production is qualitatively examined by a qualitative chromo-
genic assay using chrome azurol S (CAS) agar (Schwyn and Neilands 1987). As a 
highly sensitive chemical method, it is based on the affinity of siderophore for iron 
(Fe3+). As a siderophore removes Fe from the dye, its color turns from blue to 
orange. Briefly, 50 μL of each exponential bacterial culture previously grown in 
casamino acids (CAA) medium are spotted onto CAS agar. The siderophore levels 
produced by bacterial strain are recorded as the diameter of orange halo. The pro-
ductions of catechol and hydroxamate siderophores in culture supernatants obtained 
from bacteria grown in CAA medium are quantitatively determined by using 
2,3-dihydroxybenzoic acid (Arnow 1937) and desferrioxamine mesylate (Atkin 
et al. 1970) as standards, respectively.
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3.3.5  Ammonia (NH3) Production

Bacterial NH3 production is examined in peptone water. Briefly, bacterial strain is 
cultured in each tube containing 10 mL peptone water and incubated at 27 °C for 
2 days. Then, 0.5 mL of Nessler’s reagent (10% Hg2Cl2, 7% KI, 16% NaOH) is 
added in each tube. Development of brown to yellow color indicates NH3 produc-
tion (Cappuccino and Sherman 1992).

3.3.6  Hydrogen Cyanide (HCN) Production

Bacterial HCN production is determined according to Lorck (1948). Briefly, bacte-
rial strain is streaked on nutrient agar plate amended with 44% glycine. A Whatman 
filter paper no. 1 soaked in 2% sodium carbonate in 0.5% picric acid solution is 
placed in the top of the plate. Plates are sealed and incubated at 27 °C for 4 days. 
Development of orange to red color indicates HCN production.

3.3.7  Phytagar Assay

Phytagar assay is designed to confirm bacterial plant growth promoting properties 
(Ma et  al. 2011). The growth media are prepared using 0.5% phytagar and one- 
quarter strength Hoagland’s nutrient solution. The surface sterilized seeds of model 
plants (e.g. Brassicaceae species) are inoculated with bacteria as detailed in roll 
towel assay and placed in 150 mL test tubes containing 25 mL of phytagar. The 
tubes are closed, placed in a controlled-environment growth room. After 2 months, 
the plants are removed from the tubes and rinsed thoroughly with SDW to remove 
adhering agar. Growth parameters such as plant shoot and root length, fresh and dry 
weights are measured.

The use of PGPB is considered as an eco-friendly approach and biotechnological 
tool for sustainable agriculture or environmental applications, due to their competi-
tive colonization and abilities to stimulate plant growth. Therefore, it is important to 
establish the optimized methodologies for isolation and characterization of PGPB, 
which can be used to search beneficial PGPB strains for the development of new 
and efficient bioinoculants. This chapter presents the systematic methods for isolat-
ing and biochemically characterizing PGPB for biotechnological applications, 
which will provide further guidance on research basics aiming at undergraduate and 
postgraduate research.
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4  An Optimized Procedure for Staining Roots of Legumes 
and Detecting Arbuscular Mycorrhizas

4.1  Introduction

Arbuscular mycorrhizas are the most widespread and common underground symbi-
otic associations and are formed between arbuscular mycorrhizal fungi and the 
roots of the majority of terrestrial plant species (Smith and Read 2008; van der 
Heijden et al. 2015). This association is generally considered to be mutualistic: the 
host plant supplies photosynthates to the fungal symbiont while the fungus, in 
return, translocates nutrients from soil to the plant (Maherali et al. 2016; Oliveira 
et al. 2016). Research studies on arbuscular mycorrhizas often require the observa-
tion of arbuscular mycorrhizal fungal structures in the roots of target plants. This is 
commonly done with the aim of assessing arbuscular mycorrhizal colonization, 
which is one of the most widely reported fungal parameters in arbuscular mycor-
rhiza research (Varga 2015).

Several techniques for root staining and detection of arbuscular mycorrhizas 
have been published [subject reviewed by Vierheilig et al. (2005)]. Despite the vari-
ety of existing techniques, staining with trypan blue remains one of the most com-
monly used to visualize arbuscular mycorrhizas (Sun and Tang 2012). Nevertheless, 
root staining with trypan blue can be a time consuming process, especially when 
large numbers of samples are to be analyzed. Therefore, even slight improvements 
of existing root staining methods can be of value in arbuscular mycorrhiza research.

Here we present an optimized procedure for staining roots of legumes with try-
pan blue for detecting arbuscular mycorrhizas. The described method is simple, 
reliable and relatively fast, making it suitable for dealing with large numbers of 
samples.

4.2  Procedure

The procedure presented below is adapted from the methods of Phillips and Hayman 
(1970), Koske and Gemma (1989) and Dalpé and Séguin (2013) and is optimized 
for colonized roots of cowpea [Vigna unguiculata (L.) Walp.], chickpea (Cicer ari-
etinum L.) and white clover (Trifolium repens L.).

Roots are obtained as follows: 1 dm3 pots are filled with a sandy loam, which had 
been autoclaved twice (121 °C for 25 min) on consecutive days. Seeds of cowpea, 
chickpea and white clover are surface sterilized with 0.5% (v/v) sodium hypochlo-
rite for 20 min and germinated on moist paper towels at 20 °C in the dark. After 
germination, seedlings are transplanted singly into each pot. Six treatments are pre-
pared: cowpea inoculated with an arbuscular mycorrhizal fungus, non-inoculated 
control cowpea, chickpea inoculated with an arbuscular mycorrhizal fungus, non- 
inoculated control chickpea, white clover inoculated with an arbuscular mycorrhizal 

27 Soil Microorganisms



470

fungus and non-inoculated control white clover. Each treatment is replicated 10 
times. Each pot from the mycorrhizal treatments receives 10  g of inoculum 
(Symbiom Ltd., Czech Republic) of Rhizophagus irregularis BEG140 consisting of 
colonized root fragments, hyphae and spores in the mixture of zeolite and expanded 
clay, placed 2 cm below the root system. Every pot from the non-mycorrhizal treat-
ments receives 10 g of inoculum autoclaved twice (121 °C for 25 min) on consecu-
tive days. Plants are grown in a greenhouse under natural light with an average 
photoperiod of 12 h. Temperature and relative humidity ranges were 12–42 °C and 
55–85%, respectively. After 3 months, plants are removed from the pots, the root 
system is separated from the shoot and gently washed to remove adhered soil. Fresh 
roots are cut into 1-cm pieces and stained according to the procedure described 
below.

 1. Root pieces are placed in 20 mL glass vials and covered with 10% KOH (w/v).
 2. Vials are heated at 100 °C for 30 min.
 3. Root pieces are strained and the KOH solution discarded.
 4. Root pieces are again placed inside the vials and thoroughly washed with tap 

water.
 5. 5% HCl is added to the vials until the roots are completely submerged.
 6. After 1 h the HCL solution is discarded.
 7. Root pieces are placed inside the vials and covered with 0.1% trypan blue stain-

ing solution. The solution has the following composition: 793 mL 90% lactic 
acid +143 mL 99.5% glycerol +64 mL deionized water +1 g trypan blue.

 8. Vials are placed in a household microwave oven (Thor, TM 17.2, 2450 MHz, 
1050 W) (maximum ten vials per batch) during 15 s at maximum power.

 9. Step 8 is repeated.
 10. Root pieces are strained and the trypan blue staining solution discarded.
 11. Root pieces are placed inside the vials and covered with 50% glycerol (v/v).

Stained root pieces are mounted on glass slides and examined with a compound 
microscope (Leica DM 5000-D, Germany) (×100–400) to assess the presence of 
arbuscular mycorrhizal structures in the roots.

No mycorrhizal colonization is observed in any control plant. Arbuscular mycor-
rhizas of inoculated cowpea, chickpea and white clover are well stained with trypan 
blue and show very good contrast. All typical arbuscular mycorrhizal fungal struc-
tures (arbuscules, vesicles and hyphae) are clearly observed. The used method is 
simple, reliable and relatively fast, making it suitable for dealing with large numbers 
of samples.

J. Costa et al.



471

5  Sampling and Extraction of Nematodes

5.1  Introduction

Nematodes are among soil biota. Global studies of the distribution of soil nematode 
species show that most are endemic to a place or region, and only a small fraction 
are cosmopolitan. As soil nematode community composition depends on several 
factors (e.g. vegetation present, soil type, season, soil moisture level, amount of soil 
organic matter), they are useful as soil environment condition bioindicators. 
Nematodes are a key group for regulating biogeochemical cycling and ecosystem 
processes that include mineralization and decomposition in the soil system. In fact, 
free-living nematodes are very important and beneficial in the decomposition of 
organic material and the recycling of nutrients in soil. Bacterivores and fungivores 
nematodes do not feed directly on soil organic matter, but on the bacteria and fungi, 
which decompose organic matter. The presence and feeding of these nematodes 
accelerate the decomposition process. Their feeding recycles minerals and other 
nutrients from bacteria, fungi, and other substrates and returns them to the soil 
where they are accessible to plant roots (McSorley 2016; Orgiazzi et al. 2016).

Considering the enormous biodiversity of soil biota, it is easily understandable 
that there is a wide range of techniques to collect and identify the organisms present 
in the soil. To collect organisms, the first challenge is the separation of the organism 
from the soil matrix, which can be hampered by the nature of soil minerals and 
organic constituents, and the physical nature of the soil matrix. Means of separation 
by elutriation, centrifugation or density gradients is achieved due to the consider-
able differences in density between soil mineral constituents and organisms. Mobile 
organisms can be collected by boosting movement away from the soil matrix, to 
entrapment and collection vessels, by a combination of gravity and differential 
application of heat, light or water. Identification of soil organisms, historically, was 
chiefly based on morphological features visual observation, which can be extremely 
subtle and requiring considerable experience and expertise to carry out. However, 
currently, the traditional taxonomic tools of microscopes and systematic keys are 
gradually being replaced by genetic analysis of DNA derived from the organisms, 
despite such approaches currently require advanced laboratory equipment (Orgiazzi 
et al. 2016).

It is undeniable the importance of identification and/or quantification of groups 
of soil organisms. Nonetheless, appropriately organized sampling designs are 
required in order to obtain a collection of samples sufficiently representative of the 
area or ecosystem under consideration. Statistically robust sampling is necessary, 
since it allows an estimation of the likely variation in any metrics and, consequently, 
how accurate they are. Soil biota sampling is typically based on ex situ and in situ 
techniques, the former involving the removal of recommended volumes of soil, by 
coring or excavation, and generally transporting them back to the laboratory for 
assay; and the later commonly depends on the movement of the organism(s) to a 
collecting device (Orgiazzi et al. 2016).
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When we look specifically for soil nematodes, we can consider those that are in 
the soil and others present in the plant roots. Soil nematodes can be directly col-
lected from soil samples and those which are plant parasitic nematodes can be 
obtained from plant roots.

We can suspect that plants are infected with nematodes when they show some 
typical symptoms as: injuries, discoloration, and deformations and, sometimes, 
complete devastation in the penetration and feeding areas. Plants attacked by nema-
todes lose vigor, size and quality of fruits and vegetables are reduced and in extreme 
cases, they can die. On the other hand, the wounds left by the stylet are openings for 
fungal or bacterial invasion, increasing damage on plants (Esser n.d.; Krueger and 
McSorley 2014).

5.2  Sampling of Nematodes: Some Considerations

Sampling nematodes can have different goals. The main purposes include general 
surveys, population estimation for research, advisory or predictive programs, and 
disease diagnoses. The aims of sampling for nematodes differ with each type of 
experiments and then, specific objectives of sampling should be determined before 
a sampling program is planned. For example, the primary goals for research pro-
grams may be the characterization and understanding of nematode population 
dynamics. When it comes to integrated pest management programs, the final goal of 
sampling is to relate numbers and kinds of nematodes to crop performance and also 
evaluation and selection of management tactics. If quarantine programs are in mind, 
the goal of sampling is the detection of any nematodes present and spread preven-
tion (Barker 1985; Mekete and Crow 2015).

Regardless of the sampling purpose, spatial and temporal patterns of nematodes 
should be taken into account. There are several factors that affect significantly the 
vertical spatial patterns of nematodes as crop, soil type, and the nematodes species 
involved. The horizontal spatial patterns of plant-parasitic nematodes are typically 
patchy or contagious, making sampling difficult. As nematodes feed on plant roots, 
samples should always be taken from among roots of the plants for which diagnosis 
is needed. It is also important to consider that temporal patterns change with crops 
and nematode species. Nematode populations fluctuate throughout the year and 
may be undetectable during the winter and early spring, however often increase to a 
very high population density in the early fall, before crop harvest when living roots 
are present. However, if there is a high initial population, the maximum population 
may occur before the midseason and then decline as a result of severe damage to 
host. After harvest, nematode populations may decline abruptly. Accordingly, tak-
ing samples at the appropriate time for a crop helps to avoid or reduce the potential 
of nematode problems in the future, as the risk of failing to detect a damaging nema-
tode species is decreased (Barker 1985; Mekete and Crow 2015).

A sample should be obtained from a mixture of 10 to 20 “cores” of soil that are 
easily taken with a soil sampling tube, auger, shovel, or trowel. With a shovel, cut 
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approximately 2.5 cm thick slice of soil through the soil profile. Then, collect a 2.5 
to 5 cm vertical band from the slice. It is advisable to discard the top 2.5 cm from 
each core, as nematode numbers may be very low there. Soil sample should be taken 
only when soil moisture is appropriate for working the field avoiding extremely dry 
or wet soil conditions (Mekete and Crow 2015).

There are some specific guidelines for collecting samples from different types of 
symptomatic plants. For annual crops, like most vegetables, annual ornamentals, 
and field crops, soil should be taken from root zones of 10 to 20 affected plants that 
are not yet dead and “feeder” or fine roots from several of them should be includes. 
Soil cores are taken 15 to 20 cm deep, after remove 2.5 cm surface of soil. For fruit 
and nut trees, perennial shrubs and trees, if many plants are affected, cores from 
several of them should be included in the sample. If only one or a few are affected, 
several cores from around each plant should be taken. Using a shovel to dig within 
the “drip-line” (the area covered by the branches) find fine feeder roots. On most 
trees and shrubs, cores 20 cm deep should be sufficient. However, for burrowing 
nematode of citrus, roots and soil from below 30 cm deep should be collected. Each 
“core” should consist of a few fine roots and soil from immediately around them. 
Discard the top 2.5 cm soil and roots. For turfgrasses, 10 to 20 cores of 7.5 to 10 cm 
deep near the desired plant species, from areas of declining but not yet dead turf 
should be collected, avoiding bare spots and weeds. The sample must consist of 
mostly soil with a few roots discarding foliage (Mekete and Crow 2015).

All cores from a sampled area should be placed into a properly labeled plastic 
bag, using different plastic bags for each sampling area. A properly collected sam-
ple should have approximately 0.5 to 1 L of soil. The sample bag should be sealed, 
to reduce moisture loss. Water should not be added to the sample, even if it seems 
dry. The soil should be handled carefully since rough handling will crush nematodes 
living among soil particles. Nematodes will die from overheating, freezing, or dry-
ing. Then, samples should be transported in insulated containers and not be trans-
ported exposed to sunlight or in a hot car trunk or on the dashboard. In fact, soil 
samples for nematodes assays must be considered perishable and handled accord-
ingly (Esser n.d.; Barker 1985; van Bezooijen 2006; Mekete and Crow 2015).

After soil sample collection, nematodes should be extracted within a week. 
Nevertheless, if delay is necessary, samples may be stored at 10 to 15 °C, which 
extends recoverability of nematodes (Barker 1985).

When the whole sample cannot be processed for nematode extraction, suitable 
mixing of composite soil samples before removal of an aliquant, usually 100 to 
1000 cm3, is also important (Barker 1985).

5.3  Extraction Methods

Nematode’s extraction methods should be chosen in order to obtain the most con-
sistent percentage of the nematode species from given soil and or plant samples. 
The actual selection of extraction methods depends on several factors as: kind and 
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number of nematodes present, the host plant, equipment available, edaphic factors, 
and population dynamics. Extraction efficiency depends on several factors, includ-
ing the method, soil type, nematode specie and size, and the laboratory (Barker 
1985; van Bezooijen 2006).

Nematodes can be easily isolated from their host material by submerging the 
sample in water and select the nematodes under a microscope. But, this is a dull and 
hard job and it can only be done with very small samples. Consequently, most of the 
extraction methods are indirect, and they are based in some properties to separate 
nematodes from the surrounding medium that are mentioned below, being many 
extraction methods based on a combination of these characteristics.

 (a) Weight and rate of settling: in water, nematodes are separated from particles 
that settle faster and can subsequently be poured off (decanted). This behavior 
is the basis of a number of applications, such as the use of an undercurrent that 
keeps nematodes afloat while other particles settle (elutriation) and use of a 
liquid with higher specific gravity than nematodes, which keeps them sub-
merged whereas other particles, with a higher specific gravity than the liquid, 
sink to the bottom. This is applied in centrifuge floatation techniques, used to 
extract dried cysts from soil samples.

 (b) Size and shape: due to their size and elongated shape, nematodes can be sepa-
rated from soil particles by using a set of sieves with different mesh size.

 (c) Mobility: since living nematodes are mobile, when samples are placed on a 
sieve with a moist filter paper, positioned in a shallow water-filled tray, nema-
todes will crawl from the sample into the water where they can be collected as 
a clear suspension (van Bezooijen 2006).

Methods to extract nematodes from plant material are usually based on nematode 
mobility. Firstly roots should be gently washed to remove adhering soil and then 
placed in a sealed jar for at least 3 days at room temperature. After this time, nema-
todes that start to leave the roots are washed with water, which is collected to a 
beaker. The water with the nematodes is poured on a fine sieve, which catches the 
nematodes. They are then washed into a Petri dish and identified. These methods 
vary depending on whether or not the samples have been cut in smaller pieces to 
speed up crawling out of nematodes. The blender centrifugal flotation method is the 
only method, apart from picking nematodes under a microscope, which does not 
make use of nematode mobility, making it suitable for the extraction of swollen 
endoparasitic stages and eggs (van Bezooijen 2006; Esser n.d.).

Methods usually used for soil nematode extraction are also applied for sedi-
ments, rock wool, manure, and other substrates, where nematodes can be present, 
and can be washed into suspension (Table 7.1). As said above, most methods use a 
combination of different principles. There are major differences in terms of extrac-
tion efficiency, size of the sample that can be handled, and costs. The centrifugal 
flotation method is the only method, apart from picking nematodes under a micro-
scope that allows isolation of active as well as slow-moving and inactive nematodes 
(van Bezooijen 2006). Soil sample is placed in a container, which is half filled with 
water and vigorously stirred up. Then, the water is poured into another container 
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leaving the heavy soil sediments behind. As nematodes are very light, slowly settle 
to the bottom. Then the soil is passed through a series of fine sieves that separate the 
larger soil particles and the trash from the nematodes. The nematodes are then 
removed from the finest screen and placed in a Petri dish for examination (Esser 
n.d.).

5.4  Optimized Extraction Procedures for Globodera 
and Meloidogyne

Plant parasites are probably the most studied nematodes, taking into account the 
significant yield crops reduction they cause worldwide. Among the most economi-
cally important plant parasites, Globodera and Meloidogyne stand out. They are 
both sedentary endoparasites and can be recognized either in soil or in plant sam-
ples. In the following, optimized methods are described in more detail: the Fenwick’s 
method which is used to extract Globodera spp. cysts from soil samples; the 
Whitehead and Hemming tray method, widely use to extract nematodes from soil 
including Meloidogyne juveniles; and the sodium hypoclorite acid fuchsin method, 
to stain nematodes in plant tissue, including Globodera and Meloidogyne 
nematodes.

Table 7.1 Extraction methods for plant and soil samples (Adapted from van Bezooijen 2006)

Sample/Suspension 
Cleaning

Type of extraction 
method Specific extraction method

Plant Direct Microscopic observation after dissection (apply a 
staining technique first, if desired)

Indirect Active nematodes
Baermann funnel
Funnel spray method
Blender nematode filter method
Inactive + active nematodes
Blender centrifugal flotation method

Soil Direct Water microscopic observation
Indirect Decanting method

Cobb’s method cleaning of the suspension
Erlenmeyer method
Oostenbrink funnel (elutriator)

Suspension Active nematodes
Nematode filters
Inactive + active nematodes
Centrifugal flotation method
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5.4.1  Fenwick’s Method

The Fenwick can be used to extract cysts from dried soil (max. 300 g). The method 
is based on floating properties of dried cysts and of difference in size between them 
and other fractions of the sample. In this method, coarse sample material is retained 
on the sieve, heavy particles passing through sink to the bottom of the can, and fine 
and light particles, like cysts, keep afloat. When the can overflows, the floating cysts 
are carried off over the overflow collar, and drop on a sieve with a pore size smaller 
than the cyst diameter. Large samples can be handled in a standardized way how-
ever, the method requires large amounts of water (van Bezooijen 2006).

Procedure

 1. Dry a soil sample (maximum weight of 300 g).
 2. Clean the can with water.
 3. Close the outlet and fill the can to the rim with water. Place a 175 μm sieve under 

the outlet of the overflow collar, so water runs on the slightly inclined sieve, to 
facilitate the water running through.

 4. Wash the sample through the top sieve using the spray nozzle. Continue spraying 
for about 5 min.

 5. Carefully rinse the funnel and the collar with water to ensure that all cysts are 
washed on the sieve. After this the outlet can be unplugged and the can rinsed 
with water.

 6. The cysts in the debris on the sieve can be isolated in different ways, e.g.: dry the 
debris, wash it into a white bowl and retrieve the floating cysts, or wash the 
debris onto a filter paper and pick the cysts under a dissecting microscope.

5.4.2  Whitehead and Hemming Tray Method Modified by Abrantes et al. 
(1976)

The Whitehead and Hemming tray method (1965) modified by Abrantes et  al. 
(1976) is the most used method to extract small sized nematodes from soil samples 
to evaluate population density. There are several advantages that can be pointed out 
to this method: it allows the extraction of nematodes from significantly great soil 
samples (300–500 cm3); it is a method of easy execution and of great effectiveness 
for Meloidogyne juveniles extraction; the obtained suspensions are clear, facilitat-
ing their microscopic observation (Abrantes et al. 1976).

Procedure

 1. Place a net coated with tissue paper inside a plastic tray (23 × 34 cm approx).
 2. Spread uniformly 500 cm3 of soil on the tissue paper.
 3. Pour water carefully into the tray until the soil is moistened and in contact with 

the surface of the water.
 4. Do not move the tray from the initial position to obtain clear suspensions.
 5. After 7 days, remove the net carefully.
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 6. Pour the nematode water suspension from the tray into a glass beaker (1–1.5 L).
 7. Let the nematode suspension settle for at least 4 h.
 8. Remove the supernatant water until 100–200 mL of suspension; the suspension 

can also be sieved through a 20 μm sieve and then transfer the residues retained 
in the sieve to a 500 mL glass beaker.

 9. Record the exact volume of the suspension.
 10. Observe small volume replicates and count nematodes present in each of them, 

under a stereomicroscope.
 11. Calculate the number of nematodes/500 cm3 of soil.

5.4.3  Sodium Hypochlorite Acid Fuchsin Staining Method

Staining simplifies microscopic detection of nematode in plant tissues. Nematodes 
are stained red and the plant tissue remains more or less unstained, with the excep-
tion of the meristematic regions. This method for clearing and staining nematode- 
infected root tissues has several advantages: it eliminates exposure of personnel to 
toxic substances, used in other methods; as root tissue is cleared with sodium hypo-
chlorite prior to staining with acid fuchsin, it does not become heavily stained and 
consequently, the destaining time is shortened, being frequently avoided (Byrd et al. 
1983).

Procedure

 1. Carefully wash infected root system with water.
 2. Cut the roots into segments and place them in a 150 mL beaker.
 3. Clear the roots by adding 50 mL of tap water plus a suitable (depending on the 

root tissue age: 10 mL for young roots; 20 mL for moderate age roots; 30 mL 
for older or more ligneous roots) amount of sodium hypochlorite (5.25% 
NaOCl).

 4. Soak roots for 4 min in the NaOCl solution and agitate occasionally.
 5. Rinse roots for approximately 45 sec in running tap water then soak them in tap 

water for 15 min to remove any residual NaOCl which may affect acid fuchsin 
staining.

 6. Drain the water transfer roots to a beaker with 30–50 mL of tap water.
 7. Add 1 mL of stock acid fuchsin stain solution (prepared by dissolving 3.5 g 

acid fuchsin in 250 mL of acetic acid and 750 mL distilled water) to the water.
 8. Boil the solution for about 30 s on a hot plate.
 9. Cool the solution to room temperature, drain it from the roots, and rinse the 

roots in running tap water.
 10. Place roots in 20–30 mL of glycerine acidified with a few drops of 5 N HCl and 

heat to boiling for destaining.
 11. After the destaining process, roots may be either stored in acidified glycerine or 

observed under a stereomicroscope.
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Chapter 28
Computational Approach to Study 
Ecophysiology

Bibhuti Prasad Barik and Amarendra Narayan Mishra

1  Introduction

Ecophysiology is the study of how the environmental cues affect the functional 
aspects of an organism. This aspect is vital for the adaptation of living organisms to 
the ever changing surrounding, and regulates the distribution and richness of the 
organisms in the natural habitat. This interaction of ecosystem with an organism and 
its physiological status are governed by the genomic structure and time period of 
environmental impact. The duration and dose or intensity of the environmental 
impact determines the functional and genomic stability of organisms, both at indi-
vidual and community level. Genome performs as unified system displaying intri-
cate and dynamic behavior (Zhu et al. 2008). Ecophysiological genomics deciphers 
the alterations in gene structure and function in a specific environment. The study of 
such alterations in the genome, which are pivotal for the functional integrity of an 
organism, can be well documented through bioinformatics tools (Aubin-Horth and 
Renn 2009). In silico experimental strategies can ease sighting of core genomic ele-
ments, regulatory networks and conserved sequences across species and the varia-
tions in biotic and abiotic components of the environmental (McCarroll et al. 2004; 
Ragland et al. 2010). These studies will bring out comparative schemes didactic to 
the variations arising from ecological variations, leading to adaptation, speciation 
and evolution, as such.
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2  Ecophysiological Informatics

Ecophysiology research and analysis gradually shifted from adaptation or stress 
studies toward mathematical and systems model focusing on estimation, distribu-
tion and diversity of organisms with associated abiotic data (Real and Brown 1991). 
Computational protocols are planned to assess a set of hypothesis and the simula-
tions and collected data and their formats differ in analysis. These make ecophysi-
ological data extremely diverse. These data types deal with entities like numbers, 
genotype and ecophysiological barcodes along with the functional aspects such as 
the level of competition, food chain, synergism/antagonism, damage/repair etc. The 
heterogeneity of ecophysiological data occur in numeric, textual, imageries, movies 
and policies to deal with non-categorical or non-digitized environmental impacts at 
the functional ecosystem level (Green et al. 2005). The current demand in this sys-
tems ecology study is to access, authenticate and secure composite data types span-
ning from genome to biome. This is possible by developing computing algorithms 
have evolved to analyze by process and pattern modeling and further enabling cross 
platform observations. But still huge amount of ecophysiological data persist 
unreachable (Palmer et al. 2005). The development of big data concept will enable 
the allied data driven studies to augment our knowledge about ecosystems and man-
agement of natural resources, individual and ecosystem function and genomics.

Ecophysiological informatics may take advantage of the large genomic assets of 
the classical experimental models to understand phenotypic variations and eco-
types. Detailed genomic database archives are accessible for numerous species with 
molecular characterization and genomic architecture controlling variation and gene 
expression patterns (Kvitek et al. 2008; Smith and Kruglyak 2008).

Despite periodic or stochastic variations, species react to climate change through 
movement, acclimation, or adaptation (Parmesan 2006) by showing physiological 
plasticity. Movement, acclimation and adaptation are considered in ecological mod-
eling. Computational programs are already developed for addressing thermal max-
ima, ocean warming and risk factor assessment (Berkelmans and Willis 1999). In 
many cases, the importance of adaptation is not clear, but the generated data specify 
mechanisms of acclimation to environmental stress with gene flow buffering popu-
lation life styles. The functional genomics of fungi receptive to diverse environmen-
tal fluctuations (Gasch et al. 2000) is studied widely as a model system to know the 
genomic response in different niches with distinctive or similar physiology. Some 
marine animals, e.g. sea urchin, are sensitive to a rise of atmospheric carbon dioxide 
and consequently acidification of the seawater (Hofmann et  al. 2010; O’Donnell 
et  al. 2010). An extensive study by hybridizing heterologous microarrays within 
gene-genealogy models displayed compromised response to heat shock, impending 
synergistic impressions of ecological changes and citing a possibility to know 
underlying genomic engagements among co-stressors.

Interesting ecophysiological adaptations and species distribution in extreme 
environments were done in polar regions. Eastman (2005) studied Antarctic noto-
thenioid fishes, which have undergone radiation pre-treatment to survive in cold 
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niches. Ecophysiological and genomic database for the same was developed by 
Near et al. (2004). This computational scheme is used to know genomic mecha-
nisms controlling trophic status and eco-morpho-physiological evolution (Podrabsky 
and Somero 2006; Albertson et al. 2010).

Comparative phylogenetic analysis of sculpin (superfamily Cottoidea) inhabit-
ing varied environmental niches showing hypoxia tolerance limits have evolved 
ecophysiological adaptation. DNA barcoding and phylogenetic comparisons will 
highlight ecophysiological niche partitioning and adaptive radiation (Mandic et al. 
2009). Further advanced computational comparative systems may be used to explore 
underlying genomic mechanisms leading to success of invasive and allied species. 
For example weedy and non-weedy sunflowers populations showed lineage specific 
genome expression variation specifying independent and recurrent evolution of 
invasiveness (Lai et al. 2008). Interaction of environment and species facilitate fur-
ther understanding in to ecogenomic mechanisms driving minute physiological 
divergences. Likewise, a customized microarray study has confirmed substitution of 
a native intertidal congener with that of an invasive mussel responding to tempera-
ture and salinity (Lockwood and Somero 2011). Other models may be chosen which 
can be distinctively placed to address specific climatic responses so that computa-
tional algorithms could be developed.

First of all a suitable study system for a particular ecophysiological question is 
chosen and then maneuvering the genomic tools, at present which is possible 
through Next Generation Sequencing (NGS) to have huge genomic archives. As 
more and more number of complete genome accessible species is available, data-
base sharing has opened chances of developing mixed models. Non-traditional 
models are becoming obsolete as analytical tools are increasingly being used for 
validation of gene ontology and function. Also studies on more number of wild and 
endemic species with diverse ecological challenges will definitely speed up alterna-
tive models for gene predictions (Colbourne et al. 2011). Computational algorithms 
are coming up along with generation, organization, storage, retrieval and analysis of 
ecogenomic data and its functional enrichment and systems biology simulations 
(Kim et al. 2010). These suggest clear perceptions about genome evolution and pho-
neme plasticity.

3  Ecophysiological Adaptation and Bioinformatics

The past decade has witnessed lot of advancement of experimental and analytical 
techniques, which have led to many statistical algorithms dedicated to handle gene 
expression and protein interactions. Computational biology has completely changed 
the way biological data are analyzed. With the rapid data explosion and cloud com-
puting the demand for super specialized techniques has been on the rise to handle 
and analyze complex data types. Machine learning, data mining and intelligent data 
analysis has led to many innovative programs for quick analysis of such data. In 
bioinformatics, clustering similar group of genes having common expression 
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profiles and further using this has allowed to predict the function of unknown genes. 
Clustering has helped to treat similar data types as single modules to reduce the 
number of variables while building predictive models. Grouping of disease outcome 
and methods to identify feature selection based biomarkers is also becoming com-
mon. Cell-cycle data types are becoming popular using time series microarray data 
modeling. Graph based models and genetic regulatory network approaches have led 
to know complexities of large-scale gene interaction towards systems modeling.

Environment circumstantial swings necessitate compensatory alteration from 
inhabitant species. Flexible phenotypes facilitate environmental compensation 
within physiological timescales. This can be inscribed on the functional genome by 
alteration of transcription or translation. The phenotypic plasticity directed by geno-
proteomic mechanisms shall determine the acclimatization range of the species. 
Consequently, biogeographical distribution of species can be understood by experi-
mental and mechanistic model approaches. Structural changes in the genomes and 
proteomes may be the outcome of accumulated environmental changes. Adaptive 
and evolutionary pressure determines allelic frequencies within species across 
generations.

There is a chance of overlapping of genomic elements facilitating physiological 
plasticity and the genomic targets of adaptive evolutionary processes. The acclima-
tion regulated genes in show patterns of adaptive divergences compared to that of 
the other genes, e.g. in killfish (Whitehead et al. 2012). However, there are reports 
of wide variations in gene expression within a population and it is plausible that this 
process play significant role in evolution (Rees et al. 2011).

4  Computational Ecophysiology – A Comparative Approach

Species-specific details including gene number, genome size, patterns of sequence 
duplication, transposable elements etc. have been extensively reported in living 
organisms. But, knowledge about the evolutionary dynamics of genome architec-
ture and their impact on ecological lineage is meagre. These problems can be solved 
once we have a high throughput whole genome sequences.

Researchers have taken the advantage of genomic database and programs to 
know functional attributes of genes in the evolutionary process. Intraspecific 
genome sequences reveal levels of single nucleotide polymorphisms (SNPs) con-
firming the signatures of adaptive radiation (Nielsen 2001). Selected candidate loci 
could be verified by random sampling of more number of species. Using mapping 
of linkage disequilibrium, naturally occurring genome wide polymorphisms are 
explored (Hagenblad et  al. 2004). With known information regarding candidate 
genes, genomic variation data can provide the necessary controls for phenotypic 
association studies. Over the few years, it has been accepted that gene products are 
associated with large-scale interaction networks. It has become essential to know 
the evolutionary dynamics of molecular genetic networks (Cork and Purugganan 
2004). Expression profiling microarrays and expressed sequence tags offer a  feasible 
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way permitting us to detect the interacting candidate genes of genetic networks and 
examine how the patterns of interactions change across species. The need is framing 
tangible for network architecture linking evolution.

Ecophysiology peruses to know the working mechanisms of complex biological 
systems.

Relative methods of comparison involving large number of taxa provide more 
insights at the fundamental level. The comparisons are made to understand the 
nature of biodiversity, more specifically the universal mechanisms and uniquely 
evolved traits. For instance, certain group of molecules acting as intracellular 
organic osmolytes by virtue of their physical properties stabilizes protein structure 
(Somero 2000). On the contrary lineage specific acceptance of urea as an osmolyte 
have a tendency to destabilize proteins leading to emergence of parallel lineage- 
specific use of methyl ammonium compounds to counter act the protein- destabilizing 
effects of urea. Thus the comparative study enabled detection of biological lineage- 
specific uniqueness.

Multiple comparative designs either universal or lineage specific are to be cus-
tomized depending on the case studies. If the objective is on knowing the mecha-
nisms of a universal phenotype then inter-specific shared traits are investigated. In 
contrast, if the focus is on novel lineage specific traits then more premeditated 
designs are considered. The objective of such studies is to know the traits that vary 
between taxa and adaptive for particular habitat. An alternative evolutionary eluci-
dation for trait differences among species is done by statistical models (Harvey and 
Pagel 1991). These models reconstruct phylogenies based on historical divergences 
(Felsenstein 1985). Phylogenies offer evolutionary time scale of particular traits of 
ecophysiological importance with possible common ancestry.

5  Experimental Design Considerations for Comparative 
Ecophysiological Research

Robust comparative physiological experiments need choice of model species and 
pre-defined comparative framework, sequence data, statistical analysis and interpre-
tation. Manipulation by comparison of contrasting responses of numerous taxa shall 
give enough opportunities to develop hypothesis in the given environmental condi-
tions (Schlichting and Pigliucci 1998). This is repeatedly accomplished by allowing 
species within controlled settings subjecting them in manipulated temperature, 
salinity, oxygen, pollutants or symbionts. These experiments offer careful control 
over environmental dynamics of interest, but induced genome responses may fluctu-
ate from those expressed in normal conditions. A substitute strategy is field trans-
plant experiments, where organisms from diverse life styles may be transplanted to 
alternate environments, and transformations in genome expression is measured. 
These controlled studies are usually cumbersome and offer less control over envi-
ronmental variables, many of which may vary, but they may more ecophysiologi-
cally convincing (Cheviron et al. 2008).
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Comparisons are made between evolutionarily adaptive against neutral under 
strong constraints. The variance in the traits is mostly directed by interaction of 
neutral genetic drift and natural selection. More number of species are considered 
simultaneously and the neutral genetic distance tethering all sets of species can be 
used as a matrix of likely covariances, where species with shortest genetic distances 
would be expected to share more similarity for any given trait (Felsenstein 1985), 
and polarity of the traits can be derived. Against this neutral framework of expected 
covariances, one may assess whether observed trait variance among taxa matches 
the neutral anticipation, or discards it in support of adaptive radiations. The phylo-
genetic comparative approach can be used to test, which genes contribute to eco-
physiologically adaptive morphotypic disagreement among taxa (Whitehead and 
Crawford 2006).

6  Systems Ecology

Systems ecology endeavors to simplify the structure and function of ecosystems 
using mathematical models and computer simulations. The observables are dimen-
sions of the performance of the organisms, extending from phenotype to minute 
metabolic sketching. Complex issue of efficiently integrating diverse data types is 
addressed by linking nucleotide sequence, gene expression, protein-protein interac-
tions to reach biological inferences. More emphasis should be on establishment of 
coherent validated data sets with universal formats for pathway analysis to define 
complex interactions with bio text mining tools. Ecophysiological systems biology 
targets to improve open-source customized platforms for easy accessible pathway 
models.

Ecophysiological systems are poorly defined and enough samples are to be taken 
to an accepted time and space in signaling and regulatory networks. The ultimate 
goal is to create a complete in silico model of a complete ecosystem. The existing 
computational efforts shall definitely integrate this information from a wide variety 
of platforms.

Systems ecology measure both taxonomic and functional biodiversity by using 
information and algorithms from all areas of bioinformatics. The dawn of next gen-
eration sequencing in molecular biology is currently serving microbial ecology to 
become steadfastly attached as a core sub-discipline within ecophysiology, and to 
test general theories about hierarchical biodiversity and life styles functioning. In 
addition, all systems are studied in one complete complex system vital biogeochem-
ical progressions by linking micro and macroscopic ecospheres. Ecophysiological 
system is a complex phenomenon presenting evolving properties. It focuses on 
interfaces and connections within and between bio systems, and is exclusively con-
cerned with the functioning of ecosystems. It reflects thermodynamics principles 
and cultivates explanations of complex systems.

Microorganisms are likely to involve in cycles of environmental transitions over 
different periodicities and these processes are reflected in the structure, genetic 
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selection and community function. Emphasis was given on manageable microbial 
communities in exciting environments where genome sequence other geochemical 
measurements offer proof of functional attributes associated with spatiotemporal 
fluctuations in environmental variables and metabolic dynamics. Nucleotide 
sequences of important ecotypes have supported a basis for questioning exhaustive 
spatiotemporal facets of thermophilic and phototrophic communities, including 
micro sensor analysis of their physical and chemical microenvironment.

The metabolic pairing amongst populations adapted to spatial and/or temporal 
states is a collective theme in natural environments, and this was revealed in detail 
using different light-adapted ecotypes of cyanobacteria. Controlled experiments 
using pure cultures displayed the significance of precise nutrient demands, and how 
the exoproteome of a bacterium is controlled by the level of cellular oxidation. 
Ultimately, a clear knowledge of the complex network of abiotic and biotic interac-
tions will also entail detailed information of the regulatory and ecophysiological 
events governing intron-exon boundaries, chain elongation and post-translational 
adaptations.

7  Mechanistic Approach to Ecophysiology Research

Current efforts strive to develop a mechanistic approach to ecophysiology, where 
deployment of physiochemical models encompasses our perception about how 
organisms intermingle with environment (Denny and Gaylord 2010). Genoproteomic 
approaches may be used to include our mechanistic accepting of how organisms 
interplay with environment. Physiological, behavioral and biomechanical attributes 
are the immediate providers to defining ability and delimiting the fundamental and 
recognized niches of species (Kearney et al. 2012). Comparative genomic method-
ologies are applicable for editing of biological organization. Phenotypic response is 
an important feature of genome structure. Interestingly organism and genome-scale 
information are reciprocal to each other. Although plotting genotype to phenotype 
is not insignificant, it is a great challenge (Schwenk et al. 2009) as genoproteomic 
investigations are realistic methods to know mechanisms simplifying ecologically 
pertinent phenotypes and reactions to environmental changes.

8  Forest Ecophysiology

Genomes of numerous forest trees are freely available which has taken forest genet-
ics to higher level. In the coming days many draft genome sequences of forest trees 
will be readily online. The main plan is to use these data to fix genomic attributes 
affecting phenotypic attributes of trees growing in different altitudes and varied eco-
physiological zonations. The complete genome database can be analytically hunted 
for genetic elements and concerned allelic variants. This information will expedite 

28 Computational Approach to Study Ecophysiology



490

the well-organized tree improvement programs through genome-breeding. For the 
preparation of process models, knowledge of tree growth dynamics is essential to 
manage forest ecosystems. Improvement of ideotypes and bioinformatic approaches 
will also help in genetic improvement (Nelson and Johnsen 2008).

Genomic research into the ecophysiological processes of forest growth assures to 
deliver new visions. In addition, this technical know-how shall facilitate advances in 
process models. Effective process models will encourage breeders to better fix the 
ideotypes for specific combinations of environment and product end use. Genetic 
engineering offers opportunities for tree improvement and forest management.

9  Eco-Modeling and Climatic Adaptation

Genotypes, which are adapted locally, show much fitness in their native site when 
compared with foreign genotypes. It has been studied that both local adaptation and 
genomic associations with range of climatic variables are also feasible. Conditional 
neutrality of genomic patterns is very common as evident from SNP-environment 
correlations and ecophysiological pathways possibly depicted in regional adapta-
tion. Genomic connotation approaches easily translate to non-model systems, and 
genetically unequivocal climate envelope models shall determine future species 
scattering under changing climatic conditions. The models do not include all rele-
vant demographic processes (Weinig et al. 2014).

10  Integrated Ecophysiology and Drought Tolerance 
in Crops

One of the serious challenges world agriculture face is drought and it can badly hit 
the economy with anticipated climate change. It is crucial to understand and know 
the mechanisms of tolerance limits exhibited by plants to water stress. Current 
molecular approaches with precise genomic tools are likely to efficiently uncover 
genes and metabolic pathways conferring drought tolerance in crops. Importance 
has been given to molecular examination of tolerance by linkage, QTL cloning, gene 
prediction and transcriptonomics. Marker assisted back crossing, recurrent genome 
wide selection have been attached to molecular farming to ensure food security in 
changing climate by developing drought tolerant cultivars. Precise phenotyping is 
carried out to screen and map suitable QTL and candidate genes. A number of phe-
nomic methodologies are accessible. Phenomics combined with modeling quickly 
evaluate the importance of certain traits on species performance. Models are config-
ured to know a gene-phenotype affiliation for a complete viable system (Edmeades 
et al. 2004). To meet the task of enhanced productivity, functional genomics and 
systems biology are incorporated to bridge the gap between genes and phenomes 
(Yin et  al. 2004). Crop models are increasingly contributing best integration of 
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ecophysiological progressions to composite cropping patterns. Latest genomic 
adventures speed up large-scale barcode genotyping concomitant with stress accep-
tance. The need of the time is to have a combined approach to develop next genera-
tion crops in changing climatic conditions. It is expected to have integrated 
ecophysiological systems genomics to address food security concerns (Mir et  al. 
2012).

11  Ecophysiological Genomic Approaches and Salinity 
Stress Tolerance

Salinity is one of the most important issues reducing crop production. The complex 
nature of genes responding to salinity demands immediate attention. Difficulty is 
due to the mutagenic nature of these gene complexes. Ecophysiological genomics 
has improved enormously and played a very important role in generating indispens-
able facts for crop modeling. It has been possible to locate and characterize genes 
responsible for salinity stress response, figure out signaling pathways. Gene pyra-
miding and genome editing (for example Genome editing technologies such as Zinc 
finger nucleases, TALENs and CRISPR/Cas9) deliver fresher and quicker opportu-
nities for biologists to produce engineered crops in precision (Nongpiur et al. 2016).

Salt Overly Sensitive (SOS) pathway involving SOS1, SOS2 and SOS3 genes 
has been documented as one of the important mechanisms governing ion homeosta-
sis under salinity stress. SOS2 component of this pathway encrypts a serine/threo-
nine protein kinase that together with SOS3 triggers downstream Na (+)/H (+) anti 
porter SOS1, reconstructing cellular ion homeostasis under salinity stress. It has 
been observed that the transcript levels of BjSOS2 are prompted in response to vari-
ous abiotic stresses. Kaur and coworkers isolated a 713 bp promoter region of SOS2 
gene from Brassica juncea to study the regulation of BjSOS2 under various abiotic 
stress conditions and to survey efficacy of the cloned upstream region in controlled 
simulations. BjSOS2 promoter retains robust multi-stress inducible nature, indicat-
ing its connection in many stress signaling hot spots. Concurrent occurrence of 
multiple abiotic stress settings under natural states is really a perplexing threat to 
crop yield; further research work may employ the BjSOS2 promoter to get-up-and-
 go stress-inducible expression of genes reporting tolerance to multiple stresses 
(Kaur et al. 2015).

12  Computational Proteomics and Behavioural 
Ecophysiology

Proteomics is the information of the all protein complements articulated by a genome 
and intends to know expression, regulation, function, and interactions in a given 
ecophysiological state. Computational proteomics gives a fair picture of the proteins 
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possibly connected with or accountable for precise activities at molecular level. 
Proteomic studies are divided into three domains, (i) Protein identification, quantifi-
cation, and differential expression in different ecophysiological state; (ii) examining 
protein functions and protein interaction networks with other biomolecules; and (iii) 
structural proteomics, studying, visualizing (Barik 2013a) and predicting structure 
using composite algorithms. Proteomic outcomes pertinent to behavioral ecology 
originate from all interdisciplinary fields. Proteomics is highly multipurpose to 
altered experimental set ups and endorses hypothesis-motivated studies as well as 
exploratory assessments in which signature patterns can be tagged with phenomes 
without prior conventions of the essential mechanisms (van Helden 2013).

Proteomics is thus a very powerful tool for the documentation of candidate genes 
and corresponding proteins liable for expression patterns (Diz et al. 2012). Behavioral 
ecophysiology witness and quantity diverse behaviors. Computational proteomics 
along with behavioral ecophysiology offer natural information and ease access to 
the neighboring unknown mechanisms. Hypothesis engineering nature of proteomic 
tactics is principally apparent in both plant and animal behavioral ecophysiology. An 
elucidation of the huge amount of proteomic data in the behavioral ecophysiological 
context is still absent, though a fair amount of proteomic data is presented for toxins 
from many species. Proteomics has established that at least few organisms have the 
geno-physiological wealth to adapt in changing environments. Additionally, in vitro 
and in silico proteomic explorations could deliver convincing indication for the bio-
chemical optimization. The wide-ranging uses of ecophysiological proteomics have 
provided a great number of computational tools and database extremely applicable 
for eco-behavioral biology. In reproductive ecology, metabolic cataloging has been 
used to evaluate the dynamics of germinal proteome and its turnover (Claydon and 
Beynon 2012). This particular methodology assures to deliver a quantity plasticity 
of protein manufacturing and distribution in response to changing ecosystems. In 
psychiatry, computational proteomics has been magnificently used to review behav-
ior-changing maladies. For instance, a proteomic comparison of mice cell lines 
selected for nervousness-related performance exposed role of mitochondria in con-
trolling such behavior. Maximum reviews in behavioral ecophysiology target non-
model species in the absence of complete genome data. In more cases, 
homology-sequence-structure driven proteomics, de novo protein sequencing is 
employed for better results. In case of availability of only sequence information 
from phylogenetically diverse organisms, or in the case of swiftly evolving proteins 
sharing low homology, the effective proteome analysis is transcriptome sequencing 
followed by secondary and tertiary structure prediction. Next generation sequencing 
technologies have made genomic and transcriptomic data progressively reachable 
and cheaper (Ekblom and Galindo 2011), and it is anticipated that convergence of 
genomic, transcriptomic, and proteomic exploration hard works shall bring fine-
tuned innovations. With the latest sci-fi improvements in mass spectrophotometry 
and bioinformatics and the contribution of ever- accumulative geno- transcriptomic 
data, the base have been strong for an wide- ranging usage of proteomic tools in 
addressing questions of behavioral ecophysiology.
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13  Macroecological Phylogenies

There has been a rise in ecophylogenetic studies integrating phylogenetic informa-
tion with enriched species samples, inspired by speculation that species having 
common ancestors should share niche conservatism. This is done by using many 
methods of cumulative complexity and robustness: using exclusive taxonomical 
classification; constructing super trees covering topological data; or construction of 
super matrices of molecular statistics that are used to estimate phylogenies with 
boot strap values. A concrete evolutionary hypothesis is the need of the time to build 
consistent ecophysiological analysis. It is essential to simplify the methodological 
concerns connected with the reconstruction of mega phylogenies with informative 
branch-lengths on large species sample size. This is possible as vast amounts of 
molecular data available from databases such as GenBank, and consensus knowl-
edge on deep phylogenetic relationships for an increasing number of groups of 
organisms of diverse lifestyles (Barik 2015).

A key theory of evolutionary genetics is that natural selection affects genes or 
cluster of genes, but gene flow, range extension or blockages, leave genomic signa-
tures. Single nucleotide polymorphism data of species data also contribute to the 
altered phylogenies. We are now a days confronted with huge amounts of genome 
information with which we can characterize population history and structure. 
Amount of intraspecific genome disparity also supports in the positioning of loci 
revealing patterns of variation (Luikart et al. 2003). As the level of structural varia-
tion in intraspecific genomes becomes clear, evolutionary dynamics of gene fami-
lies and transposable elements should be established in ecophysiological context. A 
consequence of the proliferation of genome studies has been the documentation of 
patterns of genome variation between species, information that can be used to pro-
mote in construction of the ecophysiological tree of life. Furthermore, the wide- 
ranging genome coverage data can also be incorporated to explore molecular clocks 
representative of evolutionary lineages (Haubold and Wiehe 2004).

14  Metabolomics and Ecophysiology

Metabolomics is the enquiry of the comprehensive collection of small metabolites 
in a cell at any specified time. Metabolomics may prove to be principally vital due 
to the production of secondary metabolites. In a metabolite profiling research, 
metabolites are removed from tissues, separated and investigated in a high- 
throughput fashion. Metabolic fingerprinting distinguishes samples according to 
their phenotype or biological relevance. The metabolic network of any organism is 
multifaceted which could be fragmented in to sub systems called metabolic path-
ways, which are elementary functional structure of the entire network. Metabolic 
studies are primarily based on raw data arising from nuclear magnetic resonance, 
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gas and liquid chromatography mass spectrometry to identify and compute metabo-
lites from biological samples. For any species under study, genes are consigned in 
the referenced pathways (Galperin and Koonin 1999). Adjustments are presented to 
the current state of living systems and afterward variations are detected on transi-
tional metabolites at specific time scales. The connections among components of a 
pathway are derived by metabolic profiling and comparison with altered ecophysi-
ological states. Metabolic pathways are supposed to be vigorous and evolve con-
tinuously in different physiological status, energy level and redox potential. 
Environmental dynamics might encourage the preservation or the loss of metabolic 
pathways, or they might simply moderate gene expression via a signaling cascade 
prompting a pathway turned on or off. Keeping in mind about the large data sets, it 
is essential to use computational power for understanding the pathways. Algorithms 
are required to process, visualize and analyze the data from a variety of platforms. 
Programmed reaction network models support planned simulation studies. As the 
experimental confirmation of reaction networks remains difficult, in silico methods 
are still necessary to assume likely pathways. Computational methods are devel-
oped and many are underway for reconstructing combined metabolic pathways 
based on literature or reference-based frameworks and chemical transformations 
across species. Metabolic signatures are efficient markers of prime importance in 
health and disease diagnosis (Barik 2013b). Metabolites reveal the incorporation of 
gene expression, interfaces and other diverse governing processes. Metabolomics is 
the most universal and can be realistic to different organisms in their respective 
ecophysiological modifications. Secondary metabolites show specificity of their 
respective genera and species and accordingly react to specific pressure or condi-
tions such as antioxidants, reactive oxygen species, scavengers, coenzymes, UV and 
excess radiation screen. In addition, enhanced accumulation of secondary metabo-
lites during several abiotic stress responses and their cross-protection to biotic 
threats are of utmost importance for stress adaptation. The co-relation between cer-
tain metabolites with gene expression provides a clue for determining a probable 
accurate marker for tolerant organism during the process of natural selection 
(Arbona et al. 2013).

15  Conclusion

The challenges in ecophysiology are to deliver biological implication to the ever 
growing and well archived high-throughput database. Molecular networks with 
quantitative data allow simultaneous visualization of changes in the metabolome, 
proteome and transcriptome in a specific environment. This is the primary require-
ment for an interdisciplinary and composite approach of computational ecophysiol-
ogy. Further, transitional variations, simulations and systems biology will help in 
modeling of metabolism and growth.
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Research opportunities using computational ecophysiology will surely offer 
more exploration on the mechanisms enabling acclimation and evolutionary adapta-
tion. Interestingly, confounding closely interrelated taxa that occupy and probably 
evolved in different geospheres, the analysis of genes and genomic programs are 
vital for establishing phenomes appropriate to determine specific niches. 
Computational ecophysiology can be used to document problems as well as pro-
duce supervised simulated models about organisms’ response to continuously 
changing environment.
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