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PC Chairs’ Preface

With its 22nd edition in 2018, the Pacific-Asia Conference on Knowledge Discovery
and Data Mining is the second oldest conference and a leading venue in the area of
knowledge discovery and data mining (KDD). It provides a prestigious international
forum for researchers and industry practitioners to share their new ideas, original and
latest research results, and practical development experiences from all KDD-related
areas, including data mining, data warehousing, machine learning, artificial intelli-
gence, deep learning, databases, statistics, knowledge engineering, visualization, and
decision-making systems.

This year, we received 592 valid submissions, which is the highest number of
submissions in the past 10 years. The diversity and reputation of PAKDD were also
evident from the various regions from which submissions came, with over 25 different
countries, noticeably from North America and Europe. Our goal was to continue to
ensure a rigorous reviewing process with each paper assigned to one Senior Program
Committee (SPC) member and at least three Technical Program Committee
(TPC) members, resulting in an ideal minimum number of reviews of four for each
paper. Owing to the unusually large number of submissions this year, we had to
increase almost doubling the number of committee members, resulting in 72 SPC
members and 330 TPC members. Each valid submission was reviewed by three PC
members and meta-reviewed by one SPC member who also led the discussion. This
required a total of approximately 2,000 reviews. The program co-chairs then consid-
ered recommendations from the SPCs, the submission, and the reviews to make the
final decision. Borderline papers were discussed intensively before final decisions were
made. In some cases, additional reviews were also requested.

In the end, 164 out of 592 papers were accepted, resulting in an acceptance rate of
27.9%. Among them, 58 papers were selected for long presentation and 107 papers
were selected for regular presentation. This year, we introduced a new track in Deep
Learning for Knowledge Discovery and Data Mining. This track was particularly
popular (70 submissions); however, in the end, the number of papers accepted as the
primary category for this track was moderate (six accepted papers), standing at 8.8%.
The conference program contained 32 sessions in total. Long presentations were
allocated 25 minutes and regular presentations 15 mins. These two types of papers,
however, are not distinguished in the proceedings.

We would like to sincerely thank all SPC members, TPC members, and external
reviewers for their time, effort, dedication, and services to PAKDD 2018.

April 2018 Dinh Phung
Vincent S. Tseng



General Chairs’ Preface

Welcome to the proceedings of the 22nd Pacific-Asia Conference on Knowledge
Discovery and Data Mining (PAKDD). This conference has a reputable tradition in
bringing researchers, academia, developers, practitioners, and industry together with a
focus on the Pacific-Asian regions. This year, PAKDD was held in the wonderful city
of Melbourne, Australia, during June 3-6, 2018.

The single most important element of PAKDD is the technical contributions and
submissions in the area of KDD. We were very pleased with the number of submis-
sions received this year, which was well close to 600, showing a significant boost in the
number of submissions and the popularity of this conference. We sincerely thank the
many authors from around the world who submitted their work to the PAKDD 2018
technical program as well as its data competition and satellite workshops. In addition,
PAKDD 2018 featured three high-profile keynote speakers: Professor Kate
Smith-Miles, Australian Laureate Fellow from Melbourne University; Dr. Rajeev
Rastogi, Director of Machine Learning at Amazon; and Professor Bing Liu from the
University of Illinois at Chicago. The conference featured three tutorials and five
satellite workshops in addition to a data competition sponsored by the Fourth Paradigm
Inc. and ChaLean.

We would like to express our gratitude to the contribution of the SPC, TPC, and
external reviewers, led by the program co-chairs, Dinh Phung and Vincent Tseng. We
would like to thank the workshop co-chairs, Benjamin Fung and Can Wang; the tutorial
co-chairs, Wray Buntine and Jeffrey Xu Yu; the competition co-chairs, Wei-Wei Tu
and Hugo Jair Escalante; the local arrangements co-chairs, Gang Li and Wei-Luo; the
publication co-chairs, Mohadeseh Ganji and Lida Rashidi; the Web and content
co-chairs, Trung Le, Uyen Pham, and Khanh Nguyen; the publicity co-chairs,
De-Chuan Zhan, Kozo Ohara, Kyuseok Shim, and Jeremiah Deng; and the award
co-chairs, James Bailey, Bart Goethals, and Jinyan Li.

We are grateful to our sponsors: Deakin University as the host institution and gold
sponsor; Monash University as the gold sponsor, University of Melbourne, Trusting
Social, and the Asian Office of Aerospace Research and Development/Air Force Office
of Scientific Research as silver sponsors, Springer as the publication sponsor, and the
Fourth Paradigm, Codalab and ChalLearn as the data competition sponsors.

April 2017 Tu-Bao Ho
Geoffrey I. Webb
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Abstract. Information diffusion, which addresses the issue of how a
piece of information spreads and reaches individuals in or between
networks, has attracted considerable research attention due to its
widespread applications, such as viral marketing and rumor control.
However, the process of information diffusion is complex and its under-
lying mechanism remains unclear. An important reason is that social
influence takes many forms and each form may be determined by vari-
ous factors. One of the major challenges is how to capture all the crucial
factors of a social network such as users’ interests (which can be repre-
sented as topics), users’ attributes (which can be summarized as roles),
and users’ reposting behaviors in a unified manner to model the infor-
mation diffusion process. To address the problem, we propose the joint
information diffusion model (TRM) that integrates user topical interest
extraction, role recognition, and information diffusion modeling into a
unified framework. TRM seamlessly unifies the user topic role extrac-
tion, role recognition, and modeling of information diffusion, and then
translates the calculations of individual level influence to the role-topic
pairwise influence, which can provide a coarse-grained diffusion repre-
sentation. Extensive experiments on two real-world datasets validate the
effectiveness of our approach under various evaluation indices, which per-
forms superior than the state-of-the-art models by a large margin.

Keywords: User topic * User role - Information diffusion
Social network

© Springer International Publishing AG, part of Springer Nature 2018
D. Phung et al. (Eds.): PAKDD 2018, LNAI 10938, pp. 3-15, 2018.
https://doi.org/10.1007/978-3-319-93037-4_1


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-93037-4_1&domain=pdf

4 H. Xu et al.

1 Introduction

Information diffusion focuses on how a piece of information (knowledge) spreads
and reaches individuals in or between networks [13,15]. The process of the infor-
mation diffusion is crucial for spreading technological innovations [11], word
of mouth effects in marketing [10], and opinion formulations [14]. In reality,
the information diffusion process is complex, as is the influence of one user on
another. Central to information diffusion is the estimation of influence strength.
The strength of social influence depends on many factors, such as the charac-
teristics and positions of individuals in the network, the impacts of the message
content and temporal effects. Furthermore, not only the social influence reflects
the changes of user behaviors, the user behaviors can also reflect the social influ-
ence in turn. Meanwhile, different types of social ties have essentially different
influence on social actions, since users may have different attributes. Hence, how
to make full use of these factors to effectively quantify the influence strength of
individuals is the key problem in modeling information diffusion, especially, for
the repost prediction. Namely, how should we model the information diffusion
process so that the model can capture the intrinsic relations between all these
elements, such as individual attributes, users’ topical interests, and actions?

Nowdays, the modeling information diffusion problem has attracted much
interest from researchers, and extensive efforts have been made in this field [14,
17]. From the perspective of structure of network availability, the information
diffusion model can be classified into network structure-based methods and non-
structure based methods. Non-structure based approaches are limited by the fact
that they ignore the topology of the network and only forecast the evolution of
the rate at which information globally diffuses [1]. In network structure-based
methods, two representative models are used, namely, independent cascade (IC)
model [6] and linear threshold model (LT) model [8]. These models assume that
the network structure determines the flow of information and focuses on the
structure of the process. As these two models require a diffusion probability
between every two users, thus they have high computational complexity. To
overcome this problem, [14,17] introduce the topic model such as LDA [3] to
make users with the same topic distribution share the same behavior pattern.
Xu [14] assumed that the user posting behavior is mainly influenced by three
factors: breaking news, posts from social friends and user’s intrinsic interests.
Furthermore, topic-aware diffusion models assumed that either the topics asso-
ciated with the diffusion process is specified in advance or independent with the
user structural attributes [5].

Although significant progress has been made, the results of existing work are
not satisfactory because of the following limitations:

1. Most information diffusion models used only portions of the available
social network information. For example, Zhang [16] only considered the network
structure information into consideration but ignored the differences between the
users themselves, such as user’s preferences or interests.

2. Highly volatile user behaviors usually cause difficulty in accurately uncov-
ering diffusion patterns for the approaches between individuals.
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3. The underlying mechanism of information diffusion remains unclear. One
important reason is that social influence takes many forms and each form may
be determined by different factors.

Consequently, several interesting questions emerge: Is there any dynamics
or mutual influence between the three factors, user interests, social roles, and
users repost behaviors? To what extent do they influence the information diffu-
sion process? If, for example, a famous artificial intelligent expert and a normal
political-science major student both retweet the same two messages, one about
AlphaGO and the other one about the president Trump, will the followers of
each user retweet the two different messages equally? Specifically, will the two
users have the same strength of influence on their common followers? Finally,
will the repost actions of followers affects their followees’ post behaviors? This
paper offers a new perspective.

Topics and social roles are both hidden. Pipeline approaches to extract these
two factors in sequence fail to capture their interdependence. Although in recent
years an array of techniques [4,15,17] have been developed for jointly leveraging
these two critical factors, these techniques fall short of properly modeling the
correlations between them. Besides the task of simultaneously extracting topics
and social roles, we are even required to accurately characterize the role-aware
topic-level information diffusion process with temporal factors.

To address the aforementioned issues, we introduce a novel TRM model that
integrates user structural attributes, text of information, user repost action to
uncover and explore temporal diffusion. The joint information diffusion model
seamlessly unifies the extractions of user topic, role recognitions, and modeling
of information diffusion. In TRM, we model topics and roles in a unified latent
framework, and extract role-aware topic level influence dynamics. Furthermore,
we group the users based on their structural properties and reposted informa-
tion, and translate the calculations of individual level influence to the role-topic
pairwise influence, which can provide a coarse-grained diffusion representation.
These effective technologies facilitate our TRM model to accurately characterize
the role-aware topic-level information diffusion process, and better predicts and
analyzes the diffusion.

To summarize, we make the following contributions:

e We propose to integrate user structural attributes, user interests, and user
repost behaviors into a unified probabilistic generative framework, which
extracts the role-aware topic level influence dynamics. Concretely, we sys-
tematically study on the building joint models to explore mutual influence
for user topics and roles in the process of information diffusion, and translate
the calculations of individual level influence to the role-topic pairwise influ-
ence, which can provide a coarse-grained diffusion representation. It brings
up a new perspective to the information diffusion process. To the best of our
knowledge, such a new angle has not been studied previously.

e We introduce a latent model to uncover the hidden topics and roles as well as
capture the information diffusion, which can model the process of information
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diffusion better than other models. We further devise a Gibbs sampler to
estimate the parameters.

e An effective diffusion prediction approach is developed which leverages the
information diffusion patterns with user topics and social roles. We conduct
extensive experiments to validate the proposed model over several baselines
by employing two large real-world network as experimental datasets. Exper-
imental result demonstrates that the proposed model performs much better
than the state-of-the-art methods.

2 Related Work

Information Diffusion. There are two representative information diffusion
models, i.e., IC model [6] and LT model [§]. Both types of models have the
computational problem of selecting the set of initial users that are more likely
to influence the largest number of users in the social network [12], and also have
the over-fitting problem resulting from their large number of unknown param-
eters to learn. TRM addresses these two problems by allowing users with the
same social role and user topical interests to share the same diffusion patterns,
thereby significantly reducing the number of parameters.

Topic-Aware Influence. Although most of the preceding studies have utilized
the network structural and timing information to model the information dif-
fusion process, a different line of work has considered analyzing the available
textural information and using the latent topics of the messages as the user’s
interests [10,13]. Topics are the collections of user’s interests to post a message
and provide the intentions for user engagement in social networks [14,16]. In [13],
the authors proposed a mixture latent topic model to predict the user’s repost-
ing behaviors. Most of the topic-aware information diffusion models consider the
topic of the user or the twitter, but neglect the user’s structural attributes. In
contrast to what these models do, the diffusion process emphasized in this study
not only considers how the topical interests may influence such a process but
also considers the different roles of users. In particular, the social role and user
topical interest distributions of each user are not only determined by her struc-
tural attributes and the contents of the reposted messages respectively, but also
by her diffusion behaviors.

Some state-of-the-art works have endeavored to combine topic model and
information diffusion process, e.g., [15], as presented in the submitted paper.
However, these studies usually analyze partial social network information in
local observation views, i.e., neglecting the actual effects of role-topic pairs on
the information diffusion process. In contrast, our TRM model pays attention
to the role-aware topic level diffusion analysis, which emphasizes the interplays
between user role-topic pairs and their influence on information diffusion. The
advantage of our model is experimentally demonstrated in the evaluation section,
i.e., Table 2, by comparing with the state-of-the-art ones.
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Table 1. Notations

Symbol Description

R, K, H,W | Number of social roles, topics, attributes and unique words in
the dataset

T The largest timestamp in a given diffusion model

Ny The number of words in the dth messages

€tue A variable denoting whether user v reposts the message i posted
by user u at time t

ka Topic associated with post d

o3 Multinomial distribution over topics specific to user v

PV Multinomial distribution over words specific to topic k

0., Multinomial distribution over roles specific to user v

Ar geometric distribution over At associate with role r

Prk Bernoulli distribution over decision to repost a message associate
with topic k and role r

Urh Mean of h-th attribute specific to role r

Srh Standard deviation of h-th attribute specific to role r

3 TRM Model

3.1 Formulation

Let G = (V,E,X), where V is the set of all the users and E C V x V is a set
of relationships between users. Each factor e;; = <wv;,v;> € E represents user
v; follows vj, in other words, v; is the follower of v; and v; is the followee of
v; in turn. Each user v; has H-dimensional attribute vector z;, where H is the
number of all attributes. Each factor x,;, C X denotes the h-th attribute of
user v. We can define the user’s attributes such as PageRank score [9], in degree
and network constraint score [4], based on the structure of the social network.
For each user v € V, we use N(v) = {ulu € V,e,, € E} to denote the set of
followees of v. For a message, whether a user activates her followers may also
depend on the role she plays and the intention she chooses. The notations used
in this paper are listed in Table 1.

To model the intuition that a user may have different interest topics and
take different roles in the information diffusion process, we associate each with
an interest topic and social role distribution respectively:

Definition 1 Topic Distribution. In social networks, a user is often interested
in multiple topics. Formally, each user is associated with a vector ¢, € VX, where
K is the number of topics (3, dpr = 1).

Definition 2 Role. Each user may play multiple different roles, denoted as
r =[1,2,..., R]. Each role has a set of parameters for the distribution that the
attributes conform to. Here we use Gaussian distribution. If a user plays role r,
its h — th attribute conforms to (u.p, 5Th71).
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Structural attributes generation

(}/C -
L T
) &r.. ...y G C
Attributes 1
PN
follow > Structure 1 (o
™.
E 2

> I{ > Informatio! 13-}_.( TD

C el o~ )—{w)—‘ D)
Message generation Model information diffusion

Fig. 1. Illustration of TRM: the left part depicts the input of TRM (i.e., user’s struc-
tural attributes, network structure, and information on the network). The right part
is the graphical model representation of TRM. The components with different color
correspond to that of three processes in Sect. 3.2.

Definition 3 Role Distribution. Each user has a multinomial distribution
over roles, which is denoted as 6. 6, denotes the probability for user v to play
role 7, and is subject to Y 0, = 1.

Definition 4 Topic-Role Pair. Whether a user v would repost a message
posted by her followee u depends on the role that user u plays and the topic she
chooses. We use p to denote the distribution of topic-role pairs over reposting
actions. In the information diffusion process, the actions of reposting messages
only contains two cases, so we can use a Bernoulli distribution to model the
distribution of topic-role pairs over actions. In other words, p,r denotes the
influence strength that a user plays role r and chooses the topic k to successfully
activate one of her followers for a message.

3.2 Model Description

Based on the preceding definitions, the proposed TRM model is explained. Our
goal is to devise a probabilistic generative model for extracting the user topical
interests, learning user social roles, and modeling information diffusion simul-
taneously. Figure 1 illustrates the model. We use the content of user’s reposted
messages to determine her topic distribution and use the user’s attributes to
determine her role distribution, which are all used as priors to guide the sam-
pling for the user’s actions. Overall, the TRM model we proposed consists of
three parts: the user’s messages generation, the user’s attributes generation, and
modeling the information diffusion process.

User’s Messages Generation. Here, we associate a single hidden variable with
each message to indicate its topic due to the limitations in the number of char-
acters in a single message. The generative process is described in Algorithm 1.

Social Attributes Generation. Each user may play several roles in differ-
ent information diffusion processes and is subject to a certain distribution over
attributes, denoted by 6,. Each user has a random mixture of roles and can be
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denoted by v = (21...xp...x ). The generative process of the value of attribute
h for user v in a social network is described in Algorithm 2.

Model Information Diffusion Process. We introduce topic-role parameters
prr Which denotes the probability that one user plays role r and successfully
activates another user specific to topic k, and a per-role parameters A, which
denotes the probability that cause a one-timestamp delay in information diffu-
sion. At anytime, user v will become active and at least one of her followees
activate her successfully. We use Independent Cascade Model as diffusion func-
tion in TRM model. Specifically, we first generate the influence strength and
diffusion delay corresponding to p,; and ., respectively. Consider a message i
posted by user u at time ¢, u will have only one chance to activate her follower v.
The generative process of information diffusion is described in Algorithm 3

Algorithm 1. Message generation process

1: begin

2: for each message i posted by user v do

sample the user distribution over topics, ¢, |7 ~ Dir(mw);

sample topic indicator, k|py,r ~ Mul(py);

sample topic distribution over words, 9y |e ~ Dir(e);

for each word wgy, in post d posted by user v, n = 1,2,3,,, Ng do
sample word, wan [P ~ Mul(yy);

end for;

9: end for;

10: end;

Algorithm 2. User attributes generation

1: begin
2: for each user v do
sample the user distribution over roles, 0,|a ~ Dir(a);
sample role indicator, r|6,, ~ Mul(6,);
for each attribute z,.,, h =1,2,3,,, H do
sample attribute x,, of user v, z,p|(urn, 5,‘;1_1) ~ N(upp, 5rh,_1);
end for;
end for;
end;

Algorithm 3. Modeling information diffusion process

1: begin

2: for each action of repost. For instance, user u posted a message i at time t, and user v who
followees user u, reposted the message i at time t' =t + At + 1. do

3: sample topic indicator, k|¢yur ~ Mul(¢y);

4 sample role indicator, 7|6y, ~ Mul(0,);

5: sample the role-topic pair influence strength, p,x|3 ~ Beta(8);

6: sample the temporal influence of role r, A\,.|n ~ Beta(n);

7: sample the At, At|A,.y ~ Geo(Ar);

8 take a coin, sample y, e,tiuv‘prk: ~ Bern(pri);

9: end for;

10: end;
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3.3 Model Learning

Learning the model aims to find a configuration for the parameters {6, ¢, p, A}
to maximize the log-likelihood objective function. The posterior probability of
kg, which denotes that the latent topic k& for the post d of user u to activate her
follower is calculated by:

N_yk + 7T Na nﬁdn +3
St g(m% (1)

k

p(kd = k‘k_ud) =

where the counter n,; denotes the number of times topic k is sampled with user
U, Way is the n-th word in post d, and n* denotes the number of times word w
is assigned to topic k. The subscript—uk on the counters indicates exclusion of
the current observation (resp. the message d posted by user u) from the counts.
According to [2], we adopt:

279 + nyp
Tinen (T, —70)%

71+ Ny

ToT1 + Nyrh T,
Urh = 7r, (;Th:
1+ Nrh

(2)

273 + NppSep +

Similarly, after Gibbs sampling, parameters {6, ¢, p, A\} can be estimated by:

9 — Nur + @ ¢ _ Nuk + T
M et a) T S )’
r k (3)
Nerk(e=1) T b1 B ny + M

Pri Nork +ﬁ0 +n1rk +61, " Sp +"70 +771’

where 7, k, At,and € respectively represent a new observation of r, k, At, and
e. In terms of time consumption, the computation cost for the core iteration
unit, i.e., sampling the user role, user topic, time delay, and the binary variable,
is constant across different posts. Therefore, the time complexity for Gibbs sam-
pling in TRM is linear w.r.t the value of O(N * K * R), which is much smaller
than the IC model whose complexity is linear of O(N * N), since the value of
K % R is far less than the value of user number N.

4 Experiments

4.1 Experimental Setup

Datasets. We evaluate the effectiveness of the proposed model on two real-world
datasets belonging to two different social networks:

e Weibo is a dataset from Sina Weibo, the largest microblogging service in
China. The Weibo data we used in our experiment is from [11] with 66,348
users and 13,487,120 repost actions. We select the original posts that were
reposted by more than 6 users, and use the remaining 129,560 original posts
for experiments. For a given tweet from a user, we would like to predict who
will repost the tweet.
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Table 2. Performance comparison on two datasets evaluated by PQN and MAP.

Weibo CND

Method | P@10 | P@50 | P@Q100 | MAP | P@10 P@50 | P@Q100 | MAP
Count |0.007 |0.006 |0.006 |0.013 '0.089 |0.029 |0.017 |0.127
LDA 0.112 |1 0.039 |0.020 |0.085 |0.1530.049 0.030  0.198
MUPB [0.405 | 0.137 |0.079 |0.415 |0.122 |0.038 | 0.022 | 0.307
Rain 0.407 |0.146 |0.083 |0.427 | 0.121 |0.038 | 0.021 |0.299
TRM 0.429 1 0.156 | 0.088 |0.458 | 0.143|0.043 | 0.024 |0.345

e Citation Network Database (CND) is extracted from DBLP, ACM,
MicroSoft Academic Graph, and other sources [17]. We select the original
paper that was cited by more than 6 users, and use the remaining 67,414 orig-
inal papers for experiments. For a given paper, we would like to predict which
author will cite this paper next.

Since the retweet or cite action prediction is much similar to a ranking problem,
we prefer the precision at top ranked results as the evaluations of our proposed
model. Specifically, given a message or a paper i produced by user v, we cal-
culate the reposting or citation probability of each of v’s followers, and we use
P@10(precision of top-10 predictions), P@50, P@100, and Mean Average Pre-
cision(MAP) to evaluate the ranking prediction results for each message and
aggregate the results for all messages together.

Baselines. We compare TRM with several representative methods for user’s
prediction Count, LDA [3], MUPB [14] and Rain [15].

e Count: Here, the probability of a user reposting a message is in direct pro-
portion to the number of followees who have reposted message .

e LDA: In LDA [3], the probability of a user reposting a message based on the
topic distributions of message i and v’s all reposted posts in the past.

e MUPB: Although MUPB [14] can help extract the topics of users to a certain
extent, it fails to capture the real motivation of users to publish content,
because user behavior can easily be affected by the structure of the network,
other than user interest.

e Rain: Rain [15] predicts whether user v's will repost message ¢ based on the
user v's role distribution and the information diffusion attributes correspond-
ing to each role.

e TRM: This is the proposed method.

Following some state-of-the-art works [3,15,17], we fix the hyper-parameters
in the experiments for both TRM and the baselines for a fair comparison. We
set the model parameters as R = 10, K = 10, a« = 0.1, m# = 0.1, ¢ = 0.1,

B =(1,1), and n = (1,1).
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4.2 Experimental Results

Better Performance. The performance comparison of the two datasets evalu-
ated by PQ@Q10, P@Q50, P@100 and MAP is illustrated in Table 2. We can discover
that the TRM model clearly outperforms Count, LDA, MUPB, and Rain on
nearly all metrics in Weibo (40.076 ~ 0.445 improvement in terms of average
MAP) and CND (+0.049 ~ 0.218 improvement in terms of average MAP). Due
to the lack of supervised information, Count performs worst on both datasets,
whereas the Count and LDA model outperform themselves better in CND than
in Weibo. Since an author usually only focuses on one or two fields of study, the
users in CND database usually cite the papers with the similar topics. The Count
and LDA model all ignore the user’s social structural attributes. Prediction of the
user’s reposting action based on LDA only depends on the user’s history reposts,
and ignores the situation where a user needs or topic distributions may change
over time. TRM also outperforms MUPB and Rain on all metrics. Although
MUPB and Rain also considers user topics and social roles, respectively, they
still ignore the correlations and mutual influence between topics and roles.

Effect of Mutual Influence. We also examine the nature and the effectiveness
of the associated latent factors on the mutual influence between user topics and
social roles, and Fig. 2 demonstrates their feasibility in our modeling. Note that
if we do not incorporate the latent role or topic factor, our TRM model becomes
the traditional MUPB or Rain approach, respectively. This condition shows that
the latent factors consistently enhance the precision (evaluated by P@10,P@50
and MAP) for the repost prediction. For example, the latent topic and role factor
respectively improve the MAP by 4.8% (from 29.5% to 34.3%), and improve the
MAP by 3.5% (from 41.5% to 45.8%) for the repost prediction. These results
also illustrate that the user’s topics and social roles are very crucial to modelling
the information diffusion.

Social Role Analysis. The learned parameters p represent the influence
strength of a user for different topics and roles. The method also learns w,p,
which denotes the mean value of social attribute k for role r, and p,; denotes
the topic-role pair activation probability of topic k for role r. Thus, we can use
the P(r) = Y, pri to denotes the influence strength of role r. Figure3 shows
the correlations between a role’s social attribute and its influence strength. We
discover that the correlation follows a logarithm function. We try different forms

(a) Weibo (b) CND

Fig. 2. The contribution of topic and role on repost prediction.
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Fig. 3. Role analysis on two datasets: the correlation of influence strength with Pager-
ank, Network Constraint and Pagerank/Network Constraint Score.

of functions to fit the remaining data points and select the logarithm function of
R2. Similar to Fig. 3(a), (b) shows that people who have a higher PageRank score
or smaller network constraint score will have a stronger influence in information
diffusion than ordinary people. The reason is that people with a higher PageR-
ank score tend to have a larger number of followers, and their posted messages
are more likely to be reposted. People with a smaller network constrain score
tend to be a structural hole spanner that connects two or more communities, and
their posted messages are more easily be propagated to different social network
communities.

Correlation Between User Topic and Social Role. Inspired by the work
of [4,9,15,17], we classify users into three groups according to their structural
properties, i.e., network constrain score and Pagerank score. For example, we
assume that the user with small network constrain score tends to be a structural
hole spanner that connects two or more communities. Similarly, the user with
high PageRank score may be an opinion leader. Furthermore, the learned param-
eter ¢ represents the topic distribution for different users. Inspired by [7], we
compute the entropy of user’s topical distributions to measure how much topical
a user’s interests or topics are. For a user v, the entropy of her topical interests
distribution is computed as follows: Hp(v) = >, ¢uk log(dui). To further ana-
lyze the correlations between users’ topics and roles, we continue to calculate the
average entropy for each role as follows: Hp(r) = 1/| N, | > vea, Hp(v), where A,
denotes the set of users to be assigned to role r, and N, denotes the number of
users in A,.. The higher the entropy, the less topical the role is. Figure 4 demon-
strates the correlations between user topics and roles. The higher the entropy,
the less topical the role is. Thus, the most topical would be a user that is inter-
ested in only a single topic, whereas the least topical would be a user that is
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Entropy of topical distribution

Fig. 4. The average entropy of topical distributions for each role on two datasets.

interested in all topics with equally preferences. The phenomenon in Fig. 4 may
be explained as follows: most of opinion leaders post the messages about their
areas of expertise and they tend to focus on regional and specialized topics, the
structural spanners have broad interests than opinion leaders because they usu-
ally focus on more general topics that tend to propagate from one community to
another more easily, and the ordinary users have more broader interests because
they behave more randomly. In Fig. 4(b), the structural spanners have a higher
entropy value than ordinary users. The phenomenon may be explained as fol-
lows: when a person has published many papers in different regions, she may
become more open-minded and tend to accept new ideas from others.

5 Conclusions

In this paper, We propose to integrate user structural attributes, user inter-
ests, and user repost behaviors into a unified probabilistic generative framework,
which extracts the role-aware topic level influence dynamics. Experimental result
demonstrates that the proposed model performs much better than the state-of-
the-art methods.
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Abstract. Discovering important papers in different academic topics
is known as topic-sensitive influential paper discovery. Previous works
mainly find the influential papers based on the structure of citation net-
works but neglect the text information, while the text of documents gives
a more precise description of topics. In our paper, we creatively combine
both topics of text and the influence of topics over citation networks to
discover influential articles. The observation on three standard citation
networks shows that the existence of citations between papers is related
to the topic of citing papers and the importance of cited papers. Based
on this finding, we introduce two parameters to describe the topic dis-
tribution and the importance of a document. We then propose MTID, a
scalable generative model, which generates the network with these two
parameters. The experiment confirms superiority of MTID over other
topic-based methods, in terms of at least 50% better citation predic-
tion in recall, precision and mean reciprocal rank. In discovering influ-
ential articles in different topics, MTID not only identifies papers with
high citations, but also succeeds in discovering other important papers,
including papers about standard datasets and the rising stars.

Keywords: Citation network + Generative model
Academic recommendation

1 Introduction

In academic research, the prior arts are essential for the future works. One bot-
tleneck in research is that as the amount of available scientific literatures on
the Internet becomes larger, it would be increasingly difficult for researchers to
identify the masterpiece among numerous papers. This problem becomes even
more complicated given the fact that important papers are only influential in
one or several domains of knowledge. As a result, how to effectively identify the
milestone papers in different academic topics is a crucial task in data mining.
The goal of finding important papers in different academic topics is to
discover documents which are of great significance in a specific topic. In the
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researches of citation network, most works try to use the network to discover
the interaction [3,8] and the evolution of topics [5,15] in the collection of docu-
ments, while little attention is paid to finding influencers in different academic
topics. Among limited number of works, which indeed focus on influential paper
discovery in citation network, Wang et al. [15] adopt Latent Dirichlet Allocation
(LDA) [1] to generate citation networks. They view the reference of a paper as
a “bag of citation” and learn the topic-document distribution from the citation
network. This distribution describes the importance of documents in a partic-
ular topic. Lu et al. [6] extend the method by taking into account additional
factors that influence the importance of papers, such as authorship and pub-
lished venues. The model proposed by Lu et al. [6] could discover the important
papers for different topics, authors and venues.

In spite of [6,15] mentioned above, finding influential nodes in citation net-
works remains an open problem. One direction is to add topics of textual infor-
mation into influencer detection. The existing works only take into consideration
the network structure and ignore the text. Although [6,15] use “topic” in the
description of their methods, the topic defined in [6,15] is actually a cluster of
documents. He et al. [4] describe this kind of topic as “DocTopic”, which could
be simultaneously related to distinct “WordTopics”, i.e. topics extracted from
the text. Thus, the topics described in [6,15] are too general but imprecise. The
other direction is to determine the important factors that affect papers to cite.
As for this direction, we conduct an observation on three standard citation net-
works. The result shows that whether one paper cites another depends on the
topic of the citing paper and the importance of the cited paper.

In this paper, we study the problem of influential paper discovery in citation
networks. One feature that distinguishes our method from other related works is
that we solve this problem by covering both directions mentioned in the previous
discussion. During this process, a challenge is to precisely describe the factors
that affect papers to cite. To accomplish this, we introduce two parameters to
represent the topic distribution and the importance of a document. Based on
these two parameters, we generate citation networks. While we defer a more
detailed description of our methods in Sect. 4, we would like to point out that
our method succeeds in adding the topic of papers into the generation of citation
networks. During this process, the importance of papers is learnt from the data.
The topic of node could be obtained by topic modeling, e.g. LDA, or any other
methods that transform a document into a topic vector. Another advantage is
that our learning schema could be separated into a set of independent convex
optimization problems. This propriety indicates that our model is scalable and
easy to initiate. The following three aspects are our core contributions.

— We conduct an empirical observation based on three standard datasets: AAN,
DBLP and ACM. There are two fundamental conclusions. One reveals that
papers with similar topic distribution are likely to cite similar papers as ref-
erences. The other states that papers with high citations are likely to be
selected as the papers to refer.
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— We propose a new, robust model: Model for Topic-sensitive Influential paper
Discovery (MTID), which is parallelizable and compatible to all methods
representing documents with topic vectors. MTID is inspired by our observa-
tion and models the citation network with two parameters of papers: (1) An
importance parameter, M, that captures the importance of cited papers (2)
A topic parameter, N, which describes the topic distribution of citing papers.

— We evaluate our model on citation prediction and influential paper discovery.
The first part proves that our model outperforms other topic-based citation
prediction methods with an improvement over 50% in recall, precision and
mean reciprocal rank. In the second part, we not only effectively identify the
papers with high citations, but also discovered other important papers such
as papers about standard datasets and the rising stars for an academic topic.

The rest of this paper is organized as follows: Sect. 2 summarizes the related
work. Section 3 presents our empirical observations about how topics of docu-
ments influence their citations. Section4 introduces the MTID along with the
learning method. Then, we report the experimental results and the model appli-
cations in Sect. 5. Finally, the conclusion is presented in Sect. 6.

2 Related Work

In recent years, with increasing number of digital libraries such as ACM Digital
Library' and DBLP? come into use. There is a growing interest on the analysis
of citation networks in the research community.

As the citation network is a kind of network with rich textual information,
one important direction in the study of citation network is to use the network
structure in understanding the topic of text. In this direction, some researchers
extend the classical topic model to joint versions in order to model both text and
citation for documents. These works succeed in enhancing the quality of topics
[12] and reflecting the interaction among topics [3,8]. Others make use of the
characteristic that papers could only cite papers published earlier to study the
evolution of topics in academic fields [5,15].

Another important direction is to detect the influential papers in the cita-
tion network. To assess the importance of papers, ranking algorithms such as
PageRank and its variants are applied [11,14]. These methods, however, detect
the general influential papers in citation networks and ignore the topic context
of documents. In fact, as a document only contains information in one or several
knowledge domains, the influential papers vary in different topics. As a result,
discovering influencers in different topics is of great value in the citation network.

While most works for topic-sensitive influential node discovery in networks
aim at identifying important users in social networks [9,16], little attention is
paid to citation networks. Among limited amount of related works, Wang et al.
[15] use topic model to generate citation networks. They introduce the notion

! https://dl.acm.org)/.
2 http://dblp.uni-trier.de/.
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of “bag of citation” and consider a topic as a mixture of documents. Then, they
learn the topic-document distribution from the citation network. The distribu-
tion describes the importance of documents in a specific topic. Lu et al. [6] extend
the method by considering additional factors that influence the importance of
papers, such as authorship and published venues. The model proposed by Lu
et al. [6] discovers the important papers for different topics, authors and venues.

In our model, different from [6,15], we use the topics extracted from textual
information. In this way, we can make full use of the rich information in text.
Another difference lies in the generation of networks. In [6,15], the reference for
a document is determined by sampling cited documents according to the topic-
document distribution. In this case, the same document could appear more than
once in the reference. Our model, however, overcomes this problem by modeling
the probability of whether one paper cites another.

3 Empirical Observation

One important direction of discovering important papers in the citation network
is to figure out how papers cite other papers. In this section, we adopt empirical
observations on the academic network to discover the factors that affect papers
to connect with each other by citations. In general, we mainly cope with two
important questions. How topics of a document affect the way it cites? Which
kind of documents are frequently cited?

We observe three academic datasets: AAN, DBLP and ACM, the detailed
description is shown in Sect. 5.1. For each paper, we extract the topic from the
text with LDA [1]. According to the topic diversity of papers in datasets, we set
the number of topics to 10 for AAN and 100 for DBLP and ACM.

First, we analyze how topics affect the way documents cite. To do this, for
papers published last year in each dataset, we select two papers with more than
10 references and calculate the cosine similarity of their topic distributions. The
higher the value is, the more similar the articles are. We repeat this process
among all paper pairs of the last-year publication in each dataset. Then, we
divide the pairs into 8 different parts according to the topic similarity. Finally
we analyze the relation between the size of the overlapping references and their
topic similarity within the document pairs. Figure 1(a), (b) and (c) respectively
show the result of dataset AAN, DBLP, and ACM. For DBLP and ACM, due
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Fig. 1. The relation between topic similarity and overlapping references
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to the large topic diversity, only a tiny portion of paper pairs have overlapping
references. Thus, we only plot the average number of overlapping references for
these two datasets. In these figures, the number of overlapping references grows
when the similarity of document pairs increases. The result shows that papers
with similar topic distribution are likely to cite similar papers.

Second, we analyze, in the citation network, what documents are likely to be
cited. For early publications, e.g. papers published in the first three years, we
construct two sets based on a timestamp, e.g. the penultimate year. The first set
contains the citations before this timestamp, the second set includes citations
after this timestamp. For example, for an early publication in ACM dataset, the
first set contains citations before 2007 and the second set includes citations in or
after 2007. We then compare the size of these two sets for each early publication.

Citations after 2003

Citations after 2007

Citations after 2007

o v o o i3 0 bt 5
Citations before 2003 Citations before 2007 Citations before 2007

(a) AAN (b) DBLP () ACM

Fig. 2. The relation between exiting citations and incremental citations

Figure 2 shows the relation of the size of two citation sets. It shows that the
number of citations in later years is positively correlated to that in early years.
In other words, papers with high citations are likely to be selected as the papers
to refer. As the number of citations is positively related to the importance of a
paper, papers with higher importance are more frequently to be cited.

4 Proposed Model

4.1 Generation of Citation Network

Based on previous observations, we can conclude that whether papers are linked
in citation networks is related to the topic of the citing paper and the importance
of the cited paper. The former is the intrinsic characteristic of the article and
the latter depends on the network structure.

In order to precisely represent these two factors that affect papers to cite,
we introduce two new parameters, N and M, to represent respectively the topic
distribution and the importance of a document.

N is the parameter which represents the topical distribution of citing papers.
It can be labelled manually or extracted from the text. N, is a column vector
which describes the topic representation of document v and N,; represents how
likely the topic ¢ could describe the document w. In topic modeling, N, is the
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document-topic distribution in the document v and N,; is the proportion of
topic ¢ in this document.

M is the parameter which represents the importance of papers in different
topics. It describes how likely a paper would be cited. M, is a column vector
which represents the importance of document v in different topics. M, ; = 0 indi-
cates that the document v is not important in topic j. The larger this parameter
is, the more important the paper is in the topic.

We then present MTID (Model for Topic-sensitive Influential paper Discov-
ery), a probabilistic model which generates the citation network and models the
importance of papers in different topics simultaneously. In the generating pro-
cess, MTID follows the idea presented in [17] and models the citation network
with Poisson distribution.

Suppose that in a citation network, a non-negative random variable X,,,
represents the latent connection strength for the pair of papers (u,v). We define
that paper u cites paper v if and only if X, > 0. Now we consider the case of a
single topic. We define X!, as the random variable of latent connection strength
in topic ¢ for the pair of papers (u,v), this random variable follows the Poisson
distribution with the parameter N,; - M,;. Then the total connection strength

Xy is the sum of X! ;| with the additivity of the Poisson random variable:

K
Xuyw = Z X X! ~ Poission(Ny; - My;)
i=1

The total connection strength X, follows the Poisson distribution with the
parameter Zfil Ny;i - M,;, where K denotes the number of topics. The proba-
bility P(u — v) is defined as follows:

K

P(Xyy >0) =1~ P(Xyy =0) =1—exp(— Y Nyi- My;) =1 - exp (=M, N,,)
i=1

Finally, MTID learns the importance matrix M and maximizes the log likelihood

of the observed network GG. The problem could be formalized as follows:

M = arg max(L(M)) (1)

where the nonnegative matrix M € RE*N and K, N denote the number of topics

and nodes, respectively. The log likelihood can be written as below:

LM) =) ¢ > log(l—exp(~M]N,))— Y M]N, (2)

v uER, ueRLHuECU

R, is a set of papers that cite paper v and C), is a set of papers that are published
later than paper v.
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4.2 Parameter Learning

We solve the optimization problem defined in Eq.1 through block coordinate
gradient ascent. At each iteration, we update the importance vector M, for each
paper v with M, for all other papers u # v fixed. To update the importance
parameter M, for paper v, we solve the following subproblem:

M, = arg max(L(M,)) (3)
where L(M,) is the part of L(M) defined in Eq. 2 that involves M,, i.e.,
L(M,) =Y log(1—exp(-M,N,))— > M]N, (4)
ueER, u¢ R, ,veC,

Noticing M, is a non-negative vector, this subproblem can be further solved by
projected gradient ascent.

M,

Unew

— max(0, M,_,, + an, (VL(M,))

ayy, 1s the step size computed by backtracking line search [2], and the gradient
is:

dL(M,) exp(—M]N,)
—_— = N, C — N, 5
dM, Z “1 —exp(=MJN,) Z “ 5)
uER, u%RmuECU
During the iterations, only the calculation of the first term in Eq.5 is required
and the second term is a constant given a paper v. This constant can be computed
in O(Ingegree(v)) time according to Eq. 6 and cached during the training process.

> Nu=> N,— Y N, (6)

ug R, ,weC, ueC, u€ER,

Thus, the computation of Eq. 5 requires O(Ingegree(v)) time. As the real-world
citation networks are extremely sparse (Ingegree(v) < N), we can update M,
for each iteration in near-constant time.

4.3 Initialization and Parallelization

One advantage of our model is that the optimization problem shown in Eq. 4 is
concave. In this case, parameters will converge to the same result with different
initializations, thus we could randomly initiate the vector M, for each paper v.
Another advantage is that our approach also allows for parallelization, which
further increases the scalability of MTID. When updating M, for each paper v,
we observe that each subproblem is separable. That is, updating the value of
M, for a specific node v does not affect the updates of M, for all other nodes w.
Consequencely, parallelization does not affect the final result of the model. The
implementation is available in https://github.com/hxin18/mtid.
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5 Experiment

5.1 Dataset

We evaluate our model with three citation networks, AAN, DBLP and ACM.
We use LDA [1] to extract topics from the text of documents. We note that,
at the same time, topics extracted by other topic modeling methods are also
compatible with our model and tend to have similar results.

ACL Anthology Network. ACL Anthology Network (AAN) [10] is a dataset
which includes papers about Natural Language Processing. AAN includes 19,435
papers published from 1980 to 2013 with full text and reference. For the text,
we remove invalid tokens and stop words. As AAN only contains papers in one
scientific field, topics detected in AAN are more specific and some of them are
quite similar. As a result, we set the number of topics to 10.

DataBase Systems and Logic Programming. DataBase systems and Logic
Programming (DBLP) [13] is a dataset on computer science journals and pro-
ceedings. From the dataset, we extract 298,840 papers published from 1996 to
2007 with abstract and reference to build the training set. For the textual infor-
mation, we remove the invalid tokens and stop words. DBLP contains papers
in all sub-fields of computer science. As a result, we set the number of topics
to 100.

Association for Computing Machinery. Association for Computing
Machinery (ACM) [13] is an online dataset on computer science journals and
proceedings. From the dataset, we extract 413,373 papers published from 2003
to 2007 with abstract and reference to build the training set. For the text, we
remove the invalid tokens and stop words. ACM contains papers in all sub-fields
of computer science, as a result, we set the number of topics to 100.

5.2 Citation Prediction

In this section, we evaluate MTID by predicting citations for new documents.
The whole dataset is divided into a training set and a test set. For the test set
of each dataset, we include the late publications with at least 10 references. We
fit our model with the training set and predict citations for the papers in the
test set.

Procedure. For a new query document with topic distribution Ny, the MTID
recommends citations among existing papers based on the importance parame-
ter M. In details, we compute the citation strength of each existing paper to the
query document, then we rank the papers according to the strength and recom-
mend them based on the ranking. The strength is defined as S3 = MJNnew.



24 X. Huang et al.

Baselines. We utilize random selection and three topic-based citation predic-
tion methods as baselines:

— Random: For each query in test set, we randomly recommend papers to cite.
The result of this method is the average of 10 measures.

— TopicSim: TopicSim is to compare the topic similarity between queries and
the cited papers. For each query, it returns the papers with the most similar
topic distribution. The topic distribution of documents is measured by LDA.

— Link-PLSA-LDA: Link-PLSA-LDA [8] is a mixed membership method that
models both text and citation. In the citation prediction, the cited papers are
ranked in terms of the conditional probability of citations associated with the
topic distribution of query.

— Topic PageRank: This method considers not only the topic similarity
between queries and the cited papers, but also the importance of cited papers
in the network. For a query, cited papers are ranked in terms of the multi-
plication of the weight of cited documents in PageRank and the similarity
between cited documents and queries.

Metric. We adopt Precision and Recall at number N (P@N and RQN) as the
evaluation metrics for citation prediction. R@M is defined as the percentage of
correct references that appear in the top-N prediction. P@QN is used to quantify
whether correct references are ranked top for the query. A higher recall and
precision indicate a better result. Furthermore, it is important that ground-truth

references appear earlier in the prediction. Therefore, we adopt Mean Reciprocal

Rank (MRR) as a metric. The MRR is defined as ﬁ Y deSns ﬁk(d)’ where

Stest denotes the test set and rank(d) denotes the rank of first correct citation
for query d.

Result. Table 1 shows the result of citation prediction for three datasets. Topic-
based methods significantly outperform random selection. Among all topic-based
models, TopicSim performs the worst because it only exploits information in text.
For other three methods that consider both text and citation, MTID significantly
outperforms other two methods. We can also notice that performance on AAN
is much better than other two datasets. It is because that DBLP and ACM
are large networks with wider range of topics. This makes the prediction more
difficult. The result proves the effectiveness of MTID in citation prediction.

5.3 Finding Influential Papers

In this section, we adopt MTID in discovering influential papers of different topics
in the citation network. To do this, for each topic, we rank the papers according
to the importance in this topic, which can be reflected by the parameter M in our
model. Tables 2, 3 and 4 display five most important papers of three topics selected
in each dataset, the keywords of topic are displayed in the left of the table. For each
topic 7, we rank the papers according to the value of M;. In general, the importance
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Table 1. Result of citation prediction

Dataset | Model PQ@10 P@20 R@20 R@50 MRR
AAN Random 0.000967 | 0.000896 |0.001381 |0.003419 |0.006369
TopicSim 0.001872 | 0.002433 | 0.003669 |0.014069 |0.014534

Link-PLSA-LDA | 0.016341 | 0.012858 |0.018686 |0.034708 |0.059297
Topic PageRank | 0.037406 | 0.041362 | 0.062698 |0.109224 |0.095652

MTID 0.141056 | 0.101980 | 0.150841 | 0.22537 | 0.309743
DBLP |Random 0.000030 |0.000034 |0.000067 |0.000148 |0.000371
TopicSim 0.002197 | 0.001551 | 0.002880 |0.005391 |0.008760

Link-PLSA-LDA | 0.013687 | 0.010525 |0.025611 |0.034949 |0.058961
Topic PageRank | 0.013621 |0.010598 |0.019777 |0.037148 |0.056319

MTID 0.040889 | 0.032202 | 0.058351 | 0.101983 | 0.136039
ACM Random 0.000014 | 0.000025 | 0.000050 |0.000091 |0.000225
TopicSim 0.000978 | 0.000889 |0.001958 |0.004279 |0.005619

Link-PLSA-LDA | 0.014373 | 0.011093 |0.022353 |0.039949 |0.053244
Topic PageRank | 0.008274 | 0.006572 |0.013942 |0.025045 |0.039397
MTID 0.022046 | 0.017035 | 0.035423 | 0.060776 | 0.085698

Table 2. Important papers for Topic 5 of AAN

Topic M Paper title Year|#Citation
Model feature data 0.123106| A Maximum Entropy Approach To 1996 390
training set use Natural Language Processing

learning using word |0.117956|Discriminative Training Methods |2002| 351
result For Hidden Markov Models:

Theory And Experiments With
Perceptron Algorithms
0.098413 Word Representations: A Simple |2010| 133
and General Method for
Semi-Supervised Learning
0.081476|Building A Large Annotated 1993|1008
Corpus Of English: The Penn
Treebank

0.081431|A Maximum Entropy Model For 1996 281
Part-Of-Speech Tagging

of papers in the citation network is positively related to the number of citations.
However, there are some exceptions in our result.

In Table2, most papers describe Machine Learning for Natural Language
Processing, while the fourth important paper Building A Large Annotated Corpus
Of English: The Penn Treebank is about parsing and contains little information
about the Machine Learning. However, it is considered as an influential paper in
Machine Learning and cited by papers in this topic. The reason is that serves as
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Table 3. Important papers for Topic 1 of DBLP

Topic M Paper title Year | #Citation
Network networks 0.436223|Directed diffusion: a scalable and 2000|450
sensor wireless robust communication paradigm
routing detection for sensor networks
nodes mobile 0.417814/ Ad-hoc On-Demand Distance 1999|456
protocol .

Vector Routing
performance

0.407508|System Architecture Directions for 2000351
Networked Sensors
0.365696 | Chord: A scalable peer-to-peer 2001|703
lookup service for internet
applications

0.353928 GPSR: greedy perimeter stateless 2000|361
routing for wireless networks

a standard dataset for papers in Machine Learning. For example, [7] uses “gold
standard” to describe The Penn Treebank. In this case, The Penn Treebank plays
a role as an important dataset in the field of Machine Learning.

Table 3 presents the important papers in the topic of Wireless Sensor Net-
work, the first three papers focus exactly on this field. However, Chord: A scalable
peer-to-peer lookup service for internet applications, which ranks the fourth in
this topic, is about Content Distributed Network. The reason is that Content Dis-
tributed Network and Wireless Sensor Network are two highly correlated topics.
Methods utilized by papers in Content Distributed Network are frequently refer-
enced by papers in Wireless Sensor Network. In this case, important papers in
Content Distributed Network, such as Chord, are also considered as important
references in the topic of Wireless Sensor Network.

Table 4. Important papers for Topic 38 of ACM

Topic M Paper title Year | #Citation
Data query database|0.149107| Aurora: a new model and 2003114
queries mining architecture for data stream
search databases management
efficient processing |0.134329|Compressed full-text indexes 2007| 20
time 0.114798|Issues in data stream management |[2003| 80
0.099354 |Load shedding in a data stream 2003 72
manager
0.096368  What’s hot and what’s not: 2003| 68
tracking most frequent items
dynamically
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In Table4, paper Compressed full-text inderes ranks the second with only 20
citations. Recalling that the ACM dataset contains papers published from year
2003 to 2007, we can know that paper Compressed full-text indexres gains 20
citations in less than one year. In the academic network, papers like Compressed
full-text indexes are considered as rising stars. Thus, the paper Compressed full-
text indexes should be recognized as an important paper in Data Management.

The examples above prove that MTID not only recommends papers with
high citations but also discovers important references such as the papers about
standard datasets and raising stars. This propriety improves the performance of
our model in academic recommendation.

6 Conclusion

In this paper, we study the problem of topic-sensitive influential paper discovery
in citation networks. We study how papers cite other papers by observing three
standard citation networks and find that the citations are related to the topic of
citing papers and the importance of cited papers. Based on the observations, we
bring in two parameters to represent the topic and the importance of documents.
Combining these two parameters, we propose MTID, a generative model to gen-
erate citation networks and learn the importance of papers in different topics
from the data. Extensive experiments show that MTID significantly outperforms
other topic-based methods in citation prediction. Furthermore, we demonstrate
that MTID not only identifies papers with high citations, but also succeeds in
discovering other important papers in different topics, including papers about
standard datasets and the rising stars.
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Abstract. Over the past 15 years, the average six-year graduation rates
for colleges and universities across the Unites States have remained stable
at around 60%. This vehemently impacts society in terms of workforce
development, national productivity and economic activity. Educational
early-warning systems have been identified as an important approach to
tackle this problem. The key to these systems are accurate grade predic-
tion algorithms. In this paper we propose application of markovian mod-
els for the problem of predicting next-term student performance. Tradi-
tional approaches predict student’s grade in a course by using a subset
of prior courses and content features. However, these models ignore the
dynamic evolution of student’s knowledge states, which is a strong influ-
ence on student’s learning and performance. We developed course-specific
Hidden Markov Models and Hidden Semi-markov Models for the problem
of next-term grade prediction. Our experimental results on datasets from
a large public university show that the proposed approaches outperform
prior state-of-the-art methods. We show by a case study the application
of these methods for early identification of at-risk students.

1 Introduction

Over the past decade higher education institutions have been facing many chal-
lenges related to low graduation rates and high number of drop outs. According
to the National Center for Education Statistics, the six-year graduation rate for
first-time full-time undergraduate students in the United States is 59% [1]. The
longer graduation time leads to increased cost for students. One of the main
reasons students need longer time to graduate is the lack of sufficient and timely
advisement [2].

Educational technologies in the form of degree planners and early warning
systems help students stay on track and graduate on time. Degree planners are
decision guidance systems that identify a personalized course plan that ensures
students’ timely graduation. Early-warning systems inform university officials of
at-risk students so that these students can be reached out for advising, training
and mentorship. The foundations of these educational technologies are based on
accurate prediction of students’ future academic performance. Grade prediction
can help students plan for their success in courses by identifying course/topics
that they may be deficient in [3].
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D. Phung et al. (Eds.): PAKDD 2018, LNAT 10938, pp. 29-41, 2018.
https://doi.org/10.1007/978-3-319-93037-4_3


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-93037-4_3&domain=pdf

30 Q. Hu and H. Rangwala

Several approaches have been developed in the past few years to tackle
the problem of next-term grade prediction [4]. In particular course-specific
approaches predicting a student’s grade in a course by using the grades on a
subset of courses taken prior to the target course [5,6] have shown promis-
ing results. Given the sequential aspect of academic programs; where a chain
of courses build fundamental concepts and lead to training (education) of stu-
dents; these models assume that a subset of related prior courses can provide
the necessary knowledge for future courses. Course-specific models are based on
regression or matrix factorization. One of the limitations of these course-specific
models is that they ignore the temporal dynamics associated with the evolu-
tion of a student’s knowledge state. The concept of knowledge state is proposed
in mathematical psychology literature for assessment of a student’s mastery of
knowledge. Assessments uncover the particular state of a student and are used
for predicting student’s future performance and abilities. Latent factor models
are useful for modeling students’ knowledge state evolution [7].
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Fig. 1. Change in student Term GPA for the first six semesters. The digit of the text
label denotes the term and the letter denotes the GPA. E.g., 3B implies term 3 and
GPA of B (3.0)

To model the student learning behavior and predict student’s performance
we propose the Hidden Markov Model (HMM) and Hidden Semi-Markov Model
(HSMM). In these models, students’ knowledge states are modeled as hidden
states. For HMM, the sojourn time is the number of steps spent in one state
before transitioning to another state and is geometrically distributed. However,
its performance degrades when the data exhibits long-term temporal dependency
[8] as in the case of student knowledge state. For example, a student with strong
capability is likely to be a high performing student in the next several semesters,
instead of suddenly transitioning to a hidden state indicative of a low performing
student. Figurel shows this property. This figure illustrates the dynamics in
students’ term GPA across all majors at George Mason University for the first
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(a) Graphical Model of the HMM. KS; represents (b) Graphical Model of the HSMM. KS; represents
knowledge state, G is the grade in a course. knowledge state, Gj is the grade in a course. D; is
the sojourn time of state KS;.

Fig. 2. Graphical model of HMM vs. HSMM

six semesters (excluding Summer terms). We only present full letter grades (i.e.,
A, B, C, D, F) for this figure. The width of the flow from one semester to another
shows the number of grades and illustrates that given a student with a particular
GPA in one semester, the GPA in the next semester will probably remain at the
same level or off by one grade point with a high likelihood. If we consider more
refined grade points (i.e., the full letter grades plus A+, A—, B4, B—, ..., C—),
the statistics of the grade data shows that 24.3% of students have the same GPA
from one semester to another, 66.84% and 84.33% of students have their next-
term GPA within one and two ticks of their current-term GPA, respectively.
Ticks measure the deviations from the true letter grade and is explained in
Sect. 5. Thus it is very likely for a student to have similar GPA for the next
term, which shows that a student’s performance does not change frequently or
abruptly.

To capture this long-term dependency property of students’ knowledge evo-
lution, we propose HSMM for grade prediction. Compared to HMM, the sojourn
time of the knowledge state in HSMM is modeled explicitly. Each hidden state in
a HMM emits one observation while in HSMM each hidden state emits a sequence
of observations. The number of observations, i.e., the duration d, produced in
a hidden state is determined by the sojourn time distribution of that state.
Figure 2a and b shows the difference between HMM and HSMM, respectively. In
this work, the distribution of sojourn time is assumed to be nonparametric and
learned from data. Our experimental results show that the proposed methods
improve the prediction performance up to 42.96% and 30.34% in terms of MAE
and RMSE compared to baselines, respectively.

2 Related Work

2.1 Academic Performance Prediction

Students’ performance prediction is often treated as a classification or regression
problem. Classical classification algorithms such as decision tree, neural network,
support vector machine and Naive Bayes have been applied [9]. To predict a
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student’s performance, these approaches extract various features from different
databases available at a higher education institution. Exemplar features include
student’s final grades, cumulative grades, high school background and features
related to courses and instructors [4]. Inspired by recommender systems, popular
algorithms such as collaborative filtering [10] and matrix factorization [4,11]
have been proposed for grade prediction. These models use a “one size fits all”
strategy. However, due to different characteristics of students, these approaches
are limited in modeling students’ learning behaviors and academic performance.
To overcome this issue, Polyzou et al. proposed models specific to students
and courses [5]. Morsy et al. [12] represents course-knowledge spaces as latent
vectors and proposed cumulative knowledge-based regression models for next-
term grade prediction. Elbadrawy et al. proposed personalized multi-regression
models to predict students’ performance [13]. Elbadrawy et al. [14] proposed
domain-aware algorithms for grade prediction and course recommendation.

2.2 Markovian Models for Educational Data

Hidden Markov Models (HMM) were first introduced and extensively studied
by Baum et. al. [15,16]. The application of HMM to education domain was first
proposed by Corbett et al. [17] to model the acquisition of procedural knowledge
in intelligent tutoring system as Bayesian Knowledge Tracing (BKT). Extending
BKT, several models have been proposed such as the individualized BKT [18]
to improve the prediction performance.

HMM have also been applied for predicting dropouts in Massively Open
Online Courses (MOOCs). Balakrishnan et al. [19] used a novel Input-Output
HMM to predict student retention. Geigle et al. proposed a two-layer Hidden
Markov Model to model student’s behavior in MOOCs and found that the fea-
tures extracted from the two-layer Hidden Markov Model correlated with edu-
cational outcomes [20]. The observation layer of the two-layer HMM is used
to model the sequence of students’ interactions with the learning management
systems [20].

Hidden Semi-Markov Model (HSMM) was first proposed in the area of speech
recognition [21] and applied to areas including computer vision, genomics and
financial time series [22]. To the best of our knowledge, HSMM models have not
been applied to educational datasets and for the problem of next-term grade
prediction.

3 Problem Formulation and Notations

Assume that we have records of n students and m courses; comprising a n X m
sparse grade matrix G. Entry G5 . in G represents the grade of student s in
course c¢. In addition we have the time stamp information for each grade G ..
Besides the grade matrix G, we have information associated with the student
(e.g., academic level, previous GPA and major) and course offering (e.g., dis-
cipline, course level and difficulty) that can be combined to extract features.
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Table 1. Notations

Symbol | Description

0] Observation

KS Knowledge State

T Initial state distribution

D The maximum number of duration of the hidden states
Js,c The true grade of student s in course ¢

Js,c The predicted grade of student s in course ¢

Qij The probability of transition from state i to state j
b;(G¢) | The probability of observing G at state j

dj(u) | The probability of staying at state j for u steps

We denote the feature vector as x of p dimensions. As a convention, bold upper-
case letters are used to represent matrices (e.g., X) and bold lowercase letters
represents vectors (e.g., x) (Table1).

In this work, given the collection of students’ historical grades data our objec-
tive is to train a machine learning algorithm to model students’ knowledge evo-
lution and predict their grades in future courses.

4 Methods

4.1 Hidden Markov Model (HMM)

Model Description. HMM seeks to capture the dynamic evolution of student’s
knowledge state. Student’s knowledge state is modeled as the latent (hidden)
states in HMM. The grades of a student are modeled as the observations. Com-
pared to existing discriminative models, one of the key advantages of the HMM
approach is that it introduces stochasticity /uncertainty. For example, a student
with high capability has the chance to get a low grade by slipping [17], which is
hard to model using discriminative models.

In HMM, the evolution of student’s knowledge state is modeled as a Markov
chain and has the assumption that the next state only depends on current state.
The transition distribution of the model determines the evolution of students’
knowledge state, as shown in Eq. 1.

Qi = P(KSt+1 = j|KSt = Z) (1)

The emission distribution determines a student’s performance, given his
knowledge state, given by Eq. 2.

bj(Gt) = P(Gt|KSt = j) (2)

where G; is the student’s grade at time t.
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A student’s knowledge state cannot be observed; only the grades are observ-
able. The space of the knowledge states and the observations are discrete.

To use HMM for modeling student’s knowledge state evolution and predict
performance in next course, two related questions need to be answered:

— Given an observation sequence and a model, what is the likelihood of the
observation sequence? This question can be solved by using forward algorithm
[16].

— Given a set of sequences, in our case they are the sequence of students’ grades,
how do we infer the parameter set of the model? This can be done by using
the classical EM algorithm [16].

Grade Prediction. To predict the grade g, . for student s in a future course
¢, we first extract the grades of student s in a series of courses ¢y, ¢a, ..., ¢ taken
prior to course ¢ and form them as a sequence G5 = gs.c,, Js,cos ) s,cr - ASSUmMe
that there are N possible grades student s could get in course ¢, in our case, the
possible grade z is in (4, 4, 3.67, 3.33, 3, 2.67, 2.33, 2, 1.67, 1, 0). Then we have
the following:
Js,c = mfxp(xlgb',qag&c’za oy s.er)
P(gs,c1 y9s,cos 3 Ys,cr s 17)

= max 3
x P(gs,clygs,c27-~-,gs,cT) ( )

X mg'xp(gs,q y9s,cas -y Ys,ers ‘T)

The grade g, is predicted using maximum likelihood.

4.2 Hidden Semi-Markov Model (HSMM)

Model Description. The HMM model proposed above assumes that a single
knowledge state emits grade distributions for one course only. Further, the num-
ber of time steps spent in a given state (i.e., sojourn time) in a HMM model has
geometric distribution as show by Eq. 4 [23].

di(u) = P(Styut1 # 15 Styu = 1, Stpu—1 = i ..,
St+2 = 7;|St+1 =1, St 7é Z) (4)

= af{l(l — aii)

where d;(u) is the probability of staying at state ¢ for u steps.

However, a student’s knowledge state has long-term temporal dependency.
It is demonstrated that a student with strong academic capability is unlikely to
become low performing in a short time.

To better model student’s knowledge state evolution, we propose Hidden
Semi-Markov Model (HSMM) shown in Fig. 2b. For HSMM, the underlying pro-
cess is assumed to be a semi-Markov chain. Each state can emit variable number
of observations. In other words, each knowledge state is responsible for perfor-
mance in multiple courses. The sojourn time of HSMM is explicitly modeled
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and different hidden states have different sojourn time distribution. For model-
ing student’s knowledge state evolution, the sojourn time distribution for a given
knowledge state j is defined as following.

dj(u) = P(KSijut1 # 5, KStpu—v = J,v =0,...,u = 2|KS; 41 = 5,KS; #j) (5)

which is assumed to be nonparametric in this work (i.e. categorical distribu-
tion). The state transition distribution of the semi-Markov chain determines the
evolution of knowledge state; and is show in Eq. 6.

aij = P(KSi41 = j|KSi41 # 4, KS; = 1) (6)

where j # i, Zj# a;; =1 and a;; = 0.

The emission distribution of HSMM determines a student’s performance,
given their knowledge state. Similar to HMM, for student’s knowledge state
modeling and grade prediction we need to compute the likelihood of a sequence
and infer the parameters of HSMM which can be done by using forward and EM
algorithms, respectively. The prediction of a student’s grade in a future course
by using HSMM is the same as HMM shown in Eq. 3.

4.3 Baseline Methods

Bias Only (BO). The Bias Only method only takes into consideration student’s,
course’s and global bias. The predicted grade is estimated using Eq. (7).

gs,c = bO + bs + bc (7)
where by, bs and b, are the global bias, student bias and course bias respectively.

Matriz Factorization (MF). The use of MF for grade prediction is based on
the assumption that the students’ and courses’ knowledge space can be jointly
represented in low-dimensional latent feature space [5]. The grade is estimated
as:

gs,c = b0+bs +bc+pzqc (8)

where p,, q. are the latent vectors representing student s and course c, respec-
tively. We also applied course-specific matrix factorization (CSyp) for grade
prediction, which utilizes a course-specific subset of data to estimate a matrix
factorization model [6].

Course-Specific Regression with Prior Courses (CSRpc). CSRpc predicts the
grade of a student s in a future course ¢ as a sparse linear combination of grades
in the courses taken prior to course ¢ [6].

Course-Specific Regression with Content Features. CSRcr predicts the perfor-
mance of a student in a course using content features such as academic level,
difficulty level and instructor information [24].
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Course-Specific Hybrid Model (CSRpy ). This model is obtained by combining
the content feature vector and prior course vector [24].

5 Experiments

5.1 Dataset Description and Preprocessing

We evaluate the proposed methods on a dataset from George Mason Univer-
sity, the largest public university in Virginia and enrolled about 36000 students
in Fall 2017. We extracted student and course related data from the largest
five undergraduate majors in terms of student enrollment. These included: (I)
Computer Science (CS), (II) Electrical and Computer Engineering (ECE), (III)
Biology (BIOL), (IV) Psychology (PSYC) and (V) Civil Engineering (CEIE).

We used data from the period of Fall 2009 to Spring 2016. Using the Uni-
versity catalog [25] we selected student records for courses that are required by
the major program and electives offered by the department offering the major.
We also removed courses that did not result in a grade score (in between A-F)
but were only pass/fail courses. If a course was taken more than once by a stu-
dent, only the last grade was kept. For a course, if the number of students who
had taken the course was smaller than the number of the prior courses of this
course we removed this course from training and test sets. If the number of test
instances of a course was smaller than 5, we removed it.

To simulate the real-world scenario of predicting the next-term grades for
students we use the data extracted from the latest term as testing data and all
the data from terms prior to the latest term as the training set. The training data
was split into 80/20, of which 80% was training data and 20% was validation
data for choosing the hyperparameters associated with the model. After selection
of hyperparameters, the model was retrained on the entire training set before
final evaluation on the last term (test set).

5.2 Evaluation Metrics

The performance of the methods were assessed by three different evaluation
metrics: (1) mean absolute error (MAE), (ii) root mean squared error (RMSE)
and (iii) tick error. MAE and RMSE are computed by pooling together all the
grades across all the courses.

To gain deeper insights regarding the performance of the methods for course
selection and degree planning, we report an application-specific metric called
tick errors [5]. Tick error measures the deviation of the predicted grades from
the true grades. The performance of a model is assessed based on how many ticks
away the predicted grades are from the actual grades. The grading system has
11 letter grades (A+, A, A—, B+, B, B—, C+, C, C—, D, F) which correspond
to (4, 4, 3.67, 3.33, 3, 2.67, 2.33, 2, 1.67, 1, 0). To compute the tick error for
a predicted grade, the real value prediction outputs are first converted to the
closest letter grades.
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Table 2. Comparative performance of different models using MAE and RMSE.
(] is better)

Method |MAE RMSE

CS ECE |BIOL |PSYC |CEIE |CS ECE |BIOL |PSYC |CEIE
BO 0.7257]0.6902 |0.5411 [0.5951 |0.5863 |0.9824 |0.9413 |0.7784 |0.7831 |0.7734
MF 0.7184/0.6790 |0.5420 [0.6099 |0.5796 |0.9715 |0.9557 |0.7495 |0.7977 |0.7517

CSmr 0.7151]0.6666 |0.5365 |0.5673 [0.5733 |0.9576 |0.9623 |0.7762 |0.7545 |0.7756
CSRpc  |0.6805(0.6739 |0.5372 [0.4933 |0.601 0.9288 |0.9699 |0.7943 |0.7348 |0.8058
CSRcp |0.7183]0.6775 [0.4769 0.4743 |0.6091 |0.9539 [0.9680 [0.7205 |0.6732 |0.7941
CSRuy 0.6693/0.6630 |0.5057 |0.4859 |0.5839 |0.9200 |0.9542 |0.7679 |0.7283 |0.7701
CSummMm |0.601 |0.4532 0.4634 |0.3362 0.3632/0.9202 |0.7638 |0.7806 [0.6665 |0.6463
CSusmm |0.555 {0.3782(0.4231/0.30230.3676 |0.8307|0.6647|0.7038/0.5313|0.6613

6 Results and Discussion

6.1 Comparative Performance

Table 2 shows the average MAE and RMSE for the different methods across the
five majors on the test set. The results show that the CSpygyn model achieves
the best performance on all the majors. The CSygy outperforms previously
developed Course-Specific regression and factorization models in terms of MAE
and RMSE. The proposed course-specific Markovian models are able to take
into account the temporal dynamics associated with the evolution of student’s
knowledge states in comparison to prior course-specific approaches. The CSysym
model outperforms CSygyy on almost all the majors and has similar perfor-
mance on CEIE. The students’ knowledge state which is modeled by CSgmwm
and CSgsmm as hidden states tends to stay in the same state for some time
instead of changing constantly. Rather than a geometric distribution, the ideal
duration distribution should have lower probabilities on longer or shorter dura-
tions but higher probabilities on medium durations. By modeling the transition
of hidden states as semi-Markov model rather than Markov model, CSgsym
achieves better performance than CSg . The exception on CEIE is because
of the flexibility in the particular degree program (i.e., there are many electives
for students to choose).

To have better insights into what kind of errors different methods make, we
evaluate the approaches using tick error metrics. Table 3 presents the results of
the best performed traditional course-specific methods (i.e., CSRpc and CSRuy)
and the proposed Markovian methods with respect to tick errors. For exact pre-
diction (i.e., 0 tick error) and one tick error, the CSpyy and CSgsnvm have the
best performance. For two tick errors, the CSygyy and CSysyv win for most
of the majors, while traditional course-specific model CSRyy show better per-
formance in CS majors. The traditional course-specific models are poorer than
CSumm and CSysymm, as they ignores students’ knowledge evolution dynamics.
The reason that CSRcr and CSRyy show better performance in some cases



38 Q. Hu and H. Rangwala

Table 3. Comparative performance of different models using tick error (7 is better)

#Ticks Method | CS ECE |BIOL |PSYC|CEIE
Zero tick | CSRpc |19.57 |20.77 |28.84 |34.08 |27.17
CSRcr |13.44 116.39 |28.03 |27.39 |29.13
CSummMm | 37.78 145.36 | 43.13 | 54.24 | 50.39
CSusmmum | 37.18 | 46.99|46.49 | 52.2 | 49.78
One tick | CSRpc [48.22 | 55.19 |62.80 |61.15 | 52.76
CSRuy |49.80 |55.19 |67.38 |61.78 | 53.15
CSumMm | 54.08 | 68.85 | 66.58 |79.32 |72.44
CSusmm | 57.85 | 78.14 | 68.65 | 79.66 | 72.29
Two ticks | CSRpc | 74.31 |73.22 | 81.40 | 79.62 |69.69
CSRuy |75.10|74.32 |82.75 | 78.66 |69.29
CSummMm | 70.97 | 82.51 |83.29 |85.76 |86.22
CSusmum | 72.37 | 87.98 | 84.32 | 88.81 | 87.01

is that they incorporate content features which are informative for student’s
performance prediction and are not included within the Markovian approaches
proposed here.

6.2 Case Study: At-Risk Students

An important application of grade prediction is to develop an early-warning
system that is able to identify students at-risk of failing the courses that they
plan to enroll in. We define at-risk students as those whose grade for a course is
below 2.0. To assess the capability of the methods on catching at-risk students
we treat the prediction as a classification problem. The experimental procedures
are similar to grade prediction as discussed in Sect. 5.1 except that the predicted
grade over 2.0 are treated as pass and below 2.0 as fail. We compare the best
performed traditional course-specific methods CSRpc and CSRyy with models
proposed here. The evaluation metrics are chosen as accuracy and F-1 score.
Given the imbalanced nature of the dataset, F-1 score is a suitable classification
metric. From Table 4, we see that the proposed CSgyyv and CSgsym outperform
all the baseline methods. In most cases, the CSysyn outperforms the CSyyiv
models. For the Psychology major (has the lowest proportion of at-risk students
as shown by numbers in the table notes), some of the existing methods are not
able to identify any of the at-risk students and their F-1 score is zero.
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Table 4. Predictive power at identifying at-risk students (1 is better)

Method |CS ECE BIOL PSYC CEIE

Acc F-1 Acc F-1 Acc F-1 Acc F-1 Acc F-1
CSRpc |0.8202 |0.5561 [0.7869 |0.4507 |0.8437 10.5397 |0.9172 |0 0.7143 |0.5217
CSRpy [0.8063 |0.5333 10.7923 |0.4412 |0.8491 |0.5625 [0.9204 |0 0.7532 0.6122
CSumm 0.8231 |0.6276 0.8634 |0.7126 |0.9027|0.7831/0.9492|0.4828 |0.90040.6462
CSuasvm |0.8549/0.7092(0.8962(0.7711/0.8784 |0.7594 10.9458 0.5294/0.9004 |0.6462

The percentage of at-risk students for each major is CS (24.40%), ECE (19.14%), BIOL
(18.79%), PSYC (9.80%), CEIE (12.97%).

7 Conclusions

In this paper, we propose Course-Specific Hidden Markov Model and Hidden
Semi-Markov Model for student’s next-term grade prediction. The proposed
Markovian models are able to capture the temporal dynamic characteristics of
students’ knowledge state evolution. The limitation of HMM is that its hidden
state duration is inherently geometrically distributed. To better model student’s
knowledge state evolution, we use Hidden Semi-Markov Model for grade predic-
tion to model the distribution of state duration explicitly.

We conducted extensive experiments and compared the proposed Markovian
models with other state-of-the-art grade prediction algorithms. The experimen-
tal results showed that the proposed models achieved better grade prediction
performance than the baselines. One important application of grade prediction
is early-warning systems. We evaluated the performance of the proposed meth-
ods for identifying at-risk students. For this task, our proposed methods achieved
the best performance in comparison to other state-of-the-art methods.
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cluster provided by the Office of Research Computing at George Mason University, VA.
(URL: http://orc.gmu.edu).

References

1. Aud, S., Wilkinson-Flicker, S., Kristapovich, P., Rathbun, A., Wang, X., Zhang,
J.: The condition of education 2013. nces 2013-037. National Center for Education
Statistics (2013)

2. Anschuetz, N.: Breaking the 4-year myth: Why students are taking longer to grad-
uate? (2015)

3. Holman, C., Aguilar, S.J., Levick, A., Stern, J., Plummer, B., Fishman, B.: Plan-
ning for success: how students use a grade prediction tool to win their classes.
In: Proceedings of the Fifth International Conference on Learning Analytics and
Knowledge, pp. 260-264. ACM (2015)

4. Sweeney, M., Rangwala, H., Lester, J., Johri, A.: Next-term student perfor-
mance prediction: A recommender systems approach (2016). arXiv preprint
arXiv:1604.01840


http://orc.gmu.edu
http://arxiv.org/abs/1604.01840

40

ot

(@]

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

Q. Hu and H. Rangwala

Polyzou, A., Karypis, G.: Grade prediction with course and student specific mod-
els. In: Bailey, J., Khan, L., Washio, T., Dobbie, G., Huang, J.Z., Wang, R.
(eds.) PAKDD 2016. LNCS (LNAI), vol. 9651, pp. 89-101. Springer, Cham (2016).
https://doi.org/10.1007/978-3-319-31753-3_8

Polyzou, A., Karypis, G.: Grade prediction with models specific to students and
courses. Int. J. Data Sci. Anal. 2(3-4), 159-171 (2016)

Schrepp, M.: About the connection between knowledge structures and latent class
models. Methodology 1(3), 93—-103 (2005)

Duong, T.V., Bui, H.H., Phung, D.Q., Venkatesh, S.: Activity recognition and
abnormality detection with the switching hidden semi-markov model. In: 2005
IEEE Computer Society Conference on Computer Vision and Pattern Recognition,
CVPR 2005, vol. 1, pp. 838-845. IEEE (2005)

Romero, C., Ventura, S., Pechenizkiy, M., Baker, R.S.: Handbook of Educational
Data Mining. CRC Press, Boca Raton (2010)

Bydzovska, H.: Are collaborative filtering methods suitable for student perfor-
mance prediction? In: Pereira, F., Machado, P., Costa, E., Cardoso, A. (eds.) EPTA
2015. LNCS (LNAI), vol. 9273, pp. 425-430. Springer, Cham (2015). https://doi.
org/10.1007/978-3-319-23485-4_42

Sweeney, M., Lester, J., Rangwala, H.: Next-term student grade prediction. In:
2015 IEEE International Conference on Big Data (Big Data), pp. 970-975. IEEE
(2015)

Morsy, S., Karypis, G.: Cumulative knowledge-based regression models for next-
term grade prediction. In: Proceedings of the 2017 STAM International Conference
on Data Mining, pp. 552-560. STAM (2017)

Elbadrawy, A., Studham, R.S., Karypis, G.: Collaborative multi-regression models
for predicting students’ performance in course activities. In: Proceedings of the
Fifth International Conference on Learning Analytics and Knowledge, pp. 103—
107. ACM (2015)

Elbadrawy, A., Karypis, G.: Domain-aware grade prediction and top-n course rec-
ommendation. In: Proceedings of the 10th ACM Conference on Recommender Sys-
tems, pp. 183-190. ACM (2016)

Baum, L.E., Petrie, T., Soules, G., Weiss, N.: A maximization technique occurring
in the statistical analysis of probabilistic functions of markov chains. Ann. Math.
Stat. 41(1), 164-171 (1970)

Rabiner, L.R.: A tutorial on hidden markov models and selected applications in
speech recognition. Proc. IEEE 77(2), 257-286 (1989)

Corbett, A.T., Anderson, J.R.: Knowledge tracing: modeling the acquisition of
procedural knowledge. User Model. User-Adap. Interact. 4(4), 253-278 (1994)
Yudelson, M.V., Koedinger, K.R., Gordon, G.J.: Individualized bayesian knowledge
tracing models. In: Lane, H.C., Yacef, K., Mostow, J., Pavlik, P. (eds.) AIED 2013.
LNCS (LNAI), vol. 7926, pp. 171-180. Springer, Heidelberg (2013). https://doi.
org/10.1007/978-3-642-39112-5_18

Balakrishnan, G., Coetzee, D.: Predicting student retention in massive open online
courses using hidden markov models. Electrical Engineering and Computer Sci-
ences University of California at Berkeley (2013)

Geigle, C., Zhai, C.: Modeling student behavior with two-layer hidden markov
models. JEDM-J. Educ. Data Min. 9(1), 1-24 (2017)

Ferguson, J.D.: Variable duration models for speech. In: Proceedings of the Sym-
posium on the Applications of Hidden Markov Models to Text and Speech, pp.
143-179 (1980)


https://doi.org/10.1007/978-3-319-31753-3_8
https://doi.org/10.1007/978-3-319-23485-4_42
https://doi.org/10.1007/978-3-319-23485-4_42
https://doi.org/10.1007/978-3-642-39112-5_18
https://doi.org/10.1007/978-3-642-39112-5_18

22.

23.

24.

25.

Course-Specific Markovian Models for Grade Prediction 41

Bulla, J.: Application of hidden markov models and hidden semi-markov models
to financial time series (2006)

Guédon, Y.: Estimating hidden semi-markov chains from discrete sequences. J.
Comput. Graph. Stat. 12(3), 604-63