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Preface

This volume contains the papers that were presented at the 15th International Con-
ference on the Integration of Constraint Programming, Artificial Intelligence, and
Operations Research (CPAIOR 2018), held in Delft, The Netherlands, June 26–29,
2018. It was co-located with the 28th International Conference on Automated Planning
and Scheduling (ICAPS 2018).

The conference received a total of 111 submissions, including 96 regular paper and
15 extended abstract submissions. The regular papers reflect original unpublished
work, whereas the extended abstracts contain either original unpublished work or a
summary of work that was published elsewhere. Each regular paper was reviewed by at
least three Program Committee members, which was followed by an author response
period and a general discussion by the Program Committee. The extended abstracts
were reviewed for appropriateness for the conference. At the end of the reviewing
period, 47 regular papers were accepted for presentation during the conference and
publication in this volume, and nine abstracts were accepted for presentation at the
conference. Three papers were published directly in the journal Constraints via a
fast-track review process. The abstracts of these papers can be found in this volume.
The EasyChair system was used to handle the submissions, reviews, discussion, and
proceedings preparation.

In addition to the regular papers and extended abstracts, three invited talks were
given, by Michela Milano (University of Bologna; joint invited talk with ICAPS),
Thorsten Koch (Zuse Institute Berlin and Technische Universität Berlin), and Paul
Shaw (IBM). The abstracts of the invited talks can also be found in this volume.

The conference program included a Master Class on the topic “Data Science Meets
Combinatorial Optimization,” with the following invited talks:

• Siegfried Nijssen (Université catholique de Louvain): Introduction to Machine
Learning and Data Mining

• Tias Guns (Vrije Universiteit Brussel): Data Mining Using Constraint Programming
• Kate Smith-Miles (University of Melbourne): Instance Spaces for Objective

Assessment of Algorithms and Benchmark Test Suites
• Bistra Dilkina (University of Southern California): Machine Learning for Branch

and Bound
• Elias Khalil (Georgia Institute of Technology): Learning Combinatorial Opti-

mization Algorithms over Graphs
• Barry O’Sullivan (University College Cork): Recent Applications of Data Science

in Optimization and Constraint Programming

The organization of this conference would not have been possible without the help
of many individuals. First, I would like to thank the Program Committee members and
external reviewers for their hard work. Several Program Committee members deserve
additional thanks because of their help with timely reviewing of fast-track papers,



shepherding regular papers, or overseeing the discussion of papers for which I had a
conflict of interest. I am also particularly thankful to David Bergman (Master Class
Chair), Bistra Dilkina (Publicity Chair), and Joris Kinable (Sponsorship Chair) for their
help in organizing this conference. Special thanks is reserved for the conference chair,
Mathijs de Weerdt, who also acted as the liaison with Delft University and the orga-
nization of ICAPS. His support was instrumental in making this event a success.

Lastly, I want to thank all sponsors for their generous contributions. At the time of
writing, these include: the Artificial Intelligence journal, Decision Brain, SAS,
Springer, Delft University of Technology, the Association for Constraint Programming
(ACP), AIMMS, Gurobi, GAMS, Pipple, the European Association for Artificial
Intelligence (EurAI), and Cosling.

April 2018 Willem-Jan van Hoeve
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Same, Same, but Different: A Mostly Discrete
Tour Through Optimization

Thorsten Koch1,2

1 Zuse Institute Berlin, Takustr 7, 14195, Berlin, Germany
2 Technische Universität Berlin, Str. des 17. Juni 136, 10623, Berlin, Germany

koch@zib.de

http://www.zib.de/koch

Abstract. This talk will give a short tour through selected topics in mathe-
matical optimization. Though these topics are quite diverse, they also have a lot
in common.

The tour will start at mixed-integer non-linear optimization (MINLP), pro-
ceed to mixed-integer optimization (MILP), it will then make short detour to
linear programming (LP) and exact solutions, then proceed to algorithms,
software, modelling, and parallel computing, jumping to gas networks as an
application, from there visit Steiner tree problems, and finally arrive back at
MILP.

On route, we will take the opportunity to point out a few challenges and open
problems.

http://orcid.org/0000-0002-1967-0077


Empirical Model Learning: Boosting
Optimization Through Machine Learning

Michela Milano

DISI, University of Bologna, Bologna, Italy
michela.milano@unibo.it

Abstract. One of the biggest challenges in the design of decision support and
optimization tools for complex, real-world, systems is coming up with a good
combinatorial model. The traditional way to craft a combinatorial model is
through interaction with domain experts: this approach provides model com-
ponents (objective functions, constraints), but with limited accuracy guarantees.
Often enough, accurate predictive models (e.g. simulators) can be devised, but
they are too complex or too slow to be employed in combinatorial optimization.

In this talk, we propose a methodology called Empirical Model Learning
(EML) that relies on Machine Learning for obtaining decision model compo-
nents that link decision variables and observables, using data either extracted
from a predictive model or harvested from a real system. We show how to
ground EML on a case study of thermal-aware workload allocation and
scheduling. We show how to encapsulate different machine learning models in a
number of optimization techniques.

We demonstrate the effectiveness of the EML approach by comparing our
results with those obtained using expert-designed models.



Ten Years of CP Optimizer

Paul Shaw

IBM. 1681, route des Dolines, 06560 Valbonne, France
paul.shaw@fr.ibm.com

Abstract. CP Optimizer is the IBM constraint solving engine and part of
CPLEX Optimization Studio. This talk takes a look at both the motivation and
history of CP Optimizer, and the ten year journey from its beginnings until
today.

At selected points, I will delve into the operation of different features of the
engine, and the motivation behind them, together with how performance
improvements in the automatic search were achieved.

From more recent history, I will concentrate on important developments such
as the CP Optimizer file format, presolve, explanations for insolubility and
backtrack, and lower bounds on the objective function.
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Online Over Time Processing
of Combinatorial Problems

Robinson Duque1, Alejandro Arbelaez2, and Juan Francisco Díaz1

1 Universidad del Valle, Cali, Colombia
{robinson.duque,juanfco.diazg}@correounivalle.edu.co

2 Cork Institute of Technology, Cork, Ireland
alejandro.arbelaez@cit.ie

In an online environment, jobs arrive over time and there is no information in advance
about how many jobs are going to be processed and what their processing times are
going to be. We study the online scheduling of Boolean Satisfiability (SAT) and Mixed
Integer Programming (MIP) instances that are well-known NP-complete problems.
Typical online machine scheduling approaches assume that jobs are completed at some
point to minimize functions related to completion time (e.g., makespan, minimum
lateness, total weighted tardiness, etc).

In this work, we formalize and present an online over time problem where arriving
instances are subject to waiting time constraints. To formalize our problem, we presented
an extension of the Graham notation (ajbjc) that allowed us to represent the necessary
constraints. We also proposed an approach for online scheduling of combinatorial
problems that consisted of three parts. Namely, training/testing models for processing
time estimations; implementation of a hybrid scheduling policy using SJF and MIP; and
usage of instance interruption heuristics to mitigate the impact of inaccurate predictions.

Unlike other approaches, we attempt to maximize the number of solved instances
using single and multiple machine configurations. Our empirical evaluation with
well-known SAT and MIP instances, suggest that our interruption heuristics can
improve generic ordering policies to solve up to 21.6x and 12.2x more SAT and MIP
instances. Additionally, our hybrid approach observed results that are close to a semi
clairvoyant policy (SCP) featuring perfect estimations. We observed that with very
limited data to train the models our approach reports scenarios with up to 90% of
solved instances with respect to the SCP.

Finally, we experimented using models that were trained with different feature
families and observed an interesting trade-off between the quality of the predictions and
the computational cost to calculate such features. For instance, Trivial features are
basically free to compute but they have impact on the quality of the models. On the
other hand, Cheap features offer an interesting trade-off between prediction quality and
computational cost. This abstract refers to the full paper [1].

Reference

1. Duque, R., Arbelaez, A., Díaz, J.F.: Online over time processing of combinatorial problems.
In: Constraints Journal Fast Track of CPAIOR (2018)



Deep Neural Networks as 0-1 Mixed Integer
Linear Programs: A Feasibility Study

Matteo Fischetti1 and Jason Jo2

1 Department of Information Engineering (DEI), University of Padova
matteo.fischetti@unipd.it

2 Montreal Institute for Learning Algorithms (MILA) and Institute
for Data Valorization (IVADO), Montreal
jason.jo.research@gmail.com

Abstract. Deep Neural Networks (DNNs) are very popular these days, and are
the subject of a very intense investigation. A DNN is made by layers of internal
units (or neurons), each of which computes an affine combination of the output
of the units in the previous layer, applies a nonlinear operator, and outputs the
corresponding value (also known as activation). A commonly-used nonlinear
operator is the so-called rectified linear unit (ReLU), whose output is just the
maximum between its input value and zero. In this (and other similar cases like
max pooling, where the max operation involves more than one input value), for
fixed parameters one can model the DNN as a 0-1 Mixed Integer Linear Pro-
gram (0-1 MILP) where the continuous variables correspond to the output
values of each unit, and a binary variable is associated with each ReLU to model
its yes/no nature. In this paper we discuss the peculiarity of this kind of 0-1
MILP models, and describe an effective bound-tightening technique intended to
ease its solution. We also present possible applications of the 0-1 MILP model
arising in feature visualization and in the construction of adversarial examples.
Computational results are reported, aimed at investigating (on small DNNs) the
computational performance of a state-of-the-art MILP solver when applied to a
known test case, namely, hand-written digit recognition.



Intruder Alert! Optimization Models
for Solving the Mobile Robot

Graph-Clear Problem

Michael Morin1,2, Margarita P. Castro1, Kyle E. C. Booth1,
Tony T. Tran1, Chang Liu1, and J. Christopher Beck1

1 Department of Mechanical and Industrial Engineering, University of Toronto,
Toronto, ON, Canada

{mmorin,mpcastro,kbooth,tran,cliu,jcb}@mie.utoronto.ca
2 Department of Operations and Decision Support Systems,

Université Laval, Québec, QC, Canada
michael.morin@osd.ulaval.ca

We investigate optimization-based approaches and heuristic methods for the
graph-clear problem (GCP), an NP-Hard variant of the pursuit-evasion problem. The
goal is to find a schedule that minimizes the total number of robots needed to “clear”
possible intruders from a facility, represented as a graph. The team of robots can use
sweep actions to remove intruders from contaminated nodes and block actions to prevent
intruders from traveling between nodes. A solution to the GCP is a schedule of sweep
and block actions that detects all potential intruders in the facility while minimizing the
number of robots required. Solutions such that cleared vertices at each time step form a
connected subgraph are termed contiguous, while those that prevent recontamination
and, therefore, the need to sweep a node more than once, are called progressive.

We prove, via a counter-example, that enforcing contiguity may remove all optimal
solutions and, conversely, that preventing two special forms of recontamination does
not remove all optimal solutions. However, the completeness for the general case of
progressive solutions remains open.

We then present mixed-integer linear programming (MILP) and constraint pro-
gramming (CP) approaches, as well as new heuristic variants for solving the GCP and
compare them to previously proposed heuristics. This is the first time that MILP and
CP have been applied to the problem. Our experimental results indicate that our
heuristic modifications improve upon the heuristics in the literature, that constraint
programming finds better solutions than the heuristics in run-times reasonable for the
application, and that mixed-integer linear programming is the superior approach for
proving optimality. Nonetheless, for larger problem instances, the optimality gap for
CP and MILP remains very large, indicating the need for future research and
improvement. Given the performance of CP and MILP compared to the heuristic
approaches, coupled with the appeal of the model-and-solve framework, we conclude
that they are currently the most suitable approaches for the graph-clear problem.

Margarita P. Castro, Kyle E. C. Booth— Equally contributing authors.
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Abstract. QuAcq is a constraint acquisition algorithm that assists a
non-expert user to model her problem as a constraint network. QuAcq

generates queries as examples to be classified as positive or negative.
One of the drawbacks of QuAcq is that generating queries can be time-
consuming. In this paper we present Tq-gen, a time-bounded query
generator. Tq-gen is able to generate a query in a bounded amount
of time. We rewrite QuAcq to incorporate the Tq-gen generator. This
leads to a new algorithm called T-quacq. We propose several strategies
to make T-quacq efficient. Our experimental analysis shows that thanks
to the use of Tq-gen, T-quacq dramatically improves the basic QuAcq

in terms of time consumption, and sometimes also in terms of number
of queries.

1 Introduction

Constraint programming (CP) has made considerable progress over the last
forty years, becoming a powerful paradigm for modeling and solving combi-
natorial problems. However, modeling a problem as a constraint network still
remains a challenging task that requires some expertise in the field. Several
constraint acquisition systems have been introduced to support the uptake of
constraint technology by non-experts. Freuder and Wallace proposed the match-
maker agent [7]. This agent interacts with the user while solving her prob-
lem. The user explains why she considers a proposed solution as a wrong one.
Lallouet et al. proposed a system based on inductive logic programming with the
use of the structure of the problem as a background knowledge [10]. Beldiceanu
and Simonis have proposed ModelSeeker, a system devoted to problems with
regular structures and based on the global constraint catalog [2]. Bessiere et al.
proposed Conacq, which generates membership queries (i.e., complete exam-
ples) to be classified by the user [4,6]. Shchekotykhin and Friedrich have extended
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Conacq to allow the user to provide arguments as constraints to speed-up the
convergence [12].

Bessiere et al. proposed QuAcq (for Quick Acquisition), an active learn-
ing system that is able to ask the user to classify partial queries [3,5]. QuAcq

iteratively computes membership queries. If the user says yes, QuAcq reduces
the search space by discarding all constraints violated by the positive example.
When the answer is no, QuAcq finds the scope of one of the violated con-
straints of the target network in a number of queries logarithmic in the size of
the example. This key component of QuAcq allows it to always converge on
the target set of constraints in a polynomial number of queries. Arcangioli et al.
have proposed the MultiAcq system as an attempt to make QuAcq more effi-
cient in practice in terms of number of queries [1]. Instead of finding the scope
of one constraint, MultiAcq reports all the scopes of constraints of the target
network violated by the negative example. Despite the good theoretical bound
of QuAcq-like approaches in terms of number of queries, generating a member-
ship query is NP-hard. It can then be too time-consuming when interacting with
a human user. For instance, QuAcq can take more than 20 min to generate a
query during the acquisition process of the sudoku constraint network.

In this paper, we introduce Tq-gen, a time-bounded query generator.
Tq-gen generates queries in an amount of time not exceeding a waiting time
upper bound. We incorporate the Tq-gen generator into the QuAcq algorithm
to reduce the time complexity of generating queries. This leads to a new ver-
sion called T-quacq. Our theoretical and experimental analyses show that the
bounded waiting time between queries in T-quacq is at the risk of reaching a
premature convergence state and asking more queries. We then propose strate-
gies to make T-quacq efficient. We experimentally evaluate the benefit of these
strategies on several benchmark problems. The results show that T-quacq com-
bined with a good strategy dramatically improves QuAcq not only in terms of
time needed to generate queries but also in number of queries, while achieving
the convergence state in most cases.

The rest of this paper is organized as follows. Section 2 presents the necessary
background on constraint acquisition. Section 3 presents the algorithm Tq-gen

for time-bounded query generation. Section 4 describes how we use Tq-gen in
QuAcq to get the T-quacq algorithm. Section 5 analyzes the correctness of the
algorithm. Experimental results and strategies to make T-quacq efficient are
reported in Sect. 6. Section 7 concludes the paper.

2 Background

The constraint acquisition process can be seen as an interplay between the user
and the learner. User and learner need to share a vocabulary to communicate. We
suppose this vocabulary is a set of n variables X = {x1, . . . , xn} and a domain
D = {D(x1), . . . , D(xn)}, where D(xi) ⊂ Z is the finite set of values for xi. A
constraint cY is defined by a sequence Y of variables of X, called the constraint
scope, and the relation c over D of arity |Y |. An assignment eY on a set of
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variables Y ⊆ X violates a constraint cZ (or eY is rejected by cZ) if Z ⊆ Y and
the projection eZ of eY on the variables in Z is not in c. A constraint network is a
set C of constraints on the vocabulary (X,D). An assignment on X is a solution
of C if and only if it does not violate any constraint in C. sol(C) represents the
set of solutions of C.

In addition to the vocabulary, the learner owns a language Γ of relations,
from which it can build constraints on specified sets of variables. Adapting terms
from machine learning, the constraint bias, denoted by B, is a set of constraints
built from the constraint language Γ on the vocabulary (X,D), from which
the learner builds the constraint network. We denote by B[Y ] the set of all
constraints cZ in B, where Z ⊆ Y . The target network is a network CT such
that for any example e ∈ DX = Πxi∈XD(xi), e is a solution of CT if and only
if e is a solution of the problem that the user has in mind.

A membership query Ask(e) is a classification question asked to the user,
where e is a complete assignment in DX . The answer to Ask(e) is yes if and only
if e ∈ sol(CT ). A partial query Ask(eY ), with Y ⊆ X, is a classification question
asked to the user, where eY is a partial assignment in DY = Πxi∈Y D(xi). The
answer to Ask(eY ) is yes if and only if eY does not violate any constraint in CT .
A classified assignment eY is called a positive or negative example depending
on whether Ask(eY ) is yes or no. For any assignment eY on Y , κB(eY ) denotes
the set of all constraints in B rejecting eY .

We now define convergence, which is the constraint acquisition problem we
are interested in. We are given a set E of (complete/partial) examples labeled by
the user as positive or negative. We say that a constraint network C agrees with
E if examples labeled as positive in E do not violate any constraint in C, and
examples labeled as negative violate at least one constraint in C. The learning
process has converged on the learned network CL ⊆ B if:

1. CL agrees with E,
2. For any other network C ′ ⊆ B agreeing with E, we have sol(C ′) = sol(CL).

We say that the learning process reached a premature convergence if only (1)
is guaranteed. If there does not exist any CL ⊆ B such that CL agrees with E,
we say that we have collapsed. This can happen when CT �⊆ B.

We finally define the class of biases that are good for a given time limit, that
is, those biases on which bounding the query generation time does not hurt.

Definition 1 (τ-good). Given a bias B on a vocabulary (X,D), given the max-
imum arity k of a constraint in B, and given τ a time limit, B is τ -good on
(X,D) if and only if ∀Y ⊂ X such that |Y | = k, ∀Ci, Cj ⊂ B[Y ], finding an
assignment e on Y such that e ∈ sol(Ci) \ sol(Cj), or proving that none exists,
takes less than τ .

3 Time-Bounded Query Generation

To be able to exhibit its nice complexity in number of queries, QuAcq must be
able to generate non redundant queries. A query is non redundant if, whatever
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Algorithm 1. Tq-gen

1 In α, τ, time bound: parameters;
2 InOut �: parameter; B: bias; CL: learned network;
3 time ← 0 ;
4 while B �= ∅ and time < time bound do
5 τ ← min(τ, time bound − time) ;
6 � ← max(�, minArity(B)) ;
7 choose Y ⊆ X s.t. |Y | = � ∧ B[Y ] �= ∅ ;
8 eY ← solve(CL[Y ] ∧ ¬B[Y ]) in t < τ ;
9 if eY �= nil then return eY ;

10 else
11 if t < τ then
12 CL ← CL ∪ B[Y ]; B ← B \ B[Y ] ;
13 else � ← �α · �	 ;
14 time ← time + t ;

15 return nil;

the user’s answer, it allows us to reduce the learner’s version space (i.e., the
subset of 2B currently agreeing with all already classified examples). In the
context of QuAcq, a query Ask(e) is non redundant if e does not violate any
constraint in the currently learned network CL, and it violates at least one
constraint of the current bias B in which we look for the missing constraints
(i.e., κB(e) �= ∅), We denote such an example e by e |= (CL ∧ ¬B). QuAcq has
to solve an NP-hard problem to generate a non redundant query. Therefore, the
user can be asked to wait a long time from a query to another.

We propose Tq-gen, a query generator able to generate a query in a bounded
amount of time (time bound). We will see later that this bounded time is at
the risk of reaching premature convergence and/or asking more queries than
necessary. The idea behind Tq-gen is that instead of looking for an assignment
e on X such that e |= (CL ∧ ¬B), we look for a partial assignment eY such that
eY |= (CL[Y ] ∧ ¬B[Y ]), for some set Y ⊆ X.

3.1 Description of Tq-gen

The algorithm Tq-gen (see Algorithm 1) takes as input the set of variables X,
a reduction factor α ∈ ]0, 1[, a solving timeout τ , a time limit to generate a
query time bound, an expected query size �, a current bias of constraints B,
and a current learned network CL. We start by initializing the counter time
of the time Tq-gen has already consumed in its main loop. In line 5, we set
τ so that the next execution of the main loop cannot exceed time bound. In
line 7, we choose a subset Y of size �. To be able to generate a non redundant
query on Y , it is required that B[Y ] is not empty. To guarantee that such an
Y exists, we need � to never be smaller than the smallest arity in B (line 6). In
line 8, Tq-gen tries to generate a query on Y of size � in a time less than τ .
If such a query is found in less than τ , we return it in line 9. Otherwise, either
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CL[Y ] ∧ ¬B[Y ] is unsatisfiable and τ is sufficient to prove it, or CL[Y ] ∧ ¬B[Y ]
is too hard to be solved in τ . If CL[Y ] ∧ ¬B[Y ] is unsatisfiable, the constraints
in B[Y ] are redundant to CL and they can be removed from B (line 12). These
constraints have to be put in CL to avoid generating later a query violating
one of these redundant constraints, but they are useless in terms of the set of
solutions represented by CL. They can safely be removed from CL at the end of
the learning process. If CL[Y ]∧¬B[Y ] is too hard, we reduce the expected query
size � with a factor α (line 13). In line 14, the time spent to try to generate a
query is recorded in order to ensure that Tq-gen will never exceed the allocated
time time bound (see line 4). The last attempt shall not exceed the remaining
time (i.e., time bound − time) (line 5).

4 Using the Tq-gen Algorithm in QuAcq

In this section, we present T-quacq (Algorithm 2), an integration of Tq-gen

into QuAcq. T-quacq differs from the basic version presented in [3] at the
shaded lines (i.e., lines 2, 4, 7, 10 and 15).1

T-quacq initializes the constraint network CL to the empty set (line 1).
In line 2, the parameters of Tq-gen are initialized such that α ∈ ]0..1[ and
� ∈ [minArity(B), |X|]. In line 4, we call Tq-gen to generate a query in bounded
time. If no query exists (i.e., B = ∅), then the algorithm reaches a convergence
state (line 6). If a query exists and Tq-gen is not able to return it in the
allocated time, T-quacq reaches a premature convergence (line 7). Otherwise,
we propose the example e to the user, who will answer by yes or no (line 8).
If the answer is yes, we can remove from B the set κB(e) of all constraints in
B that reject e (line 9). We can also adjust the expected size of the next query
following a given strategy (line 10). This function is discussed later in Sect. 6.3. If
the answer is no, we are sure that e violates at least one constraint of the target
network CT . We then act exactly as QuAcq by calling the function FindScope
to discover the scope of one of these violated constraints and FindC to select
which constraint with the given scope is violated by e (line 12). If a constraint
c is returned, we know that it belongs to the target network CT , we then add it
to the learned network CL (line 13). If no constraint is returned (line 14), this
is a condition for collapsing as we could not find in B a constraint rejecting one
of the negative examples. Functions FindScope and FindC are used exactly as
they appear in [3]. When the answer is no, we can also adjust the expected size
of the next query following a given strategy (line 15).

5 Theoretical Analysis

In this section we analyze the correctness of Tq-gen and T-quacq. The role
of Tq-gen is to return a query that is non redundant with all queries already
asked to the user.
1
QuAcq also contains a line for returning “collapse” when detecting an inconsistent
learned network. This line has been dropped from T-quacq because we allow it to
learn a target network without solutions.



6 H. Ait Addi et al.

Algorithm 2. T-quacq

1 CL ← ∅ ;

2 initialize(α, τ, time bound, �) ;
3 while true do

4 e ← Tq-gen (α, τ, time bound, �, B, CL) ;
5 if e = nil then
6 if B = ∅ then return “convergence on CL” ;

7 return “premature convergence on CL” ;

8 if Ask(e) = yes then
9 B ← B \ κB(e) ;

10 adjust(�, yes) ;

11 else
12 c ← FindC(e, FindScope(e, ∅, X, false)) ;
13 if c �= nil then CL ← CL ∪ {c} ;
14 else return “collapse” ;

15 adjust(�,no);

Proposition 1 (Soundness). Tq-gen is sound.

Proof. The only place where Tq-gen returns a query is line 9. By construction,
eY is an assignment which is solution of CL[Y ] and that violates at least one
constraint from B[Y ] (line 8). Thus, κB(eY ) �= ∅, and by definition eY is a non
redundant query. 	

Proposition 2 (Termination). Given a bias B on the vocabulary (X,D), if
time bound < ∞ or if B is τ -good on (X,D), then Tq-gen terminates.

Proof. If time bound < ∞, it is trivial. Suppose now that B is τ -good on (X,D),
time bound = ∞, and Tq-gen never goes through line 9 (which would terminate
Tq-gen). At each execution of its main loop, Tq-gen executes either line 12
or line 13. � decreases strictly at each execution of line 13. Hence, after a finite
number of times, � will be less than or equal to the maximum arity in B. As B is
τ -good, the cutoff τ will no longer be reached in line 8, and the next executions
of the loop will all go through line 12. Thanks to line 6, � cannot be less than
the smallest arity in B. Thus, the set Y chosen in line 7 is guaranteed to have
a non empty B[Y ]. As a result, B strictly decreases in size at each execution of
line 12, B will eventually be empty, and Tq-gen will terminate. 	


We now show that under some conditions Tq-gen cannot miss a non redun-
dant query, if one exists.

Proposition 3 (Completeness). If the bias B is τ -good, and time bound >
(|B|+�logα( k

n )) ·τ , with n = |X| and k the maximum arity in B, then Tq-gen

is complete.
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Proof. Tq-gen finishes by either returning a query in line 9 or nil in line 15. If a
query is returned, we are done as Tq-gen is sound (Proposition 1). Suppose nil
is returned in line 15. According to the assumption on time bound and the fact
that each execution of the main loop of Tq-gen takes at most τ seconds, we
know that Tq-gen has enough time to execute |B| + �logα( k

n ) times its main
loop before returning nil in line 15. In each of these executions, line 12 or line
13 is executed. Each time line 13 is executed, � is reduced by multiplying it by
the factor α ∈ ]0..1[. As � cannot be greater than n when entering Tq-gen, after
�logα( k

n ) executions, we are guaranteed that � ≤ n ·α�logα( k
n )� ≤ n · k

n = k. As B
is τ -good, Tq-gen will be able to solve the formula CL[Y ] ∧ ¬B[Y ] in less than
τ seconds for all Y , as |Y | = � ≤ k. As a result, Tq-gen has enough time for
|B| executions of the loop before reaching the time bound limit. Thanks to line
7, we know that the set Y has a non empty B[Y ]. Thus, line 12 removes at least
one constraint from B, and B will be emptied before the time limit. Therefore,
we have converged, and there does not exist any non redundant query. 	

Theorem 1. If CT ⊆ B, T-quacq is guaranteed to reach (premature) conver-
gence. If in addition B is τ -good and time bound > (|B| + �logα( k

n )) · τ , with
n = |X| and k the maximum arity in B, then T-quacq converges.

Proof (Sketch). We first prove premature convergence. Let E be the set of all
examples generated during the execution of T-quacq and CL be the returned
network. If CL does not agree with E this means that there exists eY ∈ E such
that eY is positive and eY �|= CL, or eY is negative and eY |= CL. As FindScope
and FindC are sound, we only consider examples classified in line 8 of T-quacq.
Suppose first that in line 8, eY is positive (e+Y ). By construction, eY has been
generated by satisfying CL[Y ] (line 4), that is, � ∃cZ ∈ CL[Y ] | eY �|= cZ at the
time of generating eY . As line 9 removes from B all constraints rejecting eY , we
are guaranteed that CL agrees with {e+Y } at the end of T-quacq. Suppose now
that eY is negative (e−

Y ). As CT ⊆ B, FindC returns a constraint c rejecting eY

(line 12) and c is added to CL in line 13. Thus, CL agrees with {e−
Y } at the end.

We now prove that T-quacq converges when B is τ -good and time bound >
(|B|+�logα( k

n )) ·τ . By Proposition 3 we know that under this assumption, Tq-

gen always returns a non redundant query if one exists. As a result, Tq-gen

returns nil only when B has been emptied of all its redundant constraints in
line 9, which means that T-quacq has converged on CL. 	


6 Experiments

In this section, we experimentally analyze our new algorithms. We first describe
the benchmark instances. Second, we evaluate the validity of the time-bounded
query generation by comparing a baseline version of T-quacq to the QuAcq

algorithm. This baseline version allows us to observe the fundamental character-
istics of the approach. Based on these observations, we discuss possible strategies
and parameter settings that may make our approach more efficient. The only
parameter we will keep fixed in all our experiments is time bound, that we set
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to 1 s, as we consider it as an acceptable waiting time for a human user [9]. All
tests were performed using the Choco solver2 version 4.0.4 with a simulation run
time cutoff of 3 h, 2 Gb of Java VM allowed memory on an Intel(R) Xeon(R) @
3.40 GHz.

6.1 Benchmarks

We used four benchmarks from the original QuAcq paper [3] (Random, Sudoku,
Golomb ruler, and Zebra), and two additional ones (Latin square, Graceful
graphs).

Random. We generated binary random target networks with 50 variables,
domains of size 10, and m binary constraints. The binary constraints are selected
from the language Γ = {=, �=,�,�, <,>}. We have launched our experiments
with m = 12, and m = 122.

Sudoku. The sudoku logic puzzle with 9 × 9 grid must be filled with numbers
from 1 to 9 in such a way that all the rows, all the columns, and the 9 non
overlapping 3×3 squares contain the numbers 1 to 9. The target network has 81
variables with domains of size 9, and 810 binary �= constraints on rows, columns
and squares. We use a bias of 19,440 binary constraints taken from the language
Γ = {=, �=�,�, <,>}.

Golomb Ruler (prob006 in [8]). The problem is to find a ruler where the dis-
tance between any two marks is different from that between any other two marks.
Golomb ruler is encoded as a target network with n variables corresponding to
the n marks. For our experiments, we selected the 8, 12, 16 and 20 marks ruler
instances with bias of 660, 3,698, 12,552, and 32,150 constraints, respectively,
generated using the language Γ = {=0, �=0,�,�, <,>, �zt

xy, �
zt
xy} where =0 and

�=0 respectively denote the unary constraints “equal zero” and “not equal zero”,
and �

zt
xy and �

zt
xy respectively denote the distance constraints |x−y| = |z − t| and

|x − y| �= |z − t|.
Latin Square. A Latin square is an n × n array filled with n different Latin
letters, each occurring exactly once in each row and exactly once in each col-
umn. We have taken n = 10 and the target network is built with 900 binary �=
constraints on rows and columns. We use a bias of 29,700 constraints built from
the language Γ = {=, �=,�, �, <,>}.

Zebra. Lewis Carroll’s zebra problem has a single solution. The target network
has 25 variables of domain size 5 with 5 cliques of “�=” constraints and 14 addi-
tional constraints given in the description of the problem. We use a bias of 3,250
unary and binary constraints taken from a language with 20 basic arithmetic
and distance constraint.

Graceful Graphs (prob053 in [8]). A labeling f of the n nodes of a graph with
q edges is graceful if f assigns each node a unique label from 0, 1, . . . , q and when

2 www.choco-solver.org.

www.choco-solver.org
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each edge (x, y) is labeled with |f(x)−f(y)|, the edge labels are all different. The
target network has node-variables x1, x2, . . . xn, each with domain {0, 1, . . . , q},
and edge-variables e1, e2, . . . eq, with domain {1, 2, . . . , q}. The constraints are:
xi �= xj for all pairs of nodes, ei �= ej for all pairs of edges, and ek = |xi −
xj | if edge ek joins nodes i and j. The constraints of B were built from the
language Γ = {�=, =, �

z
xy, �

z
xy} where �

z
xy and �

z
xy denote respectively the

distance constraints z = |x − y| and z �= |x − y|. We used three instances that
accept a graceful labeling [11]: GG(K4 × P2), GG(K5 × P2), and GG(K4 × P3),
whose number of variables is 24, 35, and 38 respectively, and bias size is 12,696,
40,460, and 52,022 respectively.

For all our benchmarks, the bias contains all the constraints that can be
generated from the relations in the given language. That is, for a commutative
relation c (resp. non-commutative relation c′) of arity r, the bias contains all
possible constraints cY (resp. c′

Y ), where Y is a subset (resp. an ordered subset)
of X of size r.

6.2 Baseline Version of T-quacq

The purpose of our first experiment is to validate the approach of time-bounded
query generation and to understand the basics of its behavior. We defined a
baseline version of T-quacq, called T-quacq.0, that we compare with QuAcq.
T-quacq, presented in Algorithm 2, is parameterized with time bound, α, τ and
� used by function initialize, and what function adjust does.

Once time bound has been fixed, as said above, to 1 s, there remains to specify
the other parameters and function adjust. In T-quacq.0, to remain as close as
possible to the original QuAcq, we set � to |X| and the function adjust at lines
10 and 15 of Algorithm 2 simply resets � to |X|. The impact of the parameters
α and τ will be discussed later. For this first comparison between T-quacq.0
and QuAcq, we use two CSP instances: sudoku and GG(K5 × P2). They are
good candidates for this analysis because QuAcq can be very time-consuming
to generate queries on them.

Table 1 reports the comparison of QuAcq and our baseline version
T-quacq.0 on the sudoku and GG(K5 × P2) instances. The performance of
T-quacq.0 is averaged over ten runs on each instance. In this first experiment,
we have arbitrarily set α to 0.5. #q denotes the total number of asked queries,
totT denotes the total time of the learning process, #Conv denotes the number
of runs of T-quacq.0 in which it reached convergence, and %Conv denotes the
average of the convergence rate over the ten runs. We estimated the convergence
rate by the formula 100. |CT |−#missingto(CL)

|CT | , where #missingto(CL) is the num-
ber of constraints that have to be added to the learned network CL to make it
equivalent to the target network CT .

From Table 1, we observe that when τ = 5ms, for both instances, T-quacq.0
is able to converge on the target network, as QuAcq (obviously) does. The inter-
esting information is that T-quacq.0 does this in a total cpu time for generating
all queries that is significantly lower than the time needed by QuAcq. QuAcq
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Table 1. T-quacq.0 versus QuAcq (time bound = 1s)

CSP Algorithm (α, τ (in ms)) #q totT (in seconds) #Conv %Conv

Sudoku 9 × 9 QuAcq - 9, 053 2, 810 - 100%

T-quacq.0 (0.5, 0.001) 12 14 0 1%

(0.5, 0.024) 9, 132 37 10 100%

(0.5, 5) 9, 612 62 10 100%

(0.5, 900) 9, 557 41 5 94%

GG(K5 × P2) QuAcq - 4, 898 3, 144 - 100%

T-quacq.0 (0.5, 0.001) 11 62 0 1%

(0.5, 0.024) 7, 495 56 0 93%

(0.5, 5) 5, 610 43 10 100%

(0.5, 900) 1, 888 40 0 41%

needs 46 min to converge on the instance of sudoku and 52 min to converge on
the instance of graceful graphs, whereas T-quacq.0 converges in 1 min or less
on both instances.

Let us focus a bit more on how the two algorithms spend their time. Figure 1
reports the waiting time from one query to another needed by QuAcq and T-

quacq.0 to learn GG(K5 × P2). We selected a fragment of 100 queries near
to the end of the learning process for each algorithm. On the one hand, we
see that T-quacq.0 never exceeds the bound of time bound = 1 s between two
queries, thanks to its Tq-gen time bounded generator. On the other hand, we
observe that in these 100 queries close to convergence, generating a query in
QuAcq is time consuming because it requires solving a hard CSP. There are
three negative queries (that is, queries followed by small queries of FindScope
and FindC) requiring from 20 to 50 s to be generated, and many positive queries
(that is, not followed by small queries) requiring from 20 to 200 s to be generated.

Once the approach has been validated by this first experiment, we tried to
understand the behavior of T-quacq.0 when pushing τ to the limits of the
range 0..time bound. We instantiated τ to a very small value: 0.001 ms, and a
very large value, close to time bound: 900 ms. Results are reported in Table 1.

When τ takes the large value of 900 ms, T-quacq.0 fails to converge (the
convergence rate is 94% in sudoku, and 41% in GG(K5 × P2)). The explanation
is that τ is so close to time bound that if Tq-gen fails to produce a query of size
|X| in 900 ms, there remains only 100 ms to produce a query of size α·|X|. In case
Tq-gen cannot make it, T-quacq.0 returns premature convergence because the
time limit has been reached.

When τ takes its small value 0.001 ms, T-quacq.0 fails to converge (the
convergence rate is 1% on both instances). The explanation in this case is that τ
is so small that the bias is not τ -good. That is, the solver at line 8 of Tq-gen fails
to terminate even for the smallest sub-problems of two variables. Thus, Tq-gen

will spend time looping through lines 8, 13, and 6 until reaching time bound.
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tim
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100 queries near the last

QUACQ T-QUACQ.0

Fig. 1. Time to generate queries on GG(K5 × P2) (T-quacq.0 versus QuAcq).

After having tried these extreme values for τ , let us now use Theorem 1 to
theoretically determine the values of τ that guarantee convergence. (Remember
that α is set to 0.5.) According to Theorem 1, τ must be less than 1/(19440 +
log0.5(2/81)) = 0.05ms on sudoku and less than 1/(40, 460 + log0.5(3/35)) =
0.0247ms on GG(K5 × P2). We launched an experiment with τ = 0.024 ms,
which meets the theoretical bound for both sudoku and GG(K5 × P2). The
results are reported in Table 1. T-quacq.0 converges on sudoku but returns
premature convergence on GG(K5 × P2) with a convergence rate equal to 93%.
On sudoku, the bias is τ -good when τ = 0.024 ms, so the two conditions for
convergence of Theorem 1 are met. On GG(K5 × P2), τ = 0.024 ms is too small
for ensuring τ -goodness because the bias contains ternary constraints. Thus, the
first condition for convergence of Theorem1 is violated and T-quacq.0 fails to
converge.

Our last observation on Table 1 is related to the number of queries. We
consider only the cases where the learning process has converged, that is,
sudoku with (α, τ) = (0.5, 0.024) and (α, τ) = (0.5, 5), and GG(K5 × P2) with
(α, τ) = (0.5, 5). We observe that T-quacq.0 respectively asks 1%, 4%, and 14%
more queries than QuAcq.

To understand why T-quacq.0 asks more queries than QuAcq on GG(K5×
P2), we launched T-quacq.0 with different values of α. (τ is kept fixed to 5 ms.)
Interestingly, we observed that the number of queries varies significantly with
α. For α taking values 0.2, 0.5, and 0.8, T-quacq.0 requires respectively, 6, 654,
5, 610, and 5000 queries to converge. We then measured the size of queries in T-

quacq.0 with these three values of α. Figure 2 reports the size of queries asked
by T-quacq.0 to learn GG(K5 ×P2) with α equal to 0.2, 0.5, and 0.8. We make
a zoom on the 400th to 450th iterations of T-quacq.0. We observe that the
larger α, the greater the size of the query returned by Tq-gen and the smaller
the number of queries. When α is small, this often leads to queries of very small
size. For α = 0.2, all queries have size �α · 35� = 7 (because GG(K5 × P2) has
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Fig. 2. Size of queries generated by Tq-gen on GG(K5 × P2) with τ = 5 ms.

35 variables). For α = 0.5, a few queries have size �α · 35� = 17 but almost all
have size �α2 · 35� = 8. Generating queries of small size can be beneficial at
the beginning of the learning process, when queries are often negative, because
function FindScope will quickly find the right scope of the missing constraint
inside a small subset Y . But at the end of the learning process, when most
queries are positive, a short query leads to very few constraints removed from
B in line 9 of Algorithm 2. Hence, convergence is slow in terms of number of
queries. This is what happened in Table 1 on GG(K5 × P2) with α = 0.5 and
τ = 5ms. These observations led us to propose more flexible ways to adjust the
query size during the learning process.

6.3 Strategies and Settings

Following our first observations on our baseline version T-quacq.0, we expect
that there is room for improvement by making the use of the query size � less
brute-force (reset to |X| after each query generation in T-quacq.0). We propose
here to adjust it in a more smooth way, to let T-quacq concentrate on the size
of query that is the most beneficial at a given point of the learning process.

We propose the following adjust function (see Algorithm 3). Given a query
generated by Tq-gen, if the answer is yes, adjust increases � by a factor α,
and if the answer is no, adjust decreases � by a factor α. The intuition behind
such adaptation of the query size is that when we are in a zone of many no
answers (early learning stage), short negative queries lead to less queries needed
by FindScope to find where the culprit constraint is, whereas in a zone of yes
answers (late learning stage), larger positive queries lead to the removal of more
constraints from B, and thus faster convergence. T-quacq using this version of
the function adjust is called T-quacq.1 in the following.

We expect that the efficiency of T-quacq.1 will depend on the initializa-
tion of the parameters α and τ in function initialize (line 2 of Algorithm 2).
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Algorithm 3. adjust function of T-quacq.1
1 In �, answer, InOut �
2 if answer = yes then
3 � ← min(
 �

α
�, |X|);

4 else
5 � ← �α · �	
6 return �

Concerning the parameter �, we observed that its initial value has negligible
impact as it is used only once at the start of the learning process. We thus set
function initialize to always initialize � to |X|.

Concerning α and τ , to find the most promising values of these parameters,
we made an experiment on graceful graphs. On these problems, our base version
T-quacq.0 performed worse than QuAcq. The results of T-quacq.1 are shown
in sub-figures (a), (b), and (c) of Fig. 3. The x-axis and the y-axis are respectively
labeled by α ranging from 0.1 to 0.9, and log10(τ) in µs (that is, each value
of y corresponds to 10y µs) ranging from 10µs to 1 s. Darker color indicates
higher number of queries. The number in each cell indicates the convergence
rate %Conv.

Let us first analyze the convergence rate of T-quacq.1. We observe the same
results as already seen with our baseline version, that is, premature convergence
when τ is too small (10µs) or very large (1 s), When τ does not take extreme
values, we observe convergence in many cases. The range of values of τ that
lead to frequent convergence (in fact convergence for all values of α except 0.9)
goes from [1ms, 100ms] on the small instance to [10ms, 100ms] on the larger.
Concerning α, we observe that its value does not have any impact on convergence
except the very large value 0.9, which leads T-quacq.1 to return premature
convergence on the harder instances even for values of τ that give convergence
with all other values of α. (See α = 0.9 in sub-figures (b) and (c) of Fig. 3.) This
is explained by the fact that with such a large α, finding the right size � of the
query to generate can require too many tries (when τ is reached) and lead to
exhaust the time bound.

Let us now study the impact of τ and α on the number of queries asked by T-

quacq.1. We restrict our analysis to the cases where T-quacq.1 has converged.
We observe that when T-quacq.1 converges, the larger τ , the lower number of
query (see sub-figures (a), (b), and (c) of Fig. 3). Concerning the impact of α on
the number of queries, we observe that, the greater α (except 0.9 which leads to
premature convergence), the lower the number of queries. The reason is that a
large α leads to a smooth adjustment of the size of the queries, depending on the
computing time allowed by τ and the positive/negative classification of previous
examples. This especially has the effect that T-quacq.1 generates large queries
at the end of the learning process, which lead to faster convergence, as seen with
T-quacq.0. In the following we choose 0.8 as a default value for α.
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(a)GG(K4 × P2) (b) GG(K5 × P2)

(c)GG(K4 × P3)

Fig. 3. Number of queries and convergence rate performed by T-quacq.1 on graceful
graphs. Darker color in color bar indicates higher number of queries, and the number
in each cell of the map indicates the convergence rate. (Color figure online)

To validate the observations made on graceful graphs, and in order to select
the most promising value of τ , we extended our experimentation to Golomb
rulers. Golomb rulers have the nice property that the basic model does not only
contain binary constraints. It also contains ternary and quaternary constraints,
which makes query generation more difficult. We used four instances of Golomb
rulers of size n = 8, 12, 16, and 20. We set α to 0.8, and vary τ from 10µs to 1 s.
We added the value τ = 50ms (that is, log10 (50ms) = 4.7) inside the interval
[10ms, 100ms] as these values were looking the most promising for convergence
in our previous experiment. The results of T-quacq.1 on those problems are
shown in Fig. 4, where the x-axis and the y-axis are respectively labeled by
log10(τ) in μs, and the problem size n.

We first analyze the impact of τ on the convergence rate. The results in
Fig. 4 show us that the larger the problem size, the greater the value of τ for
convergence. We observe that T-quacq.1 converges for no instance at τ = 10µs,
1 instance at 100µs, 2 instances at 1 ms, and 3 instances from 50 ms to 1 s. For
n = 20, convergence is never reached, but τ = 10ms and τ = 50ms give the best
results. If we combine these results with those obtained on graceful graphs, it
leads us to the conclusion that the best value for τ is 50ms. Let us now analyze
the impact of τ on the number of queries when T-quacq.1 converges. We observe
that for all the instances, the number of queries required for convergence is almost
the same regardless of the value of τ . In the following we set τ to 50ms.
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Fig. 4. Number of queries and convergence rate performed by T-quacq.1 on Golomb
rulers.

Table 2. T-quacq.1 versus QuAcq, α = 0.8, τ = 50ms

Benchmark
(|X|, |D|, |C|)

Algorithm totT (in seconds) MT (q)(in seconds) #q

Zebra (25, 5, 64) QuAcq 1.29 0.13 706

T-quacq.1 1.34 0.11 547

rand-50-10-12 (50, 10,
12)

QuAcq 204 5.01 253

T-quacq.1 13 0.36 325

rand-50-10-122 (50, 10,
122)

QuAcq 88 1.68 1, 217

T-quacq.1 21 0.22 1, 222

GG(K4 × P2) (24, 16,
164)

QuAcq 976 13 1, 989

T-quacq.1 47 0.39 1, 273

GG(K5 × P2) (35, 25,
370)

QuAcq 3, 144 512 4, 898

T-quacq.1 110 0.65 2, 317

GG(K4 × P3) (38, 26,
417)

QuAcq 7, 206 367 5, 796

T-quacq.1 150 0.89 2, 883

Sudoku 9 × 9 (81, 9,
810)

QuAcq 2, 810 1, 355 9, 053

T-quacq.1 69 0.33 6, 873

Latin-Square (100, 10,
900)

QuAcq 7, 200 1, 234 12, 204

T-quacq.1 120 0.56 7, 711

Golomb-ruler-12 (12,
110, 2, 270)

QuAcq 11, 972 2, 808 2, 445

T-quacq.1 1, 184 0.94 916
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We finally validate this optimized version of T-quacq.1 on other benchmark
problems. Table 2 reports the results of QuAcq and of T-quacq.1 with the
parameters α = 0.8 and τ = 50ms. totT is the total time of the learning process,
MT (q) the maximum waiting time between two queries, and #q the total number
of asked queries.

The first important observation is that T-quacq.1 has converged for all
instances presented in Table 2. Second, what we saw with the baseline version
T-quacq.0 remains true with T-quacq.1: Time to generate queries is short,
almost always orders of magnitude shorter than with QuAcq. Finally, the good
surprise comes from the number of queries. Compared to T-quacq.0, the number
of queries in T-quacq.1 drops significantly thanks to the smooth adjustment
of the size of the queries. The number of queries in T-quacq.1 is even smaller
than the number of queries in QuAcq on all but two instances, despite QuAcq

is free to use as much time as it needs to generate a query.

7 Conclusion

We have proposed Tq-gen, a query generator that is able to generate a query
in a bounded amount of time, and then to satisfy users tolerable waiting time.
Tq-gen is able to adjust the size of the query to generate so that the query
can be generated within the time bound. We have also described T-quacq, a
QuAcq-like algorithm that uses Tq-gen to generate queries. Our theoretical
analysis shows that the bounded waiting time between queries is at the risk of
reaching a premature convergence. We have then proposed strategies to better
adapt query size. Our experiments have shown that T-quacq combined with a
good strategy dramatically improves QuAcq in terms of time needed to generate
queries and also in number of queries, while still reaching convergence.
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Abstract. Dashed strings have been recently proposed in Constraint
Programming to represent the domain of string variables when solving
combinatorial problems over strings. This approach showed promising
performance on some classes of string problems, involving constraints like
string equality and concatenation. However, there are a number of string
constraints for which no propagator has yet been defined. In this paper,
we show how to propagate lexicographic ordering (lex), find and replace
with dashed strings. All of these are fundamental string operations: lex is
the natural total order over strings, while find and replace are frequently
used in string manipulation. We show that these propagators, that we
implemented in G-Strings solver, allows us to be competitive with state-
of-the-art approaches.

1 Introduction

Constraint solving over strings is an important field, given the ubiquity of strings
in different domains such as, e.g., software verification and testing [7,8], model
checking [11], and web security [6,21].

Various approaches to string constraint solving have been proposed, falling
in three rough families: automata-based [13,15,20], word-equation based [5,16]
and unfolding-based (using either bit-vector solvers [14,17] or constraint pro-
gramming (CP) [18]). Automaton and word-equation approaches allow reasoning
about unbounded strings, but are limited to constraints supported by the corre-
sponding calculus – they have particular problems combining string and integer
constraints. These approaches both have scalability problems: from automata
growth in the first case, and disjunctive case-splitting in the second. Unfolding
approaches first select a length bound k, then substitute each string variable
with a fixed-width vector (either by compiling down to integer/bit-vector con-
straints [2,14,17] or using dedicated propagators [18]). This adds flexibility but
sacrifices high-level relationships between strings, and can become very expensive
when the length bound is large – even if generated solutions are very short.

A recent CP approach [3,4] introduced the dashed-string representation for
string variables, together with efficient propagators for dashed-string equality
and related constraints (concatenation, reversal, substring). However, numer-
ous other string operations arise in programs and constraint systems involving
c© Springer International Publishing AG, part of Springer Nature 2018
W.-J. van Hoeve (Ed.): CPAIOR 2018, LNCS 10848, pp. 18–34, 2018.
https://doi.org/10.1007/978-3-319-93031-2_2
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strings. In this paper, we focus on two: lexicographic ordering and find. Lexi-
cographic ordering is the most common total ordering over strings, and is fre-
quently used to break variable symmetries in combinatorial problems. Find (or
indexOf ) identifies the first occurrence of one query string in another. It appears
frequently in problems arising from verification or symbolic execution, and is a
convenient building-block for expressing other constraints (e.g., replacement and
non-occurrence).

The original contributions of this paper are: (i) new algorithms for propagat-
ing lexicographic order, find and replace with dashed strings; (ii) the implemen-
tation of these algorithms in the G-Strings solver, and a performance evaluation
against the state-of-the-art string solvers CVC4 [16] and Z3str3 [5]. Empirical
results show that our approach is highly competitive – it often outperforms these
solvers in terms of solving time and solution quality.

Paper Structure. In Sect. 2 we give background notions about dashed strings.
In Sect. 3 we show how we propagate lexicographic ordering. Section 4 explains
find and replace propagators. In Sect. 5 we validate our approach with different
experimental evaluations, before concluding in Sect. 6.

2 Preliminaries

Let us fix an alphabet Σ, a maximum string length � ∈ N, and the universe
S =

⋃�
i=0 Σi. A dashed string of length k is defined by a concatenation of

0 < k ≤ � blocks Sl1,u1
1 Sl2,u2

2 · · · Slk,uk

k , where Si ⊆ Σ and 0 ≤ li ≤ ui ≤ � for
i = 1, . . . , k, and Σk

i=1li ≤ �. For each block Sli,ui

i , we call Si the base and (li, ui)
the cardinality. For brevity we will sometimes write a block {a}l,u as al,u, and
{a}l,l as al. The i-th block of a dashed string X is denoted by X[i], and |X| is
the number of blocks of X. We do not distinguish blocks from dashed strings
of unary length and we consider only normalised dashed strings, where the null
element ∅0,0 occurs at most once and adjacent blocks have distinct bases. For
each pair C = (l, u), we define lb(C) = l and ub(C) = u. We indicate with < the
total order over characters of Σ, and with ≺ the lexicographic order over Σ∗.

Let γ(Sl,u) = {x ∈ S∗ | l ≤ |x| ≤ u} be the language denoted by block Sl,u.
We extend γ to dashed strings: γ(Sl1,u1

1 · · · Slk,uk

k ) = (γ(Sl1,u1
1 ) · · · γ(Slk,uk

k ))∩ S

(intersection with S excludes the strings with length greater than �). A dashed
string X is known if it denotes a single string: |γ(X)| = 1. A block of the form
S0,u is called nullable, i.e. ε ∈ γ(S0,u). There is no upper bound on the number
of blocks in a dashed string since an arbitrary number of nullable blocks may
occur. The size ‖Sl,u‖ of a block is the number of concrete strings it denotes,
i.e., ‖Sl,u‖ = |γ(Sl,u)|. The size of dashed string X = Sl1,u1

1 Sl2,u2
2 · · · Slk,uk

k is
instead an overestimate of |γ(X)|, given by ‖X‖ = Πk

i=1‖Sli,ui

i ‖.
Given two dashed strings X and Y we define the relation X 	 Y ⇐⇒

γ(X) ⊆ γ(Y ). Intuitively, 	 models the relation “is more precise than” between
dashed strings. Unfortunately, the set of dashed strings does not form a lattice
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according to 	. This implies that some workarounds have to be used to determine
a reasonable lower/upper bound of two dashed strings according to 	.

Intuitively, we can imagine each block Sli,ui

i of X = Sl1,u1
1 Sl2,u2

2 · · · Slk,uk

k as
a continuous segment of length li followed by a dashed segment of length ui − li.
The continuous segment indicates that exactly li characters of Si must occur
in each concrete string of γ(X); the dashed segment indicates that n characters
of Si, with 0 ≤ n ≤ ui − li, may occur. Consider, for example, dashed string
X = {B,b}1,1{o}2,4{m}1,1{!}0,3 illustrated in Fig. 1.

B, b o o o o m ! ! !

Fig. 1. Representation of X = {B,b}1,1{o}2,4{m}1,1{!}0,3. Each string of γ(X) starts
with B or b, followed by 2 to 4 os, one m, then 0 to 3 !s.

Given a dashed string X, we shall refer to offset positions (i, o), where i
refers to block X[i] and o is its offset, indicating how many characters from the
beginning of X[i] we are considering. Note that, while positions are 1-based,
offset are 0-based to better represent the beginning (or dually the end) of a
block. Positive offsets denote positions relative to the beginning of X[i], and
negative offsets are relative to the end of X[i]. For example, position (2, 3) of
X = a1,2b0,4c3 refers to 3 characters after the beginning of second block b0,4;
this position can be equivalently expressed as (2,−1).

The index into a string w ∈ Σ∗ indicates a character position in range
1 . . . |w|, assuming that character positions are 1-based. For example, the index
of the first occurrence of “abc” in “dfababcdeabc” is 5.

Converting between indices and positions is relatively straightforward (see
the pseudo-code below), though this conversion might lose precision when deal-
ing with blocks Sl,u having non-fixed cardinality, i.e., having l < u. Indeed, we
may have pos-to-min-ind(X, ind-to-min-pos(X, i)) < i. Consider for exam-
ple X = a0,1b0,2 and i = 3: we have ind-to-min-pos(X, i) = (2, 1) and
pos-to-min-ind(2, 1) = 2.
function ind-to-min-pos(X = Sl1,u1

1 · . . . · Sln,un
n , idx)

i ← 1
o ← idx − 1
while i ≤ n ∧ o ≥ ui do

(i, o) ← (i + 1, o − ui)
end while
return (i, o)

end function
function pos-to-min-ind(X, (i, o))

return 1 + o +
∑i−1

j=1 lj
end function
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2.1 Sweep Algorithm

Equating dashed strings X and Y requires determining two dashed strings X ′

and Y ′ such that: (i) X ′ 	 X,Y ′ 	 Y ; and (ii) γ(X ′) ∩ γ(Y ′) = γ(X) ∩ γ(Y ).
Informally, we can see this problem as a semantic unification where we want
to find a refinement of X and Y including all the strings of γ(X) ∩ γ(Y ) and
removing the most values not belonging to γ(X) ∩ γ(Y ) (note that there may
not exist a greatest lower bound for X,Y according to 	).

In [3] the authors propose Sweep, an algorithm for equating dashed strings.
Sweep works analogously to the sweep algorithm for timetable reasoning of
cumulative [1]: to equate X and Y , for each block X[i], we wish to find the
earliest and latest positions in Y where X[i] could be matched. Once these
positions are computed, they are used to refine the block: roughly, X[i] may
only contain content between its earliest start and latest end, and any content
between the latest start and earliest end must be included in X[i]. This process
is repeated symmetrically to refine each block Y [j].

2.2 G-Strings Solver

The Sweep algorithm is implemented in G-Strings,1 an extension of Gecode
solver [12]. It implements the domain of every string variable X with a dashed
string dom(X), and defines a propagator for each string constraint. Propagators
take advantage of Sweep for refining the representations of the involved vari-
ables. For example, string equality X = Y is simply propagated by equating
dom(X) and dom(Y ) with Sweep; the propagator for Z = X · Y is imple-
mented by equating dom(Z) and dom(X) · dom(Y ), where dom(X) · dom(Y ) is
the concatenation of the blocks of dom(X) and dom(Y ), taking care of properly
projecting the narrowing of dom(X) · dom(Y ) to dom(X) and dom(Y ).

G-Strings implements constraints like string (dis-)equality, (half-)reified
equality, (iterated) concatenation, string domain, length, reverse, substring selec-
tion. Since propagation is in general not complete, G-Strings also defines strate-
gies for branching on variables (e.g., the one with smallest domain size or having
the domain with the minimum number of blocks) and domain values (by heuris-
tically selecting first a block, and then a character of its base).

3 Lexicographic Ordering

The constraint lex�(X,Y ) enforces a lexicographic ordering between X and
Y . Propagating lex on an unfolded sequence is largely straightforward: roughly
speaking, we walk pointwise along X and Y to find the first possible differ-
ence, and impose the ordering on that element. An extension of this procedure
which enforces domain consistency is given in [10]. Unfortunately, dashed strings
represent sequences where we do not know the exact cardinality of each block.

1 G-Strings is publicly available at https://bitbucket.org/robama/g-strings.

https://bitbucket.org/robama/g-strings
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X min�(D(X)) max�(D(X))
c0,10 · a0,10 · d0,10 c0a0d0 c0a0d10

c0,10 · a1,10 · d0,10 c0a1d0 c10a1d10

c0,10 · a1,10 · d1,10 c0a10d1 c10a1d10

a1,10 · c0,10 · d1,10 a10c10d1 a1a0d10

c1,10 · d0,10 · a1,10 c1d0a1 c1d10a10

a0,10 · d0,10 · a1,10 · d0,10 a0d0a1d0 a0d10a1d10

a0,10 · d0,10 · a1,10 · d1,10 a10d0a10d1 a0d10a1d10

a0,10d0,10a1,10e1,10

min. succ [ a+ a+ e− $ ]
lex. min. [ a10 d0 a10 e1 ]
max. succ [ d− a+ e− $ ]
lex. max. [ a0 d10 a1 e10 ]

)b()a(

Fig. 2. (a) Lexicographic bounds for several dashed strings. (b) Least and greatest suc-
cessors for each block of a0,10 · d0,10 · a1,10 · e1,10. The notation d+ (resp. d−) indicates
the least/greatest successor of the block begins with a finite sequence of d ’s, followed
by some character x > d (resp. x < d).

3.1 Lexicographic Bounds on Dashed Strings

Propagation of lex�(X,Y ) essentially reduces to propagating two unary con-
straints: X � max�(D(Y )), and min�(D(X)) � Y . However, the behaviour of
max and min under � is perhaps counterintuitive. In the lexicographic minimum
(resp. maximum), each block Sl,u takes its least (greatest) character, and either
its minimum cardinality l or its maximum cardinality u: but which cardinality
is chosen depends on the following blocks, i.e., the suffix of the string.

Consider the string an ·b ·X, for some characters a, b ∈ Σ and string X ∈ Σ∗.
If a < b, increasing the number n of a’s produces a smaller string under �. If
instead a > b, adding successive a’s can only result in bigger strings under �. If
a = b, then we must recursively consider the prefix of X.

But we do not need to perform this recursion explicitly. All we need to know
is (i) the first character of the suffix, and (ii) whether the sequence increases or
decreases afterwards. In essence, we need to know whether the suffix is above
or below the infinite sequence a∞. We use the notation a+ to denote a value
infinitesimally greater than a∞, but smaller than the successor succ≤(a) of a
in Σ under ≤; similarly, a− denotes a value infinitesimally smaller than a but
greater than (pred≤(a))∞, where pred≤(a) is the predecessor of a in Σ under ≤.

Example 1. Figure 2(a) shows the behaviour of the lexicographic min- and max-
for several dashed strings. The last two instances highlight a critical point: if the
minimum value of the base of a block matches the minimum immediate successor,
we must consult the character appearing after the contiguous run. Figure 2(b)
illustrates the computation of least and greatest successors for a dashed string.

The computation processes the blocks in reverse order, updating the current
suffix for each block. The suffix is initially $, a special terminal character such
that $ ≺ x for each x ∈ Σ∗. The final block is non-empty, so the suffix is updated;
and is greater than the current suffix, so becomes e−. The next block is again
non-empty, and below the current suffix, so it is updated to a+. The next block is
nullable, and its value d is greater than the current suffix. So, for computing the
lex-min we omit this block, carrying the suffix backwards. We then reach a0,10
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Table 1. Calling lex-step({d, e}0,1, a, Ymax, (1, 0)).

Call Result X ′

lex-step({d, e}0,1, a, Ymax, (1, 0)) EQ((1, 0)) ε

lex-step({f, g}0,4, d, Ymax, (1, 0)) EQ((1, 0)) ε

lex-step({d, e, f}2,4, a, Ymax, (1, 0)) EQ((1, 2)) {d}2,2

lex-step({a, b, c}0,3, a, Ymax, (1, 2)) LT {d}2,2{a, b, c}0,3{f, g}1,4

with a successor of a+. This gives us successors [a+, a+, e−, $]. We can then
compute the lex-minimising value for each block by looking at its successor:
the first block a0,10 has successor a+. As a < a+, the block takes maximum
cardinality a10. The next block d0,10 again has successor a+. But this time, since
d > a+, the block takes its minimum cardinality 0. This process is repeated for
each block to obtain the lexicographically minimum string. The pseudo-code for
computing the minimum successor and the lex-min value is shown in Fig. 3. ��

function min-succ(X = Sl1,u1
1 · . . . Sln,un

n )
Msucc ← ∅
suff ← $
for i ∈ n . . . 1 do

Msucc[i] ← suff
c ← min(Si)
if c < suff then

suff ← c+

else if li > 0 then
suff ← c−

end if
end for
return Msucc

end function

function lex-min(Sl,u, csucc)
c ← min(S)
if c < csucc then

return cu

else
return cl

end if
end function

Fig. 3. Computing the minimum successor for each block of X, and the lex-min value
for block Sl,u given the computed successor.

The lex propagation for X � max�(D(Y )) is implemented by lex-X
shown in Fig. 4. Essentially it walks across the blocks of X, by comparing
them with max�(D(Y )). If it finds that the block must violate lex, then it
returns UNSAT. If the block may be strictly less than max�(D(Y )) we termi-
nate, the constraint can be satisfied. If the lower bound of the block equates to
max�(D(Y )) we force it to take its lower bound value, and continue processing
the next block.

The strict parameter of lex-X is a Boolean flag which is true if and only if we
are propagating the strict ordering ≺. The propagation of ≺ is exactly the same of
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function lex-X(X, Y, strict)
Let X = X1 · . . . · Xn.
Xsucc := min-succ(X)
Ymax ← max�(Y )
pos ← 〈1, 0〉
X ′ ← [ ]
for j ∈ 1 . . . n do

match lex-step(Xj , Xsucc[j], Ymax, pos) with
case UNSAT ⇒

return UNSAT
case LT ⇒

X ′ ← X ′ · Xj · . . . · Xn

break
case EQ(pos′) ⇒

X ′ ← X ′ · lex-min(Xj , Xsucc[j])
pos ← pos′

end
end for
if strict ∧ j = n then

return UNSAT
end if
post(X ← X ′)
return SAT

end function

Fig. 4. Algorithm for propagating X � max�(D(Y )).

�, with the only difference that if dashed string X is completely consumed after
the loop then we raise a failure (this means that min�(D(X)) ≥ max�(D(Y ))).

Example 2. Let X be {d, e}0,1{f, g}0,4{d, e, f}2,4{a, b, c}0,3{f, g}1,4 and Y =
{a, b}0,3{c, d}0,3{a}1,3{d, e}1,3. For propagating X � Y , we first compute Xsucc

as [a, d, a, f, $]. Then, Ymax = max�(D(Y )) = dddaeee = {d}3,3{a}1,1{e}3,3.
The calls to lex-step, its returning values, and the progression of values for X ′

are shown in Table 1 (as a result of the propagation, X is replaced by X ′).

4 Find and Replace

Find and replace are important and widely used string operations, since much
string manipulation is achieved using them. Formally, find(Q,X) returns the
start index of the first occurrence of Q in X, or 0 if Q does not occur (assuming
1-based indexing). Similarly, replace(Q,R,X) returns X with the first occur-
rence of Q replaced by R (returning X if Q does not occur in X).

find is surprisingly difficult to express as a decomposition. An attempt might
start with encoding the occurrence as ∃a, b. X = a · Q · b ∧ |a| = idx − 1. This
ensures that Q occurs at index idx. However, it omits two important aspects:
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function lex-step(Xj = Sl,u, succ, Y, 〈i, o〉)
Let Y = {aα1

1 · . . . · aαm
m }. � Greatest word in the domain of variable Y

cS ← min(S)
if succ > cS then � Better than our best successor, so saturate

cap ← u
else � Use only what we must.

cap ← l
end if
while cap > 0 do

if i > m then � No more Y to match.
return UNSAT

end if
cY ← ai

cardY ← αi − o
if cap > 0 ∧ cS > cY then � Greater than the next character in Y

return UNSAT
else if cap > 0 ∧ cS < cY then

return LT � Globally satisfied
else

if cardY ≤ cap then
cap ← cap − cardY

(i, o) ← (i + 1, 0)
else

return EQ(〈i, o + cap〉) � Bounds coincide so far.
end if

end if
end while
return EQ(〈i, o〉)

end function

Fig. 5. Processing a single block Xj of the left operand of lex≤.

(i) find(Q,X) identifies the first (rather than any) occurrence of Q; (ii) Q can
be absent from X. Both problems arise from the same cause: the difficulty of
encoding non-occurrence. To do so, we would essentially need to add a disequality
constraint between Q and every |Q|-length substring of X (this problem will
recur when we discuss encodings for unfolding-based solvers in Sect. 4.3). Thus,
developing a specialised propagator for find appears prudent. As we shall see
in Sect. 4.2, it also serves as useful primitive for implementing other constraints.

4.1 Find

The constraint I = find(X,Y ) returns the index I of the character in Y where
the string X appears first, or 0 if X is not a substring of Y . Note the use of
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function prop-find-min(I, [X1, . . . , Xn], [Y1, . . . , Ym])
start ←ind-to-min-pos([Y1, . . . , Ym],min(D(I) − {0}))
nochanges ← true
repeat

for i ∈ {1, . . . , n} do � Scanning forwards
if ¬ nochanges then

start ← est(Xi)
end if
start, end ← push+(Xi, Y, start)
est(Xi) ← start
start ← end

end for
if end > (m,+ub(Ym)) then

D(I) ← D(I) ∩ {0} � Prefix cannot fit
return D(I) �= ∅

end if
for i ∈ {n, n − 1, . . . , 1} do � Scanning backwards

end ← stretch−(Xi, Y, end)
if end > est(Xi) then

est(Xi) ← end
nochanges ← false

end if
end for
start ← end

until nochanges
D(I) ← D(I) ∩ ({0} ∪ {pos-to-min-ind([Y1, . . . , Ym], end).. + ∞})
return D(I) �= ∅

end function

Fig. 6. Algorithm for propagating the earliest possible start position I of string X in
the string Y .

1-based indexing, which is standard in maths (and mathematical programming
systems), but not so standard in computer science.2

The propagator for I = find(X,Y ) is implemented using the push and
stretch algorithms used by the G-Strings solver to implement equality of
dashed strings. push+(B, Y, (i, o)) attempts to find the earliest possible match
of B after o characters into Y [i] (the ith block of Y ), while stretch+(B, Y, (i, o))
finds the latest position B could finish, assuming B begins at most o characters
into Y [i]. There are analogous versions push− and stretch− which work back-
wards across the blocks.

The algorithm works by first converting the minimal index of the current
domain of I into a earliest possible starting position in X. This is achieved by
consuming characters from the upper bound of length of X blocks. We then use

2 We use this indexing to comply with MiniZinc indexing [2]. However, translating
between this and the corresponding 0-indexed operations (e.g., the Java indexOf
method or the C++ find method) is trivial.
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push to find the earliest position in Y where Xi can occur, for each block Xi

in turn, recording this in est(Xi). If the earliest end position for this process is
after the end of Y we know that no match is possible, we update the domain of
I, and return false if it becomes empty.

The push procedure may have introduced gaps between blocks. Hence we
stretch backwards to pull blocks forward to their actual earliest start position
assuming all later blocks are matched. This may update the earliest start posi-
tions for each block Yi. If we found any earliest start positions changed during
the stretch operation, we repeat the whole push/stretch loop until there
are no changes. At the end of this, end holds the earliest match position for X
in Y . We convert end to an index and update the domain of I to reflect this.

Example 3. Consider the constraint I = find(X,Y ) where X = {a}1,1{b}2,2 and
Y = {b, c}0,12{a}3,3{d}1,2{b, c}2,4{a}5,5{b}3,3{a, c}0,8, and D(I) = {0 . . . 38}.
The starting position start from index 1 is (1, 0). We begin by pushing the
block {a}1,1 to position (2, 0), we then push the block {b}2,2 to position (4, 0).
Starting from end = (4, 2) we stretch the block {b}2,2 to position (4, 0), but
stretching {a}1,1 we simply return end = (4, 0) because the previous block is
incompatible. We repeat the main loop by pushing the block {a}1,1 starting from
(4, 0) to position (5, 0), and push the block {b}2,2 to position (6, 0). Starting from
end = (6, 2) we stretch the block {b}2,2 to position (6, 0), and stretching
{a}1,1 to (5, 4). We repeat the main loop this time finding no change. The earliest
index for the match is hence pos-to-min-ind(Y, (5, 4)) = 0+3+1+2+5 = 11.
We thus set the domain of I to {0} ∪ {11 . . . 35}. ��

The algorithm for propagating the upper bound on the index value is similar.
It uses push− to find the latest start position for each block, then stretch+

to improve these. This process continues until fixpoint. Finally the index of the
latest start position of first block X1 is used to update D(I).

If we have determined 0 /∈ D(I), from either a definite match or propagation
on I, we know there is some occurrence of X in Y . In this case, we know that
Y = Σ lb(I)−1,ub(I)−1XΣ∗, and we propagate between X and Y accordingly.

We check for definite matches only if the string X is completely fixed. We
build the fixed components of Y by replacing blocks Sl,u having non-singleton
character sets (|S| > 1) by special character $ �∈ Σ, and singleton character
blocks where S = {a} by a string al$al, unless l = u in which case we use al.
We do this because if a block is singleton character but has unfixed cardinality
(e.g., a3,6), then the block may participate in matches to either side, but cannot
form matches across the block since its cardinality is not fixed. Thus it splits the
component string, contributing its lower bound to either side (e.g. a3$a3). We
then do a substring search for X in this string. If there is a match we convert
the resulting index of this string match into a position in Y , and then compute
the latest possible index in Y corresponding to this position. We propagate this
as an upper bound of I, and remove 0 from the domain of I.

Example 4. Consider the constraint I = find(X,Y ) where X = {a}1,1{b}2,2

and Y = {b, c}0,12{a}3,4{d}1,2{b, c}2,4{a}5,5{b}2,3{a, c}0,8. X is fixed to string
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“abb”, so we create the fixed components of Y as “$aaa$aaad$d$aaaaabb$bb$”
and search for X in this string. We find a match at the 17th character, which
corresponds to Y position (5, 4). The last possible index for this position is
27 = 12 + 4 + 2 + 4 + 5. We update the domain of I to {1 . . . 27}. ��

4.2 Replace

The constraint Y2 = replace(X1,X2, Y1) requires that Y2 is the string resulting
from replacing the first occurrence of X1 in Y1 by X2. If X1 does not occur in
Y1, then Y2 = Y1. We encode this constraint by using concatenation and find
as follows:

∃n,A1, A2.

⎛

⎜
⎜
⎜
⎜
⎝

n = find(X1, Y1)
∧ |A1| = max(0, n − 1)
∧ Y1 = A1 · X

(n>0)
1 · A2

∧ Y2 = A1 · X
(n>0)
2 · A2

∧ find(X1, A1) = (|X1| = 0)

⎞

⎟
⎟
⎟
⎟
⎠

The encoding ensures that Y2 is Y1 with some part Z1 ∈ {X1, ε} replaced by
Z2 ∈ {X2, ε}. Index n encodes the position where we find X1 in Y1. If it does
not occur we force Z1 = Z2 = ε which makes Y1 = Y2 = A1 · A2. If it does
occur we force X1 = Z1 and X2 = Z2, and the length of A1 to be n − 1. The
last constraint is redundant: it ensures X1 appears in A1 if and only if X1 = ε.
It is included to strengthen propagation (due to the loss of information when
converting between indices and positions).

The find constraint allows us to encode other sub-string like constraints,
e.g., startsWith(Q,X) ⇐⇒ (find(X,Q) = 1) and contains(Q,X) ⇐⇒
(find(X,Q) > 0). Note that because find is functional, these decompositions
can be used in any context (e.g., in negated form).

4.3 Encoding find and replace in Unfolding-Based Solvers

As discussed in Sect. 4.1, expressing the non-existence of target strings poses
difficulties. In unfolding-based solvers (e.g., Gecode+S, or bit-vector solvers),
this manifests in an encoding of find(Q,R) which is of size ub(|Q|) × ub(|R|):
essentially, we compute the set I of all the indices where Q and R align, then
we return min(I) if I �= ∅, otherwise we return 0:

findAt(Q,R, i) =

{
1 if ∀j = 1, . . . , |Q| : Q[j] = R[i + j − 1]
0 otherwise

find(Q,R) =

{
min(I) if I �= ∅
0 otherwise

where I = {i ∈ {1, . . . , |R|} | findAt(Q,R, i) = 1}.
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5 Experimental Evaluation

We have extended the G-Strings solver with the proposed filtering algorithms.
We evaluated the propagators on three classes of problems and compared the
performance of G-Strings against CVC4 [16] and Z3str3 [5], two state-of-the-
art SMT solvers supporting the theory of strings.3

First, we consider the pisa suite, consisting of instances arising from web-
application analysis. However the pisa instances are rather small and, being
heavily used SMT benchmarks, CVC4 and Z3str3 are well tuned for these;
they are included here largely as a sanity check. We then evaluate scalability
with two sets of constructed combinatorial instances.

PISA. The pisa benchmark suite, described in [22], consists of a number of prob-
lems derived from web-application analysis. It contains find-related constraints
like indexOf, lastIndexOf, replace, contains, startsWith, endsWith.
We compare CVC4 and Z3str3 and G-Strings using different maximum string
lengths � ∈ {500, 1000, 5000, 10000}; results are given in Table 2.

Table 2. Comparison of solvers in the pisa instances. Times are given in seconds.
Satisfiable problems are marked � while unsatisfiable are marked ×.

Instance sat Z3str3 CVC4 G-Strings
500 1000 5000 10000

pisa-000 � 0.02 0.12 0.00 0.00 0.00 0.00
pisa-001 � 0.04 0.00 0.00 0.00 0.00 0.00
pisa-002 � 0.02 0.01 0.00 0.00 0.00 0.00
pisa-003 × 0.01 0.00 0.00 0.00 0.00 0.00
pisa-004 × 0.01 0.56 0.05 0.11 0.55 1.07
pisa-005 � 0.02 0.03 0.00 0.00 0.00 0.00
pisa-006 × 0.01 0.58 0.06 0.11 0.56 1.1
pisa-007 × 0.01 0.68 0.05 0.11 0.54 1.09
pisa-008 � 0.03 0.01 1.44 1.44 1.45 1.44
pisa-009 � 2.68 0.00 0.00 0.00 0.00 0.00
pisa-010 � 0.01 0.00 0.00 0.00 0.00 0.00
pisa-011 � 0.01 0.00 0.00 0.00 0.00 0.00
Total (sat) 2.83 0.17 1.44 1.44 1.45 1.44
Total (unsat) 0.04 1.82 0.16 0.33 1.65 3.26
Total 2.87 1.99 1.60 1.77 3.10 4.70

3 We used Ubuntu 15.10 machines with 16GB of RAM and 2.60 GHz IntelR© i7 CPU.
Experiments available at: https://bitbucket.org/robama/exp_cpaior_2018.

https://bitbucket.org/robama/exp_cpaior_2018
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Table 3. Comparative results on the partial de Bruijn sequence problems.

Solver opt sat unk ttf Time score borda iborda

CVC4 0 20 0 14.2 600.0 10.0 9.6 11.5
Z3str3 0 6 14 484.2 600.0 1.5 0.0 0.0
G-Strings 6 20 0 0.0 446.0 15.0 22.4 20.5

Table 4. Comparative results on the substring selection problems.

Solver opt sat unk ttf Time score borda iborda

Z3str3 2 9 11 358.5 546.5 5.0 3.6 8.0
CVC4 2 18 2 60.1 564.4 8.0 4.6 9.0
G-Strings | · | ≤ | · | 15 20 0 0.1 189.8 18.4 31.3 31.0
G-Strings � 18 20 0 0.05 80.5 19.5 42.5 34.0

Unsurprisingly, the current versions of CVC4 and Z3str3 solve the pisa
instances near instantly. For G-Strings, performance on satisfiable instances is
very efficient, and independent of maximum string length. Results on the unsatis-
fiable instances highlight the importance of search strategy. Using a naive input-
order search strategy, several of these time out because the search branches first
on variables irrelevant to the infeasibility; but by specifying the first decision vari-
able, these instances terminate quickly. This suggests integrating dashed strings
into a learning solver may be worthwhile, as the limitation is in the enumeration
procedure, rather than the propagators themselves. It appears the unsatisfiable
instances scale linearly with maximum string length for G-Strings.

Partial de Bruijn Sequences. The de Bruijn sequence B(k, n) (see, e.g., [9]) is a
cyclic sequence containing exactly one occurrence of each string of length n in
an alphabet of size k. We consider instead the following variant: given a set S
of fixed strings in the ASCII alphabet, what is the shortest string X containing
at least one occurrence of each string in S:4

minimize
X

|X|
subject to contains(X, s), s ∈ S.

We generated sets of n random strings having total length l, for n ∈ {5, 10, 15, 20}
and l ∈ {100, 250, 500, 750, 1000} (one instance per pair of parameters). Results
are given for G-Strings, CVC4 and Z3str3. We also attempted an unfolding
approach, using a MiniZinc implementation [2] of the decomposition of Sect. 4.3
to compile down to integer constraints; however the conversion failed due to
memory exhaustion even for l = 100. The maximum string length for G-Strings
was set to l, being an upper bound on the minimum sequence length.
4 This model considers only non-cyclic sequences. For cyclic sequences, we need only

to replace each occurrence of find(X, s) with find(concat(X, X), s).
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The results are shown in Table 3. It shows for each solver the number of
problems where an optimal solution is proven (opt), the number where a solution
was found (sat), and the number where no solution was found (unk). It then
gives the average time to first solution (ttf), and solve time (where 600 s is the
timeout). The last three columns are comparative scores across the solvers: score
gives 0 for finding no solution, 0.25 for finding the worst known solution, 0.75
for finding the best known solution, a linear scale value in (0.25, 0.75) for finding
other solutions, and 1 for proving the optimal solution. borda is the MiniZinc
Challenge score [19], which gives a Borda score where each pair of solvers is
compared on each instance, the better solver gets 1, the weaker 0, and if they
are tied the point is split inversely proportional to their solving time. iborda uses
a similar border score but the comparison is just on the objective value (proving
optimality is not considered better than finding the optimal solution – this is
actually the incomplete score of MiniZinc challenge, devised to evaluate local
search solvers).

Clearly the G-Strings solver significantly outperforms the other two solvers.
It instantly finds a solution to all problems, and is the only solver capable of
proving optimality. For these benchmarks Z3str3 is dominated by the other two
solvers (see the 0 score for Borda-based metrics).
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Fig. 7. Cumulative score for partial de Bruijn sequence problem.

Substring Selection. To test a typical application of lex, we generated instances
of a substring selection problem: given a set S of n strings, find the k-longest
distinct substrings appearing in at least m original strings. lex is used to break
symmetries among selected substrings.
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maximize
x1,...,xk

|x1| + . . . + |xk|

subject to
∑

s∈S

contains(s, xi) ≥ m, i ∈ 1, . . . , k

xi−1 � xi, i ∈ 2, . . . , k
|xi−1| > 0 → xi−1 ≺ xi, i ∈ 2, . . . , k.

As for the partial de Bruijn problem, we selected a set S of n random strings, with
n ∈ {5, 10, 15, 20}, and we tuned the total length l ∈ {100, 250, 500, 750, 1000}.
We then fixed k = |S|

2 , and selected uniformly in m ∈
[

|S|
2 , |S| − 1

]
. We give

results for G-Strings, CVC4 and Z3str3; for unfolding approaches, the con-
version again failed due to memory exhaustion.

As the SMT string theory lacks terms for lexicographic ordering, we replace
the lex symmetry breaking using � (the last two lines of the model) by
length symmetry breaking using |xi−1| ≤ |xi|. We used pair-wise inequalities∧

1≤i<j≤k xi �= xj to have distinct strings. For G-Strings, we report perfor-
mance with symmetry breaking either using lex, or just on string lengths.

The results shown in Table 4 clearly show that G-Strings is superior for these
problems, and that using lex for symmetry breaking is significantly better than
simply breaking on length, particularly for proving unsatisfiability.
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Fig. 8. Cumulative score for maximum substring selection problem.

Finally in Figs. 7 and 8 we show the cumulative score for each solver by
sorting the instances lexicographically over (l,m) parameters. We can see that
G-Strings is dominant, except for the larger de Bruijn sequence problems where
CVC4 is quite competitive. On the maximum substring selection problem, the
lex constraints make the G-Strings performance almost perfect.
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6 Conclusions

In this paper we have the continued work on dashed-string representation for
string constraints, defining propagation algorithms for two constraints which
lack compact decompositions: lexicographic ordering and substring search. On
small verification instances, our approach is competitive with highly-tuned SMT
solvers. On constructed combinatorial instances, our dashed-string based prop-
agators substantially outperform current SMT-based string solvers. Results on
the verification instances also highlight the importance of autonomous search.
Future directions include therefore the study of suitable string search heuristics
and the development of learning string solvers.
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Abstract. We consider the problem of designing fair, efficient, and
interpretable policies for prioritizing heterogeneous homeless youth on
a waiting list for scarce housing resources of different types. We focus on
point-based policies that use features of the housing resources (e.g., per-
manent supportive housing, rapid rehousing) and the youth (e.g., age,
history of substance use) to maximize the probability that the youth
will have a safe and stable exit from the housing program. The policies
can be used to prioritize waitlisted youth each time a housing resource
is procured. Our framework provides the policy-maker the flexibility to
select both their desired structure for the policy and their desired fairness
requirements. Our approach can thus explicitly trade-off interpretabil-
ity and efficiency while ensuring that fairness constraints are met. We
propose a flexible data-driven mixed-integer optimization formulation
for designing the policy, along with an approximate formulation which
can be solved efficiently for broad classes of interpretable policies using
Bender’s decomposition. We evaluate our framework using real-world
data from the United States homeless youth housing system. We show
that our framework results in policies that are more fair than the cur-
rent policy in place and than classical interpretable machine learning
approaches while achieving a similar (or higher) level of overall efficiency.

1 Introduction

This paper addresses the problem of designing policies for prioritizing heteroge-
neous allocatees on a waiting list for scarce resources of different types so as to
maximize overall efficiency. The allocatees differ in their intrinsic characteristics
which, combined with the characteristics of their assigned resource, impact the
efficiency of the policy. We consider a policy-maker who is able to enforce adop-
tion of the computed policy. However, since the allocated resources are viewed as
common property, i.e., as belonging to all members of the community, the pol-
icy should satisfy certain fairness requirements while also being interpretable,
making it easy to explain why a particular assignment was made.

c© Springer International Publishing AG, part of Springer Nature 2018
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We are particularly motivated by the problem of allocating housing to home-
less youth. In the U.S., hundreds of thousands of homeless youth are forced
to live in emergency shelters or on the streets, where they run a high risk of
violence, substance abuse, and sexual exploitation [27]. To help support this
vulnerable population, the U.S. government directs federal resources towards
programs that assist homeless youth [21]. The Homeless Management Informa-
tion System (HMIS) database collects information on these services. Analysis of
the HMIS database has shown that providing housing to homeless individuals
produces large gains in long-term health and stability [5,22]. Unfortunately, the
number of homeless youth in the U.S. far exceeds the housing resources avail-
able [9]. Moreover, once a house is procured, there are potentially hundreds of
local homeless youth that are eligible for the resource.

Given the immense difference that housing programs can make for youth,
policy-makers and communities must allocate these precious resources efficiently.
Most communities employ a Coordinated Entry System (CES) in which organiza-
tions within the same community pool both their housing resources and youth.
When a housing resource becomes available, the waitlisted youth are ranked
based on a set of priority rules and the house is allocated to the highest ranking
individual [9].1 The current prioritization tool, the TAY Triage Tool,2 ranks the
youth based on a vulnerability score, the Next Step Tool (NST) score, that relies
on six key experiences that increase the risk of prolonged homelessness [23].
Thus, the current policy is not directly tied to outcomes (due mostly to lack
of outcome data at the time of design). Instead, it is purely based on factors
intrinsic to each youth that determine their ability to exit homelessness without
supportive housing. The increasing availability of outcome data, combined with
a strategic push to better coordinate housing resources [21], constitute a sig-
nificant opportunity to improve the current policy to better match supply and
demand for resources. We now summarize the main desiderata of such a policy:

(a) Maximize Efficiency. Given the scarcity of housing resources, it is critical
to design an efficient policy explicitly tied to outcomes for allocating houses
to the homeless youth. We thus seek to improve upon the efficiency of the
current policy (which is not tied to outcomes) as measured in terms of the
expected number of stably housed youth at the end of the intervention.

(b) Ensure Fairness. Housing resources constitute common property and can
prove invaluable for the homeless youth. It is thus natural to seek an alloca-
tion policy that is in some sense fair. Since there is no universally accepted
measure of fairness, the proposed framework should afford the policy-maker
the flexibility to select the fairness criteria that they wishes to enforce. For
example, one could require that the probability of a stable exit for a youth in

1 To date there is no regulation in place that enforces the current policy. However,
previous analysis has shown that communities follow this policy in practice [20].

2 Transition Age Youth (TAY) is a Service Prioritization Decision Assistance Tool
that can be accessed at http://orgcode.nationbuilder.com/tools you can use. It is
incorporated work from the TAY Triage Tool of Rice [23] which can be accessed at
http://www.csh.org/wp-content/uploads/2014/02/TAY TriageTool 2014.pdf.

http://orgcode.nationbuilder.com/tools_you_can_use
http://www.csh.org/wp-content/uploads/2014/02/TAY_TriageTool_2014.pdf
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the system should be equal across different races, or independent of the vul-
nerability score of the youth so that, independently of their backgrounds
and past experiences, youth are equally likely to transition into stable
housing.

(c) Customize Interpretability. Currently, communities can decide to comply or
not with a recommended allocation. Hence, policies should be interpretable:
it should be easy to explain the structure of the policy and to justify a
particular matching. For example, a policy which assigns priority based on a
linear scoring rule may be viewed as interpretable. From our discussions with
communities across the country, it appears that much of the success of the
current policy can be attributed to its interpretability. Since interpretability
is subjective, we allow the policy-maker to customize the policy structure.

Given the above desiderata, a natural question is: how to design classes of
policies that conveniently trade-off between efficiency, fairness, and interpretabil-
ity? We note that this question arises in many other contexts, e.g., in the design
of policies for the U.S. Kidney Allocation System and the U.S. Public Housing
Program. In this paper, we propose a framework for designing such policies that
is applicable to all these contexts. We now summarize our main contributions:

(a) We introduce a data-driven framework for optimizing over interpretable poli-
cies, to which a policy-maker may add flexibly defined fairness constraints.
We give a mixed-integer program for computing optimal policies.

(b) To enhance scalability for complex policy classes, we give an approximate
solution approach which relaxes the problem to a form amenable to Bender’s
decomposition. This offers significant speedup and allows us to optimize over
much more sophisticated policies (e.g., multi-level decision trees, compared
to linear policies in previous work).

(c) We conduct an empirical evaluation using real-world data from homeless
youth across the U.S. We compare to both the status-quo TAY prioritization
as well an array of approaches from the literature. Our exact approach offers
significant improvements in fairness compared to previous approaches for
optimizing the same class of models, while our approximate approach allows
us to improve fairness in a complementary way, by using a more expressive
class. In both cases, we obtain efficiency comparable to the best (unfair)
alternatives, and better than the status-quo TAY.

Literature Review. Allocation problems have been studied extensively in com-
puter science and operations research. Much of this work considers incentives
issues, where agents may misreport their true preferences to obtain a better
match [1,8,13,26], and the focus is on satisfying axiomatic properties (e.g. Pareto
optimality or strategy-proofness). We do not consider strategic reporting since
information reported by the youth can generally be verified. Instead, we focus
on balancing efficiency, fairness, and interpretability. None of these goals are
considered in this previous work, and all are crucial features of our domain.
Another line of research considers nonstrategic online resource allocation, e.g.,
in the “Adwords” setting [4,7,19]. The focus here is on algorithms which prov-
ably approximate the optimal efficiency. By contrast, our goal is to find exactly
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optimal policies out of a feasible set which is constrained by fairness and inter-
pretability. Lastly, much previous work considers organ (e.g., kidney) allocation
[2,11,24,25]. Our paper is most closely related to that of Bertsimas et al. [2],
who optimize the U.S. Kidney Allocation System over a class of linear policies.
We improve upon their approach in several ways: (i) we propose an exact for-
mulation of the allocation problem that enables us to guarantee fairness, while
Bertsimas et al. use a heuristic method that cannot guarantee fairness; (ii) our
model is exact, incorporating the order in which youth and housing resources
arrive, to provide accurate prioritization; (iii) we consider larger classes of inter-
pretable policies (e.g., based on decision trees). These contributions translate
into substantial empirical improvement.

Our work is also related to recent applications of mixed-integer programming
to machine learning [3,17,18]. Our approach uses a mixed-integer program (MIP)
to optimize over classes of policies (linear models, decision trees) also used in
the machine learning literature. Previous work has shown the promise of using
MIPs in machine learning; however, we are not aware of any work using such
techniques to construct policies for resource allocation.

Lastly, our work is related to interpretable machine learning. Many inter-
pretable models have been proposed, including decision rules [14,29], decision
sets [12] and generalized additive models [15,16]. In this work, motivated by the
policies currently used in the homeless youth housing system and U.S. Kidney
Allocation System, we build on decision trees, which have been used to cre-
ate interpretable models in many contexts [6,10,28]. We make two contributions
compared to this previous work. First, we introduce two new model classes which
generalize decision trees to respectively allow more flexible branching structures
and the use of a linear scoring policy at each node of the tree (Examples 3 and 4
of Sect. 2.3). Second, we use these models to parameterize the allocation policy
itself rather than the learning system. Thus, the final policies produced by our
system are interpretable, not just the predicted success probabilities.

Notation. We denote sets (resp. random variables) using uppercase blackboard
bold (resp. uppercase script) font. We denote the indicator function with I(·).

2 Model, Problem Statement, and Interpretable Policies

2.1 System Model

We model the homeless youth housing allocation system as an infinite stream
of housing resources indexed by h ∈ {1, . . . ,∞} that must be allocated to an
infinite stream of youth indexed by y ∈ {1, . . . ,∞}. Associated with each housing
resource h is a random feature vector Fh ∈ R

nh which includes, without loss
of generality, the (random) arrival time Ah ∈ R of the house in the system and
may also include e.g., the type of house (rapid rehousing, permanent supportive
housing, etc.). Accordingly, associated with each youth y is a random feature
vector Gy ∈ R

ny which includes the arrival time Ty ∈ R of the youth in the
system and may also include e.g., the intrinsic characteristics of the youth (age,
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history of abuse, history of substance use, etc.). Not all youth are eligible for
all housing resources. Whether a youth is compatible with a particular house
can be determined based on the features of the house and the youth. We let
M(Fh) ∈ R

ny denote the set of all youth feature vectors that are compatible with
house h. For example, we may wish to enforce that M(Fh) := {Gy : Ah ≥ Ty}
so that a house must be allocated immediately upon arrival in the system. Thus,
youth y is eligible for house h if and only if Gy ∈ M(Fh). The probability of a
successful outcome (a safe and stable exit) when youth y is placed in house h is
denoted by p(Gy,Fh). The probability of a successful outcome if youth y is not
offered a house is denoted by p(Gy). We assume that both these quantities are
perfectly known (can be estimated from data). In our numerical experiments, see
Sect. 5, we will estimate these quantities using data from the HMIS database.

Our aim is to design interpretable parametric point-based policies that pri-
oritize the youth for housing resources so as to maximize overall welfare. In
particular, we consider parametric policies with parameter vector β ∈ R

n that
map the features of the youth and the house to a score, see Sect. 2.3 for examples
of such policies. We denote the score obtained for a youth y and house h for a
given parameter choice β by πβ(Gy,Fh). Then, youth y will have priority over
youth y′ if πβ(Gy,Fh) > πβ(Gy′ ,Fh). We assume that ties are broken using a
suitable tie-braking rule (e.g., at random). We thus let R be a permutation of
the set {1, . . . ,∞} where the quantity R(y) denotes the tie-breaking score of
youth y: when πβ(Gy,Fh) = πβ(Gy′ ,Fh), youth y will be given priority over
youth y′ if and only if R(y) > R(y′).

Given a parameter vector β we now formalize the allocation process. For
t ∈ [0,∞], we let Y(t) denote the set of youth that are available in the system at
time t. We omit the dependence of Y(t) on β to minimize notational overhead.
Thus, Y(0) denotes the initial state of the system. Suppose that a youth y arrives
in the system at time t. Then Y(t+) = Y(t) ∪ {y}. Suppose instead that house
h arrives in the system at time t. Then, the house will be allocated, among all
the compatible youth, to the one with the highest score (accounting for the tie
breaking rule). In particular, it will be assigned to the youth3

y� = argmax
y

{
R(y) : y ∈ argmaxy {πβ(Gy,Fh) : Gy ∈ M(Fh), y ∈ Y(t)}}

.

Subsequently, youth y� leaves the system, i.e., Y(t+) = Y(t)\{y�}. Thus, given β,
the allocation system generates: (i) an infinite random sequence {(Yi(β),Hi)}∞

i=1

of matches, where Hi ∈ {1, . . . ,∞} denotes the ith allocated house and Yi(β)
the youth to which the ith house is allocated under the policy with parameters β,
and (ii) a set limt→∞ Y(t) of youth that will never receive a house.

2.2 Problem Statement

Given the model described in Sect. 2.1, the expected probability of a safe and
stable exit across all youth is a complicated function of the parameters β and is
expressible as
3 By construction, there will be at most one youth in this set. Moreover, since there is

a severe shortage of houses, we can assume w.l.o.g. that this set will never be empty.
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P(β) := E

⎡

⎣ lim
N→∞

1
N

N∑

i=1

p(GY i(β),FH i
) + lim

t→∞
1

|Y(t)|
∑

Y ∈Y(t)

p(GY )

⎤

⎦ ,

where the expectation is taken with respect to the distribution P of the ran-
dom features of the houses and the youth, which include their arrival times and
determine permissible matchings. The first (second) part in the expression above
corresponds to the probability that a randomly chosen youth that received (did
not receive) a house will have a safe and stable exit under the matching.

From the desiderata of the policy described in the Introduction, we wish to be
able to enforce flexible fairness requirements. These requirements take the form
of set-based constraints on the random sequence {(Yi(β),Hi)}∞

i=1 of matches.
For example, we may require that, almost surely, the proportion of all houses
that provide permanent support that go to individuals with high vulnerability
scores is greater than 40%. We denote by F the set in which the sequence of
matchings is required to lie. Then, choices of β are restricted to lie in the set

S := {β ∈ B : {(Yi(β),Hi)}∞
i=1 ∈ F, P-a.s.} ,

where B ⊆ R
n captures constraints that relate to interpretability of the policy

(e.g., constraints on the maximum number of features employed, see Sect. 3.2).
The problem faced by the policy-maker can then be expressed compactly as

maximize {P(β) : β ∈ S}. (1)

Unfortunately, Problem (1) is very challenging to solve since the relation
between β and the random sequence {(Yi(β),Hi)}∞

i=1 can be highly nonlinear,
while the distribution of the features of the youth and the houses is unknown. In
Sect. 3, we will propose a data-driven mixed-integer optimization approach for
learning the parameters β of the policy in Problem (1).

2.3 Interpretable Policies

In what follows, we describe several policies that can be employed in our frame-
work and that possess attractive interpretability properties.

Example 1 (Linear Scoring Policies). A natural choice of interpretable policy are
linear (or affine) in the features of the houses and the youth. These are express-
ible as πβ(G ,F ) := β�(G ,F ), where one uses one-hot encoding to encode cat-
egorical features. The feature vector can naturally be augmented by nonlinear
functions of the features available in the dataset as one would do in standard
linear regression. To reinforce interpretability, one may wish to limit the number
of permitted non-zero coefficients of β.

Example 2 (Decision-Tree-Based Scoring Policies). We refer to those policies
that take the form of a tree-like structure (in the spirit of decision-trees in
machine learning, see Introduction) as decision-tree-based scoring policies. In
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each internal node of the decision-tree, a “test” is performed on a specific feature
(e.g., if the age of the youth is smaller than 18). Each branch represents the
outcome of the test, and each leaf node represents the score assigned to all
the youth that reach that leaf. Thus, each path from root to leaf represents a
classification rule that assigns a unique score to each youth. All youth that reach
the same leaf will have the same score. In these policies, the policy-maker selects
the depth K of the tree. The vector β collects the set of features to branch on at
each node and either the set of feature values that will be assigned to each branch
(for categorical features) or the cut-off values (for quantitative features). Thus,
these policies partition the space of features into 2K disjoint subsets. Letting S�

denote the set of all feature values that belong to the �th subset and z� the score
assigned to that subset, we have πβ(G ,F ) :=

∑2K

�=1 z�I ((G ,F ) ∈ S�). We note
that, while these policies are exponential in K, to maximize interpretability, K
should be kept as small as possible. To improve interpretability further, one may
require that each feature be branched on at most once.

Example 3 (Decision-Tree-Based Policies enhanced with Linear Branching). A
natural variant of the policies from Example 2 is one where policies take again
the form of a tree-like structure, but this time, each “test” involves a linear
function of several features (e.g., whether a vulnerability measure of the youth
is greater than 10). In this setting, the vector β collects the coefficients of the
linear function at each node and the cut-off values of the branching.

Example 4 (Decision-Tree-Based Policies enhanced with Linear Leafing).
Another variant of the policies from Example 2 is one where rather than having
a common score for all youth that reach a leaf, instead, a linear scoring rule is
employed on each leaf. Thus, πβ(G ,F ) :=

∑2K

�=1[β
�
y,�G +β�

h,�F ]I ((G ,F ) ∈ S�),
and the parameters to be optimized are augmented with βy,� and βh,� for each �.

In addition to the examples above, one may naturally also consider decision-
tree-based policies enhanced with both linear branching and linear leafing.

3 Data-Driven Framework for Policy Calibration

In Sect. 2.1, we proposed a model for the homeless youth housing allocation
system and a mathematical formulation (Problem (1)) of the problem of design-
ing fair, efficient, and interpretable policies for allocating these scarce resources.
This problem is challenging to solve as it requires knowledge of the distribution
of the uncertain parameters. In this section, we propose a data-driven mixed-
integer optimization formulation for learning the parameters β of the policy, thus
approximating Problem (1).

3.1 A Data-Driven Mixed Integer Optimization Problem

We assume that we have at our disposal a dataset that consists of: (i) a (finite)
stream H of housing resources that became available in the past and their asso-
ciated feature vectors fh ∈ R

nh , h ∈ H; and (ii) a (finite) stream Y of youth
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waitlisted for a house and their associated feature vectors gy ∈ R
ny . We let αh

(resp. τy) denote the arrival time of house h (resp. youth y) in the system. For
convenience, we define

C := {(y, h) ∈ Y × H : gy ∈ M(fh)} ,

and also let pyh := p(gy, fh), py := p(gy), and ρy := R(y). Using this data, the
problem of learning (estimating) the parameters β of the policy can be cast as a
mixed-integer optimization problem. The main decision variables of the problem
are the policy parameters β. Consider the MIP

maximize
∑

y∈Y

[
∑

h∈H

pyhxyh + py

(

1 −
∑

h∈H

xyh

)]

subject to πyh = πβ(gy, fh), ∀y ∈ Y, h ∈ H

∀y ∈ Y, h ∈ H,

xyh = 1 ⇔

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(y, h) ∈ C,
∑

h′ �=h:αh′≤αh

xyh′ = 0, and

∀y′ : (y′, h) ∈ C and
∑

h′:αh′ ≤αh

xy′h′ = 0,

(πyh > πy′h) or (πyh = πy′h and ρy > ρy′)

⎫
⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎭

β ∈ B, x ∈ F, xyh ∈ {0, 1} ∀y ∈ Y, h ∈ H.

(2)

In addition to β, the decision variables of the problem are the assignment vari-
ables x and the scoring variables π. Thus, xyh indicates whether house h is
allocated to youth y under the policy with parameters β and πyh corresponds to
the score of youth y for house h under the policy. The first (second) part of the
objective function corresponds to the probability that youth y will be successful
if they do (do not) receive a house under the policy with parameters β. The first
constraint in the formulation defines the scoring variables in terms of the param-
eters β and the features of the youth and the house. The second constraint is
used to define the assignment variables in terms of the scores: it stipulates that
youth y will receive house h if and only if: (i) the two are compatible, (ii) youth
y is still on the waitlist, and (iii) youth y has higher priority over all youth that
have not yet been allocated a house in the sense that they score higher using the
scoring policy dictated by β (combined with the tie-breaking rule).

Next, we show that if F is polyhedral, Problem (2) can be solved as a mixed-
integer linear optimization problem provided one can define the scores π using
linear inequalities. The main decision variables of this problem are the policy
parameters β. Consider the MIP

maximize
∑

y∈Y

[
∑

h∈H

pyhxyh + py

(

1 −
∑

h∈H

xyh

)]

(3a)

subject to πyh = πβ(gy, fh) ∀y ∈ Y, h ∈ H (3b)
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∑

h∈H

xyh ≤ 1 ∀y ∈ Y,
∑

y∈Y

xyh ≤ 1 ∀h ∈ H (3c)

zyh =
∑

h′∈H\{h}
I (αh′ ≤ αh) xyh′ ∀y ∈ Y, h ∈ H (3d)

πyh − πy′h = v+
yy′h − v−

yy′h ∀y, y′ ∈ Y, h ∈ H (3e)

v+
yy′h ≤ Muyy′h ∀y, y′ ∈ Y, h ∈ H (3f)

v−
yy′h ≤ M(1 − uyy′h) ∀y, y′ ∈ Y, h ∈ H (3g)

v+
yy′h + v−

yy′h ≥ ε(1 − uyy′h) ∀y, y′ ∈ Y, h ∈ H : ρy > ρy′ (3h)

v+
yy′h + v−

yy′h ≥ εuyy′h ∀y, y′ ∈ Y, h ∈ H : ρy′ > ρy (3i)

xyh ≤ uyy′h + zy′h ∀y, y′ ∈ Y, h ∈ H (3j)

1 − zyh ≤
∑

y′:(y′,h)∈C

xy′h ∀(y, h) ∈ C (3k)

xyh = 0 ∀y ∈ Y, h ∈ H : (y, h) /∈ C (3l)
x ∈ F (3m)

v+
yy′h, v−

yy′h ≥ 0, uyy′h ∈ {0, 1}, ∀y, y′ ∈ Y, h ∈ H (3n)

xyh, zyh ∈ {0, 1} ∀y ∈ Y, h ∈ H. (3o)

In addition to the policy parameters β, the score variables π and assignment
variables x, Problem (3) employs several auxiliary variables (z, v+, v−, and u)
that are used to uniquely define the assignment variables x based on the scores π.
The variables z indicate whether a youth is still waiting at the time a house
arrives: zyh = 1 if and only if youth y has been allocated a house on or before
time αh. The non-negative variables v+

yy′h and v−
yy′h denote the positive and

negative parts of πyh − πy′h. Finally, the variables u are prioritization variables:
uyy′h = 1 if and only if either youth y has a higher score than youth y′ for
house h (i.e., πyh > πy′h) or they have the same score but youth y has priority
due to tie-breaking (i.e., πyh = πy′h and ρy > ρy′).

Problems (2) and (3) share the same objective function. An interpretation of
the constraints in Problem (3) is as follows. Constraint (3b) is used to define
the variables πyh. Constraints (3c) are classical matching constraints. Con-
straint (3d) is used to define the variables z. Constraints (3e)–(3i) are used
to define the prioritization variables u in term of the scores π: constraint (3e)
defines v+

yh and v−
yh as the positive and negative parts of πyh −πy′h, respectively.

Constraints (3f) and (3g) stipulate that uyy′h must be 1 if πyh > πy′h and must
be 0 if πyh < πy′h. Constraints (3h) and (3i) ensure that if πyh and πy′h are
equal then uyy′h = 1 if and only if ρy > ρy′ . Constraint (3j) stipulates that
youth y cannot receive house h if there is another youth y′ that is still waiting
for a house and that has priority for house h over y. Constraint (3k) ensures
that if a youth that is compatible with a house has not been served at the time
a house arrives, then the house must be assigned to a compatible youth. Finally,
constraint (3l) ensures that youth are only assigned houses they are eligible for.
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If the scoring variables π can be defined in terms of the policy parameters β
(constraint (3b)) using integer linear constraints, then Problem (3) is an MILP.

3.2 Expressing the Policy Values Using Integer Linear Constraints

We now show that for all the interpretable policies from Sect. 2.3, the scoring
variables π can be defined using finitely many integer linear constraints, implying
that Problem (3) reduces to a mixed-integer linear program if F is polyhedral.

Example 5 (Linear Scoring Policies). In the case of the linear policies (Exam-
ple 1), constraint (3b) is equivalent to

πyh = β�(gy, fh) ∀y ∈ Y, h ∈ H. (4)

To increase interpretability, one may impose a limit K on the number of features
employed in the policy by letting

B =

{

β ∈ R
n : ∃κ ∈ {0, 1}n with

n∑

i=1

κi ≤ K, |βi| ≤ κi, i = 1, . . . , n

}

,

where κi = 1 if and only if the ith feature is employed.

Example 6 (Decision-Tree-Based Scoring Policies). For decision-tree-based scor-
ing policies (Example 2), constraint (3b) is equivalent to

πyh =
∑

�∈L

z�xyh� ∀y ∈ Y, h ∈ H, (5)

where L denotes the set of all leafs in the tree, the variables x are leaf assignment
variables such that xyh� = 1 if and only if the feature vectors of youth y and
house h belong to leaf �, and z are score variables such that z� corresponds to the
score assigned to leaf �. The above constraint is bilinear but can be linearized
using standard techniques. Next, we illustrate that the leaf assignment variables
can be defined using a system of integer linear inequalities.

Let Ic and Iq denote the sets of all categorical and quantitative features (of
both the youth and the houses), respectively. Also, let I := Ic ∪ Iq. Denote with
dyhi the value attained by the ith feature of the pair (y, h) and for i ∈ Ic let Si

collect the possible levels attainable by feature i. Finally, let V denote the set of
all branching nodes in the tree and for ν ∈ V, let L

r(ν) (resp. Ll(ν)) denote all
the leaf nodes that lie to the right (resp. left) of node ν. Consider the system

∑

i∈I

pνi = 1 ∀ν ∈ V (6a)

qν −
∑

i∈Iq

pνidyhi = g+yhν − g−
yhν ∀ν ∈ V, y ∈ Y, h ∈ H (6b)
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g+yhν ≤ Mwq
yhν ∀ν ∈ V, y ∈ Y, h ∈ H (6c)

g−
yhν ≤ M(1 − wq

yhν) ∀ν ∈ V, y ∈ Y, h ∈ H (6d)

g+yhν + g−
yhν ≥ ε(1 − wq

yhν) ∀ν ∈ V, y ∈ Y, h ∈ H (6e)

xyh� ≤ 1 − wq
yhν +

∑

i∈Ic

pνi ∀ν ∈ V, y ∈ Y, h ∈ H, � ∈ L
r(ν) (6f)

xyh� ≤ wq
yhν +

∑

i∈Ic

pνi ∀ν ∈ V, y ∈ Y, h ∈ H, � ∈ L
l(ν) (6g)

sνik ≤ pνi ∀ν ∈ V, i ∈ Ic, k ∈ Si (6h)

wc
yhν =

∑

i∈Ic

∑

k∈Si

sνikI (dyhi = k) ∀ν ∈ V, y ∈ Y, h ∈ H (6i)

xyh� ≤ wc
yhν +

∑

i∈Iq

pνi ∀ν ∈ V, y ∈ Y, h ∈ H, � ∈ L
r(ν) (6j)

xyh� ≤ 1 − wc
yhν +

∑

i∈Iq

pνi ∀ν ∈ V, y ∈ Y, h ∈ H, � ∈ L
l(ν) (6k)

∑

�∈L

xyh� = 1 ∀y ∈ Y, h ∈ H (6l)

in variables qν ∈ R, g+yhν , g−
yhν ∈ R+, and xyh�, pνi, wq

yhν , wc
yhν , sνik ∈ {0, 1}

for all y ∈ Y, h ∈ H, � ∈ L, ν ∈ V, i ∈ I, k ∈ Si.
An interpretation of the variables is as follows. The variables p indicate the

feature that we branch on at each node. Thus, pνi = 1 if and only if we branch
on feature i at node ν. The variables qν , g+yhν , g−

yhν , and wq
yhν are used to bound

xyh� based on the branching decisions at each node ν, whenever branching is
performed on a quantitative feature at that node. The variable qν corresponds
to the cut-off value at node ν. The variables g+yhν and g−

yhν represent the positive
and negative parts of qν−∑

i∈Iq
pνidyhi, respectively. Whenever branching occurs

on a quantitative feature, the variable wq
yhν will equal 1 if and only if qν ≥∑

i∈Iq
pνidyhi, in which case the data point (y, h) must go left in the branch. The

variables wc
yhν and sνik are used to bound xyh� based on the branching decisions

at each node ν, whenever branching is performed on a categorical feature at that
node. Whenever we branch on categorical feature i ∈ Ic at node ν, the variable
sνik equals 1 if and only if the points such that dyhi = k must go left in the
branch. If we do not branch on feature i, then the variable sνik will equal zero.
The variable wc

yhν will equal 1 if and only if we branch on a categorical feature
at node ν and data point (y, h) must go left at the node.

An interpretation of the constraints is as follows. Constraint (6a) ensures that
only one variable is branched on at each node. Constraints (6b)–(6g) are used to
bound xyh� based on the branching decisions at each node ν, whenever branching
is performed on a quantitative feature at that node. Constraints (6b)–(6e) are
used to define wq

yhν to equal 1 if and only if qν ≥ ∑
i∈Iq

pνidyhi. Constraint (6f)
stipulates that if we branch on a quantitative feature at node ν and data point
(y, h) goes left at the node (i.e., wq

yhν = 1), then the data point cannot reach any
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leaf node that lies to the right of the node. Constraint (6g) is symmetric to (6f)
for the case when the data point goes right at the node. Constraints (6h)–(6k) are
used to bound xyh� based on the branching decisions at each node ν, whenever
branching is performed on a categorical feature at that node. Constraint (6h)
stipulates that if we do not branch on feature i at node ν, then sνik = 0.
Constraint (6i) is used to define wc

yhν such that it is equal to 1 if and only if
we branch on a particular feature i, the value attained for that feature by data
point (y, h) is k and data points with feature value k are assigned to the left
branch of the node. Constraints (6j) and (6k) mirror constraints (6f) and (6g),
respectively, for the case of categorical features.

Example 7 (Decision-Tree-Based Policies enhanced with Linear Branching). For
decision-tree-based policies enhanced with linear branching (Example 3), con-
straint (3b) can be expressed in terms of linear inequalities using a variant of
the formulation from Example 6. Specifically, one can convert the dataset to
have only quantitative features using one hot encoding and subsequently enforce
constraints (5) and (6b)–(6g) to achieve the desired model.

Example 8 (Decision-Tree-Based Policies enhanced with Linear Leafing). For
decision-tree-based policies enhanced with linear leafing (Example 4), constraint
(3b) can be expressed in terms of linear inequalities using a variant of the for-
mulation from Example 6 by replacing constraint (5) with

πyh =
∑

�∈L

[β�
y,�gy + β�

h,�fh]xyh� ∀y ∈ Y, h ∈ H. (7)

4 Approximate Solution Approach

Albeit exact, the data-driven MIP (3) scales with the number of youth and houses
in the system. In this section, we propose an approximate solution approach that
generalizes the one from [2] to decision-tree-based policies, see Examples 1–4.
Consider the following relaxation of Problem (3).

maximize
∑

y∈Y

[
∑

h∈H

pyhxyh + py

(

1 −
∑

h∈H

xyh

)]

subject to
∑

h∈H

xyh ≤ 1 ∀y ∈ Y,
∑

y∈Y

xyh ≤ 1 ∀h ∈ H

xyh = 0 ∀y ∈ Y, h ∈ H : (y, h) /∈ C

x ∈ F, xyh ≥ 0 ∀y ∈ Y, h ∈ H

(8)

Contrary to Problem (3) in which the matching is guided by the policy with
parameters β, this formulation allows for arbitrary matches and integrality con-
straints on x are relaxed so that xyh can be interpreted as the probability that
house h is offered to youth y. Thus, the optimal policy from (9) is anticipative and
not implementable in practice. Next, we propose a method that leverages formu-
lation (8) to design an implementable policy. For convenience, we assume that the
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set of fair matchings is expressible as F := {x : Ax ≤ b} for some matrix A and
vector b. Moreover, we let λ denote the vector of optimal dual multipliers of the
fairness constraints in (8). We define the quantity Cyh := pyh − py − (λ�A)(y,h)

and propose to learn β to approximate Cyh using πyh, the score for this match.
This problem is expressible as

minimize

⎧
⎨

⎩

∑

y∈Y

∑

h∈H

|Cyh − πyh| : Constraint (3b)

⎫
⎬

⎭
. (9)

Problem (9) admits an intuitive interpretation. In the absence of fairness con-
straints, the policy should rank youth according to their probabilities of success.
In the presence of fairness constraints, the policy should rank youth to maximize
the probability of success while penalizing violations of the fairness constraints.
An estimate of the cost at which violating the fairness constraints is not bene-
ficial can be obtained by using the optimal dual multipliers λ. As discussed in
Sect. 3.2, for all interpretable policies proposed in Sect. 2.3, constraint (3b) is
equivalent to a finite set of linear inequality constraints involving binary vari-
ables. Thus, Problem (9) is equivalent to an MILP (an LP for the case of lin-
ear policies). Problem (9) is significantly more tractable than (3). While it can
still be challenging to solve for large datasets, in the case of tree-based policies
(Examples 2–4), it presents an attractive decomposable structure amenable to
Bender’s decomposition. Thus, x, z, and π are variables of the subproblem and
all other variables are decided in the master. Note that integrality constraints in
the subproblem may be relaxed to yield an equivalent problem.

5 Numerical Study

We showcase the performance of our approach to design policies for the U.S.
homeless youth. We build interpretable policies that maximize efficiency while
ensuring fairness across NST scores (see Introduction) and across races, in turn.
We use real-world data (10,922 homeless youth and 3474 housing resources)
from the HMIS database obtained from Ian De Jong as part of a working group
called “Youth Homelessness Data, Policy, Research.” The dataset includes 54
features for the youth and each house is of one of two types (rapid rehousing
(RRH) or permanent supportive housing (PSH)), see [5]. A youth is considered
to have a successful outcome if they are housed one year later. We use 80%
(20%) of data for training (testing). We use the training set to learn (using
CART) the success probabilities that are fed in our models and to identify the
five most significant features. We compare our proposed approach to several
baselines: (i) the status-quo policy TAY; (ii) random allocation (Random); (iii)
the (interpretable) machine learning approaches without fairness from [5] (Linear
and Logistic Regression and CART); (iv) the linear scoring policies with relaxed
fairness constraints originally proposed in [2] (Linear RF). To these baselines, we
add: (i) Decision-tree-based policies with relaxed fairness constraints (Decision-
Tree RF); (ii) Decision-tree-based policies with linear leafing (depth 1 and 2)
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Fig. 1. Success probability across all youth (left) and by vulnerability level (right)
when fairness across vulnerability levels is desired.

Fig. 2. Housing resources allocated by vulnerability level when fairness across vulner-
ability levels is desired.

with relaxed fairness constraints (Decision-Tree LL RF); (iii) Linear scoring
policies with (exact) fairness constraints computed using MILP (3) (Linear EF).

Fairness Across NST Scores. Motivated by TAY which provides the most sup-
portive resources to the most vulnerable youth, we enforce fairness with respect
to NST score: independently of their score, youth should be equally likely to tran-
sition to a fair and stable exit. We enforce fairness across two groups which were
found to have very different chances to remain homeless in the long run: youth
with scores 4–7 and 8+, respectively. Youth with scores below 4 are excluded
since they have a higher estimated success probability when not offered housing.
Figure 1 shows the success probability of youth under each policy. The baselines
TAY, Random, Logistic Regression, and CART are all very unfair: the proba-
bility of success for youth with scores 8+ is uniformly below 30%, while lower
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Table 1. Solver times for the proposed approaches for solving to optimality when
fairness across vulnerability levels is desired.

Fairness constraints Type of policy Decomposition used Solver time (seconds)

Relaxed Linear N/A 932.57

Relaxed Decision-Tree Yes (No) 3570.12 (7105.11)

Relaxed Decision-Tree LL Yes (No) 9031.32 (14045.45)

Exact Linear N/A 36400.98

Fig. 3. Success probability across all youth (left) and by race (right) when fairness
across races is desired.

risk youth with scores 4–7 have success probability higher than 60%. Linear
Regression performs considerably better and introducing relaxed fairness con-
straints (Linear RF) does not yield any improvement. Our proposed policies
outperform all benchmarks in terms of fairness and do so at marginal cost to
overall efficiency. Figure 2 shows the percentage of each type of house allocated
to each group under each policy. The current policy allocates the most resource-
intensive resources (PSH) to the highly vulnerable individuals and the RRH
resources to individuals scoring 4–7. Our analysis however shows that some high
risk individuals can improve their chances of a successful outcome by receiving
an RRH resource. Thus, our policies allocate some RRH (resp. PSH) houses to
high (resp. low) risk individuals, resulting in policies that benefit the most vul-
nerable youth, see Figs. 1 and 2. Lastly, Table 1 shows the runtime required to
solve each problem.4 Exact formulations require more runtime than approxima-
tions, and more sophisticated policies require greater runtime. Moreover, there
are significant benefits in employing our proposed decomposition approach.

4 These experiments were run on a 2.0 GHz Intel Core i7 processor machine with 4GB
RAM and all optimization problems were solved with Gurobi v7.0.
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Fairness Across Races. Motivated by the desire to avoid racial discrimination,
we seek policies that are fair across races. The results are summarized in Fig. 3
which shows that the current policy and classical machine learning approaches
are unfair, with “Whites” having higher success probability than “Blacks” and
“Hispanics.” In contrast, our proposed policies, in particular Linear EF outper-
form significantly the state of the art at marginal cost to overall efficiency.
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Abstract. In recent years, a number of methods for solving the con-
strained non-negative matrix factorization problem have been proposed.
In this paper, we propose an efficient method for tackling the ever
increasing size of real-world problems. To this end, we propose a general
relaxation and several algorithms for enforcing constraints in a challeng-
ing application: the phase-mapping problem in materials science. Using
experimental data we show that the proposed method significantly out-
performs previous methods in terms of �2-norm error and speed.

1 Introduction

Matrix factorization is a well-known method used for data compression and
information extraction. Given a matrix A, matrix factorization is the problem of
finding two matrices W and H such that A ≈ WH. As W and H are assumed
to be low-rank, the sum of their sizes is usually much smaller than the size of A.
Further, the columns of W can be interpreted as basis components, which are
linearly combined by columns of H to reconstruct A. The matrix factorization
problem occurs in numerous fields, for example topic modeling [1], audio signal
processing [2], and crystallography [3]. While successful algorithms for classical
matrix factorization have been found, some variants of this problem are challeng-
ing. For example, merely restricting W and H to be element-wise non-negative
is known to lead to an NP-Hard problem [4], called non-negative matrix factor-
ization (NMF) [1,4]. These variants are important for many practical problems.

Moreover, many real-world problems which can be modeled by NMF also
involve domain-specific constraints. A good example is the phase-mapping prob-
lem in the field of materials discovery [5]. This problem arises when materials
scientists generate potentially novel materials by applying a physical transfor-
mation to mixtures of known materials. Individual materials are commonly char-
acterized by a variety of spectrographic techniques, like x-ray diffraction [6] and
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Raman spectroscopy [7]. Each spectrogram produced by these experiments typ-
ically corresponds to a mixture of potentially novel materials or phases, whose
individual spectrograms are unkown. The phase-mapping problem is then to
uncover these unknown phases, from which materials scientists can understand
the phase behavior of the associated materials and its relationship to other mea-
sured properties. At a high level, the problem can be framed as an NMF problem,
where the columns of A are the measured spectrograms Importantly, the matri-
ces W and H of the resulting factorization problem have to respect hard physical
constraints for the solution to be meaningful to scientists. This makes the phase-
mapping problem particularly challenging from a computational perspective.

In order to incorporate these hard constraints, recent work used mixed-
integer programming (MIP) to project the matrices W and H onto the constraint
space, after an unconstrained optimization [8] of the NMF problem [9]. Subse-
quently, W and H were re-optimized without leaving the constraint space. While
the results of this work are promising, the method still requires solving time-
consuming, hard combinatorial problems for enforcing the constraints. Other
previous approaches to this problem were purely based on combinatorial search
algorithms applied to the constraint space [5,10,11]. However, these methods are
often intractable and deteriorate with the presence of noise in the data. The goal
of this paper is to obviate the need for combinatorial optimization techniques
for the solution of this problem.

In this paper, we propose a heuristic approach that uses a polynomial-time
algorithm Projected Interleaved Agile Factor Decomposition (PIAFD)
interleaving the enforcement of essential hard-constraints, combined with a relax-
ation which allows the algorithm to move the optimization variables into the
constraint space continuously while optimizing the objective function for the
phase-mapping problem. This projection-based algorithm is designed to enforce
the three constraints which are most essential in the phase-mapping problem:
the Gibbs, Alloying and connectivity constraints. This new algorithm works well
in practice, and allows to extract accurate, constraint-satisfying solutions in a
very short time. We study the impact of the application of these algorithms on
the solution quality, as measured by different objective functions.

This paper is organized as follows. The phase-mapping problem is first
described and modeled as an associated matrix factorization problem. After an
overview of the state-of-the-art methods for this problem, we present our new
method PIAFD for enforcing the relevant constraints. Finally, PIAFD is applied
to several real-world data sets of the phase-mapping problem to demonstrate its
performance.

2 Preliminaries

The phase-mapping problem has recently drawn attention because of its great
importance to the discovery of new materials [12,13]. In their search for new
materials, scientists try to characterize novel materials with spectrographic tech-
niques, like x-ray diffraction (XRD) spectroscopy. For each sample point on an
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Fig. 1. (Left) the schematic on the left is known as a phase diagram. The sides of
the triangle correspond to proportions of the metals which are deposited on the wafer.
The corners correspond to regions where only one metal has been deposited, while
the center of the triangle corresponds to a location where all metals are deposited in
equal proportions. The legend indicates that four phases are present: α, β, γ, δ. Each
colors represents a region in which a unique phase or a unique combination of phases is
present. The graph on the right shows how the spectrograms can vary as the proportions
of the initial metals are changed. (Right) multiplicative gradient update rules. (Color
figure online)

experimental wafer, we denote by F (q) the vector of diffraction intensities as a
function of q, the scattering vector. That is, F (q) corresponds to the spectro-
gram observed at a location on the wafer, and we will refer to it as an XRD
pattern. Importantly, each location on the wafer is likely to contain mixtures
of new materials. Therefore, F (q) will be a combination of the spectrograms of
several unkown materials (i.e. phases), which are generally not observed directly.
This makes the phase-mapping problem non-trivial.

This problem is naturally formulated using a matrix A, each of whose columns
consists of a XRD pattern F (q) of length Q. If there are N sample points on the
wafer, A is of size Q×N . The algorithms of this paper are based on factorizing A
using two matrices W and H such that A ≈ WH. W stores the different phases,
while H contains the quantity of each basis pattern at each sample point.

While the non-negativity of the spectrograms puts one constraint on W and
H, several other constraints are also present. We briefly describe these additional
constraints, and current methods of enforcing them. The IAFD method [9] alter-
nates multiplicative gradient updates (Fig. 1) and constraint refinement. The
generalized Kullback-Leibler (KL) divergence between A and WH is taken to be
the objective function. The update rules above are proven to be non-decreasing,
but do not necessarily converge to a stationary point of the objective function.
Notably, [14] introduced modifications to these updates which do provably con-
verge to a stationary point.

Shifting . A common phenomenon that occurs in the XRD spectroscopy of cer-
tain materials is shifting. A basis pattern Fb(q) is shifting with a multiplicative
factor λ if the pattern Fb(λq) is present at a sample point, instead of Fb(q).
Crucially, a shifted pattern should still be recognized as the original pattern. In
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Fig. 1, the signals on the bottom right show the shifting of phase β. In order to
model this behavior, one can resample the signal F (λq) on a logarithmic scale,
so that the multiplicative shifting becomes additive. Then, a convolutive NMF
framework can be readily applied to this problem [9]. This framework allows for
multiple shifted copies of the phases. In particular, the columns of W are allowed
to shift down with a certain shifting amount m, W ↓m. Then the factorization
problem can be defined as A ≈ ∑

m W ↓mHm where Hm is of size K×N consists
of the activation coefficients of corresponding shifted phases. The exact shifting
of phase k at sample j is defined by a weighted average of different shifting
amounts λkj =

∑
m mHm

kj/
∑

m Hm
kj .

Gibbs. The Gibbs phase rule puts a limit on the number of phases which can be
observed at a sample point in a thermodynamic equilibrium. In particular, the
maximum number of different phases at a single location is equal to the number
of elements, G, which were deposited on the wafer initially. For example, on
the wafer where three different elements were deposited, the maximum number
of phases at each sample point is three. This implies that the number of non-
zero elements in each column of H should not exceed G. The IAFD algorithm
projects solutions onto the constraint space by solving a MIP for each column of
H containing a bounded maximum number of non-zero entries and minimizing
the �1 distance between the reconstructed sample point and real sample point.
However, this method introduced a time-consuming combinatorial problem to
solve, and the �1 distance used in MIP is different from the KL divergence used
in the multiplicative gradient updates when factorizing A.

Alloying . The alloying rule states that if shifting is detected at a sample point,
the Gibbs phase rule loses a degree of freedom. The number of possible phases for
this sample point is then bounded by G−1. Furthermore, the shifting parameters
λ change continuously across the wafer in the presence of alloying. Similar to the
Gibbs constraint, the IAFD algorithm repairs solutions by solving a set of MIPs.
These MIPs embed the alloying constraint and minimize the absolute distance
between the current solution and the measurement data A. Once again, a hard
combinatorial problem has to be solved and the objective function is not the
same as the one used for optimizing W and H.

Connectivity . The last constraint of the phase-mapping problem is the con-
nectivity constraint. This constraint states that the sample locations where a
given phase is present are members of a connected region. For this constraint,
the IAFD algorithm first defines a graph, using the sample point locations, and
a Delaunay triangulation [15] of these points. The triangulation gives a graph
in which neighborhood relationships are defined. For a sample j, its neighbors
constitute a set ωj . Then a search is performed to find the connected compo-
nents for each phase. Only the largest component of every phase is kept, and
its complement is zeroed out. This procedure is only applied at the end of the
algorithm.



56 J. Bai et al.

3 Constraint Projection for the Phase-Mapping Problem

Multiplicative updates. PIAFD is based on the multiplicative update rules
for convolutive NMF [16]. These update rules are non-decreasing, though they
might not converge to a stationary point of the objective function. Future work
will be based on the modified update rules introduced in [14] to eliminate this
possibility. In addition, a �1-penalty term on elements of H is included, to sug-
gest a sparse solution. Note that the scaling indeterminacy between W and H,
as (αW )( 1

αH) leads to the same reconstruction error for all non-zero α. If no
further adjustments were made, this property would lead the algorithm to make
the elements of H arbitrarily small to minimize the �1-penalty. In order to avoid
this behavior, a normalized version of W is used to derive the multiplicative
update rules. See [17] for details. PIAFD method alternates between multiplica-
tive update and projection onto the constraint space. The rest of this section
shows how to efficiently project onto the phase-mapping constraints.

Constraint Projection . The projection of a vector y onto a constraint space
C is often defined by the following equation:

PC(y) = arg min
x∈C

‖x − y‖2 (1)

Finding the projection of a given point onto a constraint space is often a
hard task, but there are some constraints for which efficient algorithms can
be defined [18–20]. In this section, we propose to define the projection of each
constraint.

Gibbs. First, the projection PGibbs(y) of the current solution y is the closest
point to y which satisfies the Gibbs constraint. This constraint states that no
more than G entries in each column of H can have a non-zero value. Each column
of H therefore can be projected independently. The closest point satisfying this
constraint is the closest point having less or equal to G non-zero values. This
point is composed of the G largest elements of the column. Note that the worst-
case complexity of finding the G largest component of a vector of size n can be
bounded by O(n+G log(n)). Let Sj

G be the vector containing the indexes of the
rows, of column j, larger or equal to the G-th largest element of the column. Let
α ∈ [0, 1] be a real value; let the matrix vp be defined by:

vpij=
{
1 if i ∈ Sj

G,
1 − α otherwise

(2)

Property 1. If α = 1, then the result of an element-wise multiplication of H
and vp respects the Gibbs constraint.

Property 2. If α ∈ [0, 1], then the result of an element-wise multiplication of
H and vp is closer to the solution space of the Gibbs constraint than H.

The parameter α is a relaxation parameter of the constraint. We can set
and modify it during the search for a solution. One advantage of having such a
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parameter is to not drastically modify the current solution, while performing the
gradient-based optimization. As shown in the experimental solution, this gives
us a great flexibility in practice.

Alloying . The alloying constraint is a conditional constraint. That is, it has to
be enforced only when alloying occurs in the data. Alloying occurs if at least
one of the phases at a given sample point is shifting. The following equation
determines this:

Y j =
∑

k∈[1,K],n∈ωj

Hkj × max(0, |λkj − λkn′ | − ε) (3)

If the alloying variable Y j is bigger than 0, then the jth column loses a
degree of freedom regarding the Gibbs constraint. That is, instead of G entries,
only G − 1 are allowed to be non-zero. This behaviour can be incorporated into
the vp matrix, which was previously used for enforcing the Gibbs constraint, by
modifying it as follow:

vpij=

⎧
⎨

⎩

1 if Y j = 0 ∧ i ∈ Sj
G,

1 if Y j > 0 ∧ i ∈ Sj
G−1,

1 − α otherwise
(4)

The matrix vp can be used to enforce or relax both Gibbs and alloying
constraints.

Connectivity . The existing algorithm for enforcing the connectivity constraint
set entries of H that do not belong to the largest connected component to zero.
As for the two previous constraints, we can relax the connectivity constraint by
multiplying these values by 1−α instead of 0. When α = 1, the exact constraint
is enforced. But when α ∈ (0, 1), the new point is only closer to, but not equal
to the exact projection. Thus, the constraint is not enforced, but the solution is
moved closer to the constraint space.

Let Ck be the set of column indices indicating the largest connected com-
ponent of basis k. As for the two previous constraints, we can use a similar vp
matrix:

vpij=

⎧
⎨

⎩

1 if i ∈ Ci ∧ Y j = 0 ∧ i ∈ Sj
G,

1 if i ∈ Ci ∧ Y j > 0 ∧ i ∈ Sj
G−1,

1 − α otherwise
(5)

The matrix vp is finally used to enforce or relax the Gibbs, alloying, and con-
nectivity constraints. This leads to a simple two-step update for solving the con-
strained NMF problem. Figure 2 shows the projection method and a high-level
schematic of our method. PIAFD starts with unconstrained gradient updates
and then interleaves enforcing relaxed constraints and multiplicative updates
of the matrices. In each iteration, W and H are first alternatively updated till
convergence or for a certain amount of times, whichever happens, and then the
relaxed constraints are enforced subsequently. Hard constraints are enforced at
the end of the algorithm (Fig. 2).
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Fig. 2. (Upper left) gradient step (green arrow) followed by a projection (red arrow).
Solutions updated by the gradient step might leave the constraint space. They are
dragged back to the constraint space through a projection. (Lower left) workflow of
the PIAFD method. It interleaves gradient updates and interleaves projections. (Right)
the pseudocode of PIAFD. (Color figure online)

4 Experiments

In this section, we compare our method, PIAFD, against other methods for
solving the phase-mapping problem. Namely, we compare the proposed method
against IAFD [9], CombiFD [5], and AgileFD [16]. CombiFD is one of the early,
purely combinatorial methods for solving the phase-mapping problem. It uses
MIP to encode all constraints, and updates solutions in an iterative fashion.
However, it is not very efficient, especially compared to more recent methods.
AgileFD is based on a matrix factorization framework to acquire solutions more
efficiently, but it does not encode all the constraints. IAFD refines AgileFD by
alternating multiplicative updates of the matrices and constraint projections
using a MIP.

All experiments were run on a server containing 24 nodes, where each node
contained an Intel x5650 2.67 GHZ, 48 GB of memory, and was running CentOS
7. The data sets are from real-world experiments from materials science.

Runtime . All methods were tested on 8 different datasets [21] to compare their
runtime. In these instances, the inner dimension K of W and H is 6, and G = 3.
At the beginning of the optimization procedure, α is set to 0 and the optimization
is then run to convergence. Subsequently, α is increased to 0.15, a value heuris-
tically found to provide the best reconstruction error, and finally to 1 after a
preset number (1000) of iterations is reached. Once α is equal to 1, the algo-
rithm is run to convergence yielding a solution to the constrained optimization
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Fig. 3. Runtime comparison of the different methods. The bar chart on the left shows
the runtime of CombiFD, AgileFD, IAFD, and PIAFD in seconds. The plot on the right
compares the runtime of IAFD, and PIAFD as a function of K, the inner dimension
of the matrices W and H.

problem. Figure 3 (left) shows that our new method improves on the runtime of
previous methods by at least an order of magnitude.

Fig. 4. Accuracy comparison of the different methods (CombiFD, AgileFD, IAFD, and
PIAFD). The left bar chart shows the minimal error attained for each method using
the KL-divergence as the objective function. The right bar chart is similar, just that
the �2-norm was used as the objective function.

Figure 3 (right) shows the runtime of IAFD and PIAFD as a function of K.
Since IAFD depends on MIP, it has a worst-case time complexity of O(

(
K
G

)
) for

each column of H. In other words, if G = 3, the worst-case runtime behavior
scales proportionally to K3. Therefore, IAFD does not scale well with K. In con-
trast, PIAFD scales linearly in K, as demonstrated by Fig. 3. This improvement
in the asymptotic scaling of the constraint projection is crucial for advancing
materials science, as the cutting edge of the field deals with datasets of ever
increasing size and complexity.
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Table 1. Constraint satisfaction comparison of the different methods for the alloying
and connectivity constraints. The system column denotes the particular dataset used
for each row. The entries in the alloying constraint column are percentages of the
columns of H which satisfy the constraint after the respective method has terminated.
The entries in the connectivity constraint column correspond the percentages of the
phases in W which satisfy the connectivity constraint.

System Alloying constraint Connectivity constraint

CombiFD AgileFD IAFD PIAFD CombiFD AgileFD IAFD PIAFD

(Fe-Bi-V)Ox(I) 0.44 0.90 1.00 1.00 1.00 0.17 1.00 1.00

(Fe-Bi-V)Ox(II) 0.47 0.76 1.00 1.00 1.00 0.17 1.00 1.00

(Fe-Bi-V)Ox(III) 0.87 0.98 1.00 1.00 0.83 0.00 1.00 1.00

(Zn-Sn-Si)Nx(I) 0.98 1.00 1.00 1.00 1.00 0.17 1.00 1.00

(Zn-Sn-Si)Nx(II) 0.95 0.98 1.00 1.00 1.00 0.00 1.00 1.00

(W-Bi-V)Ox 0.51 0.95 1.00 1.00 1.00 0.00 1.00 1.00

(Ag-Bi-V)Ox 0.19 0.90 1.00 1.00 0.67 0.00 1.00 1.00

(Mo-Bi-V)Ox 0.55 0.94 1.00 1.00 0.83 0.00 1.00 1.00

Accuracy . To compare the different methods in terms of accuracy, we bench-
marked all methods using two popular objective functions: the KL-divergence
and the �2-norm. Figure 4 (left) shows that PIAFD consistently finds solutions
with a KL-divergence comparable to the next best method (IAFD). If the �2-
norm is used, PIAFD significantly outperforms all other methods in terms of
accuracy, as evidenced by Fig. 4 (right).

Constraint Satisfaction . Our goal is to have solutions which satisfy the con-
straints of the phase-mapping problem. Table 1 demonstrates the ability of the
different methods to yield solutions in the constraint space. All the methods
respect the Gibbs constraint, so it is not shown in the table. Notably, both
IAFD and PIAFD satisfy all constraints. CombiFD encodes the constraints
using MIP. As the complexity of the constraints increases, it takes more time to
find a satisfactory solution. Within the maximum wall time of the server (4 h)
CombiFD fails to find a solution satisfying all the constraints but still respects
Gibbs and connectivity constraints. The solution generated by AgileFD neither
satisfy the alloying nor the connectivity constraint, due to the model’s limited
expressiveness.

5 Conclusion

This paper proposed PIAFD, a new method for solving the phase-mapping prob-
lem. using a novel algorithm for projecting solutions onto the constraint space.
Crucially, the method tends to continuously move the optimization variables
towards the constraint space, while minimizing the objective function with a
gradient-based optimization procedure. The experimental section shows that this
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new method is orders of magnitude faster than existing methods and, depending
on the choice of objective function, gives comparable or more accurate solutions.
Because of this improvement in runtime, problems of previously intractable size
become feasible. Consequently, the method has the potential of contributing to
accelerating discoveries in materials science.
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Abstract. Less-than-Truckload (LTL) transportation carriers plan for
their next operating season by deciding: (1) a load plan, which specifies
how shipments are routed through the terminal network from origins to
destinations, and (2) how many trailers to operate between each pair of
terminals in the network. Most carriers also require that the load plan
is such that shipments at an intermediate terminal and having the same
ultimate destination are loaded onto trailers headed to a unique next ter-
minal regardless of their origins. In practice, daily variations in demand
are handled by relaxing this requirement and possibly loading shipments
to an alternative next terminal. We introduce the p-alt model, which
integrates routing and capacity decisions, and which allows p choices for
the next terminal for shipments with a particular ultimate destination.
We further introduce and computationally test three solution methods
for the stochastic p-alt model, which shows that much can be gained from
using the p-alt model and explicitly considering demand uncertainty.

1 Introduction and Motivation

To make their operations economically viable, Less-than-truckload (LTL) car-
riers consolidate freight from multiple shippers. This freight is routed through
a network of terminals before reaching its ultimate destination. At each termi-
nal, freight is sorted and consolidated with other freight before it is loaded onto
an outbound trailer to its next destination. An LTL carrier’s network typically
consists of two types of terminals: end-of-line (EOL) terminals which serve only
as origin and destination points for freight, and breakbulk (BB) terminals which
also act as consolidation hubs in the network.

In managing their networks, LTL carriers are faced with numerous tactical
decisions. Based on predicted origin-destination (OD) demand for the upcoming
operating period, carriers plan for how that demand is to be served. They decide
how many trailers to operate between each pair of terminals, and formulate a
load plan, which determines how freight with a given origin and destination will
be routed. This planning process is known in the literature as Service Network
Design (for reviews of this topic see [1,2]). To streamline sorting and loading
operations at the terminals, many carriers impose a directed in-tree structure in

c© Springer International Publishing AG, part of Springer Nature 2018
W.-J. van Hoeve (Ed.): CPAIOR 2018, LNCS 10848, pp. 63–71, 2018.
https://doi.org/10.1007/978-3-319-93031-2_5

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-93031-2_5&domain=pdf


64 A. Baubaid et al.

their load plans for each destination d in the network as in [3–6]. That is, all
freight headed to destination d that is at an intermediate terminal – regardless
of its origin – is always directed to a unique next terminal (as in Fig. 1a).

In practice, carriers often permit an additional option for routing freight at
(some) terminals as part of the load plan to handle demand variations. This
load plan specifies a primary next destination, as well as an alternative (or an
“alt”) next destination, through which some freight might be rerouted if there
is not enough planned capacity available on the primary. If there is also not
enough capacity available on the alt, then additional capacity, for either the
primary or the alt, can be acquired at a higher cost (carriers negotiate deals
with independent owner-operators for such eventualities). In practice, these alts
are chosen heuristically after the primaries have been determined. Note that
throughout the remainder of this paper, for the sake of brevity, we will use the
term “alt” to refer to any next terminal option – primary or alternative – and
no distinction between the two will be made. Figure 1b shows an example of a
structure with at most two alts allowed at every terminal for destination d.

i

j

d

(a)

k

i

j

d

(b)

Fig. 1. Illustration of 1-alt (in-tree) and 2-alt structures for destination d in a load
plan (circles and squares represent EOL and BB terminals, respectively); (a) shows
the traditional in-tree (1-alt) structure in which at terminal i, all freight headed for d
is sent to j; and (b) shows a 2-alt structure in which at terminal i, all freight headed
for d can be sent to either j or k.

Some natural questions to explore are: (1) “What are the benefits of choosing
alts simultaneously as opposed to sequentially, as is done in practice?” and (2)
“What are the benefits of employing a 2-alt design rather than a 1-alt design in an
uncertain environment?”. In this paper, we address these questions by studying
a two-stage stochastic Capacitated Multi-commodity Network Design (CMND)
problem [7]. The model we present is different from other stochastic CMND
problems studied in the literature (e.g. [8–10]) in two key ways: (1) the recourse,
in response to changes in demand, is operating additional trailers acquired at a
higher cost, and (2) the load plan can have a pre-specified number of alts (which
generalizes the notion of a directed in-tree load plan). The use of more than
one alt and its effectiveness in dealing with demand variations has never been
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studied; a small number of papers study 1-alt designs in a deterministic setting
(e.g. [3–6]). We are the first to investigate the use of p-alt designs in a rigorous
way, even though such designs are commonly used in practice. We will refer to
the deterministic version of our model as the p-alt model, where the parameter
p represents the number of alts allowed/desired in the load plan.

To solve the stochastic p-alt model, we use Sample Average Approximation
(SAA) [11] as our general framework. However, because the resulting extensive-
form problem in each SAA iteration is difficult to solve in reasonable time, we
consider and compare three approaches: (1) directly solving the extensive-form
with the so-called cut inequalities added a priori; (2) relaxing the integrality of
the second-stage variables, and applying cut inequalities added a priori, and (3)
relaxing the integrality of the second-stage variables and applying slope scaling
[12] on the relaxed second-stage variables.

The rest of the paper is structured as follows. Section 2 presents the stochas-
tic p-alt model formulation. Section 3 outlines the solution approaches we will
compare. This is followed by a computational study in Sect. 4.

2 Problem Description

Let G = (N ,A) be a digraph representing the transportation network of an
LTL carrier, where N = B ∪ E for B the set of Breakbulk (BB) terminals and E
the set of End-of-Line (EOL) terminals. Let δ+(i) denote the set of outbound
arcs and δ−(i) denote the set of inbound arcs at node i ∈ N . Define the set of
commodities K ⊆ {(o, d) : o, d ∈ E , o �= d} to be the set of all EOL OD pairs
for which there may be shipments. Let ok, dk ∈ N denote commodity k’s origin
and destination, respectively. Furthermore, define D as the set of all destination
EOLs, i.e. D = {dk : k ∈ K}, and K(d) to be the set of commodities in K with
destination d ∈ E . Let p be the number of alts allowed for each terminal in the
network and for each possible destination. We define cij as the cost of operating
a trailer and ĉij(>cij) as the cost of outsourcing a trailer to operate on the arc
(i, j), respectively, and Q to be the uniform trailer capacity. Let Ω represent the
set of random demands that may be observed, with ω ∈ Ω representing a partic-
ular realization of OD demands. Ω may be either discrete or continuous. Define
qω
k to be the demand of commodity k in realization ω. Our decision variables are

as follows:
rij = number of planned trailers to operate on arc (i, j),
zω
ij = number of outsourced trailers to operate on arc (i, j) in realization ω,

xω
ijk = flow on arc (i, j) for commodity k ∈ K in realization ω,

yijd =

{
1, if commodities with destination d may use arc (i, j) as an alt,
0, otherwise.
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2.1 The Mathematical Formulation

The stochastic p-alt model is

min
∑

(i,j)∈A
cijrij + Eω [Q(r, y, ω)] , (1a)

s.t.
∑

(i,j)∈δ+(i)

yijd = min{p,
∣∣δ+(i)

∣∣}, ∀d ∈ D, i ∈ N , (1b)

yijd ∈ {0, 1}, ∀d ∈ D, (i, j) ∈ A, (1c)
rij ∈ Z+, ∀(i, j) ∈ A, (1d)

where
Q(r, y, ω) = min{

∑
(i,j)∈A

ĉijz
ω
ij : (zω, xω) ∈ P(r, y, ω)} (1e)

and

P(r, y, ω) = {(zω, xω) :
∑
k∈K

xω
ijk ≤ Q(rij + zω

ij), ∀(i, j) ∈ A, (1f)

∑
(i,j)∈δ+(i)

xω
ijk−

∑
(j,i)∈δ−(i)

xω
jik =

⎧⎪⎨
⎪⎩

qω
k , if i = ok,

−qω
k , if i = dk,

0, otherwise,
∀i ∈ N , k ∈ K,

(1g)∑
k∈K(d)

xω
ijk ≤ qω

k yijd, ∀d ∈ D, (i, j) ∈ A, (1h)

xω
ijk ≥ 0, ∀(i, j) ∈ A, k ∈ K , (1i)

zω
ij ∈ Z+, ∀(i, j) ∈ A}. (1j)

The first stage determines the design of the network: installing capacity on
arcs while adhering to the desired p-alt freight flow structure. The objective
function (1a) minimizes the sum of the cost of operating trailers in the network
plus the expected cost of any additional trailers required once demand is realized.
Constraints (1b) specify the structure of the freight flow in the network. Note
that setting p = 1 gives the standard in-tree structure similar to the one depicted
in Fig. 1a, while setting p = 2 allows up to two next destination options for each
terminal and for all possible destinations. The right-hand side of (1b) ensures
feasibility if a node’s outdegree is less than p.

The second stage routes all realized demand and determines any additional
capacity that is required to do so, at minimum cost. Constraints (1g) are the
standard flow balance constraints, and also stipulate that all demand is to be
met. Constraints (1f) ensure that the capacity on each arc is not exceeded.
Constraints (1h) ensure that flows destined for a particular destination are only
allowed to use an arc when the corresponding alt is chosen.
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3 Model Solution

The stochastic p-alt model is a two-stage mixed-integer stochastic program that
may have infinitely many scenarios. Given that even deterministic CMND prob-
lems are beyond the reach of modern commercial solvers [10], and can only be
solved for small-sized instances, having a two-stage stochastic model with gen-
eral integer variables in both stages and constraints on the freight flow structure
only makes the problem more difficult. Therefore, heuristics are needed, and we
thus employ a Sample Average Approximation (SAA) [11] framework.

3.1 Sample Average Approximation

In SAA, a small number of demand scenarios N << |Ω| is randomly sampled,
(with replacement), resulting in a sample problem, given by (1) with Ω replaced
by the sampled scenarios. This – usually relatively simpler – two-stage stochastic
program over N scenarios is solved, and the first-stage design, (r∗, y∗), is eval-
uated. Evaluation is performed by (independently) sampling a larger number
N ′ >> N of scenarios, and for each such scenario ω, calculating the recourse
cost, Q(r∗, y∗, ω), by solving (1e). The cost of design (r∗, y∗) is approximated as

∑
(i,j)∈A

cijr
∗
ij + Eω [Q(r, y, ω)] ≈

∑
(i,j)∈A

cijr
∗
ij +

1
N ′

N ′∑
n=1

Q(r∗, y∗, ωn), (2)

where ω1, . . . , ωN ′
are the N ′ sampled scenarios. This procedure is repeated M

times to get M designs, and the one with the lowest (approximate) cost is chosen
as the final solution. We refer the reader to [11] for details and convergence
properties of this approach.

3.2 Solving the Sample Problem

In each SAA iteration, the sample problem must be solved. Its extensive form,
for the sampled scenarios S = {ω1, . . . , ωN}, is the mixed-integer linear program

min
∑

(i,j)∈A
cijrij +

1
N

∑
ω∈S

∑
(i,j)∈A

ĉijz
ω
ij ,

s.t. (1b) − (1d), (zω, xω) ∈ P(r, y, ω), ∀ω ∈ S.

Although simpler than the original stochastic problem, this MIP is still dif-
ficult to solve in reasonable time, even for relatively small sample sizes, N .
Therefore, we propose two heuristics to solve this problem. Since the primary
goal is obtaining a feasible first-stage solution, these heuristics relax the second
stage integer variables in an attempt to make the problem easier to solve. Each
approach uses a different method to mitigate the effect of this relaxation on the
first stage decisions. One uses a slope scaling technique ([12]), which heuristically
adjusts the costs of the second stage variables. The other uses cuts that are valid
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for the problem with integrality in both stages. This gives us three approaches:
solving the problem exactly (Exact); relaxing the integrality of the second stage
variables and using slope scaling (SS-Heuristic); and relaxing the integrality
of the second stage variables but adding valid inequalities (Cut-Heuristic). In
all three methods, the evaluation subproblems (1e) in the SAA algorithm are
solved exactly, without relaxation.

The valid inequalities we use are the so-called cut inequalities [13]. Given a
cut in the network, these inequalities stipulate that the capacity crossing the cut
should be enough to serve the demand crossing that cut. We adapt these to the
stochastic p-alt problem, as follows. Let dω(V, V̄ ) be the total demand that has
to traverse the cut defined by V ⊂ N in scenario ω. Then the cut inequalities
for the stochastic p-alt problem, for a given scenario ω ∈ Ω, can be written as

∑
(i,j)∈δ+(V )

(rij + zω
ij) ≥

⌈
dω(V, V̄ )

Q

⌉
, ∀V ⊂ N . (3)

Exact. The sample problem is solved using a MIP solver. The cuts (3) are added
for every ω ∈ S to the model upfront as lazy constraints. In our experiments,
adding these cuts significantly improved the solver performance.

SS-Heuristic. In this approach, we will relax the integrality of the second-
stage variables. To compensate for the cost under-approximation introduced by
the relaxation, we introduce cost multipliers that will be iteratively adjusted
using a slope scaling algorithm, as follows: let ρt

ij be the cost multiplier for arc
(i, j) in iteration t of the slope scaling algorithm and solve

min
∑

(i,j)∈A
cijrij +

1
N

∑
ω∈S

∑
(i,j)∈A

ρt
ij ĉijz

ω
ij (4)

s.t. (1b) − (1d), (zω, xω) ∈ PLP (r, y, ω),∀ω ∈ S

where PLP (r, y, ω) denotes the LP relaxation of P(r, y, ω).
Slope scaling is terminated when: (1) the true recourse cost estimate

(obtained via the evaluation subproblems) and the term 1
N

∑
ω∈S

∑
(i,j)∈A

ρt
ij ĉijz

ω
ij in the relaxed problem are relatively close, or (2) two successive itera-

tions yield designs with approximately the same costs. If neither of these stopping
criteria is met, the multipliers for the next iteration are adjusted as follows:

ρt+1
ij =

⎧⎪⎨
⎪⎩

∑
ω∈S

⌈
zωij

⌉
∑

ω∈S zωij
, if

∑
ω∈S zωij > 0,

ρt
ij , otherwise,

(5)

where zωij is the value of the continuous relaxation of the z variable for (i, j) in
scenario ω obtained from the solution of (4) in iteration t.

Cut-Heuristic. We again relax the integrality of the second-stage variables, but
add the inequalities (3) for each ω ∈ S, to the model, a priori. As there is a large
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number of them, they are added as lazy constraints. These inequalities serve two
purposes in the heuristic: they strengthen the relaxed model with respect to the
integrality of the first stage variables and, since they are inferred from integrality
of the second stage variables, mitigate the effect of relaxing these.

4 Computational Study

In this section, we compare the three solution methods for the stochastic p-alt
problem and we assess the benefits of using this model. To be able to solve the
extensive-form problems to optimality, we restrict ourselves to small randomly-
generated instances (up to 15 terminals). Table 1 shows the characteristics of
the instances used. The characteristics are self-explanatory, except for “% of OD
Pairs”, which indicates the percentage of possible EOL pairs with demand. The
SAA parameters used are M = 10, N = 10, and N ′ = 1000. Algorithms were
implemented in Python, and experiments performed on a 2.9 GHz Intel Core i5
computer with 16 GB of RAM using Gurobi 7.5.2 as the IP solver.

Table 1. Instance characteristics

Instance Number
of EOLs

Number
of BBs

% of OD
Pairs

Demand
range

Q Demand Std.
Dev. range

1 8 4 10 [0, 1] 1 (0, 0.3)

2 7 3 25 [0, 1] 1 (0, 0.3)

3 7 3 20 [0, 10] 3 (0, 3)

4 7 3 20 [0, 10] 3 (0, 4.5)

5 10 5 10 [0, 1] 1 (0, 0.3)

Table 2 compares the performance of the three methods, and shows the first-
stage (design) cost, F, the approximated expected total (design + recourse) cost,
T, and the running time (in seconds), t. To reduce bias, each iteration of SAA
in the three approaches was performed using the same set of scenarios for the
sample problem, and the same set of scenarios for the evaluation subproblems.

We observe that although the methods find different first-stage solutions,
the total cost (point) estimates are fairly similar. The main difference is the
computational efficiency: Cut-Heuristic consistently outperforms the other two
approaches by obtaining solutions that are in a similar range as the other two
approaches but in much less time. While that is encouraging, we note that the
number of cut inequalities grows exponentially with the number of terminals
(and also grows with the number of scenarios), and that separation heuristics
will be required when solving larger instances as the separation problem is NP-
Hard. We also observe, as expected, that 2-alt designs perform better than their
1-alt counterparts by handling the uncertain demand at a lower cost.
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Table 2. Comparison of Exact, SS-Heuristic, and Cut-Heuristic

Exact SS-Heuristic Cut-Heuristic

F T t F T t F T t

1 1-alt 148.8 163.4 437.2 148.8 163.5 4053.2 148.8 163.4 52.2

2-alt 148.8 163.2 480.1 148.8 163.2 1257.8 148.8 163.2 225.4

2 1-alt 262.4 266.1 773.7 262.4 266.1 2347.3 262.4 266.3 148.6

2-alt 248.1 261.8 1085.8 248.1 261.8 2737.0 248.1 261.8 270.6

3 1-alt 595.8 700.0 1422.8 623.3 705.5 1119.1 571.6 703.1 469.4

2-alt 583.9 674.3 17273.3 580.8 683.4 2567.8 575.4 677.5 419.2

4 1-alt 595.8 732.6 2024.4 635.2 737.4 862.9 576.1 734.3 457.3

2-alt 588.4 706.6 56627.1 555.4 712.5 2614.6 575.4 703.7 505.3

5 1-alt 185.1 190.6 2505.2 185.1 190.3 30934.2 182.7 190.2 2437.1

2-alt 175.0 187.5 1013.2 175.0 187.3 3522.0 175.0 187.5 566.2

Table 3. Comparison of sequential vs. integrated optimization

Sequential Cut-Heuristic

F T F T

1 1-alt 148.8 163.9 148.8 163.4

2-alt 148.8 163.9 148.8 163.2

2 1-alt 262.4 266.8 262.4 266.3

2-alt 248.1 262.9 248.1 261.8

3 1-alt 693.7 775.3 571.6 703.1

2-alt 608.4 697.0 575.4 677.5

4 1-alt 693.6 803.6 576.1 734.3

2-alt 621.4 726.0 575.4 703.7

5 1-alt 196.1 215.7 182.7 190.2

2-alt 181.4 191.1 175.0 187.5

In Table 3, we compare the Cut-Heuristic results with the results obtained
from sequential optimization using expected demand. Sequential optimization
involves two steps: (1) solving an optimization problem to decide the number
of trailers operating between the terminals, (2) given these numbers, solving
an optimization problem to determine the alts – allowing additional trailers to
be added. The resulting design is evaluated using a set of 1,000 scenarios. We
observe a substantial reduction in the expected total cost when using designs
produced by the stochastic p-alt model. This is more pronounced in instances
3–5, which have a larger network and/or higher demand variability.

Overall, these results also demonstrate that there is much to be gained from
2-alt designs, especially in settings with high demand variability. Furthermore,
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simultaneously choosing the alts and explicitly considering demand uncertainty
result in more robust designs, leading to lower expected total costs.
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Abstract. This study addresses optimization of production processes
where machines have high energy consumption. One efficient way to
reduce the energy expenses in production is to turn a machine off when it
is not being used or switch it into an energy-saving mode. If the produc-
tion has several machines and production demand that varies in time,
the energy saving can be substantial; the cost reduction can be achieved
by an appropriate production schedule that could control the switching
between the energy modes with respect to the required production vol-
ume. Therefore, inspired by real production processes of glass tempering
and steel hardening, this paper addresses the scheduling of jobs with
release times and deadlines on parallel machines. The objective is to find
a schedule of the jobs and a switching between the power modes of the
machines so that the total energy consumption is minimized. Moreover,
to further generalize the scheduling problem to other production pro-
cesses, we assume that the processing time of the jobs is mode-dependent,
i.e., the processing time of a job depends on the mode in which a machine
is operating. The study provides an efficient Branch-and-Price algorithm
and compares two approaches (based on Integer Linear Programming
and Constraint Programming) for solving the subproblem.

Keywords: Production scheduling · Energy · Branch-and-Price
Integer Linear Programming · Constraint Programming

1 Introduction

This research is inspired by two existing energy-demanding production processes.
The first one is a glass tempering in ERTL Glas company and the second one
is steel hardening in ŠKODA AUTO company. In both processes, the mate-
rial is heated in one of the identical furnaces to a high temperature (hundreds
of ◦C) which consumes a substantial amount of energy. Typically, the furnaces
are turned on at the beginning of a scheduling horizon and then continuously
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operate until its end when they are turned off. If the production demand varies
within the scheduling horizon, the furnaces remain in an energy-demanding mode
even if nothing is being produced and, therefore, wasting the energy.

As identified in [1], a significant energy cost savings could be achieved in man-
ufacturing facilities by switching machines to a power-saving mode when nothing
is being produced. Likewise, our preliminary feasibility study for ŠKODA AUTO
has shown that about 6% of the production line consumption can be saved using
the power-saving modes. However, in the above-mentioned processes, switching
to and from the power-saving mode is not immediate since the furnaces in the
power-saving mode operate in a lower temperature and re-heating them back
to the operational temperature can take dozens of minutes. Thus, the switching
has to be planned carefully. Moreover, in some production processes a machine
operating in a power-saving mode can still process a material, albeit slower. To
take into consideration such processes, we will assume that the processing time
is mode-dependent, i.e., the processing time depends on the mode in which a
machine is operating.

The problem of scheduling jobs on machines having different energy modes
has been already studied in the literature to some extent. The existing works
either study a single machine problem [1–3], do not take the transition costs and
times into account [4] or propose a time-indexed Integer Linear Programming
formulation [5,6] which can optimally solve only small instances. The scheduling
with mode-dependent processing times of the jobs is similar to a dynamic voltage
scaling [7] in embedded systems, where the processing times of the jobs depend on
the operating frequencies of the processors. Since the schedules in the embedded
systems are usually event-triggered and the transition times between different
operating frequencies is in the order of microseconds, the research results cannot
be directly applied to the production processes.

The contribution of this work-in-progress paper is both a formulation and
algorithm for solving a general multi-machine scheduling problem with energy
modes, where the objective is to minimize the total energy consumption. For
this problem, we propose an efficient Branch-and-Price algorithm with a clever
representation of the columns to break the symmetries arising due to the iden-
tical parallel machines. The algorithm also restricts the structure of transitions
between the modes to respect the technological requirements. For the experimen-
tal comparison, the subproblem in the Branch-and-Price algorithm is formulated
as both Integer Linear Programming (ILP) and Constraint Programming (CP)
problems.

2 Problem Statement

Let M = {1, . . . , m} be a set of identical, parallel machines. In every time instant,
every machine i ∈ M is operating in some mode ω ∈ Ω. While a machine
is operating in mode ω ∈ Ω, it demands a constant power Pω ∈ R≥0. The
mode of a machine can be switched from one mode to another, however, this
transition may take some time during which the machine is not operational,
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and it incurs a cost in the form of consumed energy. Therefore, for every pair of
modes ω, ω′ ∈ Ω we define transition time ttransω,ω′ ∈ Z≥0∪{∞} and transition cost
ctransω,ω′ ∈ R≥0∪{∞}. If ttransω,ω′ = ctransω,ω′ = ∞ for some pair of modes ω, ω′ ∈ Ω, then
a machine cannot be directly switched from ω to ω′. If a machine is operating
in some mode ω ∈ Ω for a total time of t, then the operating cost is computed
as Pω · t.

Let J = {1, . . . , n} be a set of jobs. The jobs have to be processed on some
machine within scheduling horizon H ∈ Z>0, each machine can process at most
one job at a time, and the jobs cannot be preempted. A processing time of job
j ∈ J depends on the mode ω ∈ Ω in which the assigned machine is operating
during processing of the job and is denoted as pj,ω ∈ R≥0 ∪ {∞}. If pj,ω = ∞,
then job j ∈ J cannot be processed while the assigned machine is operating in
mode ω ∈ Ω. A job cannot be processed on a machine during the transition
from one mode to another and once a machine starts processing a job, it cannot
change its mode until the job completes. Moreover, each job j ∈ J has release
time rj ∈ Z≥0 and deadline dj ∈ Z≥0. The release time and deadline of a job
define the time window within which it must be processed.

Due to technological restrictions, such as machine wear, the number of tran-
sitions to mode ω ∈ Ω on each machine can be at most Kω ∈ Z>0 within the
scheduling horizon.

A solution is a tuple (s,μ,π1, . . . ,πm, tmode
1 , . . . , tmode

m ), where s ∈ Zn
≥0 is a

vector of jobs start times, μ ∈ Mn is a vector of jobs assignment to the machines,
πi ∈ ⋃

l∈Z>0
Ωl is a profile of machine i ∈ M and tmode

i ∈ ⋃
l∈Z>0

Z l
≥0 are the

operating times of machine i ∈ M . Profile πi is a finite sequence of modes
which are followed by machine i ∈ M in the solution. The profiles represent
the transition from one mode to another; they do not inform about the time
spent operating in a particular mode of a profile. Operating times tmode

i are a
finite sequence of non-negative integers such that tmode

i,k is the operating time of
machine i ∈ M in mode πi,k. It holds that (i) the length of a profile is the same
as the length of the corresponding operating times, i.e., |πi| = |tmode

i |, ∀i ∈ M
(operator | · | represents the length of a sequence) and (ii) the sum of the total
transition times plus the total operating times of a profile equals to the length of
the horizon, i.e.,

∑|πi|−1
k=1 ttransπi,k,πi,k+1

+
∑|πi|

k=1 tmode
i,k = H ,∀i ∈ M . Moreover, the

solutions must respect that the number of transitions to every mode is limited,
i.e., |{k ∈ {1, . . . , |πi|} | πi,k = ω}| ≤ Kω ,∀ω ∈ Ω, i ∈ M .

The goal of this scheduling problem is to find a solution which minimizes
the consumed energy, i.e., the sum of the total transition cost plus the total
operating cost

∑

i∈M

|πi|−1∑

k=1

ctransπi,k,πi,k+1
+

∑

i∈M

|πi|∑

k=1

Pπi,k
· tmode

i,k . (1)

This scheduling problem is strongly NP-hard due to the underlying strongly
NP-complete scheduling problem 1|rj , dj |− [8].
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3 Solution Approach

Although it is possible to model the scheduling problem introduced in Sect. 2
using either ILP or CP, the resulting model would be very large and could
solve only small instances. Moreover, due to the parallel identical machines,
the scheduling problem has symmetrical solutions, i.e., different solutions may
have the same objective value and one solution can be transformed to another
by simply re-indexing the machines. Symmetries significantly degrade the effi-
ciency of the models, thus, a specialized approach is necessary. Therefore, we
solve this scheduling problem using Branch-and-Price (BaP) methodology [9]
which is designed for solving such large-scale optimization problems. Symmetri-
cal solutions are avoided by a clever representation of the columns in the BaP
algorithm.

Algorithms based on BaP combine the Branch-and-Bound algorithm with
Column Generation (CG) [10]. The CG is a technique for solving Linear Pro-
gramming (LP) models with many variables. The variables (and the correspond-
ing columns of the constraint matrix) are added lazily until a solution with the
restricted set of the variables is optimal for the dual formulation of the model. If
the solution is an integer, the whole algorithm terminates. Otherwise, branching
on the fractional variables is performed.

The LP model used in the CG is based on a set covering model. Let A ⊆
{0, 1}n be a set of columns, where each column al ∈ A represents a particular
assignment of the jobs on a machine. For each al ∈ A we can compute its cost
ccoll , which corresponds to the optimal solution of the single machine scheduling
problem with jobs for which al,j = 1. The goal of the master problem is to select
a subset of columns from A such that every job is assigned to some machine and
the total cost of the selected columns is minimized. Since the number of columns
is exponential in the number of jobs, we use restricted column set A′ ⊆ A, which
is lazily expanded using the CG. The master problem restricted to A′ then can
be modeled as

min
∑

al∈A′
ccoll · xl (2)

s.t.
∑

al∈A′
al,j · xl ≥ 1, j ∈ J (3)

∑

al∈A′
xl ≤ m (4)

xl ≥ 0, al ∈ A′. (5)

Variable xl denotes, whether column al is selected in the solution. Notice
that the problematic machine symmetries are broken since an assignment of a
column to a specific machine is not important and, therefore, not modeled.

The CG operates on the dual formulation of the restricted master problem;
consequently, variables xl diminish. Instead, new variables λ ∈ R≤0 × Rn

≥0

arise in the dual formulation. If the optimal solution to the dual restricted
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master problem is feasible for the unrestricted one, the CG terminates, oth-
erwise, column al ∈ A\A′ with a negative reduced cost has to be found, i.e.,
0 > ccoll −∑

j∈J al,j ·λj −λ0. A new column for the restricted master problem is
found using another optimization model called a subproblem in which the dual
variables λ are fixed. Solving such a problem is very similar to solving a single
machine variant of the scheduling problem introduced in Sect. 2. The difference
is that the subproblem selects a subset of jobs, i.e., new column al, such that
the reduced cost is minimized.

However, such a subproblem has still a very large solution space, thus select-
ing the machine profiles is a hard combinatorial problem. If the maximum num-
ber of transitions Kω to the modes is not large (which is true for ŠKODA AUTO
and ERTL Glas), it is possible to enumerate all technologically feasible profiles
Π ⊂ ⋃

l∈Z>0
Ωl that do not violate the transition limits, solve the subproblem

for every π ∈ Π and select the one with the minimum objective value. For each
technologically feasible profile π ∈ Π, we solve the corresponding subproblem
using the following ILP model

min
∑

i∈M

|π |−1∑

k=1

ctransπk,πk+1
+

∑

i∈M

|π |∑

k=1

Pπk
· tmode

k −
∑

j∈J

|π |∑

k=1

yj,k · λj − λ0 (6)

|π |∑

k=1

yj,k ≤ 1, j ∈ J (7)

smode
1 = 0 (8)

smode
k = smode

k−1 + tmode
k−1 + ttransπk−1,πk

, k ∈ {2, . . . , |π|} (9)

smode
|π | + tmode

|π | = H (10)

rj ≤ sj , j ∈ J (11)

sj +
|π |∑

k=1

yj,k · pj,πk
≤ dj , j ∈ J (12)

smode
k ≤ sj + M · (1 − yj,k), j ∈ J, k ∈ {1, . . . , |π|} (13)

sj + pj,πk
≤ smode

k + tmode
k + M · (1 − yj,k),

j ∈ J, k ∈ {1, . . . , |π|} (14)
sj + pj,πk

≤ sj′ + M · (3 − yj,k − yj′,k − zj,j′),
j, j′ ∈ J, j < j′, k ∈ {1, . . . , |π|}

(15)

sj′ + pj′,πk
≤ sj + M · (2 − yj′,k − yj,k + zj,j′),

j, j′ ∈ J, j < j′, k ∈ {1, . . . , |π|}.
(16)



Energy-Aware Production Scheduling with Power-Saving Modes 77

The program uses the following variables: (i) yj,k ∈ {0, 1} denoting whether
j ∈ J is assigned to k-th mode of π, (ii) smode

k ∈ Z≥0 is the start time of the
time interval in which the machine is operating in k-th mode of profile π, (iii)
tmode
k ∈ Z≥0 is the operating time of k-th mode of profile π, (iv) sj ∈ Z≥0

is the start time of job j ∈ J and (v) zj,j′ ∈ {0, 1} denotes the relative order
between jobs j, j′ ∈ J . To see that this subproblem selects a column, notice that
al,j =

∑|π |
k=1 yj,k. Constraint (7) allows each job to be assigned to at most one

mode, constraints (8)–(10) set the start time and operating time of k-th mode,
constraints (11)–(12) assure that the jobs are processed in between its release
time and deadline, constraints (13)–(14) ensure that the jobs are fully contained
in the time period of k-th mode to which they are assigned, and constraints (15)–
(16) ensure that the jobs are not overlapping. To speed-up solving the model,
we generate constraints (15)–(16) using lazy constraints generation.

The initial set of columns is created using a simple heuristic based on Ear-
liest Deadline First strategy. Since even problem 1|rj , dj |− is strongly NP-
complete, there is no guarantee that any heuristic will find the initial A′ that
will represent a feasible solution (although the selected Earliest Deadline First
strategy is generally better aimed at satisfying the deadlines than cost-based
heuristics). Therefore, if the heuristic cannot find a feasible solution, it gen-
erates A′ such that it contains columns covering all the jobs. In such a situ-
ation, it may happen that the master model may not find a feasible solution
because of constraint (4). Therefore the master model has to assume this con-
straint in a slightly different form, i.e.,

∑
al∈A′ xl ≤ m + q, where q ≥ 0 is

a new decision variable indicating whether the solution of the master prob-
lem is feasible or not. Finally, the objective function of the master model is∑

al∈A′ ccoll · xl + q · C, such that C is much larger than the cost of any feasible
column, e.g., C = m · H · maxω∈Ω Pω + maxπ∈Π |π| · maxω,ω′∈Ω ctransω,ω′ .

If the optimal solution to the master problem is fractional at the end of the
CG, a branching is required. The used branching scheme selects a pair of jobs
(j, j′) that have not been selected before and have the largest overlap of inter-
vals [rj , dj ] and [rj′ , dj′ ] (according to preliminary experiments, this branching
scheme performed better than random selection). Then the scheme creates two
branches, where: (i) jobs j and j′ are forbidden to be processed on the same
machine and (ii) the same two jobs are required to be processed on the same
machine. This scheme generates simple logical constraints that can be included
into the subproblem. For each new branch it is necessary to filter out columns
al ∈ A′ that violate the particular branching decision. However, this step may
result in a column set which is not covering all the jobs. Therefore, as in the
initialization phase, the algorithm has to add columns such that all jobs are
present in A′.

Alternatively, the subproblem can be easily modeled using CP, where efficient
filtering techniques for unary resources with optional jobs are employed [11]. Let
us introduce two types of interval variables Imode

k and Ij,k, where j ∈ J, k ∈
{1, . . . , |π|}. Variables Ij,k are optional, which means that the presence of Ij,k

in a schedule is to be decided. The length of Ij,k is fixed to pj,πk
, whereas
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the length of Imode
k is to be determined. Constraints (15)–(16) are substituted

by no-overlap constraints, i.e., for each k ∈ {1, . . . , |π|}, we add constraint
NoOverlap(

⋃
j∈J Ij,k). The other constraints are straightforward. Note that the

state function variable [12] for modeling the modes of a machine cannot be effi-
ciently used as the lengths of the modes are involved in the objective function
and the transition times between modes are fixed.

4 Preliminary Experiments

We evaluated the proposed BaP algorithm (with subproblem implemented as
both ILP and CP model) on a set of random problem instances that were
generated as follows. The scheduling horizon was fixed to H = 1000 and
the set of assumed machines modes was chosen as Ω = {OFF, IDLE,ON},
i.e., the machines have one power-saving mode IDLE and the jobs can be
processed only in mode ON. The set of technologically feasible profiles is
Π = {(OFF,ON,OFF), (OFF,ON, IDLE,ON,OFF)}. The processing time of
the jobs in mode ON was randomly sampled from discrete uniform distribution
U {1, 100}. The release times and deadlines were randomly generated in such a
way that the generated instances were feasible and the jobs had non-zero overlap.

For each pair n ∈ {15, 20, 25},m ∈ {1, 2, 3, 4}, 4 random instances were
generated using the scheme described above; each instance had time-limit of
3600 s. The experiments were carried out on an Intel R© CoreTMi5-3320M CPU
@ 2.6 GHz computer with 8 GB RAM. For solving the ILP and CP models, we
used Gurobi 7.5 and IBM CP Optimizer 12.7.1 solvers, respectively. The source
code of the algorithms with the generated instances are publicly available at
https://github.com/CTU-IIG/PSPSM.

The results shown in Table 1 clearly indicate that the BaP algorithm with
ILP subproblem (BaP+ILP) outperforms the CP subproblem (BaP+CP). Using
continuous variables for the start times of the jobs instead of integer variables
led to only a slight deterioration in the computational time, while the number
of nodes and the number of columns slightly decreased.

Although it could be possible to compare the proposed algorithm with the
time-indexed ILP formulation from the literature [2], the resulting model would
be huge for the scheduling granularity usually used in production scheduling
(1 min). For example, the time-indexed ILP formulation would require 4 · 25 ·
1000 = 100000 binary variables just to represent the start times of the jobs for
the largest problem instance from Table 1.

For the sake of comparison with the global approach, we also evaluated var-
ious global CP models. All the global models gave competitive results up to 2
machines, but for 3 or more machines, the global models are strongly suffering
from the symmetries caused by parallel identical machines (the best global model
time-outed for 9 instances having 4 machines).

https://github.com/CTU-IIG/PSPSM
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Table 1. Experimental results.

Instance Parameters BaP+ILP BaP+CP

m n Computational

time [s]

Nodes Columns Computational

time [s]

Nodes Columns

1 1 15 9.50 1 113 58.57 1 115

2 1 15 9.58 1 116 92.80 1 124

3 1 15 9.38 1 102 41.77 1 82

4 1 15 11.37 1 132 50.71 1 118

5 2 15 31.15 13 253 179.53 13 270

6 2 15 14.91 1 93 65.10 1 66

7 2 15 8.66 1 97 45.95 1 90

8 2 15 10.23 1 87 79.79 1 102

9 3 15 40.05 17 173 177.20 17 156

10 3 15 41.59 35 301 210.12 35 341

11 3 15 5.29 1 47 60.41 1 48

12 3 15 24.37 15 200 188.80 15 187

13 4 15 32.43 31 243 278.96 33 213

14 4 15 4.82 1 51 44.23 1 54

15 4 15 7.46 1 77 87.70 1 75

16 4 15 5.43 1 38 45.72 1 42

17 1 20 38.78 1 298 250.04 1 250

18 1 20 79.39 1 323 406.87 1 302

19 1 20 86.69 1 429 453.85 1 437

20 1 20 17.57 1 166 267.30 1 252

21 2 20 372.76 71 1,357 1,719.14 79 1,263

22 2 20 35.91 1 187 169.87 1 118

23 2 20 97.80 3 345 355.56 3 291

24 2 20 195.30 15 413 927.75 15 465

25 3 20 65.91 1 146 288.09 1 144

26 3 20 35.79 1 143 179.21 1 114

27 3 20 38.25 1 156 193.89 1 134

28 3 20 161.99 51 537 1,803.98 385 1,263

29 4 20 30.26 1 94 254.23 1 119

30 4 20 143.86 61 511 965.07 71 623

31 4 20 27.83 1 81 155.68 1 72

32 4 20 81.48 15 213 696.28 15 265

33 1 25 99.17 1 274 383.83 1 258

34 1 25 181.60 1 329 1,008.59 1 288

35 1 25 58.33 1 249 410.03 1 262

36 1 25 87.39 1 287 266.63 1 249

37 2 25 2,362.55 89 4,685 > 3,600.00 1 168

38 2 25 125.78 1 319 647.76 1 314

39 2 25 795.59 101 2,164 2,383.94 53 1,438

40 2 25 111.70 1 273 714.10 1 234

41 3 25 516.39 21 806 1,913.10 21 794

42 3 25 277.58 15 634 1,142.37 15 530

43 3 25 2,657.06 181 4,393 > 3,600.00 61 1,172

44 3 25 1,184.67 39 914 > 3,600.00 39 730

45 4 25 162.21 1 230 755.30 1 258

46 4 25 226.80 49 663 > 3,600.00 221 1,758

47 4 25 99.28 1 170 727.78 1 223

48 4 25 596.11 33 663 3,472.82 79 1,349
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5 Conclusion

Reducing energy consumption costs of manufacturing processes can be a signifi-
cant competitive advantage for producers. This work-in-progress paper provides
a Branch-and-Price algorithm for a multi-machine production scheduling prob-
lem minimizing energy consumption. The experimental results show that the
algorithm can solve instances with four machines and up to 25 jobs in a reason-
able time. To be able to solve real production instances, the algorithm can be
easily transformed into a heuristic, e.g., by reducing branching. Nevertheless, we
work on further improvements of the exact algorithm to make it applicable to
larger problem instances. For example, the computational time of the subprob-
lem could be decreased by an online machine learning algorithm [13] that reuses
the results of previously solved subproblems.

Acknowledgement. The work in this paper was supported by the Technology Agency
of the Czech Republic under the Centre for Applied Cybernetics TE01020197, and
partially by the Charles University, project GA UK No. 158216.
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11. Viĺım, P., Barták, R., Čepek, O.: Extension of o (n log n) filtering algorithms for
the unary resource constraint to optional activities. Constraints 10(4), 403–425
(2005)

12. Laborie, P., Rogerie, J., Shaw, P., Viĺım, P.: Reasoning with conditional time-
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Abstract. The number of applications generating sequential data is
exploding. This work studies the discovering of frequent patterns in a
large sequence of events, possibly time-stamped. This problem is known
as the Frequent Episode Mining (FEM). Similarly to the mining problems
recently tackled by Constraint Programming (CP), FEM would also ben-
efit from the modularity offered by CP to accommodate easily additional
constraints on the patterns. These advantages do not offer a guarantee of
efficiency. Therefore, we introduce two global constraints for solving FEM
problems with or without time consideration. The time-stamped version
can accommodate gap and span constraints on the matched sequences.
Our experiments on real data sets of different levels of complexity show
that the introduced constraints is competitive with the state-of-the-art
methods in terms of execution time and memory consumption while offer-
ing the flexibility of adding constraints on the patterns.

1 Introduction

The trend in data science is to automate the data-analysis as much as possi-
ble. Examples are the Automating machine learning project [10], or the com-
mercial products www.automaticstatistician.com and www.datarobot.com. The
Auto-Weka [18] and Auto-sklearn [9] modules can automate the selection of a
machine learning algorithm and its parameters for solving standard classifica-
tion or regression tasks. Most of these automated tools target tabular datasets,
but not yet sequences and time-series data. Data-mining problems on sequences
and time series remain challenging [32] but are nevertheless of particular interest
[7,29]. We believe that Constraint Programming (CP), because of the flexibility
it offers, may play a role in the portfolio of techniques available for automating
data-science on sequential data. As an illustration of this flexibility, Negrevergne
and Guns [23] identified some constraints that could be stated on the patterns
to discover in a database of sequences: length, exclusion/inclusion on symbols,
membership to a regular language [25], etc. The idea of using CP for data-mining
is not new. It was already used for item-set mining [11,12,24,28], for Sequential
Pattern Mining (SPM) [2,3,16,23] or even for mobility profile mining [17].
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In this paper we address the Frequent Episode Mining (FEM), first intro-
duced with the apriori-like method WINEPI [22] and improved on MINEPI [21],
with a CP approach. Contrarily to the traditional SPM, FEM aims at discovering
frequent patterns in a single but very long sequence of symbols possibly time-
stamped. Assume for instance a non time-stamped sequence 〈a, b, a, c, b, a, c〉 and
we are looking for patterns of length three occurring at least two times. Such
a subsequence is 〈a, b, c〉 that occurs exactly two times. A first occurrence is
〈a,b, a, c, b, a, c〉 and a second one is 〈a, b,a, c,b, a, c〉. The attentive reader may
wonder why 〈a,b, a, c, b, a, c〉 is not counted. The reason is that the head/to-
tal frequency measure [15] avoids duplicate counting by restricting a counting
position to the first one. This measure has some interesting properties such as
the well known anti-monotonicity which states that if a sequence is frequent all
its subsequences are frequent too and reversely. This property makes it possi-
ble to design faster data-mining algorithm. Indeed, based on these properties,
Huang and Chang [14] proposed two algorithms, MINEPI+ and EMMA. While
the first one is only a small adaptation of MINEPI [21], the second uses memory
anchors in order to accelerate the mining task with the price of a greater memory
consumption. As variants of this problem, episodes can be closed [30,34], and
other (interestingness) measures [4,6,19] can be considered. When considering
time-stamped sequences such as 〈(a, 1), (b, 3), (a, 5), (c, 6), (b, 7), (a, 8), (c, 14)〉,
one may also want to impose time constraints on the time difference between
any two matched symbols or between the first and last matched ones. Such
constraints, called gap and span were also introduced for the SPM [3] with CP.

The problem of discovering frequent pattern in a very long sequence can be
reduced do the standard SPM problem [1]. The reduction consists in creating
a database of sequences composed of all the suffixes of the long sequence. For
our example, the sequence database would be: 〈a, b, a, c, b, a, c〉, 〈b, a, c, b, a, c〉,
〈a, c, b, a, c〉, 〈c, b, a, c〉, 〈b, a, c〉, 〈a, c〉, 〈c〉. A small adaptation of existing algo-
rithms is required though to match any sequence of the database on its first
position in accordance with the head/total frequency measure. This reduction
has one main drawback. The spatial complexity is O(n2) with n the length of
the sequence. Such a complexity will quickly exceed the available memory for
sequence lengths as small as a few thousands.

The contribution of this paper is a flexible and efficient approach for solving
the frequent episode mining problem. WINEPI, MINEPI and EMMA are special-
ized algorithms not able to accommodate additional constraints. We introduce
two global constraints for FEM, which use an implicit decomposition having a
O(n) spatial complexity. Our global constraints are inspired by the state-of-the-
art approaches [2,3,16] but keeping the reduction into a suffix database implicit
instead of explicit. We propose two versions: with and without considering gap
and span constraints. We are also able to take some algorithmic advantages in
the filtering algorithms using the property that the (implicit) database is com-
posed of sorted suffixes from a same sequence. To the best of our knowledge, this
work is the first CP-based approach proposed for solving efficiently this family
of problems with the benefit that several other constraints can be added.
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This paper is organized as follows. Section 2 introduces the technical back-
ground related to the FEM problem. It explains how the problem can be modeled
using CP and presents our first global constraint (episodeSupport). Section 3
shows how time can be integrated into the problem and describes the second
global constraint (episodeSupport with time). Finally, experiments are carried
out on synthetic and real-life datasets in Sect. 4.

2 Mining Episodes in a Non Timed Sequence

2.1 Technical Background

Let Σ = {1, . . . , L} be an alphabet representing a set of possible symbols. We
define a non timed sequence s =

〈
s1, . . . , sn

〉
over Σ as an ordered list of symbols

such that ∀i ∈ [1, n], si ∈ Σ. Let us consider the following definitions based on
the formalization of Aoga et al. [2] and Huang and Chang [14].

Definition 1 (Subsequence relation, Embedding). α = 〈α1, . . . , αm〉 is a
subsequence of s = 〈s1, . . . , sn〉, denoted by a � s, if m ≤ n and if there exists
a list of indexes (e1, . . . , em) with 1 ≤ e1 ≤ · · · ≤ em ≤ n such that sei

= αi.
Such a list is referred as an embedding of s. Sequence s is also referred as a
super-sequence of α.

Example 1. 〈a, b, c〉 is a subsequence of the sequence s = 〈a, b, a, c, b, a, c〉 with
embeddings (1, 2, 4) or (1, 2, 7) or (3, 5, 7).

Definition 2 (Episode-embedding). Let us consider α = 〈α1, . . . , αm〉 �
s. Embedding (e1, . . . , em) is an episode-embedding if it is an embedding of s
and if all the other embeddings (e1, e′

2, . . . , e
′
m) are such that (e2, . . . , em) �L

(e′
2, . . . , e

′
m) where �L represents a lexicographic ordering.

Example 2. 〈a, b, c〉 is a subsequence of s with (1, 2, 4) and (3, 5, 7) as episode-
embeddings. Besides, (1, 2, 7) is not an episode-embedding because (2, 7) is lex-
icographically greater than (2, 4).

Definition 3 (Support). The support σs(α) of a subsequence α in a sequence
s is the number of episode-embeddings of α in s.

Example 3. For s of Example 1, we have σs(〈a, b, c〉) = 2.

Frequent Episode Mining (FEM) problem can then be formalised. Let us
underline that this definition is related to the total frequency measure introduced
by Iwanuma et al. [15]. The goal is to count up occurrences without duplication.
To do so, we use the concept of prefix-projection introduced in PrefixSpan [13]
and used thereafter by Kemmar et al. [16] and Aoga et al. [2] for SPM.

Definition 4 (Frequent Episode Mining (FEM)). Given a set of symbols
Σ, a sequence s over Σ and a threshold θ, the goal is to find all the subsequences
α in s such that σs(α) ≥ θ. These subsequences are called episodes.
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Definition 5 (Prefix, Projection, Suffix). Let α = 〈α1, . . . , αk〉 and s =
〈s1, . . . , sn〉 be two sequences. If α � s, then the prefix of s w.r.t. α is the small-
est prefix of s that remains a super-sequence of α. Formally, it is the sequence
〈s1, . . . , sj〉 such that α � 〈s1, . . . , sj〉 and such that there exists no j′ < j where
α � 〈s1, . . . , sj′〉. The sequence 〈sj+1, . . . , sn〉 is then called the suffix of s w.r.t.
α, or the α-projection, and is denoted by s|α. If α is not a subsequence of s, the
α-projection is empty.

Example 4. Given sequence s of Example 1 and α = 〈b〉, sequence 〈a, b〉 is a
prefix of s w.r.t. α and 〈a, c, b, a, c〉 is a suffix (s|α = 〈a, c, b, a, c〉).
Definition 6 (Initial Projection). An initial projection of a sequence s =
〈s1, . . . , sn〉 w.r.t. a symbol x, denoted by s|Ix , is the list of all the suffixes s′ =
〈si, . . . , sn〉 such that si−1 = x for all i ∈ (1, n].

Example 5. For s and a symbol a, we have s|Ia =
[〈b, a, c, b, a, c〉, 〈c, b, a, c〉, 〈c〉].

Definition 7 (Internal Projection). Given a list of sequences Ω, an internal
projection of Ω w.r.t. pattern α, denoted by Ω|α, is the list of the α-projection
of all sequences in Ω. All the empty sequences are removed from Ω|α.

Example 6. For α = 〈b〉 and Ω =
[〈b, a, c, b, a, c〉, 〈c, b, a, c〉, 〈c〉], we obtain Ω|α =[〈a, c, b, a, c〉, 〈a, c〉].

Definition 8 (Projected Frequency). Given the list of sequences Ω, and a
projection s|α for each sequence s ∈ Ω, the projected frequency of a symbol is the
number of α-projected sequences where the symbol appears.

Example 7. Given the internal projection Ω|α of Example 6, the projected fre-
quencies are a: 2, b: 1 and c: 2.

In practice, the initial projections and internal projections can be effi-
ciently stored as a list of pointers in the original sequence s. In our example
(s = 〈a, b, a, c, b, a, c〉), we have s|Ia = [2, 4, 7] and starting from Ω = s|Ia we can
represent Ω|〈b〉 =

[
3, 6

]
. This representation introduced in PrefixSpan [13] is

called the pseudo projection representation. The algorithm works as follows. It
starts from the empty pattern and successively extends it in a depth-first search.
At each step, a symbol is added to the pattern, and all the sequences of the
database are projected accordingly. A backtrack occurs when all the projected
frequencies are below the support threshold. When a backtracking is performed
during the search, the last appended symbol is removed. This procedure is known
as the pattern growth method [13]. A new projection is thus built and stored
at each step. An important consideration for the efficiency of this method is
that the projected sequences do not need to be computed from scratch at each
iteration. Instead, the pseudo-projection representation is used and maintained
incrementally at each symbol extension of the pattern. Starting from the previ-
ous pseudo-projection, when the next symbol is appended, one can start from
each position in the pseudo-projection representation and look, for each one, the
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next matching positions in s equal to this symbol. The new matching positions
constitute the new pseudo-projection representation. Since the search follows a
depth-first-search strategy, the pseudo projections can be stacked on a same vec-
tor allowing to reuse allocated entries on backtrack. This memory management
is known as a trailing in CP and was introduced for SPM by Aoga et al. [2,3].

2.2 Problem Modelling

Our first contribution is a global constraint, episodeSupport, dedicated to find
frequent patterns (or episodes [22]) in a sequence without considering time. Let
s = 〈s1, . . . , sn〉 be a sequence of n symbols over Σ, the set of distinct symbols
appearing in s, and θ, the minimum support threshold desired.

Decision Variables. Let P = 〈P1, . . . , Pn〉 be a sequence of variables repre-
senting a pattern. The domain of each variable is defined as Pi = Σ ∪ {ε} for
all i ∈ [1, n]. It indicates that each variable can take any symbol appearing in s
as value in addition to ε, which is defined as the empty symbol. An assignment
of Pi to ε means that Pi has matched no symbol. It is used to model patterns
having a length lower than n. A solution is an assignation of each variable in P .

EpisodeSupport Constraint. The episodeSupport(P , s, θ) constraint
enforces the three following constraints: (1) P1 
= ε, (2) Pi = ε → Pi+1 = ε,
∀i ∈ [

2, n
)

and (3) σs(P ) ≥ θ. The first constraint states that a pattern cannot
begin with the empty symbol. It indicates that a valid pattern must contain
at least one symbol. The second constraint ensures that ε can only appear at
the end of the pattern. It is used in order to prevent same patterns with ε in
different positions to be part of the same solution (such as 〈a, b, ε〉 and 〈a, ε, b〉).
Finally, the last constraint states that a pattern must occur at least θ times in
the sequence. The goal is then to find an assignment of each Pi satisfying the
three constraints. The episodeSupport constraint filters from the domains of
variables P the infrequent symbols in s at each step in order to find an assign-
ment representing a frequent pattern according to θ. All the inconsistent values
of the next uninstantiated variables in the pattern are then removed. Assuming
the pattern variables are labeled in static order from left to right, the search
is failure free when only this constraint must hold (i.e. all the leaf nodes are
solution). Besides, episodeSupport is domain consistent: the remaining values
in the domain of each variable are part of a solution because all of them have,
at least, one support. Additional constraints can also be integrated to the model
in order to define properties that the patterns must satisfy. For instance, we can
enforce patterns to have at most k symbols or to follow a regular expression.

2.3 Filtering Algorithm

Preprocessing. The index of the last position of each symbol in s is stored
into a map (lastPos). For instance, s = 〈a, b, a, c,b,a, c〉 gives

{
(c → 7), (a →

6), (b → 5)
}
. The map can be iterated in a decreasing order by the last positions.
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Fig. 1. Sequence projection (✓ indicates a match, ✗ otherwise), its reversible vector
and frequency computation mechanism.

Sequence Projection and Pseudo Projection. The key idea is to succes-
sively compute a projection from the previous one each time a variable has been
assigned. The assignment of the first variable of the pattern (P1) involves an
initial projection. It splits s into a list of subsequences such that each one begins
with the projected symbol. The assignment of the other variables (P2 to Pn)
implies an internal projection. This behavior is illustrated in the upper part
of Fig. 1a for an arbitrary example. The steps leading to pattern 〈a, b, c, c〉 are
detailed. Three subsequences are obtained after an initial projection of symbol
a

(
(0) → (1)

)
. While there are non empty sequences, internal projections are

successively performed
(
(1) → (4)

)
and the pattern (P ) is incrementally built.

In practice, only pointers to the position in each sequence where the prefix
has matched are stored. It is the mechanism of pseudo projection. As Aoga et al.
[2], we implement it with a reversible vector (posv) and a trail-based structure
(lower part of Fig. 1a). The idea is to use the same vector during all the search
inside the propagator, and to only maintain relevant start and stop positions. At
each propagator call, three steps are performed. First, the last recorded start and
stop positions are taken. Secondly, the propagator records the new information
in the vector after the previous stop position. Finally, the new positions are
updated in order to retrieve the information added. The reversible vector is then
built incrementally. For each projection, the corresponding start index (φ) in the
vector as well as the number of sequences inside the projection (ϕ) are stored.
In other words, information related to a projection are located between indexes
i ∈ [φ, φ+ϕ). Besides, the index of the variable Pi that has been assigned (ψ) is
also recorded after each projection step. Before the first assignation ψ is equal
to zero. The three variables are implemented as reversible integers. Initially, all
the indexes are present in the vector, but all along the pseudo-projections, only
the non empty sequences are considered.

Propagation. The goal is to compute a projection each time a variable has been
assigned to a symbol a. Assignments of variables are done successively from the
first variable to the last one. The propagator is then called after each assignment.
It is shown in Algorithm 1. Initialization of reversible structures is done when
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ψ = 0 (lines 8–9). If the last assigned variable (Pψ) has been bound to ε, the
algorithm enforces all the next variables to be also bound to ε (lines 10–12).
The pattern is then completed and the propagation is finished. Otherwise, after
each variable binding, the projected sequence and the projected frequencies are
computed (line 14). Finally, all the infrequent symbols are removed from the
domain of Pψ+1 (lines 15–17). Projected frequency of each symbol in the domain
of Pψ+1 (except ε) is compared to the threshold and removed if it is infrequent.

Sequence Projection. Let us now present how sequences are projected (Algo-
rithm 2). First, the projected frequency of each symbol for the current pseudo
projection is set to 0 (freq on line 8). The main loop (lines 10–23) iterates over
the previous projection thanks to the reversible integers φ and ϕ. At each iter-
ation a value in posv is considered. The next condition (line 12) is used to dis-
tinguish the initial from an internal projection. If a is the first projected symbol
and if it does not match with the first symbol of the sequence, then the sequence
is not included in the projection. Otherwise, an internal projection is applied.

The next expression (lines 13–14) is an optimization we introduced, called
early projection stopping. This optimization is based on one invariant of our
structure: it stores suffixes of s with a decreasing order by their size. Each suffix
in a projection is then strictly included in all the previous ones. When a no-match
has been detected in a sequence, all the next ones can be directly discarded
without being checked. It stops the internal projection as soon as possible. The
early projection stopping gains importance when the number of sequences is
large. Then, if a is not present in the current considered sequence, the loop can
be stopped and unnecessary computation is avoided.

At this step, we are sure that a appears at least once in the current sequence
in the projection. Lines 16 to 21 make the search for the match, either by position
caching, or by iteration on the positions. Position caching is a second optimiza-
tion we introduced. Once a match has been detected in a sequence, the position
of the match is recorded. Thanks to the aforementioned invariant, we are sure
that the match in the next sequence cannot occur before this position. If this
position is greater than the start position of the sequence (in posv), a match
is directly detected. The reversible vectors are then updated (line 23). Variable
sup is used to store the size of the new projection.

The last loop (lines 24–28) updates the projected frequency of each symbol.
The projected frequency of a symbol in a projection corresponds to the number of
sequences of the projection beginning at an index lower than the index of the last
position of the symbol. This idea was introduced in LAPIN [33] and exploited
by Aoga et al. [2]. It can be implemented efficiently thanks to the invariant and
lastPos map. It is illustrated in Fig. 1b (upper part) with lastPos = {(c →
7), (a → 6), (b → 5)}. The position just after each match is pushed in a LIFO
structure, posStack. The last matched position is located on the top of the stack.

Once the stack is obtained, the idea is to successively compare in a decreasing
order the last position of each symbol with the top of the stack. Illustration of
this behavior is presented in Fig. 1b (lower part). If the last position of a symbol
is greater than the top of the stack, it indicates that the symbol occurs at least
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Algorithm 1. propagate(s, Σ, a, P )

1 � Internal State: posv, φ, ϕ and ψ.

2 � Pre: s is the initial long sequence of size n.

3 � Σ is the set of symbols and a is a symbol.

4 � If ψ > 0 then 〈P1, . . . , Pψ〉 ∈ P are bound and Pψ is assigned to a.

5 � θ is the support threshold.

6 � posv, φ, ϕ and ψ are the reversible structures as defined before.

7

8 if ψ = 0 then

9 φ := 1 ϕ := n ψ := 1 posv[i] := i i ∈ [
1, n

]

10 if Pψ = ε then

11 for j ∈ [ψ + 1, n] do

12 Pj .assign(ε)

13 else

14 freq := sequenceProjection(s, Σ, a) � Detailed in Alg. 2.

15 foreach b ∈ Domain(Pψ+1) do

16 if b �= ε ∧ freq[b] < θ then

17 Pψ+1.removeV alue(b)

Algorithm 2. sequenceProjection(s, Σ, a)

1 � Internal State: posv, φ, ϕ and ψ.

2 � Pre: s is the initial long sequence.

3 � Σ is the set of symbols.

4 � a is the current projected symbol (a = Pψ).

5 � posv, φ, ϕ and ψ are reversible structures as defined before.

6 � posv[i] with i ∈ [φ, φ + ϕ) is initialized.

7

8 j := ϕ sup := 0 prevPos := −1 freq[b] := 0 ∀b ∈ Σ

9 posStack := Stack()

10 for i ∈ [φ, φ + ϕ − 1] do

11 pos := posv[i]

12 if ψ > 1 ∨ a = s[pos] then

13 if pos > lastPos[a] then

14 break � Early projection stopping

15 else

16 if prevPos < pos then

17 while a �= s[pos] do

18 pos := pos + 1

19 prevPos := pos � Position caching

20 else

21 pos := prevPos

22 posStack.push(pos + 1)

23 posv[j] := pos + 1 j := j + 1 sup := sup + 1

24 foreach (x, posx) in lastPos do

25 while posStack.notEmpty ∧ posStack.top > posx do

26 posStack.pop

27 freq[x] := posStack.size � Projected frequency

28 if posStack.isEmpty then break

29 φ := φ + ϕ ϕ := sup ψ := ψ + 1

30 return freq
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once in the current sequence and consequently in all the previous ones in the
stack. The projected frequency of this symbol corresponds then to the remaining
size of the stack and the next symbol in lastPos can be processed. Otherwise, we
are sure that the symbol has no occurrence in the current sequence. Its position
is popped and the comparison is done with the new top. The resulting projected
frequencies are c = 3, a = 2 and b = 2. This mechanism has a time complexity
of O(n+ |Σ|). For comparison, projected frequencies are computed in O(n×|Σ|)
by Aoga et al. [2] (each subsequence is scanned at each projection). Finally, the
reversible integers are updated and the projected frequency map is returned.

Time and Spatial Complexity. Main loop of Algorithm 2 (lines 10–23) is
computed in O(n2) and the projected frequencies (lines 24–28) in O(n + |Σ|) =
O(n) (because the number of different symbols is bounded by the sequence
size). In Algorithm 1, lines 8–9 cost O(n) and the domain pruning (lines 15–17)
is performed in O(|Σ|). It gives O(n + (n2 + n) + |Σ|) = O(n2). For the spatial
complexity, we have O(n + n × d) = O(n × d) with d the maximum depth of the
search tree, which is the maximum size of the reversible vector. For comparison,
an explicit decomposition of the problem gives O(n2 + n × d) = O(n2).

3 Mining Episodes in a Timed Sequence

3.1 Technical Background

So far, episodeSupport can only deal with sequences of symbols where time is
not considered. In practice, sequences can also be time-stamped. Such sequences
are most often referred as sequences of events instead of sequences of symbols
and new constraints can then be expressed. For instance, we can be interested in
finding episodes such that the elapsed time between two events does not exceed
one hour. We define a sequence of events s =

〈
(s1, t1), . . . , (sn, tn)

〉
over Σ as

an ordered list of events (si) occurred at time ti such that for all i ∈ [1, n] we
have si ∈ Σ and t1 ≤ t2 ≤ . . . ≤ tn. The list containing only the events is
denoted by ss and the list of timestamps by st. All the principles defined in the
previous sections are reused. Besides, we are now able to enforce time restrictions.
Two of them are used in practice: gap and span. The former (gap) restricts the
time between two consecutive events while the latter (span) restricts the time
between the first and the last event. Considering such restrictions cannot be done
only by imposing additional constraints in the model [3]. It requires to adapt
the subsequence relations (Definition 9) and to design a dedicated propagator.
The concept of extension window is also defined. The extension window of an
embedding contains only events whose timing satisfies gap constraint.

Definition 9 (Subsequence under gap/span). α = 〈α1, . . . , αm〉 is a subse-
quence of s =

〈
(s1, t1), . . . , (sn, tn)

〉
under gap[M,N ], denoted by α �gap[M,N ] s,

if and only if ss is a subsequence of embedding (e1, . . . , ek) according to Defini-
tion 1, and if ∀i ∈ [2, k] we have M ≤ tei

−tei−1 ≤ N . The embedding (e1, . . . , ek)
under �gap[M,N ] relation is called a gap[M,N ]-embedding. (e1, . . . , ek) is an
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episode-embedding of α according to Definition 2 where �gap[M,N ] is considered
for the subsequence relation. The support of α, denoted by σ

gap[M,N ]
s (e), is the

number of gap[M,N ]-embeddings of α in s. Similarly, α is a subsequence of s
under span[W,Y ], denoted by α �span[W,Y ] s, if and only if ss is a subsequence
of embedding (e1, . . . , ek) according to Definition 1, and if W ≤ tek

− te1 ≤ Y .
Relation �span[W,Y ] and σ

span[M,N ]
s (e) are also defined similarly.

Example 8. Let us consider s =
〈
(a, 2), (b, 4), (a, 5), (c, 7), (b, 8), (a, 9), (c, 12)

〉
.

〈a, b, c〉 is a subsequence of s under gap[1, 3] with embedding (1, 2, 4). (3, 5, 7) is
not a gap[1, 3]-embedding because te3 − te2 = 12 − 8 > 3. Besides, 〈a, b, c〉 is a
subsequence of s under span[6, 10] with embedding (3, 5, 7). (1, 2, 4) is not valid
because te3 − te1 = 7 − 2 < 6.

Definition 10 (Extension window). Let e = (e1, e2, . . . , ek) be any
gap[M,N ]-embedding of a subsequence α in a sequence s. The exten-
sion window of this embedding, denoted ewgap[M,N ]

e (s), is the subsequence〈
(su, tu), . . . , (sv, tv)

〉
such that (tek

+ M ≤ tu) ∧ (tv ≤ tek
+ N) ∧ (tu−1 <

tek
+ M) ∧ (tv+1 > tek

+ N). Each embedding has a unique extension window,
which can be empty.

Example 9. Let (3, 4) be a gap[2, 6]-embedding of 〈a, c〉 in sequence s (Exam-
ple 8). We have ewgap[2,6]

e (s) =
〈
(a, 9), (c, 12)

〉
.

The goal is to find the all patterns having a support, possibly under gap
and span, greater than the threshold. Let P = 〈P1, . . . , Pn〉 be a sequence
of variables representing a pattern. the timed version of episodeSupport
(P, s, θ,M,N,W, Y ) enforces the four following constraints: (1) P1 
= ε, (2)
Pi = ε → Pi+1 = ε, ∀i ∈ [

1, n
)
, (3) σ

gap[M,N ]
s (P ) ≥ θ and (4) σ

span[M,N ]
s (P ) ≥ θ.

3.2 Filtering Algorithm

Precomputed Structures. The three structures are shown in Fig. 2a. First,
the lastPos map is adapted from the previous section in order to store the last
position of each event that can be matched while satisfying the maximum span
(Y ). The last position of each event inside each range [t, t+Y ] is recorded, where
t is the timestamp of the event. Maximum span is then implicitly handled by this
structure, which is not done by Aoga et al. [3]. Besides, for each position i in s,
the index of the first (u) and the last (v) positions after i such that tu ≥ ti + M
and tv ≥ ti + N are stored into a map (nextPosGap), where M and N are the
minimum and maximum gap. The nextPosGap is used after each projection in
order to directly access the next extension window. Finally, for each position i
in s, the number of times that each event has occurred inside the range [1, i]
in s is stored (freqMap). It is used in order to efficiently compute the projected
frequency of each symbol during a projection. We can be sure that an event a
appears at least once in a window of range [u, v] if the occurrence of a at the end
of the window is strictly greater than the occurence of a just before the window
(freqMap[v][a] > freqMap[u − 1][a]). It has not been used by Aoga et al. [3].
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Fig. 2. Data structures used for timed sequences with gap[2, 7] and span[1, 10].

Storing Several Embeddings. When a gap constraint is considered, the anti-
monotonicity property does not hold anymore [3]. The main consequence is that
all the possible embeddings must be considered, and not only the first one.
The projection mechanism (described in Fig. 1a) has then to be adapted. It
is illustrated in Fig. 2b. For instance, two embeddings are considered for the
projection from (1) to (2) of the first sequence. It is required to record all of
the corresponding extension windows in order to miss none supporting event.
To do so, a reversible vector (startv) recording the start index in s for each
sequence is used (Fig. 2c). Besides, other reversible vectors are added: esize,
which represents the number of embeddings related at each projected sequence
and embs, which records the start index of the different embeddings. It is a
simplified adaptation of the structure proposed by Aoga et al. [3].

Minimum Span. The minimum span is not anti-monotonic. Therefore, we do
not consider it during the projection but a posteriori : it is only checked when a
complete pattern is obtained and not before. It requires slight modifications in
the propagate method (Algorithm 1). A variable γs(P ) representing the number
of supports satisfying the minimum span constraint for P is recorded and com-
puted during the projection. Once the projections are completely done for this
episode (after the line 12), γs(P ) is compared with the support threshold and
an inconsistency is raised if it is below the threshold.

Sequence Projection. Projection mechanism is presented in Algorithm 3. Ini-
tially, the projected frequencies of each event is set to 0 (line 9). When ψ = 1, an
initial projection is performed (lines 10–20) and we are looking for events that
match with a (line 13). Once a match is detected, reversible vectors are updated
(line 14). Projected frequencies are computed using nextPosGap and freqMap
structures (lines 15–20). First, the window where the events must be consid-
ered is computed. Secondly, the projected frequency of each event appearing in
the window is incremented. When ψ > 1, we have an internal projection (lines
21–43). Each embedding is successively considered (line 26). For each one, the
sequence is iterated from the first next position satisfying the minimum gap to
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the last one satisfying the maximum gap, or to the last symbol of the sequence
(line 28). Once a match has been detected, the number of possible embeddings
is incremented and its position is recorded (line 30). If the embedding of the
current pattern satisfies the minimum span constraint, γs is incremented (lines
31–32). It is used in the propagate method as explained before. Then, projected
frequencies are computed as in the initial projection (lines 33–39).

Time and Spatial Complexity. Let us assume k is the maximum length of
time window (often k  n) and d the maximum depth of the tree search (d ≤ k).
Initial projection (lines 11–21) in Algorithm 3 is computed in O(n × |Σ|): the
sequence is completely processed and frequencies are computed at each match.
Internal projection (lines 22–44) is computed in O(n × |Σ| × k2). It gives O(n ×
|Σ| + n × |Σ| × k2) = O(n × |Σ| × k2). For the spatial complexity, vectors have
a maximum length of k × d and there are at most k embeddings, which gives
O(d × k2).

4 Experimental Results

This section evaluates the performance of episodeSupport on different datasets
with and without time consideration. Experiments have been realised on a com-
puter with a 2.7 GHz Intel Core i5 64 bits processor and with a RAM of 8
Go using a 64-Bit HotSpot(TM) JVM 1.8 running on Linux Mint 17.3. Exe-
cution time is limited to 1800 s unless otherwise stated. The algorithms have
been implemented in Scala with OscaR solver [31] and memory assessment has
been performed with java Runtime classes. For the reproducibility of results,
the implementation of both constraints is open source and available online.1

One synthetic and three real-data sets are considered: proteins from Uniprot
database [5], UCI Unix dataset [20] and UbiqLog [26,27].

Our approach is compared with the existing methods. We identified two ways
to mine frequent patterns in a sequence. On the one hand, we can resort to a
specialized algorithm. To the best of our knowledge, MINEPI+ and EMMA [14]
are the state-of-the-art methods for that. On the other hand, we can explicitly
split the sequence into a database and then reduce the problem into an SPM
problem. Once done, CP-based methods can be used [2,3,16,23]. Our compar-
isons are based on the approach of Aoga et al. [2,3] that turns out to be the most
efficient. We refer to it as the Decomposed Frequent Episode Mining (DFEM)
approach, or DFEMt when time is considered.

Memory Bound Analysis. We applied DFEM and episodeSupport on syn-
thetic sequences of different sizes with 100 distinct symbols uniformly dis-
tributed in order to define what are the largest sequences that can be pro-
cessed. We observed that with decomposed approaches, sequences greater than
30000 symbols cannot be processed when memory is limited to 8 GB. With
episodeSupport memory is not a bottleneck.

1 https://bitbucket.org/projetsJOHN/episodesupport (also available in [31]).

https://bitbucket.org/projetsJOHN/episodesupport
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Algorithm 3. sequenceProjectionT imed(ss, st, Σ, a, N, W )

1 � Internal State: startv, esize, embs, φ, ϕ, ψ, γs(P:ψ).

2 � Pre: ss and st are the event/timestamp list of the initial long sequence.

3 � Σ is the set of symbols.

4 � a is the current projected symbol (a = Pψ).

5 � startv[i], esize[i] and embs[i] with i ∈ [φ, φ + ϕ) are initialized.

6 � γs(P:ψ) = 0 with P:ψ the episode represented by 〈P1, . . . , Pψ〉.
7 � N and W are the gap max bound and of the span min bound.

8

9 freq[b] := 0 ∀b ∈ Σ

10 if ψ = 1 then

11 j := 1

12 for pos ∈ [
1, |ss|] do

13 if ss[pos] = a then

14 startv[j] := pos esize[j] := 1 embs[j][1] := pos j := j + 1

15 (u, v) := nextPosGap[pos] � Precomputed structure

16 if u ≤ |ss| then

17 for b ∈ Domain(Pψ+1) do

18 l := min
(
v, |ss|)

19 if freqMap[l][b] > freqMap[u − 1][b] then

20 freq[b] := freq[b] + 1 � Projected frequency

21 else

22 j := φ + ϕ

23 for i ∈ [φ, φ + ϕ − 1] do

24 id := startv[i] nEmb := 0 k := 1 v := −1 isIncremented := false

25 isV isited[b] := false ∀b ∈ Σ

26 while v < |ss| ∧ k ≤ esize[i] do

27 e := embs[i][k] (pos, ) := nextPosGap[e] � 2nd element unused

28 while v < |ss| ∧ pos ≤ lastPosMap[id][a] ∧ st[pos] ≤ st[e] + N do

29 if ss[pos] = a then

30 nEmb := nEmb + 1 embs[j][nEmb] := pos

31 if not isIncremented ∧ st[pos] − st[id] ≥ W then

32 isIncremented := true γs(P:ψ) := γs(P:ψ) + 1

33 (u, v) := nextPosGap[pos] � Precomputed structure

34 if u ≤ |ss| then

35 for b ∈ Domain(Pψ+1) do

36 l := min
(
v, |ss|)

37 if
(
freqMap[l][b] > freqMap[u − 1][b]

)∧ not

isV isited
[
b
]
then

38 isV isited
[
b
]
:= true

39 freq[b] := freq[b] + 1 � Projected frequency

40 pos := pos + 1

41 k := k + 1

42 if nEmb > 0 then

43 startv[j] := id esize[j] := nEmb j := j + 1

44 φ := φ + ϕ ϕ := j − φ

45 return freq
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Comparison with Decomposed Approaches. Experiments and results with
Uniprot and UbiqLog datasets are shown in Fig. 3 and Table 1. The latter
presents results for different settings while the former shows the performance
profiles [8] for both the memory consumption and the computation time.

We can observe that episodeSupport outperforms both decomposed
approaches in terms of execution time and memory consumption for most of
the instances. Both gains become more important when the sequence is large.

(a) Results for Uniprot (2452 instances, where n ∈ [100, 30000]).

(b) Results for Ubiqlog (21 instances, with gap[100, 3600] and span[1, 35000]).

Fig. 3. Performance profiles (θ = 5%, maximum size of 5, timeout of 600 s).

Table 1. Execution time and memory usage for several datasets and thresholds.
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Table 2. Comparison with MINEPI+ and EMMA (θ = 5% and W = 10).

Table 3. Additional constraints on Q08379 Protein (Uniprot).

Only episodeSupport + exclusion + atLeast + regular

nSol:
46221933

Time (s):
83.2

nSol:
33388768

Time (s):
62.6

nSol:
104536

Time (s):
0.642

nSol: 2 Time (s):
0.002

Besides, decomposed approaches cannot process the largest sequences regarding
the time limitation imposed.

Comparison with Specialized Approaches. Experiments on Unix dataset
with a threshold of 5% and a maximum span of 10 are provided in [14]2. Com-
parisons of these specialized approaches with ours are presented in Table 2. It
shows that episodeSupport seems competitive with MINEPI+ and EMMA.
For the largest sequences (USER8 and USER6), episodeSupport is the most
efficient. For some instances (USER5 and USER7) that are quickly solved, the
cost of initializing the data structures with our approach is higher than the
gain obtained. In general, the gain becomes more important when sequences are
larger or harder to solve. Finally, given that the implementation of MINEPI+ and
EMMA is missing, it is difficult to perform a fair comparison of the approaches.

Handling Additional Constraints. Additional constraints can be considered
in order to define properties that the patterns must satisfy. No modification of
episodeSupport is required. Results of experiments are presented in Table 3.
The goal was to find frequent episodes (θ ≥ 20) having a maximum length of 6,
containing at least three Q (atLeast constraint) but no D (exclusion), and sat-
isfying the regex M(A|T).∗F (regular). Two episodes (MTQQQF and MAQQQF) have
been discovered. As observed, the additional constraints reduce the execution
time as CP takes advantage of the stronger filtering to reduce the search space.
This reduction would not be observed with a generate and filter approach.

2 Results provided in [14] are directly used since the implementation is not available.
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5 Conclusion and Perspective

There is a growing interest for solving data-mining challenges with CP. In addi-
tion to the flexibility it brings, recent works have shown that it can provide
similar performances, or even better, than specialized algorithms [2,3]. So far
CP has not been considered yet for mining frequent episodes. We introduced
two global constraints (episodeSupport) for solving this problem with or with-
out time-stamps. It relies on techniques used for SPM such as pattern growth,
pseudo projections and reversible vectors but also on new ideas specific to this
problem for improving the efficiency of the filtering algorithms (early projection
stopping, position caching and efficient frequency computation). Experimental
results have shown that our approach provides better performances in terms of
execution time and memory consumption than state-of-the-art methods, with
the additional benefits that it can accommodate additional constraints.
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Abstract. Optimization problems under uncertainty arise in many
application areas and their solution is very challenging. We propose here
methods that merge off-line and on-line decision stages: we start with a
two stage off-line approach coupled with an on-line heuristic. We improve
this baseline in two directions: (1) by replacing the on-line heuristics with
a simple anticipatory method; (2) by making the off-line component
aware of the on-line heuristic. Our approach is grounded on a virtual
power plant management system, where the load shifts can be planned
off-line and the energy balance should be maintained on-line. The overall
goal is to find the minimum cost energy flows at each point in time con-
sidering (partially shiftable) electric loads, renewable and non-renewable
energy generators, and electric storages. We compare our models with an
oracle operating under perfect information and we show that both our
improved models achieve a high solution quality, while striking different
trade-offs in terms of computation time and complexity of the off-line
and on-line optimization techniques.

Keywords: Optimization · Uncertainty · Energy management

1 Introduction

Optimization problems under uncertainty arise in many application areas, such
as project scheduling, transportation systems, and energy system management.
They are challenging to solve, in particular if high quality and robust solutions
are desirable. For this reason, they are traditionally solved via off-line methods.
There is however a growing interest in on-line algorithms to make decisions over
time (without complete knowledge of the future), so as to take advantage of the
information that is slowly revealed. In many practical cases, both approaches
make sense: “strategic” decisions can be taken off-line, while “tactical” decisions
are better left to an on-line approach.

We present methods to merge off-line and on-line decision stages: we start
with an off-line, two-stage, stochastic optimization approach, coupled with an
on-line heuristic. We improve this baseline in two directions: (1) by replacing the
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on-line heuristic with a simple anticipatory method; (2) by making the off-line
component aware of the on-line heuristic.

As a case study, we consider a Virtual Power Plant management system,
where load shifts can be planned off-line (e.g. the day ahead) and the energy
balance should be maintained on-line (i.e. at each time point). The elements
of uncertainty stem from uncontrollable deviations from the planned shifts and
from the presence of renewable energy sources. The overall goal is to find the
minimum cost energy flows at each point in time considering the electric loads,
renewable and non-renewable energy generators and electric storages.

We compare our approaches with an oracle operating under perfect informa-
tion and we show that both our improved models achieve a high solution quality
while striking different trade-offs in terms of computation time and complexity
of the off-line and on-line optimization techniques.

The rest of the paper is organized as follows. Section 2 provides a brief
overview of optimization under uncertainty. Section 3 introduces our methods.
Section 4 presents the case study. Section 5 discusses our methods in deeper
detail, grounded on the use case. Section 6 provides an analysis of experimental
results. Concluding remarks are in Sect. 7.

2 Optimization Under Uncertainty

Optimization under uncertainty is characterized by the need to make decisions
without complete knowledge about the problem data. This situation is extremely
common, but also very challenging: ideally, one should optimize for every possible
contingency, which is often impossible or impractical [17].

One extreme (and frequent) method to deal with such issues is to disregard
the uncertainty and assume that all parameters are deterministic [21]. When
the potential impact of uncertainty is not negligible, however, using stochastic
optimization becomes necessary (see [23] for an introduction or [3,12] for an
extensive discussion). In this case, a suitable representation for the uncertainty
must be found and (except in rare cases) some technique must be used to trade
estimation accuracy for a reduction of the computation time.

Data subject to uncertainty can be often represented via random variables
in a multi-stage decision system. After taking the decisions for a stage a random
event occurs, i.e. some of the random variables are instantiated, and the decisions
for the next stage must be taken, and so on.

It is common to use sampling to approximate the probability distribution
of the random variables [22]. Sampling yields a number of scenarios: then, a
single set of decisions is associated to the current stage, while separate sets of
decisions are associated to each scenario in the next stage. More scenarios result
in a better approximation, but a larger computation time. Looking more than
one stage ahead also improves the estimation quality, but it requires to repeat
the procedure recursively, with major impacts on the solution time.

There is a delicate trade-off between speculating vs. waiting for the uncer-
tainty to be resolved [13]. This leads to an informal (but practical) distinction
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between off-line and on-line problems. On-line algorithms require to make deci-
sions over time as the input is slowly revealed: delaying decisions can either
increase the costs or be impossible due to constrained resources.

Off-line problems are often solved via exact solution methods on approximate
models with limited look-ahead, e.g. via two-stage scenario-based approaches
where both the first-stage and second stage variables are instantiated, or via
decomposition based methods [14].

On-line problems are often tackled in practice via greedy heuristics, but more
rigorous and effective anticipatory algorithms are also available as long as the
temporal constraints are not too tight, e.g. the AMSAA algorithm from [9,15].
Similarly to off-line approaches, on-line anticipatory algorithms take decisions by
solving deterministic optimization problems that represent possible realizations
of the future. They address the time-critical nature of decisions by making efforts
to yield solutions of reasonable quality early on in the search process.

3 Improving Off-Line/On-Line Optimization

In this work, we are interested in optimization problems with both an off-line
and an on-line component. Formally, we focus on n-stage problems where the
first-stage decisions are “strategic” (and can be taken with relative leisure), while
the remaining n − 1 stages involve “tactical” decisions (with tighter temporal
constraints). We will also make the assumption that a greedy heuristic, based
on a convex optimization model, is available for the on-line part.

As a baseline, we deal with the off-line decisions by collapsing the n−1 on-line
stages into a single stage, and then obtaining via sampling a classical two-stage
model. The on-line part is tackled with the original heuristic. This results into
a relatively efficient approach, but yields solutions of limited quality.

We then investigate two complementary improvement directions: first, we
replace the greedy heuristic with an anticipative method, once again based on
collapsing at stage i the remaining n − i stages. We refer to this approach as
Boosted On-line OptimizatioN (BOON). Second, we make the off-line approach
aware of the limitations of the original on-line method, by: (1) injecting the
optimality conditions of the greedy heuristic in the off-line model, and then (2)
allowing the off-line model to change certain parameters of the greedy heuristic so
as to influence its behavior. We call this approach Master Off-line OptimizatioN
(MOON).

The rationale is that: simply collapsing the on-line stages is equivalent to
feed future scenario-based information to the greedy heuristic when solving the
off-line problem. The first improvement direction aims at making the on-line
method more similar to its off-line counterpart. The second direction preserves
the limitations of the greedy heuristic in the off-line model. The price to pay
is an increase on-line solution time in the former case, and an increased off-line
time in the latter.
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4 Case Study on Virtual Power Plants

The progressive shift towards decentralized generation in power distribution net-
works has made the problem of optimal Distributed Energy Resources (DERs)
operation increasingly constrained. This is due to the integration of flexible
(deterministic) energy systems with the strong penetration of (uncontrollable
and stochastic) Renewable Energy Sources (RES). The integration of these
resources into power system operation requires a major change in the current
network control structure. This challenge can be met by using the Virtual Power
Plant (VPP) concept, which is based on the idea of aggregating the capacity of
many DERs, (i.e. generation, storage, or demand) to create a single operating
profile and manage the uncertainty. A VPP is one of the main components of
future smart electrical grids, connecting and integrating several types of energy
sources, loads and storage devices. A typical VPP is a large plant with high
(partially shiftable) electric and thermal loads, renewable energy generators and
electric and thermal storages (see Fig. 1).

In a virtual power plant Energy Management System (EMS), the load shifts
can be planned off-line, while the energy balance should be maintained on-line
by managing energy flows among the grid, the renewable and traditional gen-
erators, and the storage systems. This makes VPP EMS a good candidate for
grounding our approach. Based on actual energy prices and on the availabil-
ity of DERs, the EMS decides: (1) how much energy should be produced; (2)
which generators should be used for the required energy; (3) whether the surplus
energy should be stored or sold to the energy market; (4) the load shifts planned
off-line. Optimizing the use of energy can lead to significant economic benefits,
and improve the efficiency and stability of the electric system (see e.g. [18]).

Fig. 1. A typical virtual power plant

Making decisions under uncertainty pervades the planning and operation of
energy systems [24]. Optimization techniques have a long tradition in supporting
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planning and operational decisions in the energy sector, but the recent literature
highlights the need for increasing both the scope and the granularity of the
decisions, including new factors like distributed generation by renewable sources
and smart grids [16].

Both the most popular methods to deal with uncertainty in mathematical
programming (i.e. robust optimization and stochastic programming) have been
widely applied in energy systems [11,19,26]. One of the most used assumption is
that the distribution of future uncertainty is available for sampling, e.g. thanks to
historical data and/or predictive models. In particular, the assumption that the
distribution of future uncertainty is independent of current decisions is present
in a variety of applications [9].

5 Grounding Our Method

In this section we present our methods to deal with mixed off-line/on-line deci-
sion making under uncertainty, grounded on the VPP use case. We will assume
that the distribution of the random variable is available for sampling, as it is
often the case when historical data or a predictive model is available. We also
assume that the distribution of the random variables is independent of current
decisions, i.e. to be dealing with exogenous uncertainty. This assumption holds
in a great variety of applications and has significant computational advantages.

We will first show our baseline solution, which couples a two-stage, off-
line, MILP model with a greedy on-line heuristic. We will then discuss the two
improvement directions.

5.1 The Baseline Approach

The overall management system is composed by two macro steps: the first (day-
ahead) step is a two-stage model designed to plan the load shifts and to minimize
the (estimated) cost, and models the prediction uncertainty using sampling and
scenarios. The second step is an on-line algorithm, implemented within a simula-
tor, that uses the optimized shifts from the previous step to minimize the (real)
operational cost, while fully covering the optimally shifted energy demand and
avoiding the loss of energy produced by RES generators. This overall approach
has been first presented in [6].

The Off-Line Model: The sources of uncertainty (at each time point, e.g. hour
in the day ahead) that we take into account are: (1) errors in predicted power
profile or renewable energy sources; (2) uncontrollable deviations from the load
demand. We deal with uncertainty via sampling, but we focus on a very small
number of “edge” scenarios, thus making our model somewhat close to robust
optimization.

Formally, we assume that the error for our generation forecast (resp. load
demand) can be considered an independent random variable: this is a reason-
able hypothesis, provided that the predictor is good enough. In particular, we
assume that the errors follow roughly a Normal distribution N(0, σ2), and that



Off-Line and On-Line Optimization Under Uncertainty 105

Fig. 2. The two macro steps of our model

the variance σ2 for each time point is such that the 95% confidence interval cor-
responds to 10% of the predicted power output (resp. 20% of the load demand
value), similarly to [8]. We then sample four scenarios, corresponding to the edge
cases where the RES generation and the load demand are both high (at the top
of the range), both low, or one high and the other low.

The off-line problem is modeled via Mixed Integer Programming (MILP) (see
[6]). In this first step, our goal is to minimize the expected cost of energy for the
VPP, estimated via the sample average over the scenarios:

min(z) =
1

|S|
∑

s∈S

∑

t∈T

cs(t) (1)

where t is a time point, s is a scenario, and cs(t) is the (decision-dependent) cost
for a scenario/time point pair. T is a set representing the whole horizon, and S
is the set of all considered and equally probable scenarios.

In our model, we consider a Combined Heat and Power (CHP) dispatchable
generator, with an associated fuel cost. Our approach should decide the amount
P s
CHP (t) of generated CHP power for each scenario s ∈ S and for each time point

t ∈ T . We assume physical bounds on P s
CHP (t) due to its Electrical Capability.

For simplicity, we assume that the time points represent periods long enough to
treat the corresponding CHP decisions as independent. Therefore, we can model
the generated CHP power with:

Pmin
CHP ≤ P s

CHP (t) ≤ Pmax
CHP ∀t ∈ T (2)

We assume that the VPP features a battery system, which is modeled by keeping
track of the level of energy stored at each timestamp t as a function of the amount
of power charged or discharged from the unit. P s

St(t) is the power exchanged
between the storage system and the VPP. We actually use two decision variables:
P s
StIn

(t) if the batteries inject power into the VPP (with efficiency ηd) and
P s
StOut

(t) for the batteries in charging mode (with efficiency ηc). We use a variable
charges(t) to define for each timestamp the current state of the battery system:

charges(t) = charges(t − 1) − ηdP
s
StIn(t) + ηcP

s
StOut

(t) ∀t ∈ T (3)
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More accurate models for storage systems exist in recent literature. For example,
[4] optimizes battery operation by modeling battery stress factors and analyzing
battery degradation. However, in our work, it is sufficient to take into account
the status of the charge for each timestamp since we assume that each timestamp
is long enough to avoid high stress and degradation levels. We assume there are
physical bounds for P s

StIn
(t) and P s

StOut
(t):

Pmin
St ≤ P s

StIn(t) ≤ Pmax
St ∀t ∈ T (4)

Pmin
St ≤ P s

StOut
(t) ≤ Pmax

St ∀t ∈ T (5)

The variable P s
Grid(t) represents the current power exchanged with the grid for

each scenario and for each timestamp. Similarly, the total power is defined as
the sum of two additional variables, namely P s

GridIn
(t) if energy is bought from

the Electricity Market and P s
GridOut

(t) if energy is sold to the Market.
The Demand Side Management (DSM) of our VPP model (see Fig. 2) aims to

modify the temporal consumption patterns, leaving the total amount of required
energy constant. Moreover, we assume that the consumption stays unchanged
also over multiple sub-periods of the horizon: this a possible way to state that
demand shifts can make only local alterations of the demand load. The degree
of modification is modeled by shifts and the shifted load is given by:

P̃Load(t) = SLoad(t) + PLoad(t) ∀t ∈ T (6)

where SLoad(t) represents the amount of shifted demand, and PLoad(t) is the
originally planned load for timestamp t (part of the model input). The amount
of shifted demand is bounded by two quantities Smin

Load(t) and Smax
Load(t). By

properly adjusting the two bounds, we can ensure that the consumption can
reduce/increase in each time step by (e.g.) a maximum of 10% of the original
expected load. We assume that the total energy consumption on the whole opti-
mization horizon is constant. More specifically, we assume that the consumption
stays unchanged also over multiple sub-periods of the horizon: this a possible
way to state that demand shifts can make only local alterations of the demand
load. Formally, let Tn be the set of timestamps for the n-th sub-period, then we
can formulate the constraint:

∑

t∈Tn

SLoad(t) = 0 (7)

Deciding the value of the P̃ s
Load(t) (i.e. the optimally shifted demand for each

timestamp) variables is the main goal of our off-line optimization step.
At any point in time, the overall shifted load must be covered by an energy

mix that includes the generation from the internal sources (we refer to RES
production as P s

Ren(t)), the storage system, and the power bought from the
energy market. Energy sold to the grid and routed to the battery system should
be subtracted from the power balance:

P̃ s
Load(t) = P s

CHP (t) + P s
Ren(t) + P s

GridIn
(t) − P s

GridOut
(t) + P s

StIn(t) − P s
StOut

(t)
(8)
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The objective of our EMS is to minimize a sum (over all scenarios and over
the horizon) of the operational costs cs(t) (see Eq. 1), which is given by:

cs(t) = cGrid(t)P s
GridIn

(t) + cCHPP s
CHP (t) − cGrid(t)P s

GridOut
(t) (9)

where cGrid(t) is the hourly price of electricity on the Market. cCHP is the fuel
price for the CHP system, assumed to be constant for each timestamp.

The On-Line Model: Our on-line algorithm runs within a simple simulator
that repeatedly: (1) obtains a realization of the random variables (RES genera-
tion error and deviation from the planned shift) (2) obtains the power flows via
the on-line algorithm; (3) Updates the cumulated costs and the charge level of
the storage system.

The algorithm itself is a greedy heuristic based on a simple LP model. At each
time point, based on the shifts produced by the off-line step of the on-line method
(and adjusted by the simulator to take into account the effect of uncertainty), the
algorithms minimizes the real operational cost while fully covering the energy
demand. The LP model is the following:

Pmin
CHP ≤ PCHP (t) ≤ Pmax

CHP ∀t ∈ T (10)
charge(t) = charge(t − 1) − ηdPStIn(t) + ηcPStOut

(t) ∀t ∈ T (11)

Pmin
St ≤ PStIn(t) ≤ Pmax

St ∀t ∈ T (12)

Pmin
St ≤ PStOut

(t) ≤ Pmax
St ∀t ∈ T (13)

P̃Load(t) = PCHP (t) + PRen(t) + PGridIn
(t) − PGridOut

(t) (14)
+ PStIn(t) − PStOut

(t) ∀t ∈ T

z =
∑

t∈T

cGrid(t)PGridIn
(t) + cCHPPCHP (t) − cGrid(t)PGridOut

(t) (15)

In practice, this is the sub-part of the off-line model that takes care of a single
time point, in a single scenario. As a consequence, the off-line model makes
implicitly the assumption that the on-line stages will be managed under future
information, as we have mentioned above. In practice, this will be far from the
case, and we will show how the result is a considerable loss of solution quality.

5.2 The BOON Method

Due to this lack of decisions taken in anticipation of future scenarios, we develop
a second and more computationally complex version of our on-line simulator.

In this section we investigate a first direction to improve the performance
of our off-line/on-line optimization. The main idea is that of making the on-
line algorithm behave more similarly to how the off-line model expects it to
behave. We achieve this result by making the on-line algorithm anticipatory,
and in particular by replacing the greedy heuristic with a two-stage LP model.
The new model has exact knowledge of the uncertain quantities for the current
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time point (say t), and deals with future time points by: (1) using scenarios and
(2) collapsing all the remaining n− t decision stages into a single one. The same
approach is repeated, yielding to the process described in Fig. 3:

Fig. 3. Online anticipatory simulator

The new two-stage approach is composed of multiple instantiation of the
greedy LP model. In detail: (1) for the current time point (say t), corresponding
to the fist stage decisions, all the input if fully realized (see Eqs. 10–15); and (2)
we deal with the remaining n − t time points (the second-stage decisions) with
the scenario-based approach (see Eqs. 1–8). The objective function for each time
point is:

z = cGrid(t)PGridIn
(t) + cCHPPCHP (t) − cGrid(t)PGridOut

(t)

+
∑

s∈S

n∑

i=t+1

cGrid(i)P s
GridIn

(i) + cCHPP s
CHP (i) − cGrid(i)P s

GridOut
(i) (16)

This second version of the on-line algorithm is placed in cascade with the
baseline off-line method and it also runs within the simulator.

The idea of using a repeated two-stage approach for on-line optimization is in
fact equivalent to the first pass of the AMSAA algorithm [15], assuming that the
underlying Markov Decision Process solver starts by making greedy decisions.
However, AMSAA itself is not immediately applicable to our case study, since
most of our decision variables are not discrete. Indeed, when the decision space
is not enumerable (e.g. for continuous variables, as in our case) and each on-line
stage requires to take multiple decisions, CONSENSUS [2], AMSAA and similar
algorithms cannot be applied directly.

This simple look-ahead approach makes it possible to take better decisions
based on knowledge of future uncertainty. The price to pay is a higher on-line
computation time, even if the improved model remains an LP program and
therefore solvable in polynomial time. Since on-line computations may be time
constrained, the whole approach may not be viable in some practical cases, thus
motivating our second improvement direction.
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5.3 The MOON Method

Our second improvement direction is complementary to the first one: rather than
trying to mitigate the limitations of the on-line approach, we make the off-line
model aware of them, and control them to some degree.

Formally, this is done by taking advantage of the Karush Kuhn Tucker opti-
mality conditions (see e.g. [25]). The KKT conditions are a generalized form of
the method of Lagrangian multipliers and, under a few assumptions, they char-
acterize necessary conditions for a solution to be a local optimum. Therefore,
if the problem is convex and one can find a solution and a set of Lagrangian
multipliers that satisfy the conditions, then solution is also a global optimum.

In our case, we add the KKT conditions for the greedy heuristic (which is
based on a Linear Program) as constraints in the off-line model. In fact, as a
consequence of collapsing the on-line stages into a single one, our baseline off-line
approach is free to exploit knowledge about the future to optimize the power
flow variables. Once the KKT conditions have been added, the power flows are
forced to take the values that the greedy heuristic would actually assign to them.

The optimality conditions are specified through the use of a Lagrangian Func-
tion by introducing a multiplier μi ≥ 0 for each inequality constraint and a
multiplier νj for each equality constraint. Then, if x∗ is an optimal solution,
there are corresponding values of the multipliers μ∗ = (μ∗

1, . . . , μ
∗
m) ≥ 0 and

ν∗ = (ν∗
1 , . . . , ν∗

p) that: (1) cancel out the gradient of the Lagrangian Function,
and additionally (2) satisfy the so-called complementary slackness conditions.
For the LP model corresponding to our greedy heuristic, the conditions boild
down to:

Equations (1)−(8)
cCHP − μs

1(t) + μs
2(t) − cGrid(t) = 0 ∀t ∈ T,∀s ∈ S (17)

αSt(t) + μs
3(t) − μs

4(t) − μs
5(t) + μs

6(t) − cGrid(t) = 0 ∀t ∈ T,∀s ∈ S (18)

μs
1(t)(P

min
CHP − P s

CHP (t)) = 0 ∀t ∈ T,∀s ∈ S (19)
μs
2(t)(P

s
CHP (t) + Pmax

CHP ) = 0 ∀t ∈ T,∀s ∈ S (20)
μs
3(t)(P

s
StOut

(t) − P s
StIn(t) + charges(t − 1)) = 0 ∀t ∈ T,∀s ∈ S (21)

μs
4(t)(−P s

StOut
(t) + P s

StIn(t) − charges(t − 1)) = 0 ∀t ∈ T,∀s ∈ S (22)

μs
5(t)(P

min
St − P s

StOut
(t) + P s

StIn(t)) = 0 ∀t ∈ T,∀s ∈ S (23)
μs
6(t)(P

s
StOut

(t) − P s
StIn(t) − Pmax

St ) = 0 ∀t ∈ T,∀s ∈ S (24)
μs
i (t) ≥ 0 ∀t ∈ T,∀s ∈ S, for i = 1, . . . , 6 (25)

where Eq. (17) requires that the gradient is cancelled out, and Eqs. (19)–(24)
correspond to the complementary slackness conditions.

As an additional step, we treat some of the parameters of the greedy model as
decision variables for the off-line problem. In particular, we introduce a virtual
cost αSt(t) for the storage system. We then introduce it by modifying the LP
greedy model:
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c(t) =cGrid(t)PGridIn
(t) + cCHPPCHP (t) (26)

− cGrid(t)PGridOut
(t) − αSt(t)PStOut

(t)

With this approach, the off-line solver can avoid producing solutions (i.e.
the optimized shifts) that the on-line optimizer may not handle efficiently. Even
more, by assigning values to αSt(t), the off-line solver can partially control the
on-line algorithm by handling energy flows in more efficient way for the on-line
heuristics, with no increase of computation time in the on-line stages. As a main
drawback, injecting the complementary slackness conditions makes the off-line
model non linear, potentially with severe adverse effects on the solution time.

6 Results and Discussion

For performing the experiments, we need to obtain realizations for the uncer-
tainties related to loads, PV and wind generation (if it is present). Since we
have assumed normally distributed prediction errors, we do this by randomly
sampling error values according to the distribution parameters. Specifically, we
consider a sample of 100 realizations (enough to ensure that sample average
values will follow approximately a Normal distribution [5]) for six different use
cases.

For each realization, we obtain a cost value by solving our different two-step
approaches (stochastic off-line optimization + on-line algorithm) using Gurobi1

as a MILP solver. For solving our off-line (non linear) model with KKT optimal-
ity conditions we used BARON via the GAMS modeling system2 on the Neos
server for optimization3, with a time limit of 100 seconds. We then used again
Gurobi solver for the second on-line part of our model.

We use data from two public datasets to test our models on a residential
plant [7] with only PV energy production for renewable sources and an indus-
trial plant4 with eolic and PV production. We modify these datasets to obtain
use cases for testing our models (see Table 1): (1) Use Case 1 (UC1) is the
baseline residential dataset; (2) UC2 is the residential dataset with an increase
of renewable (i.e. PV) production; (3) UC3 is dataset UC1 where the market
prices are different for the sale/purchase of energy from/to the grid; (4) UC4
is the industrial dataset with also eolic renewable production; (5) in UC5 we
increase the renewable production as in UC2; (6) in UC6 we consider UC4 with
different market prices as in UC3.

Methodologies for the estimation of hourly global solar radiation have been
proposed by many researchers and in this work, we consider as a prediction
the average hourly global solar radiation from [20] and we use assumption for
wind prediction from [10]. We then assume that the prediction errors in each

1 Available at http://www.gurobi.com.
2 Available at https://www.gams.com/latest/docs/S BARON.html.
3 Available at http://www.neos-server.org/neos/.
4 Available at https://data.lab.fiware.org/dataset/.

http://www.gurobi.com
https://www.gams.com/latest/docs/S_BARON.html
http://www.neos-server.org/neos/
https://data.lab.fiware.org/dataset/
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Table 1. Different use cases

Load
demand

Baseline
dataset

Renewable
peak

Different
market prices

Residential UC1 UC2 UC3

Industrial UC4 UC5 UC6

Table 2. Optimal costs value for different models in different use cases

Model UC1 µ (Ke) UC2 µ (Ke) UC3 µ (Ke) UC4 µ (Ke) UC5 µ (Ke) UC6 µ (Ke)

Oracle 331.362 247.213 393.818 798.388 565.607 856.955

Baseline 404.622 311.145 462.577 923.243 684.197 984.904

Diff. Oracle (%) 22.114 25.914 17.560 15.568 21.933 14.998

BOON 342.061 265.326 404.322 819.249 580.174 874.585

Diff. Oracle (%) 3.259 7.331 2.781 2.786 2.643 2.117

MOON 344.604 263.808 408.721 811.119 573.934 868.764

Diff. Oracle (%) 4.046 6.309 3.887 1.699 1.577 1.498

timestamp can be modeled again as random variables. Specifically, we assume
normally distributed variables with a variance such that the 95% confidence
interval corresponds to −+10% of the prediction value. We assume physical bounds
on P s

CHP (t) due to its Electrical Capability based on real generation data [1,7].
The initial battery states and the efficiency values are based on real generation
data [1,7] and we assume there are physical bounds for P s

StIn
(t) and P s

StOut
(t)

based on real data [1,7].
We compare our model results for each use case with an oracle operating

under perfect information. Figure 4 shows the average values of each hourly
optimized flow for the oracle and the baseline models over the 100 realizations.
We show the optimal flows for both models in UC2 and we can see, in Fig. 4
(baseline), the limits of using a non anticipatory algorithm since it is not possible
to acquire energy from the grid in advance (i.e. when the cost is lower) and/or
to sell energy to the grid in period of highest price on the market or when more
energy is available from renewable sources. Moreover the exchange of energy
with the storage system is almost never used, i.e. to store RES energy.

In Table 2 we show the average costs for each use case over the 100 input
realizations and for each developed model. From these results and from results
in Table 3, we can notice that the baseline model is a relatively efficient approach
in term of computation time, but yields solutions of limited quality in terms of
cost (i.e. increase of solution quality from 15% to 26%). We improve these results,
as explained in Sect. 2, first by replacing the greedy heuristic with the BOON
method; second, by making the off-line approach aware of the limitations of the
original on-line method by developing the MOON method.

As shown in Fig. 5, it is possible to see that, near the peak of renewable energy
production, the EMS of MOON model accumulates energy in the storage and
uses in a more balanced way the energy present in the storage system compared
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Fig. 4. Oracle optimized flows (at the top) and Baseline optimized flows (at the bot-
tom)

to the baseline model represented in Fig. 4. Furthermore, still looking at Fig. 5, it
can be seen that BOON has peaks of energy sold on the network near the increase
in electricity prices on the market. With this model we improve quality solutions
(in term of optimal costs) but we increase the computational complexity of the
on-line stage.

In Table 3 we show the computation time (seconds) for the different model
stages. The price to pay is a higher on-line computation time for BOON app-
roach, even if the improved model remains an LP program and therefore solvable
in polynomial time. Since on-line computations may be time constrained, the
whole approach may not be viable in some practical cases, thus motivating our
second improvement direction: the MOON method. In Fig. 5 (at the bottom) it
is possible to notice the more homogeneous use of the storage system. We can see
that, by optimizing the virtual storage cost in the off-line stage, we can improve
solution quality in term of cost (see Table 2) by using the storage system. Since
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Fig. 5. BOON optimized energy flows (at the top) and MOON optimized flows (at the
bottom)

Table 3. Computation time (seconds) for the different models

Model Residential Industrial

Off-line
(day-
ahead)

On-line
(daily
optimiz.)

Off-line
(day-
ahead)

On-line
(daily
optimiz.)

Baseline 0.184 0.777 0.346 0.839

BOON 0.184 5.011 0.346 5.429

Diff. Baseline 0.000 +4.233
(545%)

0.000 +4.590
(547%)

MOON 27.885 0.902 58.913 0.983

Diff. Baseline +27.701
(15k%)

+0.124
(16%)

+58.567
(16k%)

+0.143
(17%)
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the on-line solver has the ability to sell energy on the market, and storing energy
has no profit, it ends up in always selling unless the virtual cost is employed.

It is important also to notice that we improve on-line time optimization by
reducing it (see Table 3) but injecting the optimality conditions makes the off-line
model non linear with effects on the solution time.

7 Conclusion

This work proposes methods to merge off-line and on-line decision stages in
energy optimization problems: we start with a two stage off-line approach cou-
pled with an on-line heuristic. We improve this baseline in two directions: (1) by
replacing the on-line heuristic with an anticipative method; (2) by making the
off-line component aware of the on-line heuristic used.

Our approach is then grounded on a virtual power plant management system
where the load shifts can be planned off-line and the energy balance should be
maintained on-line. The overall goal is to find the minimum cost energy flows at
each point in time considering high (partially shiftable) electric loads, renewable
and non-renewable energy generators and electric storages.

We compare our models with an oracle operating under perfect information
and we show that both our improved models achieve a high solution quality
while striking different tradeoffs in terms of computation time and complexity
of the off-line and on-line optimization techniques.

In particular, we show that the BOON Anticipatory model increases the
computational complexity of the on-line stage, greatly improving the quality of
the baseline model solution. The increased computation time may force one to
solve the on-line problems with a reduced frequency.

Resolving the model with the MOON approach, we have a general improve-
ment in the quality of the solution, but the most important thing is that we
reduce (as in the baseline model) the time of on-line computational optimiza-
tion. MOON works more or less as well as BOON in terms of costs but the speed
of the on-line part makes MOON the dominant algorithm for this case study.
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Abstract. This paper explains why global constraints for routing can-
not be integrated into Constraint-Based Local Search (CBLS) frame-
works. A technical reason for this is identified and defined as the multi-
variable bottleneck. We solve this bottleneck by introducing a new type
of variables: “sequence of integers”. We identify key requirements and
defines a vocabulary for this variable type, through which it communi-
cates with global constraints. Dedicated data structures are designed for
efficiently representing sequences in this context. Benchmarks are pre-
sented to identify how to best parametrise those data structures and
to compare our approach with other state-of-the-art local search frame-
works: LocalSolver and GoogleCP. Our contribution is included in the
CBLS engine of the open source OscaR framework.

Keywords: Local search · CBLS · Global constraints · Sequences
OscaR.cbls

1 Introduction

A lot of algorithms have been proposed for checking routing-related global con-
straints in local search engines, see for instance [1–3]. A classic example is a
global constraint that incrementally computes (maintains) the length of the
route in routing optimization [1]. It inputs a distance matrix specifying the
distance between each pair of nodes of the routing problem and the current
route. When flipping a portion of route (that is a, b, c, d becomes d, c, b, a or
a, b, c, d, e, f, g, h, i becomes a, b, c,g, f , e,d, h, i), and if the distance matrix is
symmetric, smart algorithms are able to update the route length in O(1)-time
because the length of the flipped segment is the same in both directions.

Very often, these algorithms are implemented into custom-made solvers,
notably for benchmarking purposes, and using them on an industrial application
requires re-implementing them within a dedicated custom-made solver.

Constraint-Based Local Search (CBLS) is a modular approach that proposes
to embed constraints into a modular software framework, so that they can be
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easily assembled to build a dedicated solver. Such models are made of variables
and invariants [4–8]. Invariants are directed mathematical operators that have
input and output variables and that maintain the value of their output variables
according to their specification and to the value of their input variables. Decision
variables cannot be the output of any invariant. Based on this model, a local
search procedure explores neighbourhoods by modifying the value of decision
variables and querying the value of a variable representing the objective function.
The CBLS framework efficiently updates the value of the variables in model to
reflect value changes on the decision variables.

Unfortunately, global constraints algorithms cannot be easily embedded into
CBLS frameworks. This is a pity because the CBLS approach can cut down the
cost of developing solvers for new optimization problems. This paper identifies a
major reason for this problem and proposes a solution to overcome it. We focus
on routing optimization since it is a major class of applications of local search.

The bottleneck that prevents global constraints from being embedded into
CBLS frameworks arises when a neighbourhood exploration requires repeatedly
modifying a large number of variables in a structured way. For instance, flipping
a portion of the route in routing optimization problems, which is known as the
2-opt neighbourhood. In a CBLS framework, the route is often modelled using
an array of integer variables, each of them is associated to a node, and specifies
the next node to be reached by the vehicle. For such models, flipping a portion
of the route requires modifying the value of the ‘next’ variable associated to
each node in the flipped portion, as well as the ‘next’ of the node before this
portion. Such move is therefore rasterized into a set of atomic assignment to
separated variables, so that the global, symbolic, structure of the move is lost.
Any invariant is then only aware of the many changes performed on its input
variables, and not about the symbolic nature of the move.

A simple approach to mitigate this bottleneck is to choose the order of explo-
ration of the neighbourhood in such a way that one never has to change a large
set of variables [1]. In the case of 2-opt neighbourhood, one can gradually widen
the flipped route segment. Each neighbour is then explored in turn, and going
from one neighbour to another one requires modifying a constant number of vari-
ables. We call this the circle mode, as opposed to the star mode where the value
of each decision variable is rolled back to the current value after each explored
neighbour. Circle mode is hard to combine with heuristics such as selecting nodes
among the k-nearest ones in vehicle routing, which is often used to reduce the
size of a neighbourhood.

This paper introduces a variable of type “sequence of integers” for CBLS
frameworks, with a tailored data-structure. Thanks to this type of variable,
complex moves such as flips are performed on the value of a single variable and
can be described in a symbolic way as an update performed on the previous
value of the variable. Global constraints are then aware of changes performed
to these variable in a more symbolic form than what was possible using the
array of integer approach. The goal is to embed the best global constraints,
potentially having O(1)-time complexity for evaluating neighbour solutions. The
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data structure used for representing sequences must exhibit similar complexity.
Therefore, adapted data structures for sequence values are also proposed.

The paper is structured as follows: Sect. 2 reviews various CBLS frame-
works and the way they support sequences. Section 3 lists the requirements
on our “sequence” variables. Section 4 describes our data-structure for repre-
senting sequences. Section 5 describes our sequence variable, how it uses the
sequence value and how it communicates its updates to global constraints.
Section 6 presents benchmarks of our data-structure. Section 7 presents com-
parative benchmarks. Section 8 sketches further work and concludes.

2 Background and Related Work

This section presents CBLS with more details, introduces a few CBLS frame-
works and some global constraints on sequences designed for local search. The
section focuses on the OscaR.cbls framework because our contribution was per-
formed in this framework.

2.1 Local Search Frameworks

There are a few local search frameworks including: Comet [4], Kangaroo [5],
OscaR.cbls [6,9], LocalSolver [7], InCELL [8], GoogleCP [10], and EasyLocal++
[11].

EasyLocal++ requires a dedicated model to be developed from scratch using
ad-hoc algorithms. It provides support for declaring the search procedure [11].
It is not a CBLS framework and hence does not suffer from the multi-variable
bottleneck.

Comet, Kangaroo, and OscaR.cbls are CBLS frameworks which support Inte-
gers and Sets of Integers. InCELL supports a notion of variable that is a sequence
of other variables but does not offer a unified data-structure for modifying the
sequence [8].

GoogleCP is a hybrid engine that can be used both as a constraint solver
and as a local search engine [10]. It supports a SequenceVar type representing
sequences of integer variables. Although it is called a variable, it is a view on
the underlying integer variables, that are automatically sorted by value.

LocalSolver supports variables of type List of Integers, where each value can
occur at most once [7]. Unfortunately, no detail is given about the underlying
data structure, nor about the moves that can be efficiently performed on them.
LocalSolver supports very few invariants and constraints related to this list vari-
able.

A sequence variable has already been developed for the OscaR.cbls framework
in the context of string solving where the length of the string is not known in
advance and is potentially very large [12]. The supported incremental update
operations are “inserts”, “delete” and “set a value to a given position”. Insert and
delete updates cannot be efficiently performed if the sequence is represented as
an array of integers, so that the proposed sequence provides a speed improvement
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for these updates and solves the multi-variable bottleneck in the context of string
solving. However, it does not provide support for large operations such as flipping
subsequence’s.

2.2 Three Representative Global Constraints on Sequences

A lot of research has been performed on the incremental evaluation of multiple
constraints and metrics in routing optimization. We therefore just present three
examples, with various properties regarding the information they need about the
route and how the route is modified by a search procedure.

The most classical example is the route length constraint that computes the
total length of a route, given a distance matrix that is symmetric, and that can
quickly update this length when a portion of this route is flipped [1]. The length
of the flipped route does not change, since the distance matrix is symmetric, so
that the total length of the route is only impacted by the hops that are located
at the extremities of the flipped segment. The total distance can therefore be
updated in O(1)-time.

Another example is the travelling delivery person problem that defines
some complex metrics over nodes and driven distance. Pre-computation can be
exploited to update this metric in O(1) time for a large proportion of classical
routing moves [2].

A third example is routing with time windows, where various algorithms
reasoning on the time slack have been proposed [3]. Given a route, the time
slack of a node is the amount of time that a vehicle can wait before entering
the node such that no deadline will be violated in the subsequent nodes. Before
any neighbour exploration, it is computed for each node. It is then exploited to
quickly evaluate if some modification of the route leads to a route violating the
constraint.

All these algorithms require a symbolic description of the move to perform
their update efficiently. Furthermore, they often rely on some pre-computation,
that is: there is a first algorithm that generates some intermediary values, and
that is executed before a neighbourhood exploration starts. Using these inter-
mediary values, a second algorithm can quickly update the output of the global
constraint for each explored neighbour. This second algorithm is also known
as a differentiation. An invariant might only provide efficient differentiation for
a subset of the possible moves; the time slack approach for the time window
constraint might be hard to generalize to flip moves for instance.

2.3 Constraint-Based Local Search

A local search algorithm relies on a model and a search procedure. CBLS frame-
works may offer support for both of these two aspects. This paper exclusively
focuses on the model and will not cover the search procedure.

In CBLS frameworks, the model is composed of variables (integers and set of
integers at this point), and invariants, which are directed constraints maintaining
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one or more output variables according to the specification they implement and
according to the value of one or more input variables. A classical invariant is
Sum. It has an array of integer variables as input, and a single integer variable
as output. The value of the output variable is maintained by the invariant to be
the sum of the values of all the input variables. “Maintained” means that the
invariant sets the value of the output variable, and adjust this value according to
the value changes of the input variables. This is generally implemented through
incremental algorithms. For instance, when the Sum invariant defined here is
notified that one of its input variables has changed its value, it computes the
delta on this variable between the new value and the old value, and updates
the value of its output variable by incrementing it by this delta. OscaR.cbls for
instance has a library of roughly 80 invariants.

The model is declared at start-up by some application-specific code that
instantiates the variables and invariants. The input and output variables of each
invariant are also specified at this stage. When declaring a model, the CBLS
framework builds a directed graph, called the propagation graph, which we can
assume here to be acyclic (DAG). The nodes are the variables and invariants.
The edges in the graph represent data flows from variables to listening invariants
and from invariants to output variables. The DAG starts with decision variables,
that are the output of no invariant, and typically ends at a variable representing
the objective function.

During the search, the model is active: if the value of some variable changes,
this change is propagated to the other variables through the invariants, and
following the propagation graph in some coordinated way called propagation.
Propagation algorithms require the DAG to be somehow sorted. This sort is
performed after the model is completed, by a close operation that is triggered
by the user code. From this point on, no variable or invariant can be added,
modified or removed. The value of all variables can of course change. The search
procedure modifies the input variables to explore the search space and query the
objective function, which is updated by the propagation.

Figure 1 illustrates a propagation graph for a Travelling Salesman Problem
(TSP) with four nodes using the näıve model based on an array of integer vari-
ables. Variables (resp. invariants) are represented by grey (resp. white) rounded
rectangles, and dependencies using arrows. The nexti variables represent, for
each node i, the node that is reached by the vehicle after leaving the node i.
They are grouped into an array, represented by the rectangle that encloses them,
on the left of the figure. The distance matrix is not represented in the picture.
Each element invariant accesses the line of the matrix related to the node it
is monitoring and maintains its output variable to the value at that line, and
on the column designated by the value of nexti. Each di variable represents the
distance that the vehicle drives when leaving the associated nodei.

Propagation is performed in such a way that a variable is updated at most
once, and only if it needs to be updated. The propagation is driven by the CBLS
framework and uses some sorting that is performed when the model is closed:
the nodes that needs to be propagated and that are the closest to the decision
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Fig. 1. Propagation graph of a TSP with 4 nodes modelled using an array of integer
variables

variables are propagated first. Upon propagation of a node, additional nodes
might require to be propagated, and they are queued and prioritized through a
heap based again on some distance to the decision variables. The priority can be
either based on a topological sort, as implemented e.g. in Comet [4], or based on
the distance to the decision variables, as implemented in OscaR.cbls. OscaR.cbls
uses a specialized heap that aggregates nodes at the same distance into a list,
so that insert and pop operations can often be performed in O(1)-time.

CBLS variable notify their value change to its listening invariants, and they
cannot change value without notifying it. To implement this behaviour, they
internally store two values: the old value (vold), and the new value (vnew). When
an invariant queries a variable for its value, it gets vold. When a variable is
updated by a neighbourhood or controlling invariant, the updated value is stored
into vnew. When a variable is propagated, it notifies its value change to each
invariant that listen to it and then performs vold := vnew. Such a notification
carries a description of how the value has changed. For integer variables, it carries
a reference to the variable, vold and vnew. For set variables, it also carries the
set of integer values that have been added to, and removed from vold.

3 Requirements for a Sequence Variable

We consider standard neighbourhoods used in routing optimization: insert,
remove, 1-opt, 2-opt, 3-opt, and composites of these moves such as the Lin-
Kernighan, which is a composition of 2-opts, or two-point move neighbourhood
used in pick-up and delivery optimization [13,14]. We identify the following
requirements for our sequence variable:

immutable-value: The value representing a sequence of integers should be
non-mutable: once transmitted to an invariant, it should not be modified. All
methods that modify a sequence data-structure should yield a new sequence
data-structure, as done in functional programming. A variable can of course
change its value.

symbolic-delta: Sequence variables should communicate its incremental value
change in a symbolic way to global constraints for the moves specified above.
We define three atomic incremental updates of sequence values, that can be
combined:
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insert an int value at a given position and shift the tail of the sequence
accordingly

delete the int value at a given position and shift the tail of the sequence
accordingly

seq-move that moves a sub-sequence to another position in the sequence
and optionally flips this subsequence.

fast-exploration: Sequence variables should be updated very quickly in the
context of neighbourhood exploration to reflect the moves defined above.

pre-computation: Invariants should get to know around which sequence value
a neighbourhood exploration will take place so that they can perform pre-
computation based on this value and use differentiation algorithms.

fast-commit: Sequence variables should be updated quickly to reflect moves
that are committed, considering the same moves as in fast-exploration. This
requirement has a lower priority than fast-exploration since there are more
neighbours explored than moves committed.

4 Implementation of Our Sequence Value

This section presents our data-structure for representing sequence values. The
general object model of our sequence is shown in Fig. 2. There is a concrete
sequence and there are some updated sequences that can be instantiated in O(1)
time to reflect modified sequences in the context of neighbourhood exploration,
and comply with the requirement fast-exploration. The concrete sequence can
also be updated quickly to comply with the fast-commit requirement.

All sequences, concrete, updated, etc. are non-mutable, based on non-mutable
data structures, to comply with the requirement immutable-value. All methods
that modify sequence values generate a new sequence value, which usually share
a lot of its internal data-structure with the sequence it has been derived from.
We rely on a garbage collector for memory management, as usually done in
functional programming.

There are three methods declared in the sequence class for updating a
sequence: insert,remove and seq-move. These methods match the delta defined
in Sect. 3. They have an additional parameter, called fast that specifies if the
update should return a concrete sequence or if the update should be stacked by
instantiating an updated sequence.

originalSequence

Sequence

ConcreteSequence UpdatedSequence

InsertedSequence

RemovedSequence

MovedSequence

Fig. 2. Class diagram of the sequence value. Classes are in bold, abstract classes in
italic.
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4.1 Updated Sequences

Updated sequences behave according to the value they represent by translat-
ing and forwarding queries they receive to the original non-modified sequence.
For instance, considering a RemovedSequence obtained by removing the value
at position r from sequence s, the query that gets the value at a given posi-
tion p returns the value at position p in sequence s if p < r and at position
p + 1 otherwise. Performing queries on Updated Sequences is therefore slightly
more time-consuming than on Concrete Sequences. They should therefore not
be stacked too much.

4.2 Concrete Sequences

Concrete sequences are represented by a double mapping. The first one maps
positions to internal positions and the second one maps these internal positions
to the actual value. This double mapping is illustrated in Fig. 3.

The first mapping is a piecewise affine bijection with slope +1 or −1. Its
domain and co-domain are [0..n−1] where n is the size of the sequence. Basically,
its domain is segmented into a series of consecutive intervals. Within each of these
interval, the value of the bijection is defined by an affine function (ax+ b) where
a is either 1 or −1. Graphical examples of such bijection are given in Figs. 4, 5
and 6.

Concretely, the bijection is represented by the forward function and its recip-
rocal function. Each of them is defined by a set of pivots. Each pivot is defined
by a starting value, an offset, and a Boolean slope (±1). Pivots have no explicit
end value. The end value of a pivot is implicitly defined as the last value before
the start value of the next pivot. Pivots are stored in balanced binary search
trees, indexed by their starting values.

The second mapping is implemented by two red-black trees, one that maps
internal positions to values, and the other one is the reverse: it maps values to
the set of internal positions where they occur.

Let’s consider a concrete sequence, of length n, with k pivots in its bijection.
Finding the value at some position p requires translating p into the corresponding
internal position through the bijection, and finding the value at this internal
position, through the second mapping. The first step is performed in O(log k)
time, by searching the pivot with the biggest starting value that is ≤p and
applying the affine function associated to this pivot. The second step is performed
in O(log n) time.

Fig. 3. Data-flow diagram showing the mappings within concrete sequences
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Fig. 6. Flipping subse-
quence from position 15
to 24 both included from
the bijection in Fig. 5

The first mapping can be efficiently updated to capture flipping of shifting of
subsequence’s, so it contributes to the requirement fast-commit. This is because
the number of segments in this bijection is much smaller than the length of the
sequence.

Let’s consider an initial sequence of 40 values, where the bijection is the iden-
tity function. Flipping the subsequence from position 10 to position 19 (both
included) can be performed by updating the bijection as shown in Fig. 4. The
range of external positions corresponding to the specified subsequence is high-
lighted in grey. Within the flipped zone, a pivot of slope −1 is introduced, and
a new pivot starts just after the flipped zone. The added pivots are drawn with
dotted lines. Considering the same initial sequence, Fig. 5 shows the bijection
after moving the subsequence located between position 10 and position 19 (both
included), inserting it after position 29, and flipping it. The range correspond-
ing to the moved subsequence has a pivot with a negative slope because it was
flipped.

To insert a value into a sequence, it is assigned the next available internal
position. The bijection is reworked to map the position of the insert to this
internal position and shift the tail of the sequence. To delete a value from a
sequence, we first swap its internal position with the highest internal position in
the sequence and remove it from the sequence. Deletions do not create holes in
the range of internal positions.

The algorithm for flipping a subsequence by modifying the forward function
is quite representative of all algorithms modifying the bijection and is sketched in
the function flipSubsequence of Fig. 7. This function only updates the forward
part of the bijection. The reverse function of the bijection is lazily recomputed
from scratch from the updated forward function. Providing incremental updates
for this reverse function is future work. Given the forward function forwardFn
of a sequence of length l, and an interval [fromPos; toPos] to flip, it returns an
updated function, updatedFn, such that:
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Fig. 7. Flipping a portion [from, to] of a concrete sequence by updating its bijection

updatedFn(toPos − x) = forwardFn(fromPos + x) for x ∈ [0; toPos − fromPos]
updatedFn(x) = forwardFn(x) for x ∈ [0; fromPos[∪]toPos; l[

On line 3, additional pivots are inserted at the limit of the flipped interval
defined by [fromPos, toPos], so the pivots within the interval can be reworked
without modifying the function out of the interval. This is where the num-
ber of pivots in the function increases. On line 5, the pivots with starting val-
ues in the updated interval are copied into a list pivotsToFlip. On line 7,
the selected pivots are flipped, and the result is flippedPivots. This is per-
formed by a greedy algorithm iterating over the pivots of pivotsToFlip shown
in function flipSubFunction. On line 8, the red black tree storing the for-
ward function is updated: all pivots in [fromPos, topos] are replaced by pivots
from flippedPivots. On line 11, it removes the pivots at fromPos and the first
pivots after toPos if they are redundant, that is: if their function is aligned
with the function of the pivot that precedes them, respectively. The function
flipSubfunction is a recursion on the list of pivots to flip and uses an accu-
mulator where the new pivots are stored, so that the generated pivots are in
reverse order compared to the list of pivots they originate from. The function
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mirrorPivot creates a new pivot mirroring the given one within the flipped
interval. We can see for instance that the slope of the function associated with
a pivot is a Boolean and that it is negated when a pivot is mirrored.

The update operations performed on a concrete sequence involve updating its
bijection and can be chained. Starting from Fig. 5, a flip of the subsequence from
position 15 to position 24 (both included) leads to the bijection in Fig. 6. This
figure also shows that performing updates can introduce additional pivots. For
instance, seq-moves add at most three pivots: a pivot at the start of the moved
zone, a pivot after the end of the moved zone, and a pivot after the position
where the zone is moved.

When the number of pivots gets too large, the efficiency of queries and update
operations is reduced. To avoid a significant increase in the number of pivots,
a regularization operation is performed to simplify the bijection to the identity
function, and re-factor the two balanced binary search trees mapping internal
positions and values. This operation has a complexity of O(n + k · log n) time,
where n is the size of the sequence, assuming that each value occurs at most once
in the sequence, like in routing optimization. The balanced binary search tree
that maps internal positions to value is elaborated as follows: first, we iterate
over the sequence and store its content into an array, then a new red-black tree
is built from this array in O(n) time. This is possible because the red-black tree
is built at once on data that is already sorted. Iterating from one element to the
next one is done in O(k·logn

n ) time, amortized, as will be explained below.
The regularization is triggered when the ratio k/n gets larger than a maximal

authorized value set by default to 3%. It ensures that k is kept significantly
smaller than n to benefit from the symbolic nature of the operations performed
on the bijection, and avoids triggering regularization too often. The choice of
this maximal k/n value is investigated in more detail through some benchmarks
in Sect. 6.

4.3 Iterating on Sequences

Iterating through a sequence through a succession of position-to-value queries
would be quite slow, given our data structure; each step would require O(log n+
log k) time. To avoid this problem, our sequence supports a mechanism to speed-
up sequence exploration called explorers. Considering the balanced binary search
tree mapping internal positions to values, an explorer on a concrete sequence
stores the path from the root to its current position, so that the next/previous
position can be accessed in constant time. When the explorer reaches the end
of a segment in the linear bijection, which happens k times during the whole
sequence exploration, it must perform a O(log n) time query on the balanced
binary search tree mapping internal positions to values to rebuild the path to
its current position in the sequence.

Concrete and updated sequences can generate an explorer pointing to any
of their position. Each class of sequence has an explorer class that can access
internals of its originating sequence. Explorers can be instantiated from concrete
sequences for any position in O(log n + log k) time. It can be queried for its
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Table 1. Time complexity of queries on a sequence value

Value at
position

Positions of
value

Explorer Explorer.next

Concrete
sequence

O(log n+log k) O(#occ ·
log k + log n)

O(log n + log k) O( k·logn
n

) amortized

Added cost for
each stacked
update

O(1) O(#occ) O(1) O(1) amortized

Table 2. Time complexity of updates on a sequence value

Instantiating a
stacked
update

Concrete update
without
regularization

Concrete update
with amortized
regularization

Insert O(1) O(log n + k · log k) O(log n + k · log k +
n/k)

Delete O(1) O(log n + k · log k) O(log n + k · log k +
n/k)

Seq-move O(1) O(k · log k) O(k · log k + n/k +
logn)

position in the sequence and the value at this position in O(1) time. It can also
be queried for an explorer at the next or previous position in the sequence in
O(k·logn

n ) time, amortized.

4.4 Time Complexity of Sequence Values

The time complexity of the main queries on our sequence values is summarized in
Table 1, where k is the maximal number of pivots in the bijection of the concrete
sequence before regularization must occur, n is the size of the sequence, and
#occ is the number of occurrences of the considered value in the sequence.

The complexity of the main update operations is summarized in Table 2.
The first column shows the complexity of stacked updates. The second column
represents the complexities of the concrete updates if no regularization occurs.
The third column is the complexity of the concrete updates, considering the
amortized complexity of regularization. The regularization operation has a com-
plexity of O(n + k · log n) time, takes place at most every Ω(k) updates, so it
adds O(n/k + log n) time complexity, amortized.

5 Implementation of Our Sequence Variable

This section presents the behaviour of our sequence variable. A sequence variable
replicates the three operations supported by the sequence value (insert, remove,
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previousUpdate

valueAfter
SeqUpdateSequence

IncrementalUpdate

Insert

DefineCheckpoint

Move

Remove

LatestNotified

Assign

RollBackToCheckpoint

Fig. 8. Class diagram of the notifications used by sequence variables

Fig. 9. An example of optimization script using our sequence variable

move) in a mutable form. A sequence variable can also be assigned a sequence
value. Incremental updates lead to stacked updates of sequence value, assignment
lead to concrete sequences, checkpoint definition lead to concrete sequence by
performing all the stacked updates on the underlying concrete sequence.

Sequence variables record the updates performed on them, and include a
description of these updates in their notification to listening invariants. The
recording and notification are both represented by SeqUpdate classes whose
inheritance is shown in Fig. 8. All SeqUpdate carry a reference to a sequence
value (stacked or concrete) that represents the value of the variable after the
SeqUpdate. A variable can also be assigned a sequence value. Assigns are notified
to the listening invariants as an Assign update.

Neighbourhoods are expected to perform their exploration in a star mode
around an initial sequence value, which is a concrete sequence. The neighbour-
hood first declares a checkpoint to the variable through a defineCheckpoint
method. It then performs its exploration by updating the value of the variable
through incremental insert, delete and move operations. Between each neigh-
bour, the neighbourhood is expected to perform a roll back to the checkpoint
it has defined, by calling a rollBackToCheckpoint method. This restores the
value of the sequence to its checkpoint by removing stacked updates, and the
roll back will be communicated to the listening invariant. When the exploration
is completed, the neighbourhood must call a releasecheckpoint method.

Upon propagation, sequence variables notify their listening invariants about
their value change by calling a notification method of the invariants with a
SeqUpdate parameter as defined in Fig. 8. At the start of a neighbourhood explo-
ration, listening invariants are notified about a DefineCheckpoint and an incre-
mental update representing the first neighbour. The data structure transmitted
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to the notification procedure is an IncrementalUpdate, with a previousUpdate
reference to a DefineCheckpoint with a previousUpdate reference to a
LatestNotified. LatestNotified mean that the incremental update starts
from the value that was transmitted at the previous notification. For each
neighbour, listening invariants are notified about an IncrementalUpdate with
a previousUpdate reference to a RollBackToCheckpoint. Invariants are not
notified about checkpoint releases because they are implicitly represented by a
new checkpoint definition that overrides the previous one.

6 Benchmarking the k/n Factor

This section presents a benchmark to illustrate the efficiency of sequence data
structure in this setting and the impact of the k/n factor presented in Sect. 4.2.
The benchmark is a symmetric vehicle routing problem with 100 vehicles no other
constraint. The total distance driven by all vehicles must be minimized. The
problem roughly declares as show in Fig. 9, using various bricks of OscaR.cbls.

The search procedure is build using neighbourhood combinators [15]. It starts
with no routed node, but the start points of the vehicles, and uses a mix of insert
point, one-point-move, 2-opt and 3-opt. There are two insertion neighbourhoods,
one iterates on insertion position first, and then on point to insert; the other
iterates on point to insert first. These neighbourhoods have w parameter: when
several nodes are considered simultaneously by a neighbourhood, it ensures that
the considered nodes are among the w closest nodes of one another. It ends
with a 3-opt neighbourhood with a larger w factor. The search strategy does not
have any mechanism to escape from local minima; it is exclusively designed to
benchmark the k/n factor.

We benchmark with the following values for the k/n factor: 0%, 1%, 2%, 3%,
4%, 5%, and 20% and for the size (n) of the problem: 1k, 3k, 5k, 7k, 9k, and
11k. For each pair (k/n factor,n) we solve 100 randomly generated instances. The
benchmarks were executed single-threaded on an isolated and dedicated machine
featuring 8 hyper-threaded cores of Intel Xeon R©E5620 @ 2.40 GHz and 32 Gb
of RAM. This setting was designed to provide stable computing power.

Figure 10 reports the average run time among the 100 instances for each
considered pair (k/n factor,n). We can see that a value of 0% for the k/n factor is
suboptimal; it disables the system of piecewise affine bijection, and regularization
is triggered every time a move is committed. Above 1%, the impact of this
factor on the run time reaches some plateau. The efficiency decreases again if
the k/n factor gets too large. A sample value of 20% is illustrated. Another
phenomenon is that the efficiency of this mechanism improves with the size of
the considered problem; this is probably due to the non-linear nature of the
complexities, presented in Sect. 4.4. A last phenomenon that is visible from the
table is that the curves seem to reach their minimum around 2 to 3% a bit larger
for smaller problems. The default value for the k/n factor is set to 3% and can
be changed by the user.
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0% 1% 2% 3% 4% 5% 20%
0

100

200

11k
9k
7k
5k
3k
1k

0% 1% 2% 3% 4% 5% 20%

11k 267 68.1 65.8 67.8 66.7 68.9 96.7

9k 174 52.2 50.4 50.9 52.6 52.7 70.8

7k 108 38.5 36.8 37.3 37.2 37.8 48.5

5k 56.9 24.4 24.2 23.2 24.4 24.8 29.8

3k 22.4 13.2 12.6 12.6 12.6 12.6 14.5

1k 3.52 2.87 2.83 2.69 2.84 2.8 2.93

Fig. 10. Average run time (in seconds) on 100 random instances for various values of
the k/n factor (0%, 1%, . . .) and various values of n (1k, 3k, . . .)

7 Comparing with GoogleCP and LocalSolver

The goal of this section is to illustrate the effectiveness for a CBLS framework of
having a sequence variable and its associated invariants. To do this, we compare
the efficiency of our implementation with a sequence variable with GoogleCP
6.4, LocalSolver 7.0, and an OscaR.cbls implementation that relies on an array
of integer variables as in Fig. 1. We use a symmetric TSP problem on a square
map with Euclidean distance and random instances of sizes 500 to 5000 by
steps of 500. This problem uses a limited set of constraints, so it only lightly
shows the effect of resolving the multi-variable bottleneck. Problems with more
constraints would feature more global constraints. Here we deliberately amplify
the difference of efficiency by exploring large instances.

GoogleCP was configured to use more or less the same neighbourhoods as
OscaR.cbls. We use the TSP script distributed with GoogleCP, and configured
it to use only 2-opt, one-point-move, and or-opt. or-opt is a variant of the 3-opt
that does not try to flip segments. The script uses an array of integer vari-
ables representing the next nodes, and uses a global invariant to maintain the
route length. This script encounters a multi-variable bottleneck for the 2-opt.
LocalSolver requires virtually no parameters, so that it can be considered as a
stable reference. We used the TSP script that is distributed with LocalSolver,
which uses the “list” variable discussed in Sect. 2. LocalSolver natively supports
multi-threading and some form of simulated annealing. These two features were
disabled for the benchmark, to be on the same level as other tools. We have no
information on the search procedure used by LocalSolver. The two implemen-
tations of OscaR.cbls use the search procedure presented in Sect. 6. The tree
engines were assigned a maximal search time of 200 seconds. The benchmarks
were executed on the same hardware as the one presented in Sect. 6. One hundred
runs were performed for each instance and each solver.

The benchmark must be considered with care because it compares complex
tools, whose efficiency are affected by their search procedure and their model,
while we only want to illustrate the gain on the efficiency of our model compared
to rasterized models. Notable differences are: GoogleCP uses a good heuristic to
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Table 3. Benchmark results reporting objective function (obj) and search time in
seconds (time) values as: median (standard deviation). A † indicates that all searches
were interrupted by the timeout (the min is 200). Min values for obj and time are in
bold font.

Size OscaR.cbls Array[IntVar] LocalSolver GoogleCP OscaR.cbls SeqVar

obj time obj time obj time obj time

500 17134 (128) 23 (7) 17602 (0) 200 †(0) 17429 (0) 4.4 (0.05) 17211 (72) 1.42 (0.38)

1000 24173 (127) 65 (14) 24662 (7) 200 †(0) 24230 (0) 34.8 (0.37) 24171 (137)3.75 (0.77)

1500 29279 (143) 139 (23) 30575 (13) 200 †(0) 29126 (0) 80.1 (0.57) 29140 (111) 6.03 (1.07)

2000 33712 (151) 198 (27) 42498 (242) 200 †(0) 33785 (0) 200.1 †(0.01) 33593 (193)9.19 (1.07)

2500 37882 (148) 211 †(21) 69276 (570) 200 †(0) 39006 (0) 200.1 †(0.01) 37772 (143)11.4 (1.56)

3000 40925 (147) 204 †(10) 141523 (1925)200 †(0) 42007 (2) 200.2 †(0.01) 40737 (131)14.8 (1.94)

3500 43563 (147) 202 †(3) 229540 (1378)200 †(0) 46287 (27)200.3 †(0.02) 43317 (158)17.8 (2.03)

4000 47122 (155) 202 †(5) 335925 (3885)200 †(0) 49864 (29)200.4 †(0.02) 46723 (137)20.5 (3.39)

4500 50184 (147) 202 †(5) 457996 (2680)200 †(0) 55936 (25)200.6 †(0.03) 49647 (148)23.9 (3.08)

5000 52940 (147) 204 †(7) 638130 (2467)200 †(0) 58779 (10)200.7 †(0.03) 52545 (153) 28 (3.02)

build a good initial solution. OscaR.cbls inserts node into the route throughout
the search, the w-nearest pruning used in its neighbourhoods might be different
from the one used by GoogleCP. GoogleCP and LocalSolver are implemented in
C++ and OscaR in Scala 2.11.7. We have no idea of the neighbourhoods used
by Localsolver, but they are probably not suited for routing.

The results are presented in Table 3. Our approach based on sequences is
faster than the approaches based on arrays of integers. Because of the time-out,
it can produce better result for larger problem. The quality on smaller problems
is like the one of the other tools. The variation in quality of the two OscaR
implementations appear because the search strategy is adaptive and favours
faster neighbourhoods, so the succession of explored neighbourhoods varies in
the two implementations and find different local minima. This could be improved
by using some meta-heuristics.

8 Conclusion

This paper presents an implementation of variables of type “sequence of inte-
gers” that is suited for CBLS frameworks. The goal is to embed state-of-the-art
global constraints into declarative CBLS frameworks. We also proposed some
specific data-structure, so that neighbour solutions can be represented quickly,
and queried efficiently.

Our approach was based on a set of requirements that were formulated in
the context of a generic CBLS framework. These notably specify that all data-
structures must be immutable. We did not consider mutable data-structure. An
approach based on mutable data-structure might be considered.

There are a few opportunities of improvement concerning the data structure
itself. For instance, some update operations performed on the bijection are not
entirely incremental (cfr. Sect. 4), and other data structures might be considered
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for the concrete sequences. We might consider replacing the large red-black trees
of the second mapping with non-mutable arrays.

Our next step is to extend our library of global constraints (including the ones
presented in Sect. 2.2) and generic neighbourhoods on sequences. We already
proposed a generic framework for defining global routing constraint based on
a mathematical structure called a group [16]. We also consider integrating the
scheduling constraints and neighbourhoods presented in [17], which are based
on sequences of tasks and might therefore fit into our sequence framework.

Our sequence variable features a checkpoint mechanism that makes it possi-
ble for global constraint to perform pre-computations and implement differenti-
ation. This mechanism is restricted to sequence variables and different variables
might declare checkpoints at different points in time in an uncoordinated fash-
ion. Checkpoints should be made pervasive in the model, so that invariants with
other types of variables or with multiple input sequence variables could also have
differentiation.

With this additional variable, OscaR.cbls will be even more appealing both
to users that benefit from highly efficient global constraints in a declarative
framework, and to researchers who develop new global constraints and will ben-
efit from the whole framework of OscaR.cbls, so that they can focus on their
own contribution. String solving is an active topic of research that might benefit
from our framework [18–21], say by integrating our results with those of [12].
Our framework can also offer a common benchmarking environment to compare
the efficiency of different algorithms of global constraints on sequences.
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Abstract. High School Timetabling (HSTT) is a well-known and wide-
spread problem. It consists of coordinating resources (e.g. teachers,
rooms), times, and events (e.g. classes) with respect to a variety of con-
straints. In this paper, we study the applicability of constraint program-
ming (CP) for high school timetabling. We formulate a novel CP model
for HSTT using a scheduling-based point of view. We show that a drastic
improvement in performance over the baseline CP model can be achieved
by including solution-based phase saving, which directs the CP solver to
first search in close proximity to the best solution found, and our hot
start approach, where we use existing heuristic methods to produce a
starting point for the CP solver. The experiments demonstrate that our
approach outperforms the IP and maxSAT complete methods and pro-
vides competitive results when compared to dedicated heuristic solvers.

Keywords: Constraint programming · Timetabling · Scheduling
Modeling · Hot start · Warm start · Local search · Phase saving

1 Introduction

The problem of high school timetabling (HSTT) is to coordinate resources (e.g.
rooms, teachers, students) with times to fulfill certain goals (e.g. scheduling
classes). Every school requires some form of HSTT, making it a wide-spread
problem. In a more general sense, timetabling can be found in airports, trans-
portation, and the like. The quality of the timetables is an important issue,
since they have a direct impact on the educational system, satisfaction of stu-
dents and staff, and other matters. Every timetable affects hundreds of students
and teachers for prolonged periods of time, as each timetable is used for at least
a semester, making HSTT an extremely important and responsible task. How-
ever, constructing timetables by hand can be time consuming, difficult, error
prone, and in some cases practically impossible. Thus, developing algorithms to
produce the best timetables automatically is of utmost importance.

There has been significant research tackling HSTT. However, given that there
are many educational systems, each differing in their own ways, much of this
c© Springer International Publishing AG, part of Springer Nature 2018
W.-J. van Hoeve (Ed.): CPAIOR 2018, LNCS 10848, pp. 135–152, 2018.
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research was done in isolation targeting only a particular set of rules. It was
difficult to compare developed algorithms due to the differences, even though
the problems shared similarities. This motivated researchers to develop a general
high school timetabling formulation, named XHSTT [24,25], that allows a variety
of education system requirements to be expressed. With the new formulation,
researchers now have common ground for fair algorithmic comparison. In 2011,
the International Timetabling Competition was dedicated to HSTT and endorsed
the said formulation, encouraging further research in the direction of XHSTT.
We consider this formulation in our work.

Historically, incomplete algorithms were the most prominent for XHSTT (e.g.
[11,12,15]. Recently, complete methods based on integer programming [16] and
maximum Boolean satisfiability (maxSAT) [8] have proven to be effective. Their
development was essential for the emergence of large neighborhood search algo-
rithms, which combine domain-specific heuristics with complete solving [7,27].
These methods are currently among the most successful ones for XHSTT.

As complete methods play a vital role, it is natural to ask if unexplored
complete paradigms could bring more to XHSTT than those currently in use.
This is precisely what we study in this work: the applicability of constraint pro-
gramming for XHSTT. We provide a novel CP model that views XHSTT as a
scheduling problem, in contrast to the conventional Boolean formulations. Such a
model allows us to exploit high-level global constraints, providing an elegant and
possibly more efficient solution. However, to match the state-of-the-art, that is
not enough. Indeed, our experimentation demonstrates that a standard CP app-
roach is not competitive. Therefore, further development was required. The first
improvement came from employing solution-based phase saving [4], an existing
technique in maxSAT [1] but not well-known in CP, that directs the CP solver
to search in close proximity to the best solution found so far before expanding
further. The second was born out of the realization that the community has
built sophisticated heuristic algorithms, which can be communicated to the CP
solver (so called hot start). While usual hot starts in CP would only provide an
initial bound to the problem, when combined with the solution phase saving,
such an approach offers more: in addition to the bound, it suggests to the solver
a region in the search space that is likely to contain high quality solutions. The
end result is a complete algorithm that outperforms integer programming and
maxSAT methods, while being competitive with dedicated heuristic solvers.

The paper is organized as follows. In the next section we briefly describe
the general high school timetabling (XHSTT) problem. In Sect. 3, we provide an
overview of the state-of-the-art for XHSTT. The scheduling-based model is given
in Sect. 4. Our hot start approach is discussed in Sect. 5, along with solution-
based phase saving. Experiments are given in Sect. 6. We conclude in the last
section.

2 Problem Description

In our research we consider the general formulation of the High School
Timetabling problem (called XHSTT), as described in [25]. This formulation
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is general enough to be able to model education systems from different countries
and was endorsed by the International Timetabling Competition 2011.

The general High School Timetabling formulation specifies three main enti-
ties: times, resources and events. Times refer to discrete time units which
are available, such as Monday 9:00–10:00, Monday 10:00–11:00, for example.
Resources correspond to available rooms, teachers, students, and others. The
main entities are the events, which in order to take place require certain times
and resources. An event could be a Mathematics class, which requires a math
teacher (which needs to be determined) and a specific student group (both the
teacher and the student group are considered resources) and two times. Events
are to be scheduled into one or more solution events or subevents. For exam-
ple, a Mathematics class with total duration of four hours can be split into two
subevents with duration two, but can be scheduled as one subevent with duration
four (constraints may impose further constraints on the durations of subevents).

The aim of XHSTT is to find a schedule by assigning times and resources
to events such that that all hard constraints are satisfied and the sum of soft
constraint violations is minimized.

Constraints impose limits on what kind of assignments are legal. These may
constrain that a teacher can teach no more than five classes per day, that younger
students should attend more demanding subjects (e.g. Mathematics) in the
morning, to name a few examples. It is important to differentiate between hard
constraints and soft constraints. The former are important constraints which
are given precedence over the latter, in the sense that any single violation of
any hard constraint is more important than all of the soft constraints combined.
Thus, one aims to satisfy as many hard constraints as possible, and then optimize
for the soft constraints. In this sense, “hard constraints” are not, in fact, hard as
in the usual meaning used in combinatorial optimisation. Each constraint has a
nonnegative cost function associated with it, which penalizes assignments that
violate it. The goal is to first minimize the hard constraint costs and then mini-
mize the soft constraint costs. In the general formulation, any constraint may be
declared hard or soft and no constraint is predefined as such, but rather left as
a modeling option based on the concrete timetabling needs. Each constraint has
several parameters, such as to which events or resources it applies and to what
extent (e.g. how many idles times are acceptable during the week), and other
features, allowing great flexibility.

We now give an informal overview of all the constraints in XHSTT (as given
in [25]). For more details regarding the problem formulation, see [24,25]. There
is a total of 16 constraints (plus preassignments of times or resources to events,
which are not listed).

Constraints related to events:

1. Assigned Time - assign the specified amount of times to specified events.
2. Preferred Times - when assigning times to events, specified times are preferred

over others.
3. Link Events - specified events must take place at the same time.
4. Spread Events - specified events must be spread out during the week.
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5. Distribute Split Events - limits the number of subevents that may take a
particular duration for a given event.

6. Split Events - limits the minimum and maximum durations and number of
subevents for a given event. Together with Distribute Split Events this gives
fine control on the subevents.

7. Order Events - specified events must be scheduled one after the other with
nonnegative time-lag in between them.

8. Avoid Split Assignments - for all subevents derived from an event, assign the
same resources.

Constraints related to resources:

1. Assigned Resource - assign specified resources to specified events.
2. Avoid Clashes - specified resources cannot be used by two or more subevents

at the same time.
3. Preferred Resources - when assigning resources to events, specified resources

are preferred over others.
4. Avoid Unavailable Times - specified resources cannot be used at specified

times.
5. Limit Workload - specified resources must have their workload lie between

given values.
6. Limit Busy Times - the amount of times when a resource is being used within

specified time groups should lie between given values.
7. Cluster Busy Times - specified resources’ activities must all take place within

a minimum and maximum amount of time groups.
8. Limit Idle Times - specified resources must have their number of idle times

lie between given values within specified time groups.

3 Related Work

For HSTT, both heuristic and complete methods have been proposed. Heuristic
methods were historically the dominating approach, as they are able to provide
good solutions in a reasonable amount of time even when dealing with large
instances, albeit not being able to obtain or prove optimality. Recently devel-
oped complete methods [5,26,30,31] are successful in obtaining good results and
proving bounds but require significantly more time (days or weeks).

The best algorithms from the International Timetabling Competition 2011
(ITC 2011) were incomplete algorithms. The winner was the group GOAL, fol-
lowed by Lectio and HySST. In GOAL, an initial solution is generated, which is
further improved by using Simulated Annealing and Iterated Local Search, using
seven different neighborhoods [12]. Lectio uses an Adaptive Large Neighborhood
Search [29] with nine insertion methods based on the greedy regret heuristics
[32] and fourteen removal methods. HySST uses a Hyper-Heuristic Search [14].

After the competition, the winning team of ITC 2011 developed several new
Variable Neighborhood Search (VNS) approaches [11]. All of the VNS approaches
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have a common search pattern: from one of the available neighborhoods, a ran-
dom solution is chosen, after which a descent method is applied and the solution
is accepted if it is better than the previous best one. Each iteration starts from
the best solution. The Skewed Variable Neighborhood was the most successful
VSN approach, in which a relaxed rule is used to accept the new solution based
on its cost and its distance from the best solution.

Kingston [15] introduced an efficient heuristic algorithm which directly
focuses on repairing defects (violations of constraints). Defects are examined
individually and specialized procedures are developed for most constraints to
repair them. KHE14 provides high quality solutions in a low amount of time,
but does not necessarily outperform other methods with respect to quality of
solution.

Two complete methods have been studied: IP- [16] and maxSAT-based [8]
approaches. Neither method strictly dominates the other, as their relative perfor-
mance depends on the instance. Both models use Boolean variables to explicitly
encode if an event is taking place at a particular time, with the main differences
being in the expressiveness of the formalism to define the constraints. Overall,
the maxSAT approach provides better results but is limited to problems where
resources are preassigned to events. A Satisfiability Modulo Theories (SMT)
approach has also been investigated in [6] but cannot handle XHSTT instances
efficiently. The bitvector-SMT model rather serves as an efficient way of rep-
resenting XHSTT for local search algorithms, as all constraint costs can be
computed using simple bitvector operations.

The developed complete methods were used in large neighborhood search
algorithms: IP-based [30] and maxSAT-based [7]. These approaches offer
improvements over their complete counterparts when given limited time.

Additionally, several IP- [10,26,28,33] and CP-based [13,19,34] techniques
have been introduced for related HSTT problems. There are several notable dif-
ferences in our work compared to the other CP approaches [19,34]: our modelling
is more general as it applies to XHSTT and we demonstrate how to use generic
tools to solve XHSTT without intertwining other techniques other than an initial
solution procedure, which is clearly decoupled from the rest of our method.

4 Modeling

The key elements of XHSTT are a set of events E, a set of resources R and
a set of times T which we shall regard as integers T = {0, 1, 2, . . . |T | − 1}. We
considered the restricted form of the problem where resources used by each event
are predefined. The majority of the benchmarks from the repository of the Inter-
national Timetabling Competition fall into this category. Earlier models for the
general high school timetabling problem used explicit representations for each
pair of events and time slots, indicating whether the event is taking place at
that particular time. In contrast, we use a scheduling-based modeling approach,
where each subevent is linked to two variables: the starting time and duration
variable. As a result, we are able to exploit the disjunctive and regular global
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constraints in our model. We now describe the decision variables and then pro-
ceed with the modeling of each constraint.

4.1 Decision Variables

Each event e ∈ E has a maximum total duration D(e). For each event e, we
create D(e) subevents, numbered from 0..D(e)−1. Every subevent is associated
with two variables indicating its starting time and duration. We label these as
start(e, i) and dur(e, i). The special start time UN = |T | is use to denote that a
subevent is not used, in which case its corresponding duration is zero. Constraints
may impose restrictions on the amount and duration of the subevents.

Example 1. Let e be an event of duration 3. A total of six variables are allocated:
three pairs of starting time and duration variables. Let the assignments be as
shown in Table 1(a):

Table 1. Decision variable assignments for event e of total duration 3: (a) satisfyies
the symmetry breaking constraints, while (b) does not.

i start(e, i) dur(e, i)
0 5 2
1 10 1
2 UN 0

i start(e, i) dur(e, i)
0 5 2
1 UN 0
2 10 1

)b()a(

The assignments state that for event e, two subevents of durations 2 and 1
are scheduled at starting times 5 and 10, respectively. ��

The following constraints formally define the decision variables for each event
e and its subevent i:

start(e, i) ∈ T ∪ {UN},
dur(e, i) ∈ {0, 1, . . . ,D(e)},
start(e, i) + dur(e, i) ≤ |T |,
start(e, i) = UN ⇔ dur(e, i) = 0

(1)

Symmetry breaking constraints forbid equivalent solutions. These order the
subevents by decreasing duration as the primary criteria, and then by start time:

dur(e, i − 1) ≥ dur(e, i),
dur(e, i − 1) = dur(e, i) ⇒ start(e, i − 1) ≤ start(e, i) (2)

Example 2. Consider the same setting as in the previous example, but with the
following assignments shown in Table 1(b). The constraints in Eqs. 1 are satisfied,
but symmetry breaking constraints (Eqs. 2) require that subevents are ordered by
duration. Furthermore, if D(e) = 5 and the dur(e, 0) + dur(e, 1) + dur(e, 2) = 5,
and dur(e, 1) = 2 and start(e, 1) = 0 then the assignment would again be
invalid, as in case of ties in duration, subevents are to be sorted by increasing
time assignments.
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Symmetry breaking constraints, apart from preventing equivalent solutions,
contribute towards simpler constraints (e.g. see Split Events constraint). We note
that non-overlapping of subevents is left to the Avoid Clashes constraints.

4.2 Additional Notation

Let EV (r) ⊆ E denote the set of events that require resource r. We intro-
duce auxiliary Boolean variables busy(r, t) to indicate that one of the events
e ∈ EV (r) that require r ∈ R are taking place at time t. This dual viewpoint
on the decisions is required for the Limit Busy Times and Cluster Busy Times
constraints. The mapping between the two viewpoints is managed by a straight-
forward decomposition.

busy(r, t) ⇔ ∃e∈EV (r),i∈{0..D(e)−1}start(e, i) ≤ t ∧ start(e, i) + dur(e, i) > t

A time group TG ⊆ T is a fixed set of times. An event group EG ⊆ R is a
fixed set of events.

4.3 Objectives and Constraints

In the problem formulation, constraints are not predefined as hard or soft, but
this option is left to the modelers as appropriate for the particular school under
consideration. For simplicity of the presentation, we present in the following
text the constraints as if they are given as hard constraints. Soft versions are
created by reifying the hard formulation. Note that this may mean that global
constraints in the soft versions make use of a decomposition instead, explicitly
encoding the global constraint using a set of smaller and simpler constraints.

We define the predicate within to ease further notation:

within(x, l, u) = (x ≥ l ∧ x ≤ u) (3)

Soft constraints are similar to their hard counterparts, but instead penalize
each constraint violation instead of forbidding it entirely. For example, soft con-
straints commonly state that a certain value has to be within given bounds. In
the soft case, the deviation is penalized based on the linear or quadratic distance
(specified by the constraint) of the said value from the imposed bounds. In the
linear case, the violation is calculated as

within viol(x, l, u) = max{0, x − u, l − x}. (4)

Hard constraints essentially have large weights compared to soft constraints.
In our model, the hard XHSTT constraints are posed as hard CP constraints,
meaning the infeasibility value is not tracked. This modelling choice allows us
to drastically simplify the modelling, which leads to an increase in performance
for CP but also allows advanced CP techniques to be exploited through global
constraints. We now proceed with the modeling of each constraint.
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Assigned Times: Events must be assigned their prescribed number of times.
∑

i∈{0,1,...,D(e)−1}
dur(e, i) = D(e) (5)

Preferred Times: Subevents of specified event e may start only within the
stated time group TGe. If an optional parameter d is given, the constraint only
applies to subevents of that particular duration.

∀i ∈ {0, 1, . . . ,D(e) − 1} start(e, i) �= UN ⇒ start(e, i) ∈ TGe (6)

Link Events: Certain events must simultaneously take place. Let EG be an
event group of linked events, all of which have the same total duration TD,
i.e. ∀e ∈ EG,D(e) = TD. We make use of the global constraint all equal [2],
which enforces that its input variables must be assigned the same values.

∀i ∈ {0, 1, . . . , TD − 1}
all equal(

[
start(e, i) | e ∈ EG

]
),

all equal(
[
dur(e, i) | e ∈ EG

]
)

(7)

Spread Events: Limits the number of starting times events from specified event
groups may have in given time groups. Event and time groups are sets of events
and contiguous times, respectively. Let EG and TG denote one such pair with
the limits mine..maxe.

z =
∑

e∈EG,i∈{0,..,D(e)−1} within(start(e, i),min(TG),max(TG)) ∧
within(z,mine,maxe)

(8)

Distribute Split Events: Limits the number of subevents of e a given duration
d to be in the range mindse..maxdse.

a =
∑

i∈{0,1,...,D(e)−1}(dur(e, i) = d) ∧ within(a,mindse,maxdse) (9)

Split Events: Regulates the number of subevents of e between minse..maxse
and the duration of subevents of e between minde..maxde

∀i ∈ {0, ..,minse − 1} : start(e, i) �= UN ∧ dur(e, i) �= 0 (10)

∀i ∈ {maxse, ..,D(e) − 1} : start(e, i) = UN ∧ dur(e, i) = 0 (11)

dur(e, i) ≤ maxde ∧ dur(e, i) �= 0 ⇒ dur(e, i) ≥ minde (12)
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Order Events: For a given pair of events (e1, e2), the constraint imposes that
e1 must take place before e2. In addition, there must be a minimum minoep and
maximum maxoep units of time apart.

oe = min{start(e2, i) | i ∈ {0..D(e2) − 1}}
−max{start(e1, i) + dur(e1, i) | i ∈ {0..D(e1) − 1}} ∧

within(eo,minep,maxep)
(13)

Avoid Clashes: A resource can be used by at most one event at any given time.
Here we make use of the global constraint disjunctive [9,17], which takes two
arrays s and d of variables as input, where s[i] and d[i] represent the starting
time and duration of task i, and enforces no overlap between the tasks.

disjunctive([
start(e, i) | e ∈ EV (r), i ∈ {0..D(e) − 1}]

,[
dur(e, i) | e ∈ EV (r), i ∈ {0..D(e) − 1}]

))
(14)

Avoid Unavailable Times: Resources cannot be used at specified times. For
each resource r and forbidden time t, this is encoded by creating a dummy event
that requires r and is fixed at time t with duration 1. The newly created events
are added to events(r) and will be considered in the Avoid Clashes constraint
(above). For the soft version the duration of these dummy events is 0..1 and the
constraint is violated if the duration used in 0.

Limit Busy Times: If a resource r is busy in a time group TG, its number of
busy times within the time group is restricted to be in minbr..maxbr.

c =
∑

t∈TG(busy(r, t)) ∧
c �= 0 ⇒ within(c,minbr,maxbr)

(15)

Cluster Busy Times: A resource is busy in a time group TG if it is busy at
least one time int the time group. This constraint gives a set of time groups TG
and limits the total number of time groups TG ∈ TG that the resource may
be busy to the range mint..maxt. For example, a teacher must finish his or her
work within three days.

b =
∑

TG∈TG(∃t∈TGbusy(r, t)) ∧
within(b,mint,maxt) (16)

Limit Idle Times: Some resources must not have idle times in their schedule.
An idle time occurs at time t within contiguous time group TG if the resource is
busy at times from TG before and after t and not busy at time t. This is encoded
using the regular global constraint [22], which takes as input a sequence of
variables that must satisfy the automaton constraint, and a deterministic finite
automata A defined by a set of states Q, a set of values of the variable sequence
S, a transition function which given a state and value defines the next state to
reach, an initial state, and a set of final states. It constrains that the transition
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sequence defined by the sequence variables starting from the start state leads to
a valid final state.

The automata has four states Q = {q0, q1, q2, f} with the interpretation: q0
(initial) not yet been busy within the time group, q1 (busy), q2 (done) was busy
but is no longer busy, and f is the fail state. The transitions T of the automata
are defined as {(q0, 0) → q0, (q0, 1) → q1, (q1, 0) → q2, (q1, 1) → q1, (q2, 0) →
q2, (q2, 1) → f}, which enforce that once the resource is busy and then once
again idle, it cannot become busy otherwise it ends in a fail state. The final
states are F = {q0, q1, q2}.

regular(
[
busy(r, t)|t ∈ TG

]
, S, 0..1, T, s0, F ) (17)

The soft constraint version is done by decomposition. The remaining con-
straints Avoid Split Assignments, Assigned Resources, Prefer Resources, Limit
Workload are meaningless for the class of problems we examine where all
resources are preassigned.

5 Solution-Based Phase Saving

During the search, the CP solver repeatedly makes decisions on which variable
and value to branch on. Variables are chosen based on their activity (VSIDS
scheme). Phase-saving [23] is almost universally used in SAT solvers, where the
choice of value for a decision used is always the value used the last time the
variable was seen in search. Solution-based phase saving [1,4] rather chooses
the value for the variable that was used in the last found solution. After a
branching variable is selected, the solver is instructed to assign the value that
the corresponding variable had in the best solution encountered so far. If that is
not possible, it resorts to its default strategy. As a result, the search is focused
near the space around the best solution, resembling a large neighbourhood search
algorithm, while still remaining complete.

5.1 Hot Starts

At the start of the algorithm, the solver is provided with an initial solution. Due
to solution-based phase saving technique, it will immediately focus the search
around the given solution. Hence, from the beginning, the search is directed
to an area where good solutions reside. As shown in the experimental section,
generating the initial solution uses only a small fraction of the total time allocate
but our hot start offers significant improvements.

Initial Solution Generation. The same procedure for the starting solution is
used as in the maxSAT-LNS approach [7]. We briefly outline it.

The main idea is to exploit existing fast heuristic algorithms. To this
end, KHE14, a publicly available state-of-the-art incomplete algorithm, is first
invoked. The method is designed to provide good solutions rapidly. Thus, it is
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particularly well-suited for our purpose. In the event that KHE14 does not pro-
duce a feasible solution, a pure maxSAT approach that treats all split event con-
straints as hard and ignores soft constraints is called. Afterwards, a simple sim-
ulated annealing local search procedure is executed, which attempts to improve
the solution by performing two different moves: swaps (exchange the times of
two subevents) and block-swap (if a swap move would cause the subevents to
overlap, assign to the second one a time such that the two events appear one
after the other). During the course of the algorithm only feasible moves between
subevents that share at least one resource are considered. The aim is to use
inexpensive techniques to remove easy constraint violations, leaving the more
challenging ones to the CP solver. We note that initial solution generation takes
only a small faction of the total amount of time allocated.

6 Experimental Results

We provide detailed experimentation with the aim of assessing our proposed
approach. We have accordingly set the following goals:

– Evaluate the impact of solution-based phase saving and hot starts for high
school timetabling (Sect. 6.3).

– Test if restarting more frequently would lead to an increase in performance
(Sect. 6.4).

– Compare the developed approach with other complete methods, namely inte-
ger programming and maxSAT (Sect. 6.5).

– Position our method among dedicated heuristic algorithms (Sect. 6.6).

6.1 Benchmarks and Computing Environment

We considered XHSTT benchmarks from the repository of the International
Timetabling Competition 2011 (ITC 2011), limited to those where resources are
predefined for events. The majority of the benchmarks fall into this category.
Resource assignments would drastically increase the search space if done in a
straight-forward manner and further specialized techniques would need to be
developed. The maxSAT line of work [7,8] follows the same restrictions. These
datasets include real-world and artificial timetabling problems and an overview
is given in Table 2. For more details we refer the interested reader to [24,25].

We performed all the experiments on an i7-3612QM 2.10 GHz processor with
eight GB of RAM, with the exception of the Matheuristic solver (see next
section). Each run was given 1200 s and a single core, as during the second
phase of the competition, with no experiments running in parallel.

6.2 Solvers

Constraint Programming. We used MiniZinc [21] to model XHSTT and
Chuffed [3] as the CP solver, for which we implemented solution-based phase
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Table 2. Overview of the datasets used, displaying number of events (|E|), times (|T |),
resources (|R|), and sum of event durations (

∑
(dur)).

Name |E| |T | |R| ∑
(dur)

BrazilInstance1 21 25 11 75

BrazilInstance2 63 25 20 150

BrazilInstance3 69 25 24 200

BrazilInstance4 127 25 35 300

BrazilInstance5 119 25 44 325

BrazilInstance6 140 25 44 350

BrazilInstance7 205 25 53 500

FinlandCollege 387 40 111 854

FinlandElementarySchool 291 35 103 445

FinlandHighSchool 172 35 41 297

FinlandSecondarySchool 280 35 64 306

FinlandSecondarySchool2 469 40 79 566

GreeceThirdHighSchoolPatras2010 178 35 113 340

GreeceThirdHighSchoolPreveza2008 164 35 97 340

GreeceWesternUniversityInstance3 210 35 25 210

GreeceWesternUniversityInstance4 262 35 31 262

GreeceWesternUniversityInstance5 184 35 24 184

GreeceFirstHighSchoolAigio2010 283 35 245 532

ItalyInstance1 42 36 16 133

SouthAfricaLewitt2009 185 148 37 838

saving and the hot start approach. The Luby restart scheme [18] was used within
Chuffed.

Complete Methods. Integer programming [16] linked with Gurobi 6.5. as the
IP solver and the XHSTT-maxSAT formulation [8] with Open-WBO (linear
algorithm) [20] as the maxSAT solver.

Dedicated Heuristic Solvers. KHE14 [15], an ejection-chain-based solver. Vari-
able neighborhood search [11]. Matheuristic [27], an adaptive large neighborhood
search algorithm with integer programming. MaxSAT large neighborhood search
algorithm [7] (uses Open-WBO as its maxSAT solver). These results for these
methods were averaged over five runs. The Matheuristic solver was not available
and therefore the results shown are from the paper [27], which used a bench-
marking tool to set fair normalized computation times.

6.3 Phase Saving and Hot Start Impact

We compared three variants of our CP approach: standard (CP), with solution-
based phase saving (CP+PS), and with hot starts (CP+HS). Note that hot starts
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include solution-based phase saving. The results are given in Table 3, showing
the soft constraint violations. In addition to the results, we include the value of
the hot started solution (“Initial” column in the table).

Table 3. Comparison of the three CP variants: CP - standard, CP+PS - with solution-
based phase saving, CP+HS - with hot starts, showing the number of soft constraint
violations in the best solution found within the time limit. The column “Initial” displays
the hot started solution value. Overall, PS+HS is the dominating approach on most
benchmarks. No solution generated within the time limit is indicated by ‘—’.

Name CP CP+PS CP+HS Initial

Brazil1 52 41 41 83

Brazil2 102 7 5 56

Brazil3 187 43 25 116

Brazil4 223 110 88 176

Brazil5 355 32 57 301

Brazil6 442 74 66 192

Brazil7 657 230 181 252

FinlandCollege — — 9 917

FinlandESchool — — 3 9

FinlandHSchool 314 13 4 23

FinlandSSchool — — 93 339

FinlandSSchool2 — — 1 7

GreecePatras — — 0 12

GreecePreveza — — 279 630

GreeceUni3 — — 5 10

GreeceUni4 — — 7 13

GreeceUni5 — — 0 2

GreeceAigio — — 597 689

Italy1 — — 12 1229

SAfricaLewitt — — 0 330

From the results it is clear that solution-based saving offers improvements
over the standard version. The hot start approach further increases the perfor-
mance. It is of interest to note that in a number of cases the CP solver (with or
without phase saving) struggled to find a good solution, but when it was pro-
vided with one as a hot start, it managed to provide notable improvements. The
additional guidance from phase saving and hot start aids the solver by direct-
ing it into fruitful parts of the search space. This approach resembles a local
search algorithm, where a better solution is sought for in the vicinity of the best
solution. However, unlike local search, the solution-based phase saving (with hot
starts) approach is complete.
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6.4 Rapid Restarts

Given the similarity between the hot start approach and local search, we decided
to experiment with an extreme version of the algorithm by increasing the restart
frequency. In our previous experiments, the solver used a Luby restart scheme
with the base restart value of 104. Now, we set the base restart value to only
100. The results are given in Table 4. The results indicate that rapid restarting
does have an impact for a few benchmarks but no conclusive observations can
be made. Therefore, it is not considered in further experimentation.

Table 4. Analysis of CP variants with rapid restarts (RR in columns). Each entry
shows the soft constraint violations. No solution generated is indicated by ‘—’.

Name CP+PS CP+PS+RR CP+HS CP+HS+RR

Brazil1 41 41 41 41

Brazil2 7 12 5 8

Brazil3 43 26 25 26

Brazil4 110 100 88 85

Brazil5 32 30 57 40

Brazil6 74 103 66 77

Brazil7 230 — 181 183

FinlandCollege — — 9 14

FinlandESchool — 3 3 3

FinlandHSchool 314 13 4 23

FinlandSSchool — 89 93 125

FinlandSSchool2 — — 1 0

GreecePatras — 394 0 0

GreecePreveza — — 279 140

GreeceUni3 — — 5 5

GreeceUni4 — — 7 7

GreeceUni5 — — 0 0

GreeceAigio — — bf597 684

Italy1 — — 12 12

SAfricaLewitt — — 0 0

6.5 Comparison of Complete Methods

We compare the hot start CP version with the integer programming and maxSAT
approaches in Table 5. The results indicate that the proposed method is indeed
effective for high school timetabling. We note that including solution-based phase
saving and/or hot starts for the competing methods was not done as it would
require modifying the XHSTT solvers to support it.
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Table 5. Comparison of complete methods. No solution generated within the timeout
is indicated by ‘—’.

Name IP maxSAT CP+HS

Brazil1 41 39 41

Brazil2 76 57 5

Brazil3 93 75 25

Brazil4 234 214 88

Brazil5 135 224 57

Brazil6 582 352 66

Brazil7 1,045 603 181

FinlandCollege 1,731 1,309 9

FinlandESchool 3 3 3

FinlandHSchool 179 812 4

FinlandSSchool 165 504 93

FinlandSSchool2 3,505 3,523 1

GreecePatras 25 2,329 0

GreecePreveza 2,740 5,617 279

GreeceUni3 28 7 5

GreeceUni4 51 141 7

GreeceUni5 3 224 0

GreeceAigio 3,738 4,582 597

Italy1 15 12 12

SAfricaLewitt — 1,039 0

6.6 Comparison with Heuristic Solvers

As previously discussed, solution-based phase saving focuses its search around
the current best solution, relating to local search algorithms, while remaining a
complete method. Therefore, we decided the evaluate how the approach positions
against dedicated heuristic solvers. The results are given in Table 6. Solutions
for these randomized (incomplete) methods are averaged over five runs.

Our approach provides competitive results, even when compared against
heuristic solvers. Our approach outperforms the competition on most bench-
marks, with the exception of the maxLNS approach. When compared to
maxLNS, our algorithm outperforms it in two cases. We believe the success
of maxLNS is attributed to the fact that it is a dedicated algorithm that incor-
porates domain-specific knowledge in its search strategy, allowing it to target
good solutions quickly. Our approach does not exploit problem-specific details,
apart from the initial solution, which both approaches have in common. Never-
theless, it still provides reasonably good results, suggesting that the approach is
valuable.
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Table 6. Comparison with dedicated heuristic methods. No solution generated within
the time limit is indicated by ‘—’. Solver unavailable listed as ‘—u’. Insufficient mem-
ory noted as ‘—m’. Values given as pairs (a, b) show the number of hard and soft
constraint violations, respectively (for cases where hard constraints are satisfied, only
soft constraint violations are displayed). Results averaged over five runs

Name maxLNS [7] VNS [11] KHE14 [15] CP+HS Math. [27]

Brazil1 39 52.2 54 41 —u

Brazil2 5.4 (1, 44.4) 14 5 6

Brazil3 23 107.8 116 25 —u

Brazil4 61.4 (17.2, 94.8) —c 88 58

Brazil5 19.4 (4, 138.4) (1, 179) 57 —u

Brazil6 50.6 (4, 223.6) 124 66 57

Brazil7 136.2 (11.6, 234.6) 179 181 —u

FinlandCollege 54.6 (2.8, 25) 20 9 —u

FinlandESchool 3 3 4 3 3

FinlandHSchool 9.8 36.6 29 4 —u

FinlandSSchool 95.2 (0.4, 93) 90 93 —u

FinlandSSchool2 0.2 0.2 2 1 6

GreecePatras 0 0 0 0 —u

GreecePreveza 38.2 2 2 279 —u

GreeceUni3 7 5 7 5 6

GreeceUni4 5 6.2 8 7 12

GreeceUni5 0 0 0 0 0

GreeceAigio 368 (0.2, 6.2) 6 597 180

Italy1 12 21.2 31 12 —u

SAfricaLewitt —m 8 —c 0 —u

7 Conclusion

We provide a new CP scheduling-based model for the general high school
timetabling problem with preassigned resources. We show that significant
improvements over the standard CP approach can be obtained by including
solution-based phase saving. Further performance increase is achieved by pro-
viding the CP solver with a hot start. The resulting approach outperforms other
complete approaches and provides competitive results when compared to ded-
icated heuristic solvers. The techniques used in our approach and maxLNS [7]
do not overlap, indicating that a combination of the two approaches might be
worth investigating.
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8. Demirović, E., Musliu, N.: Modeling high school timetabling as partial weighted
maxSAT. In: Technical Draft - Extended LaSh 2014 Workshop Paper (2017)

9. Global Constraint Catalog: disjunctive constraint. http://www.emn.fr/x-info/
sdemasse/gccat/Cdisjunctive.html

10. Dorneles, Á.P., de Araujo, O.C.B., Buriol, L.S.: A fix-and-optimize heuristic for
the high school timetabling problem. Comput. Oper. Res. 52, 29–38 (2014)

11. Fonseca, G.H.G., Santos, H.G.: Variable neighborhood search based algorithms for
high school timetabling. Comput. Oper. Res. 52, 203–208 (2014)

12. da Fonseca, G.H.G., Santos, H.G., Toffolo, T.Â.M., Brito, S.S., Souza, M.J.F.:
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Abstract. Much effort has been spent to identify classes of CSPs in
terms of the relationship between network structure and the amount of
consistency that guarantees a backtrack-free solution. In this paper, we
address Numerical Constrained global Optimization Problems (NCOPs)
encoded as ternary networks, characterizing a class of such problems for
which a combination of Generalized Arc-Consistency (GAC) and Rela-
tional Arc-Consistency (RAC) is sufficient to ensure a backtrack-free
solution, called Epiphytic Trees. While GAC is a domain filtering tech-
nique, enforcing RAC creates new constraints in the network. Alterna-
tively, we propose a branch and bound method to achieve a relaxed form
of RAC, thus finding an approximation of the solution of NCOPs. We
empirically show that Epiphytic Trees are relevant in practice. In addi-
tion, we extend this class to cover all ternary NCOPs, for which Strong
Directional Relational k-Consistency ensures a backtrack-free solution.

1 Introduction

A Constraint Satisfaction Problem (CSP) consists of finding an assignment of
values to a set of variables that satisfy a constraint network. Local consistency
techniques play a central role in solving CSP, pruning values that surely do not
constitute a solution of the problem. A wide range of local consistencies have
been proposed for finite-domain CSPs, e.g., k-consistency [20], generalized arc-
consistency (GAC) [32], hyper-consistency [26] and relational consistency [15].

Many efforts have been spent to identify classes of CSPs by linking the net-
work structure to the level of local consistency that guarantees a backtrack-free
solution, i.e., a search that solves the problem without encountering any conflict.
Freuder [21] stated that binary networks with width k are solved in a backtrack-
free manner if achieved strong k-consistency. Jégou [26] extended such results
to non-binary networks, showing the relation between hyper-k-consistency and
hypergraph width. Van Beek and Dechter [3] linked the tightness of a network
to the level of relational consistency that guarantees a backtrack-free solution.
Although CSP is generally NP-hard, such investigations may identify classes of
polynomial problems, like tree-structured CSPs and Horn formulas [14].

In the 1980s, Dechter and Pearl [16] proposed directional consistency as a
simpler way to enforce local consistency. In short, a variable ordering is used
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to enforce consistency in a specific direction. Thus, only relations between a
variable and its predecessors must be analyzed. The classes of tractable CSPs
previously introduced are naturally extended to their directional versions.

Most methods for solving finite-domain CSPs are not efficiently applicable
to problems over continuous variables (Numerical CSPs). The well-known arc-
consistency [44], for the sake of example, is generally uncomputable on con-
tinuous case [10,13]. Many alternative methods have been proposed over the
last three decades by combining classical CSP concepts with interval analysis
[34]. In particular, due to the improvement of computer hardware and all the
advancement of constraint propagation, interval methods have been applied on
a wide range of Numerical Constrained global Optimization Problems (NCOPs)
[9,24,28,29,38,43]. Despite the great progress of interval techniques, optimiz-
ers from the mathematical programming community are generally more efficient
than interval solvers [2,36], although such optimizers are non-rigorous, i.e., they
cannot guarantee the global optimality of the solution.

In this paper, we address NCOPs encoded as ternary networks with an objec-
tive function (actually a single variable) to be minimized. We characterize an
important class of such problems for which directional relational arc-consistency
is sufficient to ensure a backtrack-free solution (Sect. 3). We call such a class of
Epiphytic Trees. In the spirit of Freuder [21] and Jégou [26], we define Epiphytic
Trees based on structural properties of the constraint network.

Enforcing relational consistency may create new constraints in the network
[14,15], as opposed to domain filtering techniques (e.g. GAC) that only prune
variables’ domain without changing the network structure. Relational consis-
tency has hardly been used in practice due to the high complexity to be achieved
[8,14]. For this reason, we implement an interval branch and bound method to
enforce a relaxed form of this consistency, thus finding an approximation for the
global minimum of NCOPs (Sect. 4). The goal of our method is to evaluate the
proposed class and not to be compared with state-of-art optimizers, since most
of advanced techniques of interval solvers are not considered in our implemen-
tation. Nonetheless, we are able to solve about 60% of a set of 130 instances
proposed in the COCONUT suite [40] with a close approximation (Sect. 5). To
our surprise, all tested instances have shown to be encoded as Epiphytic Trees.

To complete, in order to generalize Epiphytic Trees we extend this class to
cover all ternary encoded NCOPs, proposing the natural extension of the width
parameter [21] to ternary networks, namely epiphytic width, and proving that
networks with epiphytic width k can be solved in a backtrack-free manner if
achieved strong directional relational k-consistency (Sect. 6).

2 Background

A constraint network R is a triple (X,D, C) where X = {x1, . . . , xn} is a set of
variables with respective domains D = {D1, . . . , Dn} and C = {RC1 , . . . , RCm

}
is a set of constraints such that Ci = {xi1 , . . . , xik} ⊆ X is the scope of the
relation RCi

⊆ Di1 × · · · × Dik , which defines a set of legal assignments to
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the variables of Ci. The arity of a constraint is the cardinality of its scope.
A constraint network R is said to be k-ary if all its constraints have arity k
or less. If the domains of the variables are continuous sets of real numbers, R
is said a numerical constraint network. The problem of finding an assignment
of values from domains of variables that satisfy the (numerical) constraint net-
work is abbreviated to (N)CSP. Given a numerical constraint network R and
an objective function f : IRn �→ IR, a Numerical Constrained global Optimiza-
tion Problem (NCOP) consists of finding a solution of R that minimizes f in
D1 × · · · × Dn.

A hypergraph is a structure H = (V,E) where V is a finite set of vertices and
E ⊆ {S ⊆ V |S �= ∅} is a set of edges. A Berge-cycle [7] is an alternating sequence
of edges and vertices (C1, x1, C2, x2, . . . , Cm, xm, Cm+1 = C1) such that m ≥ 2
and xi ∈ (Ci ∩ Ci+1), for all 1 ≤ i ≤ m. A hypergraph is said Berge-acyclic if
it has no Berge-cycles. The constraint hypergraph is a structural representation
of the network, where vertices represent variables and edges represent scopes
of constraints. For abuse of notation, we will often use the terms variable and
vertex as synonyms, as well as the terms constraint and edge. Furthermore, we
represent the constraint network R = (X,D, C) by the hypergraph H = (X,C),
where C = {Ci | RCi

∈ C}.
Many local consistencies have been defined for non-binary networks [15,20,

23,26,32]. These techniques prune values that surely do not constitute a solution
of the problem. However, as opposed to global consistency, in general they cannot
guarantee that a consistent instantiation of a subset of variables can be extended
to all remaining variables while satisfying the whole network. In this paper, we
focus on two main techniques: generalized arc-consistency [32] and relational
arc-consistency [15], both local as only one constraint is considered at once.

Definition 1 (Generalized Arc-Consistency (GAC)).

– A constraint RCi
is GAC relative to xk ∈ Ci iff for every value ak ∈ Dk there

exists an instantiation I of variables in Ci \ {xk} such that I ∪ 〈xk = ak〉
satisfies RCi

.
– A constraint RCi

is (full) GAC iff it is GAC relative to all xk ∈ Ci.
– A network R is (full) GAC iff every constraint of R is GAC.
– A network R is directional GAC, according to an ordering b = (x1, . . . , xn),

iff every constraint RCi
is GAC relative to its earliest variable in b.

Definition 2 (Relational Arc-Consistency (RAC)).

– A constraint RCi
is RAC relative to xk ∈ Ci iff any consistent assignment to

all variables of Ci \ {xk} has an extension to xk that satisfies RCi
.

– A constraint RCi
is (full) RAC iff it is RAC relative to all xk ∈ Ci.

– A network R is (full) RAC iff every constraint of R is RAC.
– A network R is directional RAC, according to an ordering b = (x1, . . . , xn),

iff every constraint RCi
is RAC relative to its latest variable in b.

Dechter and Pear proposed directional consistency motivated by the fact that
“full consistency is sometimes unnecessary if a solution is going to be generated
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by search along a fixed variable ordering” [14, p. 91]. In this work, we address
NCOPs by encoding the objective function x1 = f(x) and the constraint network
R as a ternary NCSP, and performing a search along a fixed variable ordering
starting by x1. The idea behind this strategy is that if a consistent instantiation of
the encoded network with initial (partial) assignment 〈x1 = min D1〉 is achieved
by the search, then such solution minimizes f in D1 × · · · × Dn.

2.1 Interval Arithmetic

A closed interval X = [x, x] is the set of real numbers X = {x ∈ R | x ≤ x ≤ x},
where x, x ∈ IR ∪ {−∞,∞} are the endpoints of X. This definition is naturally
extended for open and half-open intervals. We denote by I the set of all intervals
in IR. A box B ∈ I

n is a tuple of intervals. A box B = (X1, . . . , Xn) is a refinement
of the box D = (Y1, . . . , Yn), denoted by B ⊆ D, iff Xi ⊆ Yi, for all 1 ≤ i ≤ n.

Given two intervals X,Y ∈ I, the interval extension of any binary operator
◦ well defined in IR is defined by (1).

X ◦ Y = {x ◦ y | x ∈ X, y ∈ Y and x ◦ y is defined in IR}. (1)

The set (1) can be an interval, the empty set or a disconnected set of real
numbers (union of intervals or a multi-interval). It is possible to compute X ◦Y ,
for all algebraic and the most common transcendentals functions, only analyzing
the endpoints of X and Y [33], e.g., [x, x] + [y, y] = [x + y, x + y], [x, x] · [y, y] =
[min{xy, xy, xy, xy},max{xy, xy, xy, xy}], etc.

General factorable functions f : IRn �→ IR are also extended to intervals.
An interval function F : I

n �→ I is an interval extension of f : IRn �→ IR if
∀B ∈ I

n : f [B] ⊆ F(B), where f [B] denotes the image of f under B, i.e.
f [B] = {f(x1, . . . , xn) | (x1, . . . , xn) ∈ B}. Generally, if the interval extension F
is defined by the same expression of f , using the respective interval operators,
then F(B) is a good estimate of f [B]. More specifically, if each variable occurs
only once in the expression of f , then F(B) is exactly the image of this function
[4]. The reason that an interval extension may overestimate the image of a real
functional is that interval operators consider each occurrence of a variable as a
different variable.

Example 1. The images of x1
2−x2 and x1x1−x2, under box ([−2, 2], [−1, 1]) are

both [−1, 5]. However, the interval extensions X1
2−X2 and X1X1−X2 computes,

respectively, [−2, 2]2 − [−1, 1] = [−1, 5] and [−2, 2] · [−2, 2] − [−1, 1] = [−5, 5].

2.2 Interval Consistency

Since the late eighties, interval arithmetic has been used to deal with numeri-
cal constrained problems and several techniques have been extended to NCSP
[18,24,25,30,35,38,39,43]. For instance, GAC is easily achieved on ternary con-
straints of the form x1 = x2 ◦1 x3 by computing the intersection of each relevant
domain with the respective projection function:
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GAC contractor(x1 = x2 ◦1 x3) :=

⎧
⎪⎨

⎪⎩

D1 ← D1 ∩ (D2 ◦1 D3)
D2 ← D2 ∩ (D1 ◦2 D3)
D3 ← D3 ∩ (D1 ◦3 D2)

(2)

where ◦2 and ◦3 maintain (x1 = x2 ◦1 x3) ⇔ (x2 = x1 ◦2 x3) ⇔ (x3 = x1 ◦3 x2).
Strictly, the box generated by (2) is not complete due to the finite precision

of machine numbers. Furthermore, domains may be disconnected sets of real
numbers (union of intervals). In general, there is no consensus in literature about
the performance of maintaining multi-interval representation [10,18,41]. Many
relaxed consistencies have been proposed to deal with these problems, e.g., hull
consistency [6] and box consistency [5], however, the strong property of GAC
(the existence of local instantiation given any assignment of a single variable)
is lost. Despite the efficiency of the GAC contractor, such procedure may never
terminate when applied to the whole network1 [10,13], unless the hypergraph
holds specific structural properties [11,18] or a maximum precision is imposed.

While the GAC contractor shrinks the domain of variables, an RAC contrac-
tor must tighten the constraint on Ci \ {xk} (if such constraint does not exist,
it must be added to the network). For example, the constraint x1 = x2 + x3 is
not RAC relative to x1 under the box ([1, 3], [0, 2], [0, 2]), as for x2 = x3 = 0 or
x2 = x3 = 2 there is no consistent assignment to x1. We may turn this constraint
RAC by adding the constraints x2 + x3 ≥ 1 and x2 + x3 ≤ 3 to the network.

For binary constraints, GAC and RAC are identical [14].

2.3 Decomposition of Constraint Networks

Generally, in order to apply the GAC contractor on k-ary numerical constraints
a procedure of decomposition that transforms the constraint into an equivalent
set of ternary constraints is used [19]. Such procedure is efficient and solves the
dependence problem (multiple occurrences of the same variable) and the isolation
problem (the projection functions of (2) are hard to obtain if the constraint is a
complex combination of many variables). However, the decomposition increases
the locality problem, as shown in Example 2.

Example 2. Let x1(x2 − x1) = 0 such that D1 = [0, 2] and D2 = [1, 2]. With an
auxiliary variable x3 this constraint is decomposed into a network of two new
constraints: x2−x1 = x3 and x1x3 = 0. Contractor (2) is then repeatedly applied
to both constraints until a fixed box is obtained, which is ([0, 2], [1, 2], [−1, 2]).
Although this box turns each decomposed constraint consistent, the original
constraint is not GAC (for x1 = 0.5, �x2 ∈ D2 such that x1(x2 − x1) = 0).

Due to the locality problem, interval methods are composed by three main
phases that are repeatedly applied until a solution is found: (i) prune: where

1 As occur with the network x1 = x2 and x1 = 0.5 · x2, where only the box B =
([0, 0], [0, 0]) turns both the constraints GAC but the contractor does an endless
bisection on any initial arbitrary box.
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contractors of interval consistency are applied; (ii) local search: where cheap
search methods are used to detect if the current box contains a solution of the
entire network (original problem), e.g., selecting the midpoint of the box or
applying the Newton method; and (iii) branch: where a variable x is chosen and
its domain is bisected to continue the search in a recursive fashion.

Likewise, a NCOP (f,R) can be decomposed into a ternary network by
adding a root variable x1 = f(x). For example, the instance (3) can be encoded
as (4), where x1 is the root variable that encodes the objective function.

min y2
1 − y2 s.t. {y1 ≤ 2y2} (3)

min x1 s.t. {x1 = x2 − y2, x2 = y2
1 , y1 ≤ 2y2} (4)

3 Backtrack-Free Solution of Ternary Encoded NCOPs

We consider the problem of finding a solution of decomposed NCOPs by per-
forming a backtrack-free search along a variable ordering starting by the root
variable. For this, we classify ternary networks in three primary groups, based
on the acyclic behavior of the hypergraph representation.

Let R1 be a network composed by constraints RC1 , RC2 and RC3 , whose
constraint hypergraph is represented in Fig. 1 by black edges, with root x1.

H : x1

C1 x4 C5

x2 x3 C2 C4 x6 x7

x5 C3

Fig. 1. Constraint hypergraph of networks R1 (composed by constraints RC1 , RC2 and
RC3), R2 (composed by constraints RC1 , . . . , RC4) and R3 (all constraints).

Considering the initial partial instantiation 〈x1 = min D1〉 we want to prop-
agate this value over all the network in a backtrack-free manner, which can be
achieved if R1 is GAC [11,18]. For instance, by constraint RC1 the values of x2

and x3 are settled, as GAC ensures that for all x1 ∈ D1 there are x2 ∈ D2 and
x3 ∈ D3 that satisfy RC1 (if multiple values of x2 and x3 satisfy the constraint
an instantiation can be chosen arbitrarily). This process continues for the entire
network, processing constraints with one, and only one, already instantiated
variable. A possible ordering of processed constraints for R1 is (RC1 , RC2 , RC3).
In general, such an ordering must have as its first constraint the one with the
scope containing the root variable and ensure property (5).
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|Cpi
∩

i−1⋃

j=1

Cpj
| < 2, for all 1 < i ≤ m in the ordering (RCp1

, . . . , RCpm
). (5)

Actually, an ordering d with these properties exists iff the constraint hyper-
graph is Berge-acyclic, because each constraint in d connects with predecessors
in only one point (the common variable) [11]. Furthermore, given such a con-
straint ordering, directional GAC along d is sufficient to ensure this backtrack-
free instantiation, instead of full GAC.

Next, let R2 be the network obtained by adding to R1 the dashed constraint
RC4 in Fig. 1. In this case, there are no guarantees that the previous instantiation
is consistent with RC4 . More than that, for this network an ordering ensuring (5)
does not exist, which means GAC cannot guarantee the existence of a complete
instantiation extending 〈x1 = min Dx1〉.

We may consider another ordering d′ = (RC1 , RC2 , RC4 , RC3). Here, variables
x1, x2, x3, x4 and x5 can be safety instantiate under directional GAC. However,
the next constraint RC4 has two variables x4 and x5 already valued; in this
way there is no guarantee that there exists a6 ∈ D6 satisfying the constraint.
On the other hand, if RC4 is RAC relative to x6, instead of GAC, then the
existence of a6 ∈ D6 satisfying RC4 is guaranteed and the instantiation can
be extended. Similarly, this strategy can be applied to RC3 , instantiating the
remaining variable x7. The ordering d′ ensures property (6).

|Cpi
∩

i−1⋃

j=1

Cpj
| < 3, for all 1 < i ≤ m in the ordering (RCp1

, . . . , RCpm
). (6)

In general, a network can be ordered according to (6) if its constraint hypergraph
has a “partial acyclic” structure we call Epiphytic Tree (Sect. 3.1). Differently
from the first example, where a Berge-acyclic hypergraph rarely occurs in prac-
tice, a ternary constraint network2 seems to be usually represented by an Epi-
phytic Tree. In such an order, for a backtrack-free instantiation, constraints RCi

sharing only one variable with predecessor constraints must satisfy directional
GAC while those sharing two variables must satisfy directional RAC.

Finally, all possible orderings of constraints starting by RC1 of the network
R3 obtained by adding to R2 the constraint RC5 (Fig. 1) do not ensure (5) nor
(6), which means neither GAC nor RAC is sufficient to ensure a backtrack-free
instantiation of this network. In other words, for all ordering (RCp1

, . . . , RCpm
)

such that x1 ∈ Cp1 there will be some Cpi
such that |Cpi

∩ ⋃i−1
j=1 Cpj

| = 3.

3.1 Epiphytic Trees

Informally, an Epiphytic Tree (ET) is a hypergraph composed by an ordered
set of trees (w.r.t. Berge-cycles), where each tree “sprouts” from its predecessor
through a single edge or from the “ground”. The root of an ET is the root x1 of

2 Obtained by encoding NCOPs.
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the first tree. In this case, the ET is said to be according to x1. For instance, on
Fig. 2 the constraint hypergraph of the network R2 (Fig. 1) is properly drawn to
show that this network is represented by an ET according to x1 (directed edges
indicate the ordering of the trees).

Fig. 2. (a) Epiphytic Tree according to x1 composed by three trees and (b) an illus-
tration of the botanical inspired nomenclature.

Definition 3 (Epiphytic Tree). An Epiphytic Tree (ET) according to x1

is a triple (A, Ω, t), where A = (A1, . . . ,An) is an ordered set of disjointed
hypergraphs Ai = (Vi, Ei), Ω is a set of edges not in

⋃n
i=1 Ei, over the vertices

of
⋃n

i=1 Vi, and t : Ω �→ VΩ is a function that associates each edge Ci ∈ Ω with
one vertex t(Ci) ∈ Ci such that:

1. A1 is a rooted tree in x1 (i.e., connected and Berge-acyclic).
2. ∀Ai>1 ∈ A : there is at most one Ci ∈ Ω such that t(Ci) ∈ Vi and Ai is a

rooted tree in t(Ci) (or in any other vertex if such edge Ci does not exist);
3. if t(Ci) ∈ Vi, then Ci \ {t(Ci)} ⊆ ⋃i−1

j=1 Vj.

The epiphytic height of an ET is the cardinality of its Ω set.

Example 3. The network of Fig. 2 is represented by an ET according to x1 given
by ((A1,A2,A3), Ω, t), where A1 = ({x1, . . . , x5}, {C1, C2}),A2 = ({x6}, ∅) and
A3 = ({x7}, ∅) are disjointed, connected and Berge-acyclic hypergraphs, Ω =
{C3, C4} and t is a function ensuring the conditions of Definition 3 such that
t(C4) = x6 and t(C3) = x7. The epiphytic height of this ET is 2.

Given a network R and its ET (A, Ω, t), we can efficiently obtain a con-
straint ordering d of R that ensures (6), constructing it from first to last ele-
ment following the order (A1, . . . ,An): for each hypergraph Ai, put in d the
edges (constraints) following the topological order of Ai from its root, and then
the edge Ci+1 ∈ Ω (if it exists). On the other hand, given a constraint ordering
(RC1 , . . . , RCm

) ensuring (6), we can construct an ET by putting in Ω the edges
Ci such that |Ci∩

⋃i−1
j=1 Cj | = 2 and defining each hypergraph Ai by the maximal

connected component of the hypergraph induced by the remaining edges.
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For any ET, the edges of Ω represent the constraints that must be RAC to
ensure a backtrack-free solution. In this way, the smaller the cardinality of Ω,
the “easier” to solve is the problem. A solution is found in polynomial time when
the constraint hypergraph is a single tree, i.e., Ω = ∅.

There are problems that cannot be represented by ETs. Given a network
R, if there exists a subset of constraints S such that all variables appearing
in this subset occur in more than one constraint, then R does not have such
representation. Theorem 1 formalizes this result by the equivalence between ETs
and constraint orderings ensuring (6). For this, H′ = (V ′, E′) is said a partial
hypergraph of H = (V,E) if E′ ⊆ E and V ′ =

⋃
Ci∈E′ Ci. We denote by H − Ci

the partial hypergraph with edges set E \ {Ci}.

Theorem 1. A constraint network R represented by a hypergraph H has a con-
straint ordering starting by C1 ensuring (6) iff all partial hypergraph H′ of H
with more than one edge have at least one vertex x′ /∈ C1 with degree 1.

Proof. (⇒) The proof is by contradiction. Let d be a constraint ordering of R
ensuring (6) and suppose that there is a partial hypergraph H′ of H with more
than one edge such that all vertices x′ /∈ C1 have degree greater than 1. Let Ck be
the latest edge of H′ in d (k > 1). Since all vertices x′ /∈ C1 have degree greater
than 1, then all x′ ∈ Ck also belong to another edge of H′. However, all other
edges of H′ have index less than k in d and, therefore, |Ck ∩⋃k−1

j=1 Cj | = 3. Hence
d is not an ordering ensuring (6). (⇐) Let R be a network such that all partial
hypergraphs H′ of H with more than one edge have at least one vertex x′ /∈ C1

with degree 1. Let (H1, . . . ,Hm = H) be a sequence of partial hypergraphs such
that H1 has only the edge C1 and, for all 1 ≤ i < m, the hypergraph Hi is
obtained by removing from Hi+1 the edge Ci+1 that contains a vertex x /∈ C1

with degree 1. The sequence of removed edges (C2, . . . , Cm) is such that all Ci

have at least one vertex x that does not belong to any Cj<i (x has degree 1
in Hi). That is, |Ci ∩ ⋃i−1

j=1 Cj | < 3, for all 1 < i ≤ m. Hence the ordering
(RC1 , . . . , RCm

) ensures (6). ��
The proof of Theorem1 motivates a method for finding an ordering according

to x1 of a network R, building a sequence d from last to first element, choosing in
each step an edge with a vertex of degree 1 in the partial constraint hypergraph
obtained by removing processed constraints. Actually, this algorithm is the nat-
ural hypergraph extension of the min-width method presented in [14] (originally
proposed by Freuder [21]), but restricted to always choose a vertex with degree
1. For ternary networks, this method is linear in the number of edges, since we
can update in time O(1) the degree of all vertices at each edge removal. Different
choices of the picked vertex with degree 1 may result in distinct ETs. Considering
the epiphytic height and the “meaning” of the edges in Ω are important tasks to
obtain an accurate representation of the original system. In our implementation
(Sect. 4), we choose edges in order to minimize the epiphytic height.



162 G. A. Derenievicz and F. Silva

4 Achieving Relational Consistency

Enforcing relational consistency generally requires exponential time and space.
Indeed, relational consistency can solve NP-Complete problems [14]. One of the
first algorithms to achieve such consistency, as observed by Dechter and Rish
[17], is the well-known Davis-Putnam procedure for CNF satisfiability. A first
practical algorithm for high levels of relational consistency is introduced in [27].
However, “local consistency techniques that only filter domains like GAC tend to
be more practical than those that alter the structure of the constraint hypergraph
or the constraints’ relations” [8, p. 1]. Enforcing directional RAC on ternary con-
straints adds new binary constraints to the network that changes the structure
of the hypergraph3. Furthermore, adding new constraints is useful only if these
constraints would be processed first, altering the given constraint ordering of the
network. Thus, we avoid adding new constraints by applying a domain filtering
algorithm that achieves a relaxed form of directional RAC.

4.1 Approximating Directional RAC

A constraint RCi
≡ (x1 = x2 ◦ x3) is RAC relative to x1 iff D1 ⊇ D2 ◦ D3, i.e.,

∀a2 ∈ D2, a3 ∈ D3,∃a1 ∈ D1 | a1 = a2 ◦ a3. Without loss of generalization, we
can assume that RCi

is GAC relative to x1 (D1 ⊆ D2 ◦ D3). Thus, the required
RAC condition is reduced to the equality D1 = D2 ◦ D3. If the constraint is not
RAC (i.e., D1 ⊂ D2 ◦ D3) an attempt to achieve such consistency, alternatively
to adding new constraints to the network, is narrowing the result set of D2 ◦D3.
We can do this by narrowing D2 or D3, assured by the inclusion isotonic4 of
interval arithmetic. However, any pruning on such domains may exclude feasible
instantiations, including the optimal one. We address this problem by using a
branch and bound schema with an interval bisection procedure, since there exist
infinite sub-boxes of D2 and D3 that are RAC under RCi

. However, a tolerance
ε must be considered in the equation D1 = D2 ◦ D3, as there is no guarantee
that a bisection procedure can find RAC domains in tractable CPU time. One
implication of this relaxation is that an instantiation of these variables may be
infeasible in RCi

by a factor of ε, what we call ε-feasible.
When applied to all constraints that must be RAC, this procedure is actu-

ally a variant of the usual interval branch and bound for NCOP. By combining
this method with the natural evaluation of the network described in Sect. 3
we obtain an approximation of the global minimum of encoded optimization
problems. Algorithm 1 describes such procedure. It follows a depth-first search
applying the GAC contractor as a local procedure for pruning inconsistent val-
ues. If no empty domain is generated, the instantiation of the network starting
by 〈x1 = min Dx1〉 is attempt, constructing an ordered set IΩ of non ε-feasible

3 The same problem occurs with the results of Freuder [21] and Jégou [26]: achieving
(hyper-)k-consistency creates new constraints of arity k −1 thus changing the width
of the (hyper)graph.

4 Given B, B′ ∈ I
n and an interval function F , if B′ ⊆ B, then F(B′) ⊆ F(B).
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constraints. These constraints must be narrowed to achieve RAC, what is done
by the procedure select and bisect. Otherwise, the instantiation is a quasi-
solution of the problem and the search of this branch terminates. Branches that
surely have no solution better than the current optimal candidate are not pro-
cessed by the search, because we added a dynamic constraint x1 < z∗ to the
network. A parameter of complexity of this method is the epiphytic height, as it
bounds the size of IΩ and only variables of constraints in this set are bisected.

Algorithm 1. Relaxed Directional RAC In: (R = (X,D, C), x1, ε) Out: z∗

push(D, queue)
let d be a constraint ordering of R starting by x1 ensuring (6)
while queue �= ∅ do

D ← pop(queue)
D ← directional GAC(X, D, C ∪ {x1 < z∗}, d)
if ∀Di ∈ D : Di �= ∅ then

(z, IΩ) ← attempt instantiation(X, D, C, d, ε)
if IΩ = ∅ then z∗ ← z
else

(D′, D′′) ← select and bisect(X, D, C, d, IΩ)
push(D′, queue)
push(D′′, queue)

endif
end if

end while
return z∗

The procedure attempt instantiation(X,D, C, d, ε) tries to evaluate the
network along the ordering d. Constraints RCi

such that Ci /∈ Ω are instantiated
using the GAC contractor (2), as the network is directionally GAC along d.
Otherwise, let R′

Ci
≡ (x1 = x2 ◦x3) be the constraint equivalent to RCi

, Ci ∈ Ω,
such that t(Ci) = x1. Since x2 and x3 are already instantiated along d, the
procedure evaluates x1 with the value of D1 closest to x2 ◦ x3. If the absolute
error |x1 − (x2 ◦ x3)| is greater than ε, then this instantiation is not ε-feasible,
and RCi

is put in IΩ. The search continues for the next constraint of d whenever
the partial instantiation is ε-feasible or not.

The procedure select and bisect(X,D, C, d, IΩ) selects a constraint RCi
∈

IΩ and split the domain of its variables at the midpoint of D, returning two
sub-boxes D′ and D′′. We provide a heuristic for selecting the constraint RCi

by
choosing the one with the highest index in IΩ . Then, variables x ∈ Ci \ {t(Ci)}
are bisected and the sub-box that minimizes the required ε to turn RCi

RAC is
defined as the new box D′ (and its complement as D′′) to continue the search.

Although directional GAC would be enough if the constraints in Ω were
RAC, as we are approximating this consistency by a factor of ε then high lev-
els of consistency may be used to improve the branch and bound method. For



164 G. A. Derenievicz and F. Silva

instance, the procedure directional GAC can be replaced by a full GAC con-
tractor, narrowing the current box in a more effective way than using only the
directional approach. In our experiments (Sect. 5), we implemented both the
methods.

4.2 Comparison with the Usual Interval Branch and Bound

We compare our method with the usual interval branch and bound for NCOP.
For this, we consider the up-to-date survey given on [1]. First, the general form
of our procedure attempt instantiation is the called upper bounding, and
provides a feasible instantiation of each branched sub-box. Local search methods
are generally used to find such instantiations, e.g. applying the Newton method.
Our strategy simply tries the natural evaluation of the network, as in [37] and [2],
however, it minimizes the objective function by the initial instantiation 〈x1 =
min D1〉. The main difference is that our approach may not find a solution in this
branch, but if it does, then the solution minimizes the encoded objective function
in the current box and no further searches in sub-boxes of this branch are needed.
It is worth noting that others interval solvers [37,42] also relax constraints on
the evaluation phase.

Furthermore, both general interval branch and bound and our approach
present the select and bisect procedure. The choice of which variable and
slice of its domain will be the next branch of the search tree is crucial to the
effectiveness of backtrack searches. Several heuristic have been proposed to date,
e.g., choose the variable with the largest domain or use Smear-based schemas [12].
In this sense, our method provides a non-problem-specific heuristic for choice of
variables on branch phase: right-sided variable of non ε-feasible constraints in
Ω that maximizes the RAC approximation of the network. Such heuristic is an
important contribution of this work, as finding local minima is a great strategy
to reduce the search space in branch and bound algorithms.

To complete, on interval branch and bound methods an interval box may or
may not contain a real solution of the constraint network. There are some tech-
niques to assure the existence of such solution but, in general, the networks must
satisfy some conditions. In our approach, the solution is always an instantiation
of real numbers ε-feasible with the problem.

5 Experimental Results

In order to verify the codification of NCOPs as ETs, we executed Algorithm 1
over an experimental set of 130 instances from COCONUT benchmark [40],
which consists of academic and real life global optimization problems with indus-
trial relevance. We considered only instances with numerical variables and oper-
ators +,−, ∗, / and pow.

First, the experiments showed that Epiphytic Tree is a class of problems
relevant in practice, since all tested instances are represented by this structure.
Then, we considered a set of parameterized executions with ε varying from 10−4
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to 101 and a timeout of 7200 s. The method found ε-feasible solutions for 103
instances (about 79%). Using a full GAC contractor5 instead of the directional
one (see Sect. 4.1) this number increased to 108 instances (83%). Of those, 82
instances were solved with a global minimum closest to the best known with an
absolute error less than 10 (74 instances using directional GAC). Figure 3 shows
these results. Some instances with absolute error above 40 presents a relative
error (the ratio of the absolute error to the global minimum) below 60%. The
cluster of points in the 100% line are instances for which our method found a
solution with value zero, while their global minimum are non-zero values.

Fig. 3. Absolute error vs. relative error between the solution found and the best known
of each instance, using (a) directional GAC and (b) full GAC. The circumference of
each point increases according to the number of instances with similar error values.

It is worth remarking that we have not implemented many well-known tech-
niques of current optimization solvers, such as look-ahead and look-back schemas,
high levels of local consistency and more sophisticated local search. Hence, we
cannot compare the CPU time of our method to that of state-of-art solvers.
Nevertheless, in practice, the proposed method is able to find an approximation
of the global minimum of encoded problems; thus, it can be used to improve
optimization solvers in means of pre-processing, local search or upper bounding.

6 Extending the Epiphytic Tree Class

We showed that directional RAC is sufficient to solve structures with property
(6). Now, we extend this study to hypergraphs that cannot be ordered ensuring
such property. For this, we introduce a structural parameter of hypergraphs
called epiphytic width, considering vertex orderings instead of edge orderings.
Many definitions of hypergraph width have been proposed to characterize classes
of CSPs. In particular, Gottlob [22] introduced the notion of hypertree width
5 Using an AC-3 [31] style algorithm with an iteration counter to avoid looping.
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defined over hypertree decompositions; such procedure is generally NP-hard.
Alternatively, epiphytic width is a simpler definition being the natural extension
of the graph width proposed by Freuder to binary CSPs [20].

Definition 4 (Epiphytic Width). The epiphytic width of the vertex xi in the
ordering b = (x1, . . . , xn) is the number of edges C1, . . . , Ck such that xi is the
latest variable of any C1, . . . , Ck (w.r.t. b). The epiphytic width of the ordering
b is the maximum epiphytic width over all xi. The epiphytic width of H is the
minimum epiphytic width over all vertex ordering starting by x1.

Definition 5 (k-Epiphytic Trees). A hypergraph with epiphytic width k is
said a k-Epiphytic Tree.

Theorem 2 shows that k-Epiphytic Tree is a generalization of Epiphytic Tree.

Theorem 2. Epiphytic Tree ≡ 1-Epiphytic Tree.

Proof. We proof this equivalence showing that it is possible to convert an edge
ordering d = (C1, . . . , Cm) ensuring (6) into a vertex ordering b = (x1, . . . , xn)
with epiphytic width 1 such that x1 ∈ C1, and vice versa. (⇒) for k = 1 to m
put in b the vertices of Ck not already in b, such that the last vertex placed is
the one with degree 1 in the partial hypergraph with edges {C1, . . . , Ck} (such
vertex exists as d satisfies (6)). The first two vertices, if placed, have epiphytic
width 0, because they are not the latest vertex of Ck; by the same reason, if they
are already in b, then their epiphytic width will not change. On the other hand,
the third vertex is being placed in b for the first time, because it has degree 1 in
this sub-order. Since it is the latest vertex of Ck in b, then its epiphytic width
is 1. (⇐) for k = 1 to n, mark xk. If this turns out that all vertices of an edge
Ci not in d are marked, put Ci in d. Each edge Ci placed in d have at least the
vertex xk of degree 1 in this sub-order, otherwise it should be already marked.
Hence |Ci ∩ ⋃i−1

j=1 Cj | < 3. ��
Definition 6 (Directional Relational k-Consistency). Given a variable
ordering b = (x1, . . . , xn), a network R is k-directionally relationally consistent
iff for every subset of constraints {RC1 , . . . , RCk

} where the latest variable in any
Ci is xl, and for every A ⊆ {x1, . . . , xl−1}, every consistent assignment to A can
be extended to xl while simultaneously satisfying all the relevant constraints in
{RC1 , . . . , RCk

}. A network is strongly directional relational k−consistent iff it
is directional relational j-consistent for every j ≤ k.

Theorem 3. A ternary constraint network R represented by a k-Epiphytic Tree
can be solved in a backtrack-free manner if R is strongly directional relational
k-consistent.

Proof. Let b = (x1, . . . , xn) be a variable ordering of R with epiphytic width k in
the constraint hypergraph. Thus, every variable xl is the latest variable of at most
k constraints C1, . . . , Ck′ , k′ ≤ k. A consistent instantiation of (x1, . . . , xl−1)
can be extended to xl iff every consistent instantiation of

⋃k′

j=1 Cj \ {xl} ⊆
{x1, . . . , xl−1} can be extended to xl, which is achieved by strong directional
relational k-consistency. ��
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Algorithm 1 can be naturally extended to deal with k-Epiphytic Trees. In
general, instead of a single constraint in Ω for each tree of the structure there
will be k constraints and all of them must be satisfied under ε.

7 Conclusion

We characterized a class of ternary networks called k-Epiphytic Trees, for which
strong directional relational k-consistency is sufficient to ensure a backtrack-free
solution. We empirically showed that NCOPs seems to be usually represented by
1-Epiphytic Trees. Despite the importance of these theoretical results, enforc-
ing relational consistency is generally impractical. We proposed a branch and
bound algorithm to achieving a relaxed form of directional RAC and evaluated
such algorithm by executing it on a set of 130 instances from the COCONUT
benchmark, of which about 60% were solved with a close approximation.

Many works have linked the network structure to the level of local consis-
tency that guarantees a backtrack-free solution [21,26]. However, to the best of
our knowledge this is the first time that the relationship between optimization
problems and relational consistency is addressed. Previously, Sam-Haroud and
Faltings [39] found that (3, 2)-relational consistency6 on convex ternary networks
is a sufficient condition for global consistency. Besides the convexity restriction
(which our result does not impose), the main goal of their work was construct a
compact description of the complete solution space, instead of finding the opti-
mum solution. A structure similar to Epiphytic Trees is the cycle-cutset decompo-
sition used on finite-domain CSPs (see [14]), in which a consistent instantiation
of the variables that constitute a cycle (our Ω set) is first addressed by some enu-
meration method to then instantiate the remaining variables in a backtrack-free
manner. However, as the variable ordering initiates by the cycle-cutset variables,
instead of the one representing the objective function, there are no guarantees
that a solution found is optimal.

In future works, we want to deepen the relation between Epiphytic Trees
and other network structures, such as hypergraph’s width and the cycle-cutset
schema. Also, we wish to study which Epiphytic Tree representing the network is
better for the performance of the proposed algorithm. Furthermore, our method
provides a non-problem-specific heuristic for interval branch and bound methods;
thus, it can be used to improve optimization solvers in means of pre-processing,
local search or upper bounding.

Acknowledgments. This work was supported by CAPES - Brazilian Federal Agency
for Support and Evaluation of Graduate Education within the Ministry of Education
of Brazil.

6 A variant of 3-relational consistency where the consistency is considered with relation
to two variables instead of one (see [15]).
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Abstract. The aim of the study is to provide interesting insights on
how efficient machine learning algorithms could be adapted to solve com-
binatorial optimization problems in conjunction with existing heuristic
procedures. More specifically, we extend the neural combinatorial opti-
mization framework to solve the traveling salesman problem (TSP). In
this framework, the city coordinates are used as inputs and the neural
network is trained using reinforcement learning to predict a distribution
over city permutations. Our proposed framework differs from the one in
[1] since we do not make use of the Long Short-Term Memory (LSTM)
architecture and we opted to design our own critic to compute a baseline
for the tour length which results in more efficient learning. More impor-
tantly, we further enhance the solution approach with the well-known
2-opt heuristic. The results show that the performance of the proposed
framework alone is generally as good as high performance heuristics (OR-
Tools). When the framework is equipped with a simple 2-opt procedure,
it could outperform such heuristics and achieve close to optimal results
on 2D Euclidean graphs. This demonstrates that our approach based
on machine learning techniques could learn good heuristics which, once
being enhanced with a simple local search, yield promising results.

Keywords: Combinatorial optimization · Traveling salesman
Policy gradient · Neural networks · Reinforcement learning

1 Introduction

Combinatorial optimization is a topic that consists of finding an optimal object
from a finite set of objects. Sequencing problems are those where the best order
for performing a set of tasks must be determined, which in many cases leads to a
NP-hard problem. Specific variations include single machine scheduling and the
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Traveling Salesman Problem (TSP). Sequencing problems are among the most
widely studied problems in Operations Research (OR). They are prevalent in
manufacturing and routing applications.

As in [2], our work is motivated by the fact that many real world problems
arising from the OR community are solved daily from scratch with hand-crafted
features and man-engineered heuristics. We propose a generic framework to learn
heuristics for combinatorial tasks where the output is an ordering of the input.
Our focus in this paper is a data-driven heuristic that can effectively solve the
TSP, the well-known combinatorial problem (due to limited space, the review
on optimization algorithms on TSP is provided in Appendix).

We first review some recent Reinforcement Learning (RL) approaches to
solve the TSP in Sect. 2. We then present our proposed method in Sects. 3 and
4. Finally, we describe experiments and discuss results in Sect. 5.

2 Reinforcement Learning Perspective for the TSP

Reinforcement learning (RL) is a general-purpose framework for decision making
in a scenario where a learner actively interacts with an environment to achieve a
certain goal. In response to an action, the learner receives two types of informa-
tion: his new state in the environment, and a real-valued reward, which is spe-
cific to the task and its corresponding goal. Successful examples include playing
games at high level (Atari [8], Go [9,10]), navigating 3D worlds or labyrinths,
controlling physical systems and interacting with users.

Combinatorial problems such as the TSP are often solved sequentially. Typ-
ically, a state is a partial solution (a sequence of visited cities) and an action is
the next city to visit (among those not yet visited). In response to an action, the
new state is the updated solution and the reward signal could either come when
a tour is completed or be incremental. An RL agent builds on its own expe-
rience - sequences (state, action; reward, state) - to maximize future rewards.
In practice, one could either learn directly a (deterministic or stochastic) map-
ping from state to action, called a policy π(a|s), or learn an auxiliary evaluation
function (Value or Q function) measuring the quality of a state and used to
discriminate among actions based on their usefulness. In both cases, the com-
binatorial structure of the state space S is intractable and calls for the use of
function approximators such as Deep Neural Networks. Deep Learning (DL) is
a general-purpose framework for representation learning. Given an objective, a
Neural Network learns the representation that is required to achieve the objec-
tive. Neural Networks compute hierarchical, abstract representations of the data
(through linear transformations and non-linear activation functions) and learn
features (at several levels of abstractions) by back-propagating gradients of the
loss w.r.t. the parameters, using the chain rule and Stochastic Gradient Descent.

Recurrent Neural Networks (RNN) with Long Short Term Memory (LSTM)
cells [11] have been successfully used for structured inputs and/or outputs
with long term dependencies. More recently, attention based Neural Networks
have significantly improved models in computer vision [12], image [13] or video
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[14] captioning, machine translation [15], speech recognition [16] and question
answering [17]. Rather than processing a signal once, attention allows to process
step by step some regions or features of the signal at high resolution to acquire
information when and where needed. At each step, next location is chosen based
on past information and demands for the task. Google Brain’s Pointer Network
[18] is a neural architecture to learn the conditional probability of an output
sequence with elements that are discrete tokens corresponding to positions in
an input sequence. The neural network comprises a RNN encoder-decoder con-
nected with hard attention. At each decoding step, a “pointer” is used to sample
from the action space (in our case, a probability distribution over cities to visit).
It overall parametrizes a stochastic policy over city permutations pθ(π|s) and
can be used for problems such as sorting variable sized sequences, and various
combinatorial optimization problems. Google Brain’s Pointer Network trained
by Policy Gradient [1] could determine good quality solutions for 2D Euclidean
TSP with up to 100 nodes.

In [2], the authors use a graph embedding network called structure2vec (S2V)
to featurize nodes in the graph in the context of their neighbourhood. The
learned greedy algorithm constructs solutions sequentially and is trained by fit-
ted Q-learning to learn the policy together with the graph embedding network.
For the TSP task, Google Brain’s Pointer Network trained by Policy Gradient
performs on par with the S2V network trained by fitted Q-learning.

Based on the recent work [1], we further enhance the approach in several
ways. In particular, instead of relying on the LSTM architecture, our model is
based solely on attention mechanisms. This result in a more efficient learning.
The framework is further enhanced with a simple 2-opt procedure and the app-
roach shows promising results on the TSP. We believe that the outcome of this
study sheds light on a data-driven hybrid heuristic that makes use of ML and
local search techniques to tackle combinatorial optimization.

3 Neural Architecture for TSP

Given a set of n cities s, the Traveling Salesman Problem (TSP) consists in
finding a minimum cost tour visiting all n cities exactly once. The total cost of
a tour is the total distance traveled in the tour. Following [1], we aim to learn
the parameters θ of a stochastic policy over city permutations pθ(π|s), using
Neural Networks and Policy Gradient. Given an input set of points s, the key
idea is to assign higher probability to “good” tours π+ and lower probability to
“undesirable” tours π−.

We follow the general encoder-decoder perspective. The encoder maps an
input set I = (i1, ..., in) to a set of continuous representations Z = (z1, ..., zn).
Given Z, the decoder then generates an output sequence O = (o1, ..., on) of
symbols one element at a time. At each step the model is auto-regressive, using
the previously generated symbols as additional input when generating the next.



Learning Heuristics for the TSP by Policy Gradient 173

3.1 TSP Setting and Input Preprocessing

In this paper, we focus on the 2D Euclidean TSP. Each cityi is described by
its 2D coordinates (xi, yi) in a Euclidean space. We use Principal Component
Analysis (PCA) on the centered input coordinates to exploit spatial invariance
by rotation of all cities. This way, the learned heuristic does not depend on the
orientation of the input s = ((xi, yi))i∈[1,n].

3.2 Encoder

The purpose of our encoder is to obtain a representation for each action (city)
given its context. The output of our encoder is a set of action vectors A =
(a1, ..., an), each representing a city interacting with other cities. Our neural
encoder takes inspiration from recent advances in Neural Machine Translation.
Similarly to [19], our actor and our critic use neural attention mechanisms to
encode cities as a set (rather than a sequence as in [1]).

TSP Encoder. We use the encoder proposed in [19], which relies on atten-
tion mechanisms in place of the traditional convolutions or recurrences. Our self
attentive encoder takes as input an embedded and batch normalized [20] set of
n cities s = (cityi)i∈[1,n] (d-dimensional space). It overall consists in a stack
of N identical layers as shown in Fig. 1 in Appendix. Each layer has two sub-
layers. The first sublayer Multi-head Attention is detailed in the next paragraph.
The second sublayer Feed-Forward consists of two position-wise linear trans-
formations with a ReLU activation in between. The output of each sublayer is
LayerNorm(x + Sublayer(x)), where Sublayer(x) is the function implemented
by the sublayer itself and LayerNorm() stands for layer normalization [20].

Multi Head Attention. Neural attention mechanisms allow queries to interact
with key-value pairs. For the TSP, queries and key-value pairs qi, ki, vi ∈ R

d are
obtained by linearly transforming each cityi ∈ R

d and applying a ReLu non
linearity. Following [19], our attention mechanism is defined as

Attention(Q;K;V ) = softmax(
QKT

√
d

)V (1)

where Q = [q1, ..., qn], K = [k1, ..., kn], V = [v1, ..., vn]. Our Multi Head Atten-
tion sublayer outputs a new representation for each city, computed as a weighted
sum of city values, where the corresponding weights are defined by an affinity
function between cities’ queries and keys. As suggested in [19], queries, keys and
values are linearly projected on h different learned subspaces (hence the name
Multi Head). We then apply the attention mechanism on each of these new set
of representations to obtain h dh-dimensional output values for each city which
are concatenated into the final values.
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3.3 Decoder

Following [1], our neural network architecture uses the chain rule to factorize
the probability of a tour as

pθ(π|s) =
n∏

t=1

pθ(π(t)|π(< t), s) (2)

Each term on the right hand side of Eq. (2) is computed sequentially with
softmax modules. As opposed to [1] which summarizes all previous actions in a
fixed-length vector, our model explicitly forgets after K = 3 steps, dispensing
with LSTM networks. At each output time t, we map the three last sampled
actions (visited cities) to the following query vector:

qt = ReLu(W1aπ(t−1) + W2aπ(t−2) + W3aπ(t−3)) ∈ R
d′

(3)

Similar to [1], our query vector qt interacts with a set of n vectors to define
a pointing distribution over the action space. Once the next city is sampled, the
trajectory qt+1 is updated with the selected action vector and the process ends
when the tour is completed. See Fig. 2 in Appendix.

Pointing Mechanism. We use the same pointing mechanism as in [1] to predict
a distribution over cities given encoded actions (cities) and a state representa-
tion (query vector). Pointing to a specific position in the input sequence allows
to adapt the same framework to variable length tours. As in [1], our pointing
mechanism is parameterized by two attention matrices Wref ∈ R

dd”,Wq ∈ R
d′d”

and an attention vector v ∈ R
d” as follows:

∀i ≤ n, ut
i =

{
vT tanh(Wrefai + Wqqt) if i �∈ {π(0), ..., π(t − 1)}
−∞ otherwise.

(4)

pθ(π(t)|π(< t), s) = softmax(C tanh(ut/T )) (5)

pθ(π(t)|π(< t), s) predicts a distribution over the set of n action vectors, given
a query qt. Following [1], we use a mask to set the logits (aka log-probabilities)
of cities that already appeared in the tour to −∞, as shown in Eq. (4). This
ensures that our model outputs valid permutations of the input. As suggested
in [1], clipping the logits in [−C,+C] is a way to control the entropy. T is
a temperature hyper-parameter used to control the certainty of the sampling.
T = 1 during training and T > 1 during inference.

4 Training the Model

Supervised learning for NP-hard problems such as the TSP and its variants
is undesirable because the performance of the model is tied to the quality of
the supervised labels and getting supervised labels is expensive (and may be
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infeasible). By contrast, RL provides an appropriate and simple paradigm for
training a Neural Network. An RL agent explores different tours and observes
their corresponding rewards.

Following [1], we train our Neural Network by Policy Gradient using the
REINFORCE learning rule [21] with a critic to reduce the variance of the gra-
dients. For the TSP, we use the tour length as reward r(π|s) = L(π|s) (which
we seek to minimize).

Policy Gradient and REINFORCE: Our training objective is the expected
reward, which given an input graph s is defined as:

J(θ|s) = Eπ∼pθ(.|s)[r(π|s)] (6)

During training, our graphs are drawn from a distribution S and the total
training objective is defined as:

J(θ) = Es∼S [J(θ|s)] (7)

To circumvent non-differentiability of hard-attention, we resort to the well-
known REINFORCE learning rule [21] which provides an unbiased gradient of
(6) w.r.t. the model’s parameters θ:

∇θJ(θ|s) = Eπ∼pθ(.|s)[(r(π|s) − bφ(s))∇θlog(pθ(π|s))] (8)

where bφ(s) is a parametric baseline implemented by a critic network to reduce
the variance of the gradients while keeping them unbiased. With Monte-Carlo
sampling, the gradient of (7) is approximated by:

∇θJ(θ) ≈ 1
B

B∑

k=1

(r(πk|sk) − bφ(sk))∇θlog(pθ(πk|sk)) (9)

We learn the actor’s parameters θ by starting from a random policy and
iteratively optimizing them with the REINFORCE learning rule and Stochastic
Gradient Descent (SGD), on instances generated on the fly.

Critic: Our critic uses the same encoder as our actor. It uses once the pointing
mechanism with q = 0d′ . The critic’s pointing distribution over cities pφ(s)
defines a glimpse vector gls computed as a weighted sum of the action vectors
A = (a1, ..., an)

gls =
n∑

i=1

pφ(s)iai (10)

The glimpse vector gls is fed to a 2 fully connected layers with ReLu acti-
vations. The critic is trained by minimizing the Mean Square Error between its
predictions and the actor’s rewards.
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5 Experiments and Results

We conduct experiments to investigate the behavior of the proposed method.
We consider a benchmarked test set of 1,000 Euclidean TSP20, TSP50 and
TSP100 graphs. Points are drawn uniformly at random in the 2D unit square.
Experiments are conducted using Tensorflow 1.3.0. We use mini-batches of 256
sequences of length n = 20, n = 50 and n = 100. The actor and critic embed
each city in a 128-dimensional space. Our self attentive encoder consists of 3
stacks with h = 16 parallel heads and d = 128 hidden dimensions. For each head
we use dh = d/h = 8. Our FFN sublayer has input and output dimension d and
its inner-layer has dimension 4d = 512. Queries for the pointing mechanisms
are 360-dimensional vectors (d′ = 360). The pointing mechanism is computed in
a 256-dimensional space (d” = 256). The critic’s feed forward layers consist in
256 and 1 hidden units. Parameters θ are initialized with xavier initializer [22]
to avoid saturating the non-linear activation functions and to keep the scale of
the gradients roughly the same in all layers. We clip our tanh logits to [−10,10]
for the pointing mechanism. Temperature is set to 2.4 for TSP20 and 1.2 for
TSP50 and TSP100 during inference. We use Adam [23] optimizer for SGD with
β1 = 0.9, β2 = 0.99 and ε = 10−9. Our initial learning rate of 10−3 is decayed
every 5000 steps by 0.96. Our model was trained for 20000 steps on two Tesla
K80 (approximately 2h).

Results are compared in terms of solution quality to Google OR tools, a
Vehicle Routing Problem (VRP) solver that combines local search algorithms
(cheapest insertion) and meta-heuristics, the heuristic of Christofides [24], the
well-known Lin-Kernighan heuristic (LK-H) [25] and Concorde exact TSP solver
(which yields an optimal solution). Note that, even though LK-H is a heuristic,
the average tour lengths of LK-H are very close to those of Concorde. Thus, the
LK-H results are omitted from the Table. We refer to Google Brain’s Pointer
Network trained with RL [1] as Ptr. For the TSP, we run the actor on a batch of
a single input graph. The more we sample, the more likely we will visit the opti-
mal tour. Table 1 compares the different sampling methods with a batch of size
128. 2-opt is used to improve the best tour found by our model (model+2opt).
For the instances TSP100, experiments were conducted with our model trained
on TSP50. In terms of computing time, all the instances were solved within
a fraction of second. For TSP50, the average computing time per instance are
0.05s for Concorde, 0.14s for LK-H and 0.02s for OR-Tools on a single CPU, as
well as 0.30s for the pointer network and 0.06s for our model on a single GPU.

The results clearly show that our model is competitive with existing heuristics
for the TSP both in terms of optimality and running time. We provide the
following insights based on the experimental results.

– LSTM vs. Explicitly forgetting: Our results suggest that keeping in mem-
ory the last three sampled actions during decoding performs on par with [1]
which uses a LSTM network. More generally, this raises the question of what
information is useful to take optimal decisions.
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Table 1. Average tour length (lower is better)

Task Model Model Ptr Ptr Ptr Christofides OR Concorde

+ 2opt supervised greedy sample tools (optimal)

TSP20 3.84 3.82 3.88 3.89 - 4.30 3.85 3.82

TSP50 5.81 5.77 6.09 5.95 5.80 6.62 5.80 5.68

TSP100 8.85∗ 8.16∗ 10.81 8.30 8.05 9.18 7.99 7.77

*N.B.: Results for TSP100 were obtained with our model trained on TSP50

– Results for TSP100: For TSP100 solved by our model pre-trained on
TSP50 (see also Fig. 3 in Appendix), our approach performs relatively well
even though it was not directly trained on the same instance size as in [1].
This suggests that our model can generalize heuristics to unseen instances.

– AI-OR Hybridization: As opposed to [1] which builds an end-to-end deep
learning pipeline for the TSP, we combine heuristics learned by RL with local-
search (2-opt) to quickly improve solutions sampled from our policy without
increasing the running time during inference. Our actor together with this
hybridization achieves approximately 5x speedup compared to the framework
of [1].

6 Conclusion

Solving Combinatorial Optimization is difficult in general. Thanks to decades of
research, solvers for the Traveling Salesman Problem (TSP) are highly efficient,
able to solve large instances in a few computation time. With little engineering
and no labels, Neural Networks trained with Reinforcement Learning are able
to learn clever heuristics (or distribution over city permutations) for the TSP.
Our code is made available on Github1.

We plan to investigate how to extend our model to constrained variants of
the TSP, such as the TSP with time windows, an important and practical TSP
variant which is much more difficult to solve. We believe that Markov Decision
Processes (MDP) provide a sound framework to address feasibility in general.
One contribution we would like to emphasize here is that simple heuristics can be
used in conjunction with Deep Reinforcement Learning, shedding light on inter-
esting hybridization between Artificial Intelligence (AI) and Operations Research
(OR). We encourage more contributions of this type.
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Compute Canada, Calcul Quebec and Telecom Paris-Tech for computational resources.
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1 https://github.com/MichelDeudon/encode-attend-navigate.
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Appendix: supplementary materials

Literature review on optimization algorithms for the TSP

The best known exact dynamic programming algorithm for the TSP has a com-
plexity of O(2nn2), making it infeasible to scale up to large instances (e.g., 40
nodes). Nevertheless, state of the art TSP solvers, thanks to handcrafted heuris-
tics that describe how to navigate the space of feasible solutions in an efficient
manner, can provably solve to optimality symmetric TSP instances with thou-
sands of nodes. Concorde [3], known as the best exact TSP solvers, makes use of
cutting plane algorithms, iteratively solving linear programming relaxations of
the TSP, in conjunction with a branch-and-bound approach that prunes parts
of the search space that provably will not contain an optimal solution.

The MIP formulation of the TSP allows for tree search with Branch & Bound
which partitions (Branch) and prunes (Bound) the search space by keeping track
of upper and lower bounds for the objective of the optimal solution. Search
strategies and selection of the variable to branch on influence the efficiency of
the tree search and heavily depend on the application and the physical meaning
of the variables. Machine Learning (ML) has been successfully used for variable
branching in MIP by learning a supervised ranking function that mimics Strong
Branching, a time-consuming strategy that produces small search trees [4]. The
use of ML in branching decisions in MIP has also been studied in [5].

Fig. 1. Our neural encoder. Figure modified from [19].



Learning Heuristics for the TSP by Policy Gradient 179

Fig. 2. Our neural decoder. Figure modified from [1].

Fig. 3. 2D TSP100 instances sampled with our model trained on TSP50 (left) followed
by a 2opt post processing (right)

For constrained based scheduling, filtering techniques from the OR commu-
nity aim to drastically reduce the search space based on constraints and the
objective. For instance, one could identify mandatory and undesirable edges
and force edges based on degree constraint as in [6]. Another approach consists
in building a relaxed Multivalued Decision Diagrams (MDD) that represents a
superset of feasible orderings as an acyclic graph. Through a cycle of filtering
and refinement, the relaxed MDD approximates an exact MDD, i.e., one that
exactly represents the feasible orderings [7].
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Abstract. Extensive studies have been carried out on the Stable Match-
ing problem, but they mostly consider cases where the agents to match
belong to either one or two sets. Little work has been done on the three-
set extension, despite the many applications in which three-dimensional
stable matching (3DSM) can be used. In this paper we study the Cyclic
3DSM problem, a variant of 3DSM where agents in each set only rank the
agents from one other set, in a cyclical manner. The question of whether
every Cyclic 3DSM instance admits a stable matching has remained open
for many years. We give the exact number of stable matchings for the
class of Cyclic 3DSM instances where all agents in the same set share
the same master preference list. This number is exponential in the size
of the instances. We also show through empirical experiments that this
particular class contains the most constrained Cyclic 3DSM instances,
the ones with the fewest stable matchings. This would suggest that not
only do all Cyclic 3DSM instances have at least one stable matching, but
they each have an exponential number of them.

1 Introduction

1.1 Different Kinds of Stable Matchings Problems

Stable matching is the problem of establishing groups of agents according to
their preferences, such that there is no incentive for the agents to change their
groups. It has a plethora of applications; the two most commonly mentioned are
the assignment of students to universities and of residents to hospitals [11].

Most of the research done on stable matching focuses on the cases where the
agents belong to either one set (the stable roommates problem) or two (the sta-
ble marriage problem). Far fewer studies have looked at the three-dimensional
version, where every agent in each set has a preference order over couples of
agents from the two other sets, even though it is naturally present in many situ-
ations. It can be used for example to build market strategies that link suppliers,
firms and buyers [15], or in computer networking systems to match data sources,
servers and end users [4]. Even some applications like kidney exchange, which
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is traditionally associated with the stable roommates problem, can be easily
represented in a three-dimensional form [2].

One of the possible reasons for this lack of interest is that, while it is well-
known that every two-dimensional matching instance admits at least one stable
matching [7], some three-dimensional matching instances do not [1]. In fact,
determining whether a given three-dimensional matching instance has a stable
matching is NP-Complete [12,16], even when each agent’s preference order is
required to be consistent, or when ties are allowed in the rankings [8].

Due to the hardness of the general problem, other restrictions on the prefer-
ences have been proposed. With lexicographically acyclic preferences, then there
is always a stable matching, which can easily be found in quadratic time [5]. If
the preferences are lexicographically cyclic, then the complexity of determining
whether a given instance admits a stable matching is still open. For the latter
kind of preferences, some instances with no stable matching have been found [3].

Most of the work in this paper is about the cyclic Three-Dimensional Stable
Matching Problem. In this version, agents from the first set only rank agents
from the second set, agents from the second set only rank agents from the third
set, and agents from the third set only rank agents from the first set. Hardness
results are also known for this variant: imposing a stronger form of stability [9],
or allowing incomplete preference lists [2] both make it NP-Complete to deter-
mine whether an instance admits a stable matching. However, the standard
problem with complete preference lists is still open. It has actually been around
for decades and is considered “hard and outstanding” [17]. Few results about
it have been found since its formulation. To date, it is only known that there
always exists a stable matching for instances with at most 3 agents in each set [3],
a result that has been subsequently improved to include instances with sets of
size 4 [6].

1.2 Master Preference Lists

Whatever the type of matching problem studied, it is generally assumed that
the preferences of each agent are independent from the preferences of the other
agents in the same set. However, this is often not the case in real-life settings.
Indeed, it is not hard to imagine that in many cases hospitals will have close, if
not identical, preferences over which residents they want to accept, or that firms
will often compete for the same top suppliers. Shared preference lists have also
been used to assign university students to dormitory rooms, where the students
were ranked according to a combination of academic record and socio-economic
characteristics [13].

Imposing a master preference list on all agents within a same set leads to
a much more constrained problem. In most cases, the only stable matching is
obtained by grouping the best ranked agent of each set together, the second
best ones together, and so on. This is true for the two-dimensional matching
problem [10]. As we explain in Sect. 3.4, this is also true for many versions of
the three-dimensional Stable Matching (3DSM) problem.
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We will show in this paper that the cyclic 3DSM problem is singular with
regard to the number of stable matchings for instances with master preference
lists. Not only is this number more than one, but it is extremely large, exponential
in the size of the instances. We will also demonstrate through experiments that
cyclic 3DSM instances with master preference lists are the most constrained
cyclic 3DSM instances, the ones with the fewest stable matchings. Combining
these two results would indicate that it is the natural behavior of all cyclic
3DSM instances to have an exponential number of stable matchings, making
cyclic 3DSM an attractive problem when looking for tractable three-dimensional
matching classes.

We divide the paper in the following manner. In Sect. 2, we recall the stan-
dard definitions of stability for the cyclic 3DSM problem, as well as the notion
of master preference list. In Sect. 3, we give the exact number of stable match-
ings for instances with master preference lists. The bulk of Sect. 3 is about the
cyclic 3DSM problem, but we also take a look at instances from other matching
conventions to see how they compare. We empirically show in Sect. 4 that in
cyclic 3DSM, instances with more balanced preferences have more stable match-
ings, while instances with the most unanimous preferences (master lists) have
the fewest stable matchings. We also observe this behavior in other matching
problems. Finally, we reflect on these findings in the conclusion.

2 General Definitions

Definition 1. A cyclic three dimensional stable matching instance, or cyclic
3DSM instance comprises:

– Three agent sets A = {a1, a2, . . . , an}, B = {b1, b2, . . . , bn} and C = {c1, c2,
. . . , cn} each containing n agents.

– For each agent a ∈ A, a strict preference order >a over the agents from the
set B. For each agent b ∈ B, a strict preference order >b over the agents
from the set C. For each agent c ∈ C, a strict preference order >c over the
agents from the set A.

The number n of agents in each agent set is the size of the instance.

Definition 2. A master list cyclic 3DSM instance is a cyclic 3DSM instance
where all agents within a same set have the same preference order.

All master list instances of a same size are isomorphic, so from now on we
will assume that every master list cyclic 3DSM instance of size n satisfies the
following condition: for all i and j such that 1 ≤ i < j ≤ n, for all agents a ∈ A,
b ∈ B and c ∈ C, we have bi >a bj , ci >b cj and ai >c aj . In other words, the
agents in each agent set are ranked according to the preferences of the previous
agent set.

Definition 3. Let I be a cyclic 3DSM instance of size n. A matching for I is
a set M = {t1, t2, . . . , tn} of n triples such that each triple contains exactly one
agent from each agent set of I, and each agent of I is represented exactly once
in M .
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Definition 4. Let I be a cyclic 3DSM instance and let M be a matching for
I. Let t be a triple containing the three agents a ∈ A, b ∈ B and c ∈ C. Let
aM ∈ A, bM ∈ B and cM ∈ C be three agents such that a and bM are in the
same triple of M , b and cM are in the same triple of M , and c and aM are in
the same triple of M . Then we say that t is a blocking triple for M if b >a bM ,
c >b cM and a >c aM .

Note that, from the definition, no two agents in a blocking triple t can be in
the same triple ti in the matching M .

Definition 5. Let I be a cyclic 3DSM instance and let M be a matching for I.
We say that M is a stable matching for I if there is no blocking triple for M .

We present an example of a master list cyclic 3DSM instance and of a match-
ing in Fig. 1. The dots represent the agents and the lines represent the triples
in the matching M = {〈a1, b3, c2〉, 〈a2, b1, c1〉, 〈a3, b4, c4〉, 〈a4, b2, c3〉}. The triple
〈a1, b2, c1〉 is a blocking triple because a1 prefers b2 over the agent it got in M ,
b2 prefers c1 over the agent it got in M , and c1 prefers a1 over the agent it got
in M . Therefore M is not stable.

a1 b1 c1

a2 b2 c2

a3 b3 c3

a4 b4 c4

Fig. 1. A matching M for a master list cyclic 3DSM instance of size 4.

3 Stable Matchings for Master List Instances

3.1 Preliminary Notions

In this section we present the main theoretical result of the paper: a function f
such that f(n) is the exact number of stable matchings for a master list cyclic
3DSM instance of size n. In the proof, we will consider two kinds of matchings:
divisible and indivisible.

Definition 6. Let I be a master list cyclic 3DSM instance of size n with three
agent sets A = {a1, a2, . . . , an}, B = {b1, b2, . . . , bn} and C = {c1, c2, . . . , cn},
and let M be a matching for I. We say that M is divisible if there exists some
p such that 0 < p < n and:
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– for all i, j such that ai and bj are in the same triple of M , we have i ≤ p ⇔
j ≤ p.

– for all i, j such that ai and cj are in the same triple of M , we have i ≤ p ⇔
j ≤ p.

We also say that p is a divider of M .

We say that a matching that is not divisible is indivisible. Note that a same
divisible matching can have several dividers. To illustrate the notion of divisible
matching, we present in Fig. 2 two examples of divisible matchings for a master
list cyclic 3DSM instance of size 5. The first matching has two dividers, 1 and
4, while the second matching has one divider, 3. The matching from Fig. 1 was
an example of an indivisible matching.

a1 b1 c1

a2 b2 c2

a3 b3 c3

a4 b4 c4

a5 b5 c5

a1 b1 c1

a2 b2 c2

a3 b3 c3

a4 b4 c4

a5 b5 c5

Fig. 2. Two divisible matchings.

3.2 Indivisible Matchings

Before presenting the function f that counts the number of total matchings for
a given size n, we look at the function g that counts the number of indivisible
matchings. It turns out that this function is very simple: g(n) = 1 if n = 1 and
g(n) = 3 otherwise.

Proposition 1. Let n ≥ 2 be an integer and let I be a master list cyclic 3DSM
instance of size n. Then there are exactly 3 indivisible stable matchings for I.

To prove the proposition, we are going to define a matching IndMatn for each
size n, then show that IndMatn is stable, and finally show that any indivisible
stable matching for a master list cyclic 3DSM instance of size n is either IndMatn
or one of the two matchings that are isomorphic to IndMatn by rotation of the
agent sets.

Definition 7. Let I be a master list cyclic 3DSM instance with three agent sets
A = {a1, . . . , an}, B = {b1, . . . , bn} and C = {c1, . . . , cn} of size n > 0. We call
IndMatn the matching {t1, t2, . . . , tn} for I defined in the following way:
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1. If n = 1, IndMatn = {〈a1, b1, c1〉}. If n = 2, IndMatn = {〈a1, b2, c1〉,
〈a2, b1, c2〉}.
If n = 3, IndMatn = {〈a1, b2, c1〉, 〈a2, b3, c3〉, 〈a3, b1, c2〉}.

2. If n > 3: t1 = 〈a1, b2, c1〉, t2 = 〈a2, b3, c4〉 and t3 = 〈a3, b1, c2〉.
3. If n > 3 and n ≡ 1 mod 3: tn = 〈an, bn, cn−1〉.
4. If n > 3 and n ≡ 2 mod 3: tn−1 = 〈an−1, bn, cn−2〉 and tn = 〈an, bn−1, cn〉.
5. If n > 3 and n ≡ 0 mod 3: tn−2 = 〈an−2, bn−1, cn−3〉, tn−1 = 〈an−1, bn, cn〉

and tn = 〈an, bn−2, cn−1〉.
6. If i ≡ 1 mod 3, i > 3 and i ≤ n − 3: ti = 〈ai, bi+1, ci−1〉, ti+1 =

〈ai+1, bi+2, ci+3〉 and ti+2 = 〈ai+2, bi, ci+1〉.

IndMat11:
a1 b1 c1

a2 b2 c2

a3 b3 c3

a4 b4 c4

a5 b5 c5

a6 b6 c6

a7 b7 c7

a8 b8 c8

a9 b9 c9

a10 b10 c10

a11 b11 c11

IndMat12:
a1 b1 c1

a2 b2 c2

a3 b3 c3

a4 b4 c4

a5 b5 c5

a6 b6 c6

a7 b7 c7

a8 b8 c8

a9 b9 c9

a10 b10 c10

a11 b11 c11

a12 b12 c12

Fig. 3. The matchings IndMat11 and IndMat12. (Color figure online)

IndMatn can be seen as a set of n/3 gadgets Gi, with each Gi composed of
the three triples ti, ti+1 and ti+2 for each i such that i ≡ 1 mod 3. All these
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gadgets are isomorphic by translation, apart from the first one and the last one.
Figure 3 shows two examples of IndMatn matchings, one with n = 11 and the
other with n = 12. Both matchings are almost identical, but they each illustrate
a different type of final gadget. To help the reader clearly visualize the structure
of the matchings, we alternated the colors and line styles of the gadgets.

Lemma 1. Let I be a master list cyclic 3DSM instance of size n. Then
IndMatn is a stable matching for I.

Proof. For each i such that i ≡ 1 mod 3 and i ≤ n, let Gi be the gadget
composed of the three triples ti, ti+1 and ti+2. Let t = 〈a, b, c〉 be a blocking
triple for IndMatn.

Suppose first that a, b and c are from the same gadget Gi. From Definition 7,
we have ti = 〈ai, bi+1, cj〉 with either j = i − 1 or j = i, ti+1 = 〈ai+1, bi+2, ck〉
with either k = i + 2 or k = i + 3, and ti+2 = 〈ai+2, bi, ci+1〉. Two agents from
a same triple in a matching cannot be part of a same blocking triple for this
matching, and there are three triples in Gi, therefore at least one agent from
each triple is part of t. bi+1 cannot be part of t because it got assigned ci, which
is the best ranked agent among the agents of C that are in Gi. Likewise, cj
cannot be part of t because it got assigned aj , which is the best ranked agent
among the agents of A that are in Gi. So a = ai. bi+2 cannot be part of t,
because it is not as well ranked as bi+1, the agent from B that got assigned to
ai in IndMatn. So b = bi. So ci+1 cannot be part of t, because it shares a triple
in IndMatn with bi. So c = ck. So either c = ci+2 or c = ci+3. However, neither
ci+2 nor ci+3 is as well ranked as ci+1, the agent from B that got assigned to bi.
So it is not possible to have a blocking triple for IndMatn with all three agents
of the triple in the same gadget Gi.

Suppose now that a, b and c are not all in the same three-triple gadget. Then
there must be i and j with i < j such that a is in Gi and b is in Gj , or b is
in Gi and c is in Gj , or c is in Gi and a is in Gj . From Definition 7 and by
construction of the gadgets, if a is in Gi and b is in Gj then the agent from B
that got assigned to a in IndMatn is better ranked in the preference order of a
than b is, so t cannot be a blocking triple. Similarly, if c is in Gi and a is in Gj

then the agent from A that got assigned to c in IndMatn is better ranked in the
preference order of c than a is, so t cannot be a blocking triple. So b is in Gi and
c is in Gj . The only way for c to be better ranked in the preference order of b
than the agent from C that got assigned to b in IndMatn is if j = i+3, b = bi+2

and c = cj−1 = ci+2. Let r be such that a = ar and let s be such that bs got
assigned to ar in IndMatn. If r ≤ i + 2, then from Definition 7 we have bs ≥a b
and a prefers the agent of B it got assigned in IndMatn over b. If r ≥ i+3, then
from Definition 7 we have ai+1 ≥c a and c prefers the agent of A it got assigned
in IndMatn over a. Either way, t cannot be a blocking triple and we have the
result. 	

Lemma 2. Let I be a master list cyclic 3DSM instance of size n and let M be
a matching for I. If there are some ai (respectively bi, ci) and bj (respectively
cj, aj) in the same triple of M such that j ≥ i + 2, then M is not stable.
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Proof. We only do the proof for ai and bj , as the other two cases are exactly the
same after rotation of the agent sets.

Suppose that we have a matching M = {t1, t2, . . . , tn} for I such that ti =
〈ai, bj , ck〉 with j ≥ i + 2. The triples ti′ = 〈ai′ , bj′ , ck′〉 and ti′′ = 〈ai′′ , bj′′ , ck′′〉
will be used in the proof. We distinguish the two cases k ≤ i and k > i.

– k ≤ i: from the pigeonhole principle we know that at least one of the i + 1
agents {c1, c2, . . . , ci+1} got assigned an agent ai′ ∈ A such that i < i′. Let
k′ ≤ i + 1 be such that ck′ is one such agent. There cannot be a bijection in
M among the sets {b1, b2, . . . , bi+1} and {c1, c2, . . . , ci+1} because bj is not
in the former but got assigned an agent from the latter. So we know that at
least one of the agents b1, b2, . . . , bi+1 got assigned an agent ck′′ ∈ C such
that k′′ > i + 1. Let j′′ ≤ i + 1 be such that bj′′ is such an agent. We have
bj′′ >ai

bj (because j ≥ i + 2), ck′ >bj′′ ck′′ (because k′ ≤ i + 1 < k′′) and
ai >ck′ ai′ (because i < i′), so 〈ai, bj′′ , ck′〉 is a blocking triple for M and M
is not stable.

– k > i: none of the i agents {c1, c2, . . . , ci} got assigned ai, so from the pigeon-
hole principle we know that at least one of them got assigned an agent ai′ ∈ A
such that i < i′. Let k′ ≤ i be such that ck′ is one such agent. Also from the
pigeonhole principle, we know that among the i + 1 agents {b1, b2, . . . , bi+1}
at least one of them got assigned an agent ck′′ ∈ C such that k′′ > i. Let
j′′ ≤ i + 1 be such that bj′′ is such an agent. We have bj′′ >ai

bj (because
j ≥ i+2), ck′ >bj′′ ck′′ (because k′ ≤ i < k′′) and ai >ck′ ai′ (because i < i′),
so 〈ai, bj′′ , ck′〉 is a blocking triple for M and M is not stable. 	


Lemma 3. Let I be a master list cyclic 3DSM instance of size n and let M be
an indivisible stable matching for I. Then either M is IndMatn, or M is one
of the two matchings that are isomorphic to IndMatn by rotation of the agent
sets.

Proof. Let M = {t1, t2, . . . , tn} be an indivisible matching for I. Without loss of
generality, assume that ai is in ti for every i. We are going to show by induction
that every ti is equal to the ith triple of IndMatn, modulo rotation of the agent
sets.

Case i = 1: if a1, b1 and c1 are in three different triples of M , then they
form a blocking triple for M because they each prefer each other over the agent
they got assigned in M . If they are in the same triple of M , then n = 1 because
M is indivisible; since IndMat1 = 〈a1, b1, c1〉 from Definition 7.1, we have the
Lemma. So we can assume from now on that n > 1 and that exactly two agents
among a1, b1 and c1 are in the same triple in M . We will assume that a1 and c1
are the ones in the same triple. All three cases are isomorphic by rotation of the
agent sets; the case we chose will lead to IndMatn, while the other two would
have led to one of the matchings that are isomorphic to IndMatn by rotation
of the agent sets.

We know that t1 = 〈a1, bj , c1〉 with j ≥ 2. From Lemma 2, we know that
j ≤ 2. So t1 = 〈a1, b2, c1〉.
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Inductive step: suppose now that the triples t1, t2, . . . , tp are the same as the
first p triples of IndMatn for some p such that 1 ≤ p < n. We are going to prove
that tp+1 is the same triple as the (p + 1)th triple in IndMatn. With plast the
highest p < n such that p ≡ 1 mod 3, there are five possibilities to consider.

– p ≡ 1 mod 3 and p < plast: since plast is also congruent to 1 modulo 3, we
also have p ≤ n − 3. From Definition 7 we know that the agents that have
already been assigned are a1, a2, . . . , ap from A, b1, b2, . . . , bp−1 and bp+1 from
B, and c1, c2, . . . , cp from C. So bp and some ck are in the same triple, with
k ≥ p + 1. From Lemma 2, we know that k ≤ p + 1. So bp and cp+1 are in
the same triple of M . ap+1 cannot be in this triple, because otherwise either
n would be equal to p + 1 or p + 1 would be a divider of M . So some ai is
assigned to cp+1 with i ≥ p + 2. From Lemma 2, we know that i ≤ p + 2. So
ap+2 is assigned to cp+1 and tp+2 = 〈ap+2, bp, cp+1〉 (which proves the next
bullet point). So tp+1 = 〈ap+1, bj , ck〉 for some j ≥ p + 2 and k ≥ p + 2.
From Lemma 2, we have j ≤ p + 2 and therefore bj = bp+2. We cannot have
k = p+ 2, because otherwise either n would be equal to p+ 2 or p+ 2 would
be a divider of M . So k ≥ p + 3. From Lemma 2, k ≤ p + 3 and therefore
tp+1 = 〈ap+1, bp+2, cp+3〉, which from Definition 7.2 and 7.6 is the same triple
as the (p + 1)th triple of IndMatn.

– p ≡ 2 mod 3 and p < plast: let p′ = p − 1. So p′ ≡ 1 mod 3 and p′ <
plast. So from the proof of the previous bullet point we know that tp′+2 =
〈ap′+2, bp′ , cp′+1〉. So tp+1 = 〈ap+1, bp−1, cp〉, which from Definition 7.2 and
7.6 is the same triple as the (p + 1)th triple of IndMatn.

– p ≡ 0 mod 3 and p < plast: from Definition 7 we know that the agents that
have already been assigned are a1, a2, . . . , ap from A, b1, b2, . . . , bp from B,
and c1, c2, . . . , cp−1 and cp+1 from C. So cp is in the same triple as some
ai with i ≥ p + 1. From Lemma 2, we know that i ≤ p + 1. So i = p + 1
and tp+1 = 〈ap+1, bj , cp〉 for some j ≥ p + 1. From Lemma 2, we know that
j ≤ p + 2 so either bj = bp+1 or bj = bp+2. If n = p + 1, then we have
tp+1 = 〈ap+1, bp+1, cp〉 which from Definition 7.3 is equal to the (p + 1)th

triple of IndMatn. If n > p + 1, then bj = bp+2, because otherwise p + 1
would be a divider of M , and tp+1 = 〈ap+1, bp+2, cp〉. So from Definition 7.5
and 7.6, tp+1 is equal to the (p + 1)th triple of IndMatn.

– p = plast: since p < n, either n = p + 1 or n = p + 2. If n = p + 1, then
from Definition 7 only the agents ap+1 ∈ A, bp ∈ B and cp+1 ∈ C have not
been assigned. So tp+1 = 〈ap+1, bp, cp+1〉, which from Definition 7.4 is the
same as the (p + 1)th tuple of IndMatn. If on the other hand n = p + 2,
then from Definition 7 only the agents ap+1 and ap+2 in A, bp and bp+2 in B,
and cp+1 and cp+2 in C remain to be assigned. From Lemma 2, cp+2 cannot
be assigned to bp, so cp+1 is assigned to bp. ap+1 cannot be in the same
triple as these two agents, because otherwise p + 1 would be a divider of
M . So ap+2 is in the same triple as bp and cp+1 and tp+2 = 〈ap+2, bp, cp+1〉.
Consequently, the three other remaining agents are assigned together in the
triple tp+1 = 〈ap+1, bp+2, cp+2〉. This is from Definition 7.5 the same triple as
the (p + 1)th triple of IndMatn.
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– p = plast + 1: since p < n, n = p + 1 and only one agent from each agent
set has not been assigned. From Definition 7, we know that these agents are
ap+1 ∈ A, bp−1 ∈ B and cp ∈ C. So tp+1 = 〈ap+1, bp−1, cp〉, which is from
Definition 7.5 the same triple as the (p + 1)th triple of IndMatn.

We did not consider the case where p = plast + 2, because it cannot happen if
p < n.

We have shown that t1 is equal to the first triple in IndMatn and that if
n > 1 and the first p triples of M are equal to the first triples of IndMatn for
1 ≤ p < n, then tp+1 is equal to the (p + 1)th triple of IndMatn. By induction,
this completes the proof. 	


Lemmas 1 and 3 together prove Proposition 1.

3.3 Main Theorem

Before introducing the Theorem, we need one last Lemma.

Lemma 4. Let I be a master list cyclic 3DSM instance of size n and let p be
an integer such that 1 ≤ p < n. Then the number of stable matchings for I that
admit p as their lowest divider is equal to f(n−p) times the number of indivisible
stable matchings for a master list cyclic 3DSM instance of size p.

Proof. Let M = {t1, t2, . . . , tn} be a matching for I such that p is the lowest
divider of M and ai ∈ ti for each i. Let M1 = {t1, t2, . . . , tp} and let M2 =
{tp+1, tp+2, . . . , tn}. Since p is the lowest divider of M , M1 is indivisible. We
show that a triple 〈ai, bj , ck〉 cannot be a blocking triple for M if it is across the
divider p, that is if it fulfills one of the three following conditions: i ≤ p and
j > p, j ≤ p and k > p, k ≤ p and i > p. Let t be such a triple. Without loss of
generality, assume that i ≤ p and j > p. Let bm be the agent of B assigned to ai
in M . Since p is a divider of M , we have m ≤ p < j. So bm >ai

bj . So t cannot be
a blocking triple for M . So any blocking triple for M is either a blocking triple
for M1 or a blocking triple for M2. So M is stable if and only if both M1 and
M2 are stable, and we have the result. 	


We now have all the tools we need to state and prove the Theorem:

Theorem 1. Let f be the function from N to N such that f(1) = 1, f(2) = 4
and for every n such that n > 2 we have f(n) = 2f(n−2)+2f(n−1). Let n > 0
be an integer and let I be a master list cyclic 3DSM instance of size n. Then
there are exactly f(n) stable matchings for I.

Proof. For n = 1 and n = 2 there are 1 and 4 matchings respectively, and they
are all trivially stable. Suppose now that n > 2. Let g be the function such that
for each integer q ≤ n, g(q) is the number of indivisible matchings for master
list cyclic 3DSM instances of size q. For each p such that 1 ≤ p < n, let fp be
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the function such that fp(n) is the number of stable matchings for a master list
cyclic 3DSM instance of size n that have p as their lowest divider. We have:

f(n) = (
n−1∑

p=1

fp(n)) + g(n)

From Lemma 4 we have:

f(n) = (
n−1∑

p=1

g(p)f(n − p)) + g(n)

From Proposition 1, we know that g(1) = 1 and that g(p) = 3 for every p ≥ 2.
Therefore we have:

f(n) = f(n − 1) + 3f(n − 2) + (
n−1∑

p=3

3f(n − p)) + 3

= 2f(n − 2) + f(n − 1) + f(n − 2) + (
n−2∑

p=2

3f(n − 1 − p)) + 3

= 2f(n − 2) + f(n − 1) + (
n−2∑

p=1

g(p)f(n − 1 − p)) + g(n − 1)

= 2f(n − 2) + 2f(n − 1)

	

Note that f(n) > 2f(n − 1) for all n, so master list cyclic 3DSM instances

have a number of stable matchings which is exponential in their size.

3.4 Other Matching Problems

An obvious follow-up to our main theorem would be to determine how the num-
ber of stable matchings for master list cyclic 3DSM instances compares to the
number of stable matchings for master list instances of matching problems with
different rules. We first look at what happens when imposing a stronger form of
stability, which is based on the notion of weakly blocking triple [2].

Definition 8. Let I be a cyclic 3DSM instance and let M be a matching for I.
Let t be a triple containing the three agents a ∈ A, b ∈ B and c ∈ C such that
t does not belong to M . Let aM ∈ A, bM ∈ B and cM ∈ C be three agents such
that a and bM are in the same triple of M , b and cM are in the same triple of
M , and c and aM are in the same triple of M . Then we say that t is a weakly
blocking triple for M if b ≥a bM , c ≥b cM and a ≥c aM .
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Informally, a triple t is weakly blocking for some matching M if each agent
of t either prefers t over the triple it got assigned to in M , or is indifferent. Note
that since we explicitly require t not to belong in M , at least one of the three
preferences will be strict.

Definition 9. Let I be a cyclic 3DSM instance and let M be a matching for I.
We say that M is a strongly stable matching for I if there is no weakly blocking
triple for M .

Strong stability is more restrictive than standard stability, therefore we can
expect a lower number of stable matchings. Indeed, the number of strongly stable
matchings is always equal to 1 for master list instances.

Proposition 2. Let I be a master list cyclic 3DSM instance of size n. Then the
number of strong stable matchings for I is equal to 1.

Proof. Let M be a strongly stable matching for I. Let p be the largest integer
such that 0 ≤ p ≤ n and for each 0 < q ≤ p the triple 〈aq, bq, cq〉 belongs to M .
Suppose that p < n. Therefore the triple t = 〈ap+1, bp+1, cp+1〉 does not belong
to M . Let i, j and k be such that ai is assigned to cp+1 in M , bj is assigned to
ap+1 in M and ck is assigned to bp+1 in M . We know that for each q such that
1 ≤ q ≤ p, aq, bq and cq have been assigned to each other in M . So i ≥ p + 1,
j ≥ p + 1 and k ≥ p + 1. So bp+1 ≥a bj , cp+1 ≥b ck and ap+1 ≥c ai. So from
Definition 8, t is a weakly blocking triple for M . Therefore p = n and the only
possible strongly stable matching is the matching M0 which contains the triple
〈ap, bp, cp〉 for each 1 ≤ p ≤ n.

It only remains to prove that M0 is strongly stable. Let t = 〈ai, bj , ck〉 be a
triple. If i > j, then bi <ai

bj and ai strictly prefers bi, the agent from B it got
assigned to in M0, over bj , the agent from B it got assigned to in t, which means
that t cannot be a weakly blocking triple for M0. So if t is weakly blocking for
M0, then i ≤ j. By the same reasoning, if t is weakly blocking for M0, then j ≤ k
and k ≤ i. So if t is weakly blocking for M0, then i = j = k. But in this case, t is
in M0 by construction and therefore cannot be a weakly blocking triple for M0.
So there is no weakly blocking triple for M0. Therefore M0 is strongly stable,
which completes the proof. 	


The same very simple proof can be used to show that for at least two
more matching problems, namely lexicographically cyclic 3DSM (defined in [3])
and lexicographically acyclic 3DSM (defined in [5]), master list instances
of size n have exactly one stable matching, which is also of the form
{〈a1, b1, c1〉, 〈a2, b2, c2〉, . . . , 〈an, bn, cn〉}. This result holds for the extensively
studied two-dimensional stable matching (2DSM) too [10]. This indicates that
master list cyclic 3DSM instances offer many more stable matchings than their
master list counterparts in some others of the most widely used matching
problems.
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4 Stable Matchings for Instances Without Master
Preference Lists

If master list cyclic 3DSM instances have fewer stable matchings than other
instances from the same problem, then our main Theorem implies that all cyclic
3DSM instances have a number of stable matchings exponential in their size.
This is not a trivial assumption, so we need further study to determine what
happens to the number of stable matchings when considering other instances.

In this section, we empirically investigate the evolution of the number of
stable matchings when going from a master list cyclic 3DSM instance, which
can be seen as an instance with unanimous preferences, to its opposite: a cyclic
3DSM instance with evenly split preferences. We will need a few definitions to
formally describe our procedure.

Definition 10. Let I be a cyclic 3DSM instance of size n. Let g and g′ be two
agents of I, such that strictly more than n/2 agents prefer g over g′. Then we
call adding an ML-step to I the act of switching g and g′ in the preference list
of an agent that prefers g over g′.

Definition 11. We say that a cyclic 3DSM instance is perfectly split if it is
not possible to add an ML-step to I.

Our experiments consist in starting from a master list cyclic 3DSM instance
and randomly adding ML-steps until we reach a perfectly split instance. We
summarize our results in Figs. 4 and 5. In Fig. 4, we added ML-steps to 1000
starting master list cyclic 3DSM instances of size 8, until getting a perfectly
split instance. Note that the number of steps required to arrive to a perfectly
split instance is not the same in each of the runs, so the last few data points
represent fewer than 1000 instances. This explains why the “minimum” and
“maximum” plots seem to converge towards the “average” one at the end. The
exact number of instances represented by each data point can be found in Table 1.
The numbers of stable matchings were obtained using Cachet [14], an exact SAT
model counter.

The figure clearly confirms what we suspected: the cyclic 3DSM instances
with the fewest stable matchings are the ones with master preference lists, or
are at least very similar to these instances. More precisely, the number of stable
matchings seems to initially increase steadily when going away from master list
instances, before plateauing when a certain number of ML-steps has been added.

Table 1 contains the exact numbers for Cyclic 3DSM instances. The last
line, not represented in Fig. 4, describes the number of stable matchings for 1000
completely random cyclic 3DSM instances, whose construction was not related in
any way to master list instances or ML-steps. This serves as a control experiment,
to make it clear that our results are not dependent on the particular way that
we build our instances.

Figure 5 illustrates the results of the same experiments on two other stable
matching variants: 2DSM and cyclic 3DSM with strong stability, both of size 8.
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Fig. 4. Number of stable matchings when adding ML-steps to cyclic 3DSM instances.

Fig. 5. Number of stable matchings for 2DSM instances and of strongly stable match-
ings for cyclic 3DSM instances.

Here again, we added ML-steps to 1000 starting master list instances of each
problem. The numbers of (strongly) stable matchings are much lower for these
two problems, yet we can observe the same behavior of a steady increase followed
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Table 1. Number of stable matchings in 3DSM instances.

# ML-steps # instances # SM (minimum) # SM (average) # SM (maximum)

0 1000 1552 1552 1552

1 1000 1552 2009 4544

2 1000 1508 2561 8917

4 1000 1552 3779 17242

8 1000 1552 6669 30831

16 1000 2681 13095 44766

32 1000 4529 20442 79129

64 1000 5201 20599 64234

128 1000 6615 20216 74233

256 1000 6615 21683 71376

512 1000 7716 21965 77204

1024 993 7515 21084 78257

2048 953 6989 21478 88481

4096 760 7085 21235 67604

8192 301 7515 21201 69996

16384 24 11904 20713 40688

Random 1000 4932 20521 105070

by a plateau. This empirically shows that instances with master preference lists
are linked with very high constrainedness in many stable matching problems.

5 Conclusion

We have given the exact number of stable matchings for cyclic 3DSM instances
with master preference lists. This number is 1 for many other stable matching
problems, but it is exponential in the case of the Cyclic 3DSM problem.

We have also shown through experiments that despite their high number
of stable matchings, cyclic 3DSM instances with master preference lists are the
most constrained instances of the cyclic 3DSM problem, the ones with the fewest
stable matchings, a behavior that mirrors what can be observed in other standard
matching problems.

Combining these two results, we propose the following conjecture: each cyclic
3DSM instance has a number of stable matchings exponential in its size. If true,
this would make the cyclic 3DSM problem a very interesting object of research
when looking for positive and/or tractable three-dimensional matching results.
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Abstract. Many studies have been conducted on the complexity of Con-
straint Satisfaction Problem (CSP) classes. However, there exists little
theoretical work on the hardness of individual CSP instances. In this
context, the backdoor key fraction (BKF) [17] was introduced as a quan-
tifier of problem hardness for individual satisfiable instances with regard
to backtracking search. In our paper, after highlighting the weaknesses
of the BKF, we propose a better characterization of the hardness of an
individual satisfiable CSP instance based on the ratio between the size of
the solution space and that of the search space. We formally show that
our measure is negatively correlated with instance hardness. We also
show through experiments that this measure evaluates more accurately
the hardness of individual instances than the BKF.

1 Introduction

Finding a solution to a CSP instance is well known to be NP-hard, even when
considering satisfiable instances [3]. The complexity of CSP instances has been
extensively cataloged in the framework of complexity theory. However, attempts
to formally define instance hardness, to find out what makes some CSP instances
difficult to solve have been scarcer. A number of studies have been proposed
based, in particular, on the notion of constrainedness [9,10], to predict the behav-
ior of large sets of instances. Constrainedness compares the expected number of
solutions of constraint instances to their average size. It is straightforward to
compute, and is well-suited for large classes of problems, but it does not establish
a distinction between individual instances that have the same average tightness
but different solution spaces. On the other hand, only considering the solution
space is not enough to accurately predict instance complexity [18].

The Backdoor Key Fraction was proposed in [17] to characterize the hardness
of a given satisfiable CSP instance with respect to backtracking search based on
the notion of backdoor. A backdoor is a set of variables that, when properly
assigned, allows us to decide the remainder of the problem in polynomial time
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using a given sub-solver [19]. The backdoor key fraction is based on the backdoor
key set. A variable is in the backdoor key set if its value is logically determined
by the settings of other backdoor variables. The key fraction is the ratio of the
backdoor key set size to the corresponding backdoor size. Unfortunately, as we
explain in Sect. 2, there are many classes of instances for which the backdoor
key fraction is ill-fitted. The main motivation behind our paper is to revisit this
measure by proposing a better characterization of instance hardness.

In this paper, we propose an improvement over the backdoor key fraction.
Intuitively, a solver finds an instance difficult if it contains many paths that do
not lead to a solution, where a path is a possible sequence of choices made by
the solver. Therefore, we define our completability measure as the number of
paths that are completable, meaning that they lead to a solution, divided by the
number of paths actually explored by the solver. This can be viewed as the ratio
between the solution space and the search space. If the ratio is close to 1, the
solver mostly branches on completable paths and can easily solve the instance.
If, however, the ratio is low, the solver explores a lot of dead-ends and finds the
instance hard. Completability can be seen as an improvement over the backdoor
key set. Indeed, as we explain in Sect. 2, both our metric and the backdoor key
fraction are composed of a ratio between a numerator that takes into account
the global interactions between the backdoor and the rest of the instance, and
a denominator that only relies on the internal structure of the backdoor.

The notion of completability has previously been used by [7], albeit in a com-
pletely different way. The author proposed to add constraints to CSP instances
to transform them into equivalent minimal instances, where an instance is min-
imal if any partial solution of size bounded by some predefined constant can be
extended to a solution [16]. On the other hand, we are computing a theoretical
measure and are not modifying any part of the observed instances. Nonetheless,
it is interesting to note how his intention was to make CSP instances easier by,
in essence, increasing the completability ratio of small subsets of variables. We
show that when some particular small subsets of variables, namely backdoors,
have a high completability ratio, then backtracking solvers have an easier time
finding a solution. His paper and ours are, therefore, consistent with each other
in their approach of completability. Another work closely related to the idea
of completable partial solutions can be found in [4]. The authors also consider
the ratio between the solution space and the search space within small sets of
variables (although not backdoors), but their measure is restricted to minimal
CSP instances, while our metric can measure any satisfiable CSP instance.

In the next section, we give the different notions used throughout the paper
and we highlight the limitations of the backdoor key fraction. In Sect. 3 we
adopt a theoretical approach to justify our measure. Finally, we present our
experimental study in Sect. 4.
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2 CSP, Backdoor Key Fraction, and Backdoor
Completability

A CSP instance is a triplet 〈X ,D, C〉 where X is a set of variables {v1, v2, . . . , vn},
D is a set of domains {Dv1 ,Dv2 , . . . , Dvn

}, and C is a set of constraints. A domain
Dv is a set of integers (values) associated with the variable v. A constraint C
of arity k ≥ 1 is a pair (X (C),R(C)), where X (C) is a sequence of k variables,
and R(C) ⊆ Z

k. The set of variables in X (C) is called the scope of C. The
constraint C is universal if every k-tuple of integers is in R(C). An assignment
is a pair 〈v, a〉 where v is a variable and a ∈ Dv. A value a is said to be assigned
to a variable v if Dv = {a}. An instantiation is a set of assignments where
each variable appears at most once. The scope of an instantiation S is the set
of variables {v | ∃〈v, a〉 ∈ S}. Let S be an instantiation and C be a constraint
such that X (C) = [vi1 , vi2 , . . . , vik ]. We say that S violates C if ∀l ∈ [1, k], there
exists al such that 〈vil , al〉 ∈ S and 〈a1, a2, . . . ak〉 /∈ R(C). The instantiation
S is said to satisfy C if S does not violate C. An instantiation that does not
violate any constraint is called a partial solution. A solution to a CSP instance
〈X ,D, C〉 is a partial solution with a scope equal to X . Not every partial solution
can be extended to a solution. A CSP instance that admits a solution is called
satisfiable. The arity of a CSP instance is the greatest arity of its constraints.
When an instance is binary (i.e., of arity 2), two assignments 〈v, a〉 and 〈v′, a′〉
are incompatible if there exists a constraint C such that X (C) = [v, v′] such that
〈a, a′〉 /∈ R(C). Two assignments are compatible if they are not incompatible.

Definition 1. Let I be a CSP instance with n variables and let p be an integer
such that 1 ≤ p < n. We say that I is (p, 1)-consistent if for any partial solution
S of size p and for any variable v not in the scope of S, there is a value a ∈ Dv

such that S ∪ {〈v, a〉} is a partial solution. We also say that I is strongly (p, 1)-
consistent if it is (q, 1)-consistent for all q such that 1 ≤ q ≤ p.

A backdoor [19] is defined with regard to a particular sub-solver. We define
a sub-solver and the other notions the same way that [17] did.

Definition 2. An algorithm A that takes a CSP instance as input is a sub-
solver if:

1. For any CSP instance I, either A rejects I or A correctly recognizes I as
satisfiable or unsatisfiable. If I is recognized as satisfiable, then A also returns
a solution to I.

2. A runs in time polynomial in the size of I.

Now that we have explained the concept of sub-solvers, we can properly
define the notion of a backdoor to a CSP.

Definition 3. Let A be a sub-solver. Let I be a CSP instance. Let V be a subset
of the variables of I. We say that V is a backdoor for A of I if there exists a
partial solution Sp of scope V such that the instance I ′ obtained from I after
assigning the value a to the variable v for each assignment 〈v, a〉 ∈ Sp is recog-
nized as satisfiable by A.
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Informally, a backdoor is a (small) set of variables that, when properly
assigned, makes the rest of the instance easy. When the sub-solver A is clear
from the context, we shall use “backdoor” instead of “backdoor for A”. Techni-
cally, the set of all variables in an instance is always a trivial backdoor. Therefore,
we mainly focus on backdoors of minimal size.

Definition 4. Let A be a sub-solver and let I be a satisfiable CSP instance. Let
B be a set of variables of I. We say that a backdoor B for A of I is a minimal
backdoor if ∀v ∈ B, B\{v} is not a backdoor for A of I.

Before presenting our backdoor completability measure, we describe the exist-
ing metric that is closest to our own. This is the backdoor key fraction, intro-
duced in [17]. Backdoor keys are sets of dependent variables, where a dependent
variable is defined as follows:

Definition 5. Let I be a satisfiable CSP instance, let B be a subset of variables
of I, and let v ∈ B be a variable. Let S be a solution to I, and let Sp ⊂ S be
a partial solution of scope B\{v}. We say that v is a dependent variable with
respect to Sp if there is exactly one value a in Dv such that Sp ∪ {〈v, a〉} can be
extended to a solution to I.

Definition 6. Let I be a satisfiable CSP instance, let B be a backdoor for I,
and let v ∈ B be a variable. Let S be a solution to I, and let SB ⊂ S be a partial
solution of scope B and let Sv be equal to SB restricted to B\{v}. We say that
v is in the backdoor key set of B with respect to SB if v is a dependent variable
with respect to Sv.

The backdoor key fraction can now be defined.

Definition 7. Let B be a backdoor for a satisfiable CSP instance I, and let SB

be a partial solution to B. The backdoor key fraction of B with respect to SB

is the ratio between the number of variables in the backdoor key set of B with
respect to SB and the total number of variables in B. If B is empty, we say that
the backdoor key fraction of B is 0.

The last sentence is our own addition to account for the cases when the
backdoor is empty. Note that this follows the intuition of their paper. Indeed,
empty backdoors are associated with very easy instances, and their intention
was for the backdoor key fraction to be positively correlated with the hardness.

There are many cases where the backdoor key fraction is not useful. The
authors of [17] mentioned the case where given any backdoor and its corre-
sponding solution, one can always flip the truth assignment of any variable in
the backdoor and still extend the backdoor to a solution. In such instances, the
backdoor key fraction is equal to 0 for any backdoor. Another issue arises when
a given CSP instance I only has one solution, the backdoor key fraction of any
non-empty backdoor of I is by Definition 7 always 1. More generally, any back-
door variable which is also part of the instance backbone (the set of variables
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that are assigned the same values in all solutions [15]) is a dependent variable,
and therefore is in the backdoor key.

In general, hard instances with regard to backtracking algorithms are the
ones that offer many potentially wrong choices and few potentially right ones
to solvers. Therefore, if we want to quantify hardness, it makes sense to build
a measure that keeps track of both the size of the search space (the choices
that the solver can make) and the size of the solution space (the right choices).
What we define as the search space is the set of partial, local solutions while the
solution space is simply the set of global solutions.

Definition 8. Let I be a CSP instance and let B be a non-empty set of variables
of I. We say that the completability ratio of B is the ratio #completable

#partial where:

– #partial is the number of partial solutions of scope B.
– #completable is the number of partial solutions of scope B that can be

extended to a solution to I.

We also say that the completability ratio of an empty set of variables is 1, and
that the completability ratio of a set of variables with no partial solution is 0.

From now on, we only apply the notion of completability ratio on minimal
backdoors within satisfiable CSP instances. However, this concept is general and
could be applied to any set of variables in any CSP instance (although the ratio
is trivially always 0 in unsatisfiable instances). In particular, the completability
ratio is not dependent on a particular sub-solver, and is unique for each set of
variables within a particular CSP instance. We define now our measure for a
whole instance.

Definition 9. Let A be a sub-solver and let I be a satisfiable CSP instance. The
backdoor completability for A of I is the average of the completability ratios of
all minimal backdoors for A of I.

Observe that backdoor completability can be used to study satisfiable CSP
instances of any arity. This is also the case for backdoor key fraction. Recall that
finding a solution to a satisfiable CSP instance is an NP-hard problem [3], so
such a restriction does not diminish the usefulness of either measure. It should
be noted also that we are not limited to binary instances. Indeed, in Sect. 4, we
present an experimental study on both binary and non-binary instances.

3 Theoretical Justification

In order to be a valid measure of hardness, backdoor completability needs to
correctly recognize both easy and hard classes. In the former case, this is done
by returning a high value for tractable classes. In the latter case, this is done
by returning a low value for a subset of decent size in each non-tractable class.
However, both tractability and backdoors are defined with regard to a specific



From Backdoor Key to Backdoor Completability 203

algorithm. So ideally backdoor completability should tag a class as tractable if
and only if the sub-solver used to define a backdoor solves the class.

In this section, we present an example to further explain what result we are
aiming for, then we state our main Theorem. We refer to (primal) constraint
graphs, tree decompositions and treewidth. We now recall the definitions of these
four concepts.

Definition 10. Let I be a CSP instance. The primal constraint graph of I is
the graph G such that:

– The vertices of G are the variables of I.
– There is a an edge between two vertices vi and vj of G if and only if there is

a non-universal constraint C of I such that X (C) contains both vi and vj.

In the case of binary instances, the primal constraint graph is called the
constraint graph. Part of the algorithms that we present is to build the tree
decomposition of some (primal) constraint graph.

Definition 11. Let G be a graph. Let T be a tree such that each vertex of T is
a set of vertices of G. We say that T is a tree decomposition of G if:

1. Each vertex of G belongs to at least one vertex of T .
2. If two vertices v1 and v2 are connected in G, then there is a vertex of T

containing both v1 and v2.
3. If two vertices t1 and t2 in T both contain some vertex v of G, then all the

vertices of T in the path between t1 and t2 also contain v.

Definition 12. Let G be a graph. The width of a given tree decomposition of
G is the number of vertices of G in the largest vertex of this tree decomposition,
minus one. The treewidth of G is the lowest width of all possible tree decompo-
sitions of G.

To illustrate the validity of our measure on one very specific example, consider
the class Ctree composed of the satisfiable binary CSP instances whose constraint
graph is a tree, the class Call composed of all satisfiable CSP instances of any
arity and with any (primal) constraint graph, and the sub-solver described by
Algorithm 1.

Algorithm 1 builds a solution to instances with a tree as a primal constraint
graph by starting from a random root after establishing (1, 1)-consistency and
then following along the branches of the tree. It correctly solves the class Ctree [5],
but not the class Call. Therefore, in order to be a valid measure of hardness for
these two classes and Algorithm 1, backdoor completability needs to be high
for all instances of Ctree and very low for at least some instances of Call. As we
show in a generalized version of this example in Theorem 1, this is what indeed
happens.

Note that we do not require backdoor completability to return a high value
for all instances of a given hard CSP class. A CSP class does not need to have
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Data: A satisfiable instance I with n variables v1, v2, . . . , vn.
Result: Either REJECT or SATISFIABLE.
Build primal constraint graph G of I;
if G is a tree then

Sort the n vertices of G to get an ordering v′
1, v

′
2, . . . , v

′
n such that for each i

there is at most one j such that j < i and v′
i is connected to v′

j ;

else
return REJECT;

end
Establish (1, 1)-consistency on I;
for i ← 1 to n do

Assign to the variable v′
i the lowest value ai left in Dv′

i
such that

{〈v′
1, a1〉, 〈v′

2, a2〉, . . . , 〈v′
i, ai〉} is a partial solution;

if no such value exists then
return REJECT;

end

end
return SATISFIABLE;

Algorithm 1. A simple sub-solver based on (1, 1)-consistency.

all of its instances hard to be considered hard. The general CSP is hard for all
solvers, even though most CSP instances are easy in practice.

Our Theorem covers the set of CSP classes {C1, C2, . . . }, such that each Cp

is the set of satisfiable CSP instances whose primal constraint graph treewidth
is upper bounded by p. These classes are hierarchically ordered by inclusion: for
each p, Cp ⊂ Cp+1. Therefore, any given sub-solver finds all classes up to some p
easy, meaning that it returns a solution to all instances from these classes, and
all larger classes hard, meaning that it rejects at least some instances from each
one of these subsequent classes. Note that the union of all the Cp is equal to the
NP-hard satisfiable CSP, so no sub-solver can find all the classes easy, unless
P = NP.

We are going to prove that for any sub-solver A belonging to a specific set
of algorithms based on local consistency, and for any aforementioned class Cp,
backdoor completability returns a very low value with regard to A for some of
the instances in Cp if and only if Cp is a hard class for A. We define “very low”
as exponentially inverse to the number of variables.

Theorem 1. Let p and p′ be such that p, p′ > 0. Let Ap,p′ be the sub-solver
described by Algorithm2 and let Cp′ be the set of satisfiable CSP instances whose
primal constraint graph treewidth is upper bounded by p′. Then exactly one of
the two following statements is true:

– p ≥ p′ and for every instance I ∈ Cp′ , the backdoor completability for Ap,p′ of
I is equal to 1.

– p < p′ and for every integer N there is an instance I in Cp′ with n variables
such that n > N and the backdoor completability for Ap,p′ of I is equal to
O( 1

2n/p′ ).
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Data: A satisfiable instance I with n variables v1, v2, . . . , vn.
Result: Either REJECT or SATISFIABLE.
Build primal constraint graph G of I;
if (treewidth of G)≤ p′ then

Build a p′-wide tree decomposition T of G;
else

return REJECT;
end
Sort the n′ vertices of T to get an ordering v′

1, v
′
2, . . . , v

′
n′ such that for each i

there is at most one j such that j < i and v′
i is connected to v′

j ;
Establish strong (p, 1)-consistency on all sets of variables that are entirely
contained within a single vertex vi;
for i ← 1 to n′ do

for each variable vj in the vertex v′
i of T do

Assign to vj the lowest value aj left in Dvj such that
{〈v1, a1〉, 〈v2, a2〉, . . . , 〈vj , aj〉} is a partial solution;
if no such value exists then

return REJECT;
end

end

end
return SATISFIABLE;

Algorithm 2. A sub-solver based on (p, 1)-consistency.

To prove the second point of the Theorem, we shall build instances with a low
enough backdoor completability for Ap,p′ . Using binary constraints is enough to
do so, however we emphasize that instances in the class Cp′ can be of any arity,
so the scope of our result is not restricted to binary instances.

Definition 13. Let N > 1 and p′ > 1 be two integers. Then we call IN,p′ the
binary CSP instance defined in the following way:

1. Variables: 1 + p′N variables v0, v1,1, v1,2, . . . , v1,p′ , v2,1, . . . , v2,p′ ,
v3,1, . . . , vN,p′ .

2. Domains: For each 1 ≤ i ≤ N and each 1 ≤ j ≤ p′, Dvi,j
= {1, 2, . . . , p′}.

Furthermore, Dv0 = {1, 2, 3, . . . , N + 1}.
3. Constraints: For each 1 ≤ i ≤ N , for all 1 ≤ i1, i2 ≤ p′ such that i1 �= i2, for

each 1 ≤ a < p′, the assignments 〈vi,i1 , a〉 and 〈vi,i2 , a〉 are incompatible.
4. Constraints: For each 1 ≤ a ≤ N , for each 1 ≤ i ≤ p′, the assignments 〈v0, a〉

and 〈va,i, p′〉 are incompatible.
5. Constraints: For each 1 ≤ i ≤ N , for each 1 ≤ j ≤ p′, for each 1 ≤ a < p′,

the assignments 〈v0, N + 1〉 and 〈vi,j , a〉 are incompatible.
6. Constraints: All pairs of assignments that have not been mentioned yet are

compatible.

In addition, for each 1 ≤ i ≤ N , we call Vi the set of variables {vi,1, vi,2, . . . , vi,p′}
and we call ti the set of variables {v0} ∪ Vi.
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Fig. 1. The variables of V2 in I7,4, their domains and the related constraints.
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Fig. 2. The constraints between the variable v0 and the set of variables V2 in I7,4.

Note that any non-universal constraint can only be between two variables
of a same set ti for some i. We give two figures to illustrate the constraints
within the variables of a set ti in an instance IN,p′ , in this case t2 in the instance
I7,4. Figure 1 illustrates points 3 and 6 from Definition 13, while Fig. 2 illus-
trates points 4, 5 and 6. In both figures, a circle represents the domains of a
variable, a dot represents a value in a domain and a dashed line connects two
incompatible assignments. In Fig. 1, a continuous line connects two compati-
ble assignments. In order to not clutter the figure, only the most representative
pairs of (in)compatible assignments are connected. For the same reason, in Fig. 2
pairs of compatible assignments are not shown, and only pairs of incompatible
assignments involving a value from the domain of v0 are connected.

To simplify the proof of the theorem, we first give some preliminary results
concerning the instances IN,p′ .

Lemma 1. Let N > 1 and p′ > 1 be two integers. Then the instance IN,p′

has exactly one solution, consisting of the assignment 〈v0, N + 1〉 and of the
assignments 〈vi,j , p′〉 for all 1 ≤ i ≤ N and 1 ≤ j ≤ p′.

Proof. It is easy to check that the set of assignments described in the statement
of the Lemma is indeed a solution. We prove that it is the only one. Let S be a
solution to I. let s0 be the value such that 〈v0, s〉 ∈ S and for all i and j such
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that 1 ≤ i ≤ N and 1 ≤ j ≤ p′, let si,j be the value such that 〈vi,j , si,j〉 ∈ S.
For each 1 ≤ i ≤ N , we know from Definition 13.3. that at least one of the
si,1, si,2, . . . , si,p′ is equal to p′. So from Definition 13.4 we know that for each
1 ≤ i ≤ N , s0 �= i. So s0 = N +1. So from Definition 13.5 we know that si,j = p′

for all i and j such that 1 ≤ i ≤ N and 1 ≤ j ≤ p′. So we have shown that the
one and only solution to I is the one described in the Lemma. �
Lemma 2. Let N > 1 and p′ > 1 be two integers. Then the instance IN,p′

belongs to Cp′ .

Proof. Cp′ is the set of satisfiable CSP instances whose primal constraint graph
treewidth is upper bounded by p′. From Lemma 1, we know that IN,p′ is satis-
fiable, so it only remains to prove that the treewidth of its constraint graph is
upper bounded by p′.

Let T be a graph with N vertices t1, t2, . . . , tN and N − 1 edges, such that:

– Each vertex ti is as defined in Definition 13: the set of the p′ + 1 variables
{v0, vi,1, vi,2, . . . , vi,p′}.

– For each 1 ≤ i < N , the pair (ti, ti+1) is an edge of T .

From the second point, T is a tree. Each variable vi,j of IN,p′ is in the vertex ti of
T and v0 is in every vertex of T , so the first condition in the definition of a tree
decomposition (Definition 11) is fulfilled. Since each non-universal constraint of
IN,p′ either involves v0 or is between two variables of a same set Vi, each edge
in the constraint graph of IN,p′ is contained in a vertex of T and the second
condition of Definition 11 is fulfilled. Furthermore, the only variable of IN,p′

that appears in several vertices of T is v0, which appears in all vertices of T , so
the third condition in Definition 11 is fulfilled. So T is a tree decomposition of
the constraint graph of IN,p′ . Since each vertex of T contains p′ + 1 variables of
I, the treewidth of the constraint graph of IN,p′ is (at most) p′. �
Lemma 3. Let N , p and p′ be three integers such that N > 1 and 0 < p < p′. Let
B be a set of variables of IN,p′ such that v0 /∈ B. Then B is a backdoor for Ap,p′ of
IN,p′ if and only if B contains a variable from each set Vi = {vi,1, vi,2, . . . , vi,p′},
with at most one exception.

Proof. – B is a backdoor for Ap,p′ of IN,p′ ⇒ B contains a variable from each
set Vi, with at most one exception:
We first show that for each 1 ≤ i ≤ N , ti is strongly (p, 1)-consistent. Let i
be an integer such that 1 ≤ i ≤ N and let S be a partial solution of scope
W = {w1, w2, . . . , wq}, with q ≤ p and W ⊂ ti. Let v be a variable from
ti\W . We need to show that there is a value a ∈ Dv such that S ∪ {〈v, a〉} is
a partial solution. There are three cases to consider:

• v is v0: from Definition 13, 〈v0, j〉 is compatible with all assignments on
variables from Vi if i �= j. So S ∪ {〈v, 2〉} is a partial solution if i = 1 and
S ∪ {〈v, 1〉} is a partial solution otherwise.
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• One of the variables from W is v0: let s0 be such that 〈v0, s0〉 ∈ S. There
are three possibilities for the value of s0. First possibility, s0 = N + 1.
In this case, we know from Definition 13.5 that all the other assignments
in S are of the form 〈wj , p

′〉, so S ∪ {〈v, p′〉} is a partial solution. Second
possibility, s0 = i. In this case, we know from Definition 13.4 that none
of the other assignments in S is of the form 〈wj , p

′〉, and S ∪ {〈v, a〉} is
a partial solution, with a a value such that a �= p′ and a �= b for each
assignment 〈wj , b〉 ∈ S such that wj �= v0. There is always such a value a,
because W has at most p variables, so W\{v0} has at most p−1 ≤ p′ −2
variables. Third and last possibility, either s0 < i or i < s0 < N + 1. In
this case, S ∪ {〈v, p′〉} is a partial solution.

• Neither v nor any of the variables from W is v0: we know from Defini-
tion 13 that S ∪ {〈v, p′〉} is a partial solution.

So for each variable v ∈ ti\W , there is a value a ∈ Dv such that S ∪ {〈v, a〉}
is a partial solution. So ti is strongly (p, 1)-consistent.

Let B′ be a set of variables of IN,p′ such that v0 /∈ B′. Suppose that there are
some i and j with i �= j such that no variable from Vi ∪ Vj is in B′. We have
just shown that ti (which we recall is Vi ∪ {v0}) and tj (which is Vj ∪ {v0})
are strongly (p, 1)-consistent. So establishing strong (p, 1)-consistency after
assigning the value p′ to the variables in B′ leaves at least the three values
i, j (because 〈v0, i〉 and 〈v0, j〉 are compatible with all assignments 〈v, p′〉 for
all variables v not in ti nor tj) and N + 1 (because 〈v0, N + 1〉 is compatible
with all assignments 〈v, p′〉 for all variables v of IN,p′) in Dv0 . However, the
only assignments in the unique solution to I are of the form 〈v, a〉, with a
the highest value in Dv, and Ap,p′ picks the lowest available value in each
domain. So even after assigning the correct values to B′ and establishing
strong (p, 1)-consistency, and whatever the order in which the sub-solver sorts
the variables, Ap,p′ will pick a wrong value when making its first choice within
t1 ∪ t2, and will eventually reject I. So B′ is not a backdoor for Ap,p′ of IN,p′ .
So any backdoor B for Ap,p′ of IN,p′ not containing v0 contains at least one
variable in every set Vi, with at most one exception.

– B contains a variable from each set Vi, with at most one exception ⇒ B is a
backdoor for Ap,p′ of IN,p′ :
Let B be a set of N − 1 variables, each in a different set Vi, and none being
v0. Let i be the integer such that no variable from Vi is in B. Once we
have assigned the value p′ to all variables of B′ and established strong (p, 1)-
consistency, we know from Definition 13.4 that all the values 1, 2, 3, . . . , i −
1, i + 1, . . . , N − 1, N will be removed from Dv0 . Let a ∈ Dv and b ∈ Dw be
two values from the domains of two different variables v and w of ti\{v0},
such that a < p′ and b = p′. Since the only two remaining values in Dv0

are i and N + 1, we know from Definition 13.4 and 13.5 respectively that
neither 〈v0, i〉 nor 〈v0, N + 1〉 is compatible with both 〈v, a〉 and 〈w, b〉. So
establishing strong (p, 1)-consistency will make incompatible all such pairs of
assignments 〈v, a〉 and 〈w, b〉 with v and w in ti\{v0}. From Definition 13.3, we
know that there is no partial solution to Vi that contains an assignment 〈v, a〉
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with a �= p′. So establishing strong (p, 1)-consistency will make incompatible
all pairs of assignments 〈v, a〉 and 〈w, b〉 with v and w from ti\{v0} and
either a �= p′ or b �= p′, and will eventually remove all values other than p′

from the domains of ti\{v0}. So from Definition 13.4, the value i will also be
removed from the domain of v0, leaving only the value N + 1 in this domain.
Lastly, from Definition 13.5, all values other than p′ will be removed from
all other domains, leaving only one value in each domain after establishing
strong (p, 1)-consistency. So B is a backdoor for Ap,p′ of IN,p′ .

�
Now that we have the results we need, we can prove the main theorem.

Proof of Theorem 1. Through the proof, we assume that “backdoor” and “back-
door completability” are implicitly “backdoor for Ap,p′” and “backdoor com-
pletability for Ap,p′” respectively.

– Suppose that p ≥ p′. Since p′ is a constant, building a tree decomposition of
width p′ is polynomial [2]. In general, it is well-known that using strong (p, 1)-
consistency alongside a p-wide tree decomposition solves the CSP restricted
to instances whose primal constraint graph has a treewidth bounded by p [6].
Therefore, the empty set is a minimal backdoor of I, and from Definition 9
the backdoor completability of I is 1.

– Suppose that p < p′. It is enough to show that for each integer N > 1, there
is an instance I ∈ Cp′ with n = p′N + 1 variables such that the backdoor
completability of I is equal to O( 1

2n/p′ ). Let N > 0 be an integer and let I be
the instance IN,p′ defined in Definition 13.

• I is in Cp′ : from Lemma 2.
• I has n variables: from Definition 13.1.
• The backdoor completability of I is equal to O( 1

2n/p′ ): let B be a minimal
backdoor of I. There are two possibilities for B:

* B contains v0. If we assign the correct value N + 1 to the backdoor
variable v0, then we know from Definition 13.5 that after Ap,p′ estab-
lishes strong (p, 1)-consistency, only one value will remain in every
other domain. So any set of variables containing v0 is a backdoor of
I, but among them only {v0} is a minimal backdoor of I. In this case,
there are N + 1 partial solutions of scope B (one for each value in
Dv0), and exactly one of them is a subset of a solution ({〈v0, N+1〉}).
Therefore the completability ratio of B is 1

N+1 .
* B does not contain v0. From Lemma 3, we know that B contains at

least one variable from each set Vi = {vi,1, vi,2, . . . , vi,p′}, with at most
one exception. From the same Lemma we also know that containing
one variable from each set Vi except one is a sufficient condition for
a backdoor. So, since B is minimal, B contains exactly one variable
from each set Vi except one. Note that all constraints between any
two variables of B are universal and that every domain of B contains
exactly p′ values, so there are p′N−1 possible partial solutions of scope
B. From Lemma 1, we know that there is only one solution to I, so
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only one partial solution of scope B can be extended to a solution
and therefore the completability ratio of B is 1

p′N−1 .
We have shown that either B = {v0} and has a completability ratio
of 1

N+1 or B is composed of N − 1 variables from N − 1 different sets
Vi and has a completability ratio of 1

p′N−1 . There are Np′N−1 possible
backdoors of the latter kind, so the backdoor completability of I is lower
than 2

p′N−1 . Recall than n = p′N + 1, so N = n−1
p′ and therefore 2

p′N−1 =
O( 2

p′n/p′ ). Since p′ > p ≥ 1, O( 2
p′n/p′ ) = O( 1

2n/p′ ) and therefore the
backdoor completability of I is equal to O( 1

2n/p′ ).
We have exhibited a satisfiable instance I ∈ Cp′ with n variables and a back-
door completability equal to O( 1

2n/p′ ). �
We have formally proved that backdoor completability correctly measures hard-
ness for some precisely defined classes of instances and sub-solvers, namely sat-
isfiable CSP instances with bounded treewidth and sub-solvers based on local
consistency. Tractable classes relying on bounded treewidth are common [5,8],
while consistency is a ubiquitous tool in modern solvers [13], so our result shows
that at least for some widely known algorithms and instance classes, backdoor
completability is a valid measure.

4 Comparison with the Backdoor Key Fraction

We present an experimental comparison between the backdoor key fraction and
the backdoor completability. Our experiments cover two different sets of prob-
lems: Quasigroup Completion With Holes (QWH) [1,12], and random satisfiable
CSP. We used the Mistral [11] solver for both experiments with default settings.

For QWH, we generated 1100 instances of order 22, with a number of holes
equally spread over the range 192 to 222. This range was chosen to capture the
instances at hand around the observed peak of difficulty at 204 holes. Note that
[17] also used QWH instances to test the backdoor key fraction.

The inequality constraints are posted through the AllDifferent constraint
with the bound consistency algorithm of [14]. The sub-solver that we chose has
exactly the same configuration, however, with 500 failure limit. Note that the
sub-solver is guaranteed to run in polynomial time since constraint propagation is
polynomial as well. For each instance, we generated 100 minimal backdoors, using
the methodology described in [17]. For each backdoor, we randomly sampled 20
partial solutions.

Figure 3a represents the results of our experiments on QWH instances. The
x-axis represents the number of decisions required to find a solution, while the
left y-axis represents the backdoor key fraction and the right y-axis represents
backdoor completability. Each point represents an average of 50 instances, with
the 50 easiest instances in one group, the 50 next easiest ones in a second group,
and so on until the 50 hardest instances.

The correlation for the backdoor key fraction is good, with a Pearson coef-
ficient of .876. This is consistent with the results from [17]. The correlation for
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(b) Random CSP

Fig. 3. Experimental results for QWH instances (top) and random CSP (bottom)

backdoor completability is even better, with a coefficient of −.943; we recall that
the further away from 0 the coefficient is, the more correlated the values are.
This demonstrates that backdoor completability can prove a better quantifier of
instance difficulty than the backdoor key fraction, even in problems where the
latter has a good track record.

The second problem we studied is composed of random satisfiable CSP
instances with 60 variables and 1770 constraints. We generated 1200 such
instances, with an average tightness in each constraint equally spread over the
range 5% to 16%, with an observed peak of difficulty at 8%. The correlations for
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backdoor key fraction and backdoor completability are presented in Fig. 3b. As
in Fig. 3a, the instances are sorted by difficulty in groups of 50.

Table 1. Correlations between instance hardness and different measures.

QWH Random CSP

Pearson CC RMSE MAE Pearson CC RMSE MAE

Backdoor key fraction .876 .053 .032 .590 .186 .158

Backdoor completability −.943 .037 .029 −.975 .051 .044

We can see from these results that the backdoor key fraction is not adequate
for that type of instance. It grows with the hardness, as is expected, but does
not clearly distinguish between instances above a certain threshold of difficulty.
Indeed, we observed that most of the hardest instances in this set have only a
few variables that are not part of the backbone. In many cases all variables are
in the backbone and the instance has exactly one solution; as explained in the
remarks following Definition 7, the backdoor key fraction will always output 1
for instances with exactly one solution. This case (along with the other one men-
tioned in the last paragraph of Sect. 2) shows a limitation of the key fraction to
capture hardness in some instances. On the other hand, backdoor completability
does not study the variables separately, but examines the properties of the par-
tial solutions to a whole backdoor. It is therefore more refined than the backdoor
key fraction, in particular when looking at individual variables is not enough,
for example when comparing instances that have a backbone of similar (large)
size but different degrees of difficulty.

Table 1 contains the summary of our experiments. In addition to the Pearson
correlation coefficients (Pearson CC), the table also includes the normalized val-
ues for the root mean square error (RMSE) and mean absolute error (MAE), two
error measures for linear regression that [17] also reported. The results confirm
that backdoor completability is negatively correlated with instance hardness,
and that it measures the difficulty of instances in both sets more accurately
than the backdoor key fraction does.

5 Conclusion

We have introduced a new measure, backdoor completability, that characterizes
the hardness of an individual satisfiable CSP instance with regard to a given
solver. Backdoor completability can be viewed as an index of hardness; the lower
the value, the harder the instance. This measure is a crucial step towards the
understanding of what makes a particular instance difficult.

We provided a theoretical justification of our measure. We proved that
for some widespread classes of instances, namely CSP instances with bounded
treewidth, backdoor completability captures exactly the limits of tractability.
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We also presented an empirical comparison between our metric and the exist-
ing backdoor key fraction, and showed that for some kinds of CSP instances,
backdoor completability is reliable even though the backdoor key fraction is not.

The main motivation of our work is to revisit and to improve the backdoor
key fraction measure. In the future, it would be interesting to study the practical
usefulness of completability as it provides insights for designing search strategies.
Moreover, we believe that completability could eventually be useful in generating
hard instances since hard instances are the ones with low completability.
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Abstract. This paper considers the problem of releasing optimal power
flow benchmarks that maintain the privacy of customers (loads) using
the notion of Differential Privacy . It is motivated by the observation that
traditional differential-privacy mechanisms are not accurate enough: The
added noise fundamentally changes the nature of the underlying opti-
mization and often leads to test cases with no solution. To remedy this
limitation, the paper introduces the framework of Constraint-Based Dif-
ferential Privacy (CBDP) that leverages the post- processing immunity
of differential privacy to improve the accuracy of traditional mechanisms.
More precisely, CBDP solves an optimization problem to satisfies the
problem-specific constraints by redistributing the noise. The paper shows
that CBDP enjoys desirable theoretical properties and produces orders
of magnitude improvements on the largest set of test cases available.

1 Introduction

In the last decades, scientific advances in artificial intelligence and oper-
ations research have been driven by competitions and collections of test
cases. The MIPLIB library for mixed-integer programming and the constraint-
programming, planning, and SAT competitions have significantly contributed to
advancing the theoretical and experimental branches of the field. Recent years
have also witnessed the emergence of powerful platforms (such as Kaggle [1])
to organize competitions between third-parties. Finally, the release of data sets
may become increasingly significant in procurement where third-parties com-
pete to demonstrate their capabilities. The desire to release data sets for sci-
entific research, competitions, and procurement decisions is likely to accelerate.
Indeed, with ubiquitous connectivity, many organizations are now collecting data
at an unprecedented scale, often on large socio-technical systems such as energy
networks. This data is often used as input to complex optimization problems.

The release of such rich data sets however raises some fundamental privacy
concerns. For instance, the electrical load of an industrial customer in the power
grid typically reflects its production and may reveal sensitive information on its
economic strategy.

c© Springer International Publishing AG, part of Springer Nature 2018
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Differential Privacy (DP) [5,6] is a general framework that addresses the sen-
sitivity of such information and can be used to generate privacy-preserving data
sets. It introduces carefully calibrated noise to the entries of a data set to prevent
the disclosure of information related to those providing it. However, when these
private data sets are used as inputs to complex optimization algorithms, they
may produce results that are fundamentally different from those obtained on the
original data set. For instance, the noise added by differential privacy may make
the optimization problem infeasible or much easier to solve. As a result, despite
its strong theoretical foundations, adoptions of differential privacy in industry
and government have been rare. Large-scale practical deployments of differential
privacy have been limited to big-data owners such as Google [7] and Apple [10].
In their applications, however, only internal users can access the private data by
evaluating a pre-defined set of queries, e.g., the count of individuals satisfying
certain criteria. This is because constructing a private version of the database is
equivalent to simultaneously answering all possible queries and thus requires a
large amount of noise.

This paper is motivated by the desire of releasing Optimal Power Flow (OPF)
benchmarks that maintain the privacy of customers loads and the observation
that traditional differential-privacy mechanisms are not accurate enough: The
added noise fundamentally changes the nature of the underlying optimization
and often leads to test cases with no solution. The paper proposes the frame-
work of Constraint-Based Differential Privacy (CBDP) that leverages the post-
processing immunity of DP to redistribute the noise introduced by a standard
DP-mechanism, so that the private data set preserves the salient features of the
original data set. More precisely, CBDP solves an optimization problem that
minimizes the distance between the post-processed and original data, while sat-
isfying constraints that capture the essence of the optimization application.

The paper shows that the CBDP has strong theoretical properties: It achieves
ε-differential privacy, ensures that the released data set can produce feasible
solutions for the optimization problem of interest, and is a constant factor away
from optimality. Finally, experimental results show that the CBDP mechanism
can be adopted to generate private OPF test cases: On the largest collection
of OPF test cases available, it improves the accuracy of existing approaches of
at least one order of magnitude and results in solutions with similar optimality
gaps to those obtained on the original problems.

2 Differential Privacy

A data set D is a multi-set of elements in the data universe U . The set of every
possible data set is denoted D . Unless stated otherwise, U is a cross product
of multiple attributes U1, . . . , Un and has dimension n. For example, U = R

n is
the numeric data universe consisting of n-dimensional real-vectors. A numeric
query is a function that maps a data set to a result in R ⊆ R

r.
Two data sets D1,D2 ∈ D are called neighbors (written D1 ∼ D2) if D1 and

D2 differ by at most one element, i.e., |(D1 − D2) ∪ (D2 − D1)| = 1.
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Definition 1 (Differential Privacy [5]). A randomized mechanism M : D →
R with domain D and range R is ε-differentially private if, for any event S ⊆ R
and any pair D1,D2 ∈ D of neighboring data sets:

Pr[M(D1) ∈ S] ≤ exp(ε)Pr[M(D2) ∈ S], (1)

where the probability is calculated over the coin tosses of M.

A Differential Privacy (DP) mechanism maps a data set to distributions over
the output set. The released DP output is a single random sample drawn from
these distributions. The level of privacy is controlled by the parameter ε ≥ 0,
called the privacy budget, with values close to 0 denoting strong privacy.

DP satisfies several important properties. Composability ensures that a com-
bination of differentially private mechanisms preserve DP [6].

Theorem 1 (Composition). Let Mi : D → Ri be an εi-differentially pri-
vate mechanism for i = 1, . . . , k. Then, their composition, defined as M(D) =
(Mi(D), . . . ,Mk(D)), is (

∑k
i=1 εi)-differentially private.

Post-processing immunity ensures that privacy guarantees are preserved by arbi-
trary post-processing steps [6].

Theorem 2 (Post-processing Immunity). Let M : D → R be a mechanism
that is ε-differentially private and g : R → R′ be an (arbitrary) mapping. The
mechanism g ◦ M is ε-differentially private.

The Laplace Distribution with 0 mean and scale b has a probability density
function Lap(x|b) = 1

2be
− |x|

b . The sensitivity of a query Q, denoted by ΔQ, is
defined as ΔQ = maxD1∼D2 ‖Q(D1) − Q(D2)‖1. The following theorem gives a
differentially private mechanism for answering numeric queries [5].

Theorem 3 (Laplace Mechanism). Let Q : D → R be a numerical query.
The Laplace mechanism, defined as MLap(D;Q, ε) = Q(D) + z where z ∈ R is
a vector of i.i.d. samples drawn from Lap(ΔQ

ε ) achieves ε-differential privacy.

The Laplace mechanism is a particularly useful building block for DP [6]. Koufo-
giannis et al. [16] proved its optimality by showing that it minimizes the mean-
squared error for both the L1 and L2 norms among all private mechanisms that
use additive and input-independent noise. In the following, Lap(λ)n denotes the
i.i.d. Laplace distribution over n dimensions with parameter λ.

Lipschitz Privacy. The concept of Lipschitz privacy is appropriate when a data
owner desire to protect individual quantities rather than individual participation
in a data set. Application domains where Lipschitz privacy has been successful
include location-based systems [3,20] and epigenetics [4].

Definition 2 (Lipschitz privacy [16]). Let (D , d) be a metric space and S be
the set of all possible responses. For ε > 0, a randomized mechanism M : D → R
is ε-Lipschitz differentially private if:

Pr[M(D1) ∈ S] ≤ exp(εd(D1,D2)Pr[M(D2) ∈ S],

for any S ⊆ R and any two inputs D1,D2 ∈ D .
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Table 1. Power network nomenclature.

N The set of nodes in the
network

θΔ Phase angle difference
limits

E The set of from edges
in the network

Sd = pd + iqd AC power demand

ER The set of to edges in
the network

Sg = pg + iqg AC power generation

i imaginary number
constant

c0, c1, c2 Generation cost
coefficients

I AC current �(·) Real component of a
complex number

S = p + iq AC power �(·) Imaginary component of a
complex number

V = v∠θ AC voltage (·)∗ Conjugate of a complex
number

Y = g + ib Line admittance | · | Magnitude of a complex
number

W = wR + iwI Product of two AC
voltages

∠ Angle of a complex
number

su Line apparent power
thermal limit

xl, xu Upper and lower bounds
of x

θij Phase angle difference
(i.e., θi − θj)

x A constant value

The Laplace mechanism with parameter ε achieve ε-Lipschitz DP.

3 Optimal Power Flow

Optimal Power Flow (OPF) is the problem of determining the best generator
dispatch to meet the demands in a power network. A power network is composed
of a variety of components such as buses, lines, generators, and loads. The net-
work can be viewed as a graph (N,E) where the set of buses N represent the
nodes and the set of lines E represent the edges. Note that E is a set of directed
arcs and ER is used to denote those arcs in E but in reverse direction. Table 1
reviews the symbols and notation adopted in this paper. Bold-faced symbols are
used to denote constant values.

The AC Model. The AC power flow equations are based on complex quan-
tities for current I, voltage V , admittance Y , and power S. The quanti-
ties are linked by constraints expressing Kirchhoff’s Current Law (KCL), i.e.,
Ig
i − Id

i =
∑

(i,j)∈E∪ER Iij , Ohm’s Law, i.e., Iij = Yij(Vi − Vj),, and the defini-
tion of AC power, i.e., Sij = ViI

∗
ij . Combining these three properties yields the

AC Power Flow equations, i.e.,
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Model 1. The AC Optimal Power Flow Problem (AC-OPF)

variables: Sg
i , Vi ∀i ∈ N, Sij ∀(i, j) ∈ E ∪ ER

minimize:
∑

i∈N

c2i(�(Sg
i ))2 + c1i�(Sg

i ) + c0i (2)

subject to: ∠Vr = 0, r ∈ N (3)

vl
i ≤ |Vi| ≤ vu

i ∀i ∈ N (4)

− θΔ
ij ≤ ∠(ViV

∗
j ) ≤ θΔ

ij ∀(i, j) ∈ E (5)

Sgl
i ≤ Sg

i ≤ Sgu
i ∀i ∈ N (6)

|Sij | ≤ su
ij ∀(i, j) ∈ E ∪ ER (7)

Sg
i − Sd

i =
∑

(i,j)∈E∪ER Sij ∀i ∈ N (8)

Sij = Y ∗
ij |Vi|2 − Y ∗

ijViV
∗

j ∀(i, j) ∈ E ∪ ER (9)

Sg
i − Sd

i =
∑

(i,j)∈E∪ER

Sij ∀i ∈ N

Sij = Y ∗
ij |Vi|2 − Y ∗

ijViV
∗
j (i, j) ∈ E ∪ ER

These non-convex nonlinear equations are a core building block in many power
system applications. Practical applications typically include various operational
constraints on the flow of power, which are captured in the AC OPF formula-
tion in Model 1. The objective function (2) captures the cost of the generator
dispatch. Constraint (3) sets the reference angle for some arbitrary r ∈ N , to
eliminate numerical symmetries. Constraints (4) and (5) capture the voltage and
phase angle difference operational constraints. Constraints (6) and (7) enforce
the generator output and line flow limits. Finally, Constraints (8) capture KCL
and constraints (9) capture Ohm’s Law.

Notice that this is a non-convex nonlinear optimization problem and is NP-
Hard [17,23]. Therefore, significant attention has been devoted to finding convex
relaxations of Model 1.

The SOC Relaxation. The SOC relaxation [14] lifts the product of voltage
variables ViV

∗
j into a higher dimensional space (i.e., the W -space):

Wi = |Vi|2 i ∈ N (10a)
Wij = ViV

∗
j ∀(i, j) ∈ E (10b)

It takes the absolute square of each constraint (10b), refactors it, and relaxes
the equality into an inequality:

|Wij |2 ≤ WiWj ∀(i, j) ∈ E (11)

Constraint (11) is a second-order cone constraint, which is widely supported
by industrial strength convex optimization tools (e.g., Gurobi [11], CPlex [13],
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Model 2. The SOC Relaxation of AC-OPF (SOC-OPF)

variables: Sg
i , Wi ∀i ∈ N, Wij ∀(i, j) ∈ E, Sij ∀(i, j) ∈ E ∪ ER

minimize:(2)

subject to: (6), (7), (8)

(vl
i)

2 ≤ Wi ≤ (vu
i )2 ∀i ∈ N (12)

tan(−θΔ
ij )� (Wij) ≤ � (Wij) ≤ tan(θΔ

ij )� (Wij) ∀(i, j) ∈ E (13)
Sij = Y ∗

ijWi − Y ∗
ijWij (i, j) ∈ E (14)

Sji = Y ∗
ijWj − Y ∗

ijW
∗
ij (i, j) ∈ E (15)

|Wij |2 ≤ WiWj ∀(i, j) ∈ E (16)

Mosek [21]). The SOC relaxation of AC-OPF is presented in Model 2 SOC-
OPF. The constraints for the generator output limits (6), line flow limits (7),
and KCL (8), are identical to those in the AC-OPF model. Constraints (12)
and (13) capture the voltage and phase angle difference operational constraints.
Constraints (14) and (15) capture the line power flow in the W -space. Finally,
constraints (16) strengthen the relaxation with second-order cone constraints for
voltage products.

The Quadratic Convex (QC) Relaxation. The QC relaxation was intro-
duced to preserve stronger links between the voltage variables [12]. It represents
the voltages in polar form (i.e., V = v∠θ) and links these real variables to the
W variables using the following equations:

Wii = v2
i i ∈ N (17a)

�(Wij) = vivj cos(θi − θj) ∀(i, j) ∈ E (17b)
(Wij) = vivj sin(θi − θj) ∀(i, j) ∈ E (17c)

The QC relaxation relaxes these equations by taking tight convex envelopes of
their nonlinear terms, exploiting the operational limits for vi, vj , θi − θj . In par-
ticular, it uses the convex envelopes for the square 〈x2〉T and product 〈xy〉M of
variables, as defined in [19]. Under the assumption that the phase angle differ-
ence bound is within −π/2 ≤ θl

ij ≤ θu
ij ≤ π/2, relaxations for sine 〈sin(x)〉S and

cosine 〈cos(x)〉C are given in reference [12]. Convex envelopes for Eqs. (17a)–
(17c) can be obtained by composing the convex envelopes of the functions for
square, sine, cosine, and the product of two variables, i.e.,

Wii = 〈v2
i 〉T i ∈ N (21a)

�(Wij) = 〈〈vivj〉M 〈cos(θi − θj)〉C〉M ∀(i, j) ∈ E (21b)

(Wij) = 〈〈vivj〉M 〈sin(θi − θj)〉S〉M ∀(i, j) ∈ E (21c)

The QC relaxation also proposes to strengthen these convex envelopes with a
second-order cone constraint from the SOC relaxation ((10a), (10b), (11)). The
complete QC relaxation is presented in Model 3.
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Model 3. The QC Relaxation of AC-OPF (QC-OPF)

variables: Sg
i , Vi = vi∠θi, ∀i ∈ N, Wij ∀(i, j) ∈ E, Sij ∀(i, j) ∈ E ∪ ER

minimize: (2)

subject to: (3)−(8), (14)−(16)

Wii = 〈v2
i 〉T i ∈ N (18)

�(Wij) = 〈〈vivj〉M 〈cos(θi − θj)〉C〉M ∀(i, j) ∈ E (19)

�(Wij) = 〈〈vivj〉M 〈sin(θi − θj)〉S〉M ∀(i, j) ∈ E (20)

Model 4. The DC Relaxation of the AC OPF (DC-OPF)

variables: �(Sg
i ), θi ∀i ∈ N, Sij ∀(i, j) ∈ E ∪ ER

minimize: (2)

subject to: (3)

|θi| ≤ θu
i ∀i ∈ N (22)

�(Sgl
i ) ≤ �(Sg

i ) ≤ �(Sgu
i ) ∀i ∈ N (23)

�(|Sij |) ≤ �(su
ij) ∀(i, j) ∈ E ∪ ER (24)

�(Sij) = −bij(θi − θj) ∀(i, j) ∈ E ∪ ER (25)

�(Sg
i ) − �(Sd

i ) =
∑

(i,j)∈E∪ER Sij ∀i ∈ N (26)

The DC Model. The DC model is an extensively studied linear approximation
to the AC power flow [24]. The DC load flow relates real power to voltage
phase angle, ignores reactive power, and assumes voltages are close to their
nominal values (1.0 in per unit notation). The DC OPF is presented in Model 4.
Constraints (22) capture the phase angles operational constraints. Constraints
(23) and (24) enforce the generator output and line flow limits. Constraints (25)
captures the KCL and constraints (26) the Ohm’s Law.

4 The Differential Privacy Challenge for OPF

When releasing private OPF test cases, it is not critical to hide user participation:
The location of a load is public knowledge. However, the magnitude of a load
is sensitive: It is associated with the activity of a particular customer (or group
of customers) and may indirectly reveal production levels and hence strategic
investments, decreases in sales, and other similar information. Indirectly, it may
also reveal how transmission operators operate their networks, which should not
be public information. As a result, the concept of Lipschitz differential privacy
is particularly suited to the task.
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Fig. 1. Average L1 error
reported by the Laplace
Mechanism. The percent-
ages express the AC-OPF
instances with satisfiable
solution.

As mentioned in Sect. 2, the Laplace mecha-
nism can be used to achieve Lipschitz DP. However,
its application on load profile queries results in a
new output vector of loads which produces unde-
sirable outcomes when used as input to an OPF
problem. Indeed, Fig. 1 illustrates the average error
(measured as the L1 distance) between the origi-
nal load and the private load for a set of 44 net-
works.1 With a privacy budget of ε = 0.1, the aver-
age error is about 10–implying a significantly higher
load than the actual demand. The numbers reported
on each bar represent the percentage of feasible pri-
vate instances for the AC OPF problem: It reveals
severe feasibility issues with the private instances.

These results highlight the challenges that arise
when traditional differential privacy is applied to
inputs of complex optimization tasks. For instance,
the Laplacian mechanism is oblivious to the structure of the data set (e.g.,
the generation capabilities should be large enough to serve the load) and the
constraints and objectives of the optimization application (e.g., the transmis-
sion network should have the ability to transport electricity from generators to
loads). As a result, it produces private data sets that are typically not useful
and not representative of actual OPFs. What is needed is a differential-privacy
mechanism that preserves the structure of the optimization model and its com-
putational properties such as the optimality gap between the solutions produced
by MINLP solvers and convex relaxations.

5 Constrained-Based Differential Privacy

This section introduces Constraint-Based Differential Privacy (CBDP) to rem-
edy the limitations identified in the previous section. It considers an optimization
problem O(D):

minimizex∈Rn f(D,x)
subject to gi(D,x) ≤ 0, i = 1, . . . , p

where f : D ×R
n → R is the objective function to minimize over variables x and

gi(D,x) ≤ 0 (i = 1, . . . , p) are the problem constraints.
This paper studies the following setting. The data owner desires to release

a private data set D̂ such that the optimization problems O(D) and O(D̂) are
closely related. In particular, the optimal objective value of O(D̂) must be close
to the optimal value of the original problem f(D,x∗) (which is a public informa-
tion), where x∗ ∈ R

n is the optimal solution of the original optimization problem.

1 The experimental settings are reported in all details in Sect. 7.
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Hence the private data set must satisfy the following desiderata: (1) data pri-
vacy : The data set to be released must be private; (2) faithfulness: The private
data must be faithful to the objective function; (3) consistency : The private data
must satisfy the constraints arising from the data and/or from the problem of
interest. To address such challenges the following definition is introduced.

Definition 3 ((ε, β)-CBDP). Given ε > 0, β ≥ 0, a DP-data-release mecha-
nism M : D → D is (ε, β)-CBDP iff, for each private database D̂ = M(D),
there exists a solution x such that

1. ε-privacy: M satisfies ε-DP;
2. β-faithfulness: |f(D̂,x) − f(D,x∗)| ≤ β;
3. Consistency: Constraints gi(D̂,x) ≤ 0 (i = 1, . . . , p) are satisfied.

The Input. To balance between utility and privacy, the mechanism takes as
input the data set D, as well as two non-negative real numbers: ε which deter-
mines the privacy value of the private data and β which determines the required
faithfulness of the optimization problem over the private data. Additionally, the
data owner provides the optimization problem and the optimal objective value
f∗ = f(D,x∗), which are typically considered public information in competi-
tions. For simplicity, this section assumes that D = R

n.

Fig. 2. The CBDP post-processing step.

The Mechanism. The CBDP mechanism first injects Laplace noise with pri-
vacy parameter ε to each query on each dimension of the data set:

MLap(D,Q, ε) = D̃ = D + Lap(1/ε)n,

where D̃ = (c̃1, . . . , c̃n) is the vector of noisy values. These values are then post-
processed by the optimization algorithm specified in Fig. 2 to obtain a value
vector D̂ = (x̂1, . . . , x̂n) ∈ R

n. Finally, the CBDP mechanism outputs D̂.
The CBDP mechanism thus solves a constrained optimization problem whose

decision variables include vectors of the form D̂ = (x̂1, . . . , x̂n) that correspond
to the post-processed result of the private query on each dimension of the uni-
verse. In other words, each original data (that must remain private) is replaced
by a decision variable representing its post-processed private counterpart. The
objective (O1) minimizes the L2-norm between the private query result D̃ and
its post-processed version D̂. Constraint (O2) forces the post-processed values
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to be β-faithful with the respect to the objective value, and Constraints (O3)
enforce the optimization constraints of the original model.

Additional constraints capturing auxiliary public information about the data
can be integrated in this model. For instance, in the OPF problem, the total
power load is public. Thus, an additional constraint on the sum of values of the
variables (x̂1, . . . x̂n) can be enforced to be equal to this public information.

The CBDP post-processing can be thought as redistributing the noise of the
Laplace mechanism to obtain a data set which is consistent with the problem
constraints and objective. It searches for a feasible solution that satisfies the
problem constraints gi(D̂,x) ≤ 0 and the β-faithfulness constraint. A feasible
solution always exists, since the original values D trivially satisfy all constraints.

It is important to notice that the post-processing step of CBDP uses exclu-
sively the private data set D̃ and additional public information (i.e., the opti-
mization problem and its optimal solution value). Its privacy guarantees are
discussed below.

5.1 Theoretical Properties

Theorem 4. The mechanism above is (ε, β)-CBDP.

Proof. Each c̃i obtained from the Laplace mechanism is ε-differentially-private
by Theorem 3. The combination of these results (c̃1, . . . , c̃n) is ε-differentially-
private by Theorem 1. The β-faithfulness and the consistency properties is sat-
isfied by constraint (O2) and (O3) respectively. The result follows from post-
processing immunity (Theorem 2).

As mentioned earlier, additional constraints can be enforced, e.g., to ensure
the consistency that the sums of individual quantities equals their associated
aggregated quantity. In this case, the aggregated quantities must return private
counts and a portion of the privacy budget must be used to answer such queries.

Theorem 5. The optimal solution 〈D̂+,x+〉 to the optimization model (O1–O3)
satisfies ‖D̂+ − D‖2 ≤ 2‖D̃ − D‖2.
Proof. We have

‖D̂+ − D‖2 ≤ ‖D̂+ − D̃‖2 + ‖D̃ − D‖2 (27)

≤ 2‖D̃ − D‖2. (28)

where the first inequality follows from the triangle inequality on norms and the
second inequality follows from

‖D̂+ − D̃‖2 ≤ ‖D̃ − D‖2
by optimality of 〈D̂+,x+〉 and the fact that 〈D,x∗〉 is a feasible solution to
constraints (O2) and (O3).

The following result follows from the optimality of the Laplace mechanism [16].

Corollary 1. The CBDP mechanism is at most a factor 2 away from optimal-
ity.
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Model 5. The CBDP mechanism for the AC-OPF
variables: Sg

i , Vi, Ṡ
l
i ∀i ∈ N, Sij ∀(i, j) ∈ E ∪ ER

minimize: ‖Ṡl − S̃l‖2
2 (sl

1)

subject to: (3)−(9)

|
∑

i∈N

c2i(�(Sg
i ))2 + c1i�(Sg

i ) + c0i − f∗| ≤ β (s2)

∑

i∈N

Ṡl
i = L (s3)

6 Application to the Optimal Power Flow

The CBDP optimization model for the AC-OPF is p resented in Model 5. In addi-
tion to the variables of Model 5, it takes as inputs the variables Ṡl

i representing
the post-processed values of the loads for each bus in i ∈ N . The optimization
model minimizes the L2-norm between the variables Ṡl ∈ R

n and the noisy
loads S̃l ∈ R

n resulting from the application of the Laplace mechanism to the
original load values. Model 5 is subject to the same constraint of Model 1, with
the addition of the β-faithfulness constraint (s2) and the constraint enforcing
consistency of the aggregated load values L ∈ R (s3), which is typically public
knowledge.

7 Experimental Results

This section presents an evaluation of the CBDP mechanism on the case study. It
first presents the experimental setup and then compares the CBDP mechanism
with the Laplace mechanism.

Data Sets and Experimental Setup. The experimental results concern the
NESTA power network test cases (https://gdg.engin.umich.edu). The test cases
comprise 44 networks whose number of buses ranges from 3 to 9241. This section
categorizes them in small (networks with up to 100 buses), medium (networks
with more than 100 buses and up to 2000 buses) and large (networks with more
than 2000 buses).

In the following, D denotes the original data set and D̃ its private version (i.e.,
the data set resulting through the application of a DP mechanism). Moreover,
cm(D) and cm(D̃) denote the cost of the dispatch obtained by an OPF given
model m (i.e., AC, QC, SOC, or DC) on the original data set D and on its
private version D̃, respectively.

The results obtained by the AC-OPF and its relaxations/approximations
(QC, SOC, and DC) are evaluated using both the original and the private
data sets, analyzing the dispatch cost (c) and the optimality gap, i.e., the ratio
GR(D) = |cR(D)−cAC(D)|

cAC(D) , where cAC(D) and cR(D) denote the best-known solu-
tion cost of the problem instance and of the relaxation R over data set D.

https://gdg.engin.umich.edu
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The baseline MLap is the Laplace mechanism applied to each load of the
network. To obtain a private version of the loads, MLap is first used to construct
a private value for the active loads pl

i = �(Sl
i) as p̃l

i = pl
i + Lap(100/ε), (∀i ∈

N) where 100 is the change in MWs protected by Lipschitz DP. The reactive
load ql

i = (Sl
i) is set as q̃l

i = p̃l
i ri, with ri = ql

i/pl
i is the power load factor

and is considered to be public knowledge, as is natural in power systems. The
CBDP mechanism MC uses the output of the Laplace mechanism and the post-
processing step to obtain the private loads Ṡl

i for all i ∈ N .
The mechanisms are evaluated for privacy budgets ε ∈ {0.1, 1.0, 10.0} and

faithfulness parameter β ∈ {0.01, 1.0, 100.0}. Smaller values for ε increase privacy
guarantees at the expense of more noise introduced by the Laplace mechanism.
All experimental results are reported as the average of 30 runs. This gives a total
of 47,520 experiments, which are analyzed below.

Error Analysis on the OPF Cost. The first experimental result measure
the error introduced by a mechanism as the average distance, in percentage,
between the exact and the private costs of the OPF dispatches. The reported
error is expressed as |cm(D)−cm(D̃)|

cm(D) · 100, for m = {AC,QC, SOC,DC}.
Figure 3 illustrates the error of the private mechanisms for varying privacy

budgets. Rows show the results for the different network sizes (small, medium,
and large), while columns show the results for the different faithfulness level
values (β = 0.01, 1.0, 100.0). The results are shown in log scale. Each sub-figure
also presents the results for three privacy budgets (10, 1, 0.1).

For all privacy budgets and all faithfulness-levels, the CBDC mechanism
outperforms the Laplace mechanism by one to two orders of magnitude. For
every OPF model, the Laplace mechanism produces OPF values which are, in
general, more than 10% away (and exceeding 100% in many instances) from the
values reported by the model ran on the original data, with the exception for the
largest privacy budget, whose results produces differences slightly below 10%. In
contrast, CBDP produces OPF values close (within 10%) to those produced on
the original data, with all the OPF models adopted.

The errors reported by the Laplace mechanism on small networks are larger
than those reported on medium and large networks. This is due to the fact that
the dispatch costs of larger networks are typically much higher than those of
small networks, and thus the relative distance of the error accumulated by the
DP mechanism is more pronounced for the smaller test cases. Despite this, the
CBDP mechanism produces solutions with small error costs, even for the small
network instances.

The CBDP mechanism preserves the objectives of the AC OPF problems
accurately (within 1%), demonstrating its benefits for small beta values. The
OPF value differences increase as the faithfulness parameter β increases.

Analysis of the Optimality Gap. In a competition setting, it is also critical
to preserve the computational difficulty of the original test case. The next set of
results show how well CBDP preserves the optimality gap of the instance and
its relationship to well-known approximations such as the DC model.
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Fig. 3. Average OPF objective differences for the CBDP mechanism (light colors) and
the Laplace mechanism (dark colors). (Color figure online)

Figure 4 shows the differences GR(D̃) − GR(D), for the AC OPF relax-
ation/approximation models R = {QC,SOC,DC}, where the private data set D̃
is produced by the CBDP mechanism. It compares four CBDP post-processing
models: M5, which solves the CBDP of Model 5; M5+g, which extends the
Model 5 by modifying the objective (sl

1) by adding the terms ‖Sg −Sg‖22 to min-
imize the distance from the generator setpoints; M5−β , which solves the Model 5
without the beta faithfulness constraint (s2); and M5+g,−β , which excludes con-
straint (s2) but includes the terms ‖Sg −Sg‖22 into its objective. Rows show the
results for the different privacy faithfulness levels (β = 0.01, 1.0, 100.0), while
columns show the results for the different privacy budgets (10, 1, 0.1). The results
are shown in log scale.

For all settings, M5 produces instances whose optimality gaps are close to
those of the original ones (their distance is <1 for ε = 10.0, and 1.0, and <3 for
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M5 M5+g M5−β M5+g,−β

Fig. 4. Optimality GAP error for the QC, SOC, and DC, relaxations of the AC-OPF,
on different CBDP post-processing models.

ε = 0.1). M5+g produces very similar optimality gaps, showing that the CBDP
mechanism does not need to take into account the generator setpoint values. For
the relaxations, both M5−β and M5+g,−β produce quite similar results to M5.
It is only for the DC-approximation that the faithfulness constraint is important.
Moreover, note that the faithfulness constraint must be relatively tight even for
M5 to preserve the result of the DC model. The DC model ignores many aspects
of the power systems and hence it is not a surprise that it is more brittle. These
results indicate that the CBDP mechanism is capable of preserving the optimality
gap of relaxations (and the quality of the DC approximation) with high fidelity.

Analysis of the Private Network Loads. The last set of results reports the
effect of the CBDP mechanism on the network load profiles. Figure 5 depicts
the percentage of load increase when applying the CBDP mechanism on three
example networks with 4-buses (left), 73 buses (center), and 300 buses (right)
for various privacy budgets. The results illustrate that load variation is often
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Fig. 5. Percentage of load increase in the 4-bus (left) 73-bus (center), and 300-bus
(right) NESTA test cases.

significant for a portion of the loads, although the CBDP mechanism preserves
the problem structure accurately. Moreover, some of the loads exhibit a positive
or negative bias. A detailed examination of these test cases reveals that this is
due to the underlying network characteristics. For example, in the 4-bus test
case (Fig. 5(left)), the first load (load 1) tends to be higher than its original
value. This is explained by the fact that such load resides on the same bus as the
cheaper generator which also has a very high generation capacity [9] (pp. 337–
338). As a result, the CBDP mechanism has significant flexibility to increase this
load to redistribute the noise appropriately.

8 Related Work

There is rich literature on theoretical results of DP (see e.g., [6,22]). The liter-
ature on DP applied to energy systems includes considerably fewer efforts. Ács
and Castelluccia [2] exploited a direct application of the Laplace mechanism to
hide user participation in smart meter data sets, achieving ε-DP. Zhao et al. [25]
studied a DP schema that exploits the ability of households to charge/discharge
a battery to hide the real energy consumption of their appliances. Liao et al. [18]
introduce Di-PriDA, a privacy-preserving mechanism for appliance-level peak-
time load balancing control in the smart grid, aimed at masking the consumption
of the top-k appliances of a household.

Karapetyan et al. [15] conduct an empirical study on quantifying the trade-off
between privacy and utility in demand response systems. The authors analyze
the effects of a simple Laplace mechanism on the objective value of the demand
response optimization problem. Their experiments on a 4-bus micro-grid show
drastic results: the optimality gap approaches nearly 90% in some cases.

A DP schema that uses constrained post-processing was recently introduced
by Fioretto et al. [8] and adopted to release private mobility data. In contrast,
the proposed CBDP schema proposed in this work releases the private data set
through a mechanism that imposes constraints to ensure the problem solution
cost is close to the solution cost of the original problem, and that the underlying
optimal power flow constraints are satisfiable.
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9 Conclusions

This paper introduced the Constraint-Based Differential Privacy (CBDP) mech-
anism, an approach to Differential Privacy (DP) which aims at releasing optimal
power flow benchmarks that retain the privacy of the customers (loads). CBDP
leverages the post-processing immunity of DP to cast the production of a private
data set as an optimization problem that redistributes the noise introduced by
a randomized mechanism to satisfy problem-specific constraints.

The proposed mechanism enjoys desirable theoretical properties: It achieves
ε-DP, ensures that the released data set can produce feasible solutions for the
optimization problem of interest, and is a constant factor away from optimal-
ity. CBDP has been evaluated on the largest collection of OPF test cases avail-
able. Experimental results show that CBDP improves the accuracy of traditional
approaches (e.g., the Laplace mechanism) by orders of magnitude and preserves
some salient computational features of the test cases, such as the optimality
gap. These results are significant and indicate that CBDP has the potential to
become an important tool to release data sets for competition settings.

Although the paper focused on the applicability of CBDP to OPF problems,
the proposed mechanism is general and can be used for other applications where
a private data set is the input to a complex optimization problem.
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Abstract. The n-queens puzzle is a well-known combinatorial problem
that requires to place n queens on an n × n chessboard so that no two
queens can attack each other. Since the 19th century, this problem was
studied by many mathematicians and computer scientists. While find-
ing any solution to the n-queens puzzle is rather straightforward, it is
very challenging to find the lexicographically first (or smallest) feasible
solution. Solutions for this type are known in the literature for n ≤ 55,
while for some larger chessboards only partial solutions are known. The
present paper was motivated by the question of whether Integer Linear
Programming (ILP) can be used to compute solutions for some open
instances. We describe alternative ILP-based solution approaches, and
show that they are indeed able to compute (sometimes in unexpectedly-
short computing times) many new lexicographically optimal solutions for
n ranging from 56 to 115.

Keywords: n-Queens problem · Mixed-integer programming
Lexicographic simplex

1 Introduction

The n-queens puzzle is a well-known combinatorial problem that requires to place
n queens on an n × n chessboard so that no two queens can attack each other,
i.e., no two queens are on the same row, column or diagonal of the chessboard.
Initially stated for the regular 8×8 chessboard in 1848 [5], it was soon generalized
to the n × n case [17], and has attracted the interest of many mathematicians
(including Carl Friedrich Gauss) and, more recently, by Edsger Dijkstra who
used it to illustrate a depth-first backtracking algorithm. As a decision problem,
the n-queens puzzle is rather trivial, as a solution exists for all n > 3, and there
are closed formulas to compute such solutions; see, e.g., the survey in [4]. On the
other hand, the counting version of the problem, i.e., to determine the number of
different ways to put n queens on a n × n chessboard turns out to be extremely
challenging. The sequence, labelled A000170 on the Online Encyclopedia of Inte-
ger Sequences (OEIS) [20], is currently known only up to n = 27. The related
problem of finding all solutions to the problem was shown in [14] to be beyond
the #P-class.
c© Springer International Publishing AG, part of Springer Nature 2018
W.-J. van Hoeve (Ed.): CPAIOR 2018, LNCS 10848, pp. 232–244, 2018.
https://doi.org/10.1007/978-3-319-93031-2_16
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Another variant of the problem, which is somewhat related to the one
addressed in this paper, is the n-queens completion problem, in which some
queens are already placed on the chessboard and the solver is required to place
the remaining ones, or show that it is not possible. The n-queens completion
problem is both NP-complete and #P-complete, as proved in [10].

Following a suggestion of Donald Knuth [16], in this paper we study
another very challenging version of the n-queens problem, namely, finding the
lexicographically-first (or smallest) feasible solution. This is sequence A141843
on OEIS. Solutions for this variant are known only for n ≤ 55 [19], while for
some larger chessboards only partial solutions are known.

It is worth noting that the lexicographically optimal solution is known for
the case of a chessboard of infinite size. Indeed, such a sequence can be easily
computed by a simple greedy algorithm that iterates over the anti-diagonals of
the chessboard and places a queen in each anti-diagonal in the first available
position (this is sequence A065188 on OEIS). Interestingly, as the size of the
chessboard increases, its lexicographically optimal solution overlaps more and
more with this greedy sequence.

The outline of the paper is as follows. In Sect. 2 we describe the basic Inte-
ger Linear Programming (ILP) formulation for the n-queens model, as well as
potential families of valid inequalities. In Sect. 3 we describe the different meth-
ods developed to solve the instances to lexicographic optimality, while computa-
tional results are given in Sect. 4. Conclusions and future directions of research
are drawn in Sect. 5. Finally, we list in Appendix all the new optimal solutions
we found for n ranging from 56 to 115.

2 An ILP Model

A basic ILP model for the n-queens problem can be obtained by introducing
the binary variables xij = 1 iff a queen is placed in row i and column j of the
chessboard, for each i, j = 1, . . . , n. Constraints in the basic model stipulate that
(i) there is exactly one xij = 1 in each row i; (ii) there is exactly one xij = 1
in each column j; and (iii) there is at most one xij = 1 in each diagonal of the
chessboard. Note that all such constraints are clique constraints.

In principle, it would be possible to encode the (row-wise) lexicographically
minimum requirement by just adding the objective function:

n∑

i=1

n∑

j=1

2ni+jxij (1)

and solve the problem with a black-box ILP solver. However, the size of the
coefficients makes such a method practical only for the smallest chessboards.
Still, this simple model, without the objective (1), is the basis of all the methods
that will be discussed in Sect. 3.
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A compact way to represent a feasible solution is to use a permutation π =
(π1, . . . , πn) of the integers 1, . . . , n defined as follows:

πi :=
n∑

j=1

j xij , i = 1, . . . , n. (2)

Among all permutations π that correspond to a feasible x, we then look for the
lexicographically smallest one. For example, the lex-optimal solution for n = 10,
depicted in Fig. 1, can be described as

(1, 3, 6, 8, 10, 5, 9, 2, 4, 7).

Fig. 1. Lexicographically optimal solution for n = 10.

The n-queens problem can also be easily reformulated as a maximum inde-
pendent set problem, as noted for example in [8]. Indeed, one just needs to
construct a graph in which there is a node for each square of the chessboard and
an edge for each pair of conflicting squares, i.e., for any two squares in the same
row, column or diagonal. Then any independent set of cardinality n is a solution
to the puzzle. The independent set reformulation immediately suggests classes
of valid inequalities for the n-queens problem, namely all that are valid for the
stable set polytope, such as clique and odd-cycle [13] inequalities.

Among clique inequalities, the following (polynomial in n) family is particu-
larly relevant for our problem:

xij + xi,j+h + xi+h,j + xi−h,j + xi,j−h ≤ 1 (3)
xij + xi+h,j+h + xi−h,j+h + xi−h,j−h + xi+h,j−h ≤ 1 (4)

xij + xi+h,j + xi+h,j+h + xi,j+h ≤ 1 (5)
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Fig. 2. Three different families of clique cuts for n-queens.

where i, j, h ∈ {1, . . . , n}; of course, variables xuv corresponding to a position
(u, v) outside the n×n chessboard are removed from the summations. The three
different types of cliques in this family are depicted in Fig. 2.

Clique inequalities (3)–(5) can be trivially separated in time that is polyno-
mial in n. In addition, in preliminary experiments we implemented a general-
purpose exact clique separator based on the solution of an auxiliary ILP model,
and it never produced any additional violated clique inequality for the instances
in our testbed.

A second class of inequalities contains the so-called odd-cycle inequalities.
Given any odd cycle O in the graph, the following inequality:

∑

k∈O

xk ≤ |O| − 1
2

(6)

is valid for the stable set polytope. Odd-cycle inequalities can be easily sepa-
rated as {0, 1/2}-cuts with the combinatorial procedures described in [2,6,7].
An example of odd-cycle inequality occurring in the n-queens problem is illus-
trated in Fig. 3.

Fig. 3. Example of odd-cycle inequality for n-queens: no more than two of the five
positions can be occupied by a queen.

3 Solution Methods

We next describe the solution algorithms that we implemented.
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3.1 Using a Constraint Programming Solver

The n-queens puzzle can be easily modeled as a Constraint Programming (CP)
problem. Indeed, working directly on the variables πi, the puzzle can be formu-
lated by just three alldifferent [18,21] global constraints:

alldifferent(πi, i = 1, . . . , n) (7)
alldifferent(πi + i, i = 1, . . . , n) (8)
alldifferent(πi − i, i = 1, . . . , n). (9)

We implemented the model above with Gecode [9]. In order to enforce the model
to find the lexicographically-smallest solution, we use Depth-First Search (DFS)
as search strategy, always branching on the first unfixed variable πi and picking
values in increasing order—in Gecode terminology, that amounts to using a
brancher specified by INT VAR NONE() and INT VALUES MIN(). In the following,
we will refer to this solution method as CP.

3.2 Using an Exact ILP Solver

A simple algorithm to compute the lex-optimal solution by iteratively using a
black-box ILP solver is as follows: We scan all the chessboard positions (i, j) in
lexicographical order, i.e., row by row. For each (i, j), we are given the queens
already positioned in the previous iterations (i.e., we have a number of fixed x
variables), and our order of business is to decide whether a queen can be placed
in (i, j) or not. This in turn requires solving the basic ILP model with some
variables fixed in the previous iterations, by maximizing xij : if the final optimal
solution has value 1, we place a new queen in position (i, j) by fixing xij = 1,
otherwise we fix xij = 0 and proceed with the next chessboard position1. This
approach requires solving n2 ILPs.

In our actual implementation, a more effective scheme is used that exploits
representation (2). To be specific, we scan the rows i = 1, . . . , n, in sequence. For
each i, we have already fixed in the previous iterations the lex-optimal sequence
π1, · · · , πi−1 and the corresponding x variables, and we want to compute the
smallest feasible integer πi. To this end we solve the basic ILP model, with some
variables fixed in the previous iterations, by minimizing the objective function
(2), fix all the xij variables in row i accordingly, and proceed with the next row.
In this way, only n ILPs need to be solved. In the following, we will refer to this
solution method as ILP-ITER.

3.3 Using a Truncated ILP Solver

We also implemented an explicit depth-first backtracking algorithm to build the
lex-optimal permutation π, very much in the spirit of the CP approach described

1 Alternatively, one could fix xij = 1, check the resulting model for feasibility, and
then move to the next position.
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in Subsect. 3.1. At each iteration (i.e., at each node of the branching tree) we have
tentatively fixed a lex-minimal, but possibly infeasible sequence, (π1, . . . , πi−1)
and the corresponding x variables, and we have to decide the next value in
position i. This is in turn obtained by solving a relaxation of the current ILP
with objective function (2), to be minimized, i.e., by applying the following three
steps:

(i) invoke the ILP solver (with its default cutting-plane generation and prepro-
cessing) for a limited number of nodes, say NN ;

(ii) define πi as the best lower bound available at the node limit (rounded up);
(iii) tentatively fix πi, along with the corresponding x variables, as the i-th value

in the sequence.

As a lower bound (instead of the true value) is used, it may happen that, at
a later iteration, the current ILP becomes infeasible, proving that the current
tentative subsequence (π1, · · · , πk) till position k (say) is infeasible as well. In
this case, a backtracking operation takes place, that consists in imposing that the
k-th position must hold a value strictly larger than πk. The latter requirement
can easily be enforced in the ILP model by setting xkj = 0 for j = 1, . . . , πk. The
algorithm ends as soon as the first feasible complete permutation (π1, . . . , πn) is
found.

After some preliminary tests, we decided to set NN = 0, i.e., to only solve
the root node of the ILP at hand. Note that this is not equivalent to solving the
LP relaxation of the ILP, as cutting planes and (most importantly) preprocessing
play a crucial role here. According to our computational experience, solving just
the LP relaxation is indeed mathematically correct and very fast, as the dual
simplex can be used to reoptimize each LP, but the number of backtrackings
becomes too large to have a competitive implementation. In the following, we
will refer to this solution method as ILP-TRUNC.

3.4 An Enumerative Method Based on Lexicographic Simplex

Finally, given the strong lexicographic nature of the problem at hand, we decided
to implement a custom enumerative algorithm based on the lexicographic sim-
plex method [11,12]. The lexicographic simplex method not only finds an optimal
solution to a given LP, but it guarantees to return the lexicographically smallest
(or greatest) one among all optimal solutions. The lexicographic variant of the
simplex method can be implemented quite easily on top of a black-box regular
simplex solver, as described for example in [3,22]. The idea is as follows. Given an
ordered sequence of objective functions fk to optimize lexicographically, at each
step we impose to stay on the optimal face of the current objective by fixing all
variables (including the artificial variables associated to inequality constraints)
with nonzero reduced cost, move to the next objective and reoptimize. Once all
objectives have been optimized, in sequence, the original bounds for all variables
are restored, which does not change the optimality status of the final basis, which
is the lex-optimal one.
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In our n-queens case, given our encoding of the permutation variables π as
xij , we are interested in the lexicographically maximal solution in the x space
or, equivalently, the sequence of objective functions to be minimized is −xij , for
all i, j = 1, . . . , n.

Using a lexicographic simplex method within an enumerative DFS scheme,
in which again we always branch on the first unfixed variable and explore the
1-branch first, provides the following advantages over using a “regular” simplex
method:

– Whenever the LP relaxation turns out to be integer, i.e., there are no frac-
tional variables, we are guaranteed that this is the lex-optimal integer solution
within the current subtree, hence we can prune the node. Given our branching
and exploration strategy, this also implies that we are done.

– If the first unfixed variable at the current node gets a value strictly less than
one, then we can fix the variable to zero. This is easily proved using the lex-
optimality of the LP solution as an argument. Being the first unfixed variable,
this is the first objective to be considered by the lexicographic simplex at
the current node, so a lex-optimal value <1 means that there is no feasible
solution (in the current subtree) in which this variable takes value 1. Note
that this reduction can be applied iteratively until the first unfixed variable
gets a value of 1. We call this process mini-cutloop.

The basic scheme above can be improved with some additional modifications.
First of all, we do not need to branch on single variables but we can branch
directly on rows, again always picking the first row that contains an unfixed
variable. For example, let the first unfixed variable be xij : instead of branching
on the binary dichotomy xij = 1 ∨ xij = 0, we use the n-way branching xi1 =
1∨xi2 = 1∨ . . .∨xin = 1. Of course, variables that are already fixed are removed
from the list. This basically mimics the branching that would have been done
by working directly with the π variables, as done by the CP solver.

Note that, because of our rigid branching strategy, there is no need for a full
lexicographic optimization at each node. Indeed, for the purpose of branching,
we can stop the lexicographic optimization at the first fractional variable, as
we will be forced to branch on its row, or on a previous one. For this very
reason, and because of the n-queens structure, we implemented a specialized
lexicographic simplex method, where instead of optimizing one variable at the
time, we optimize row by row, also integrating the mini-cutloop in the process.
In particular, we do the following:

1. Let i∗ be the first row with an unfixed variable. Set the objective function to∑n
j=1 jxi∗j and minimize it.

2. Apply the mini-cutloop, by iteratively fixing the first unfixed variable in the
row if its fractional value is <1 and by reoptimizing with the dual simplex.

3. If all variables in the current row are fixed this way, then we can move to the
next row and go to step (1). Otherwise stop.

Note that the method above does not need to temporarily fix variables as the
regular lexicographic simplex would. It is also important to note that, in the loop
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above, if the current fractional solution is integer, we are no longer guaranteed
that this is the lexicographically optimal solution. In this (rare) case, we resort
to a full-blown lexicographic simplex method to tell whether we can prune the
node or need to branch.

The effectiveness of the node processing above greatly depends on the mini-
cutloop, which in turn relies on being able to recognize fixed variables, i.e., to
distinguish between a variable that happens to be zero or one in the current
fractional solution, and a variable that is actually fixed at that value in the
current node. For this purpose, we implemented a specialized propagator for the
clique constraints of the basic model—while there is no need to propagate the
clique constraints (3)–(5) as those can never lead to additional fixings.

Finally, separation of the clique inequalities (3)–(5) and odd-cycle inequali-
ties has also been implemented and added to the node processing code. In the
following, we will refer to this solution method as LEX-DFS.

4 Computational Comparisons

We implemented our ILP models with the MIP solver IBM ILOG CPLEX 12.7.1
[15], while we used Gecode 5.1.0 [9] as the CP solver for model (7)–(9). All
experiments were done on a cluster of 24 identical machines, each equipped with
an Intel Xeon E3-1220 V2 quad-core PC and 16 GB of RAM.

The testbed is made of all instances with n ranging from 21 to 60. A time
limit of 2 days was given for each instance to each method. Detailed results are
given in Table 1, where we report the running time, in seconds, for all of our
methods. The last two rows of the table report the shifted geometric mean [1]
of the computing time (with a shift of 10 s) and the number of solved instances.
According to the table, the CP model is able to solve models up to size 40
in a reasonable amount of time, after which it can no longer solve any model.
Comparing with the numbers reported in [19], this can be already considered a
good achievement, and a testament to how efficient Gecode’s implementation is.
On the other hand, all methods based on ILP, while initially slower, turn out
to be able to solve almost all models in the testbed. Among the ILP methods,
ILP-ITER, while being the easiest to implement, is also the slowest method,
while ILP-TRUNC and LEX-DFS are the fastest methods, with very similar average
running times.

As already noted in [19], the size of the chessboard is not a direct indicator of
instance difficulty, as some bigger chessboards can be solved significantly faster
than smaller ones. This is true in particular for ILP-based methods, where for
example n = 48 is unsolved while n = 49 can be cracked in a few seconds.
Interestingly, chessboards with even n seem to be consistently harder than the
ones with odd n.

As for the advanced techniques implemented in LEX-DFS, we have to admit
that for some of them the overall effect was rather disappointing. In particular,
the separation of clique and odd-cycle inequalities, while able to reduce the
number of enumerated nodes by more than a factor of 2, does not lead to a
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Table 1. Comparison of different methods for n = 21, . . . , 60, with a time limit of
172800 s (2 days).

n Methods

CP ILP-ITER ILP-TRUNC LEX-DFS

21 0.01 0.30 0.45 0.08

22 0.95 1.63 16.67 9.20

23 0.02 0.40 0.60 0.11

24 0.20 0.60 2.95 0.82

25 0.03 0.49 0.79 0.12

26 0.16 0.84 1.59 0.42

27 0.17 0.59 0.90 0.09

28 0.84 1.13 2.08 1.06

29 0.39 1.05 1.36 0.32

30 15.80 13.16 77.05 16.35

31 2.86 1.50 3.31 0.87

32 19.45 4.97 42.73 5.23

33 29.82 28.47 56.76 13.83

34 593.60 342.32 4558.02 228.07

35 33.70 11.21 30.46 4.67

36 5199.27 1882.10 20901.43 1196.59

37 185.37 2.06 7.49 0.54

38 2485.20 101.30 151.86 130.16

39 1642.30 143.02 184.50 44.79

40 t.l. 9604.18 117591.20 7068.84

41 1543.84 20.91 105.47 5.69

42 t.l. t.l. t.l. t.l.

43 23528.50 21.65 162.13 6.08

44 t.l. 1013.43 14838.95 2220.52

45 t.l. 3604.37 4560.69 1388.93

46 t.l. t.l. t.l. t.l.

47 t.l. 1602.10 5057.63 601.54

48 t.l. t.l. t.l. t.l.

49 t.l. 23.26 460.07 10.35

50 t.l. 28011.44 t.l. 61679.70

51 t.l. 4.63 874.16 0.88

52 t.l. 30306.67 27701.60 75659.40

53 t.l. 5.05 285.65 0.96

54 t.l. 64.09 19784.91 67031.40

55 t.l. 44.50 569.58 18.42

56 t.l. 28026.57 13386.85 101936.00

57 t.l. 10.03 3961.54 5.87

58 t.l. t.l. 129596.69 t.l.

59 t.l. 49647.30 t.l. 18795.70

60 t.l. t.l. 39143.49 t.l.

shmean 2945.76 780.20 251.85 263.79

#solved 21 35 35 35
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faster algorithm overall. To the contrary, disabling cut separation leads to a
slightly faster method with an average runtime of 246 s. Note that this is not
due to the complexity of separating cuts, separation being extremely fast for
both classes of inequalities, but rather for the reduced node throughput.

5 Conclusions and Future Directions of Work

Finding a lexicographically minimal (also called “first”) solution of the n-queens
puzzle is a very difficult problem that attracted some research interest in recent
years. Following a suggestion by Donald E. Knuth, we have developed new solu-
tion methods based on Integer Linear Programming, and have been able to
provide the optimal solution for several open problems.

The two main outcomes of our research are as follows: (1) ILP has been
able to solve many previously unsolved models for this problem, sometimes in
unexpectedly-short computing times; (2) the yet-unsolved cases provide excel-
lent benchmark examples on which to base the next advances in ILP technology.
In addition, we think that improving our understanding on how to solve lexico-
graphic variants of combinatorial problems is an interesting topic on its own.

Future research should address the unsolved cases, and in particular should
try to better understand the reason why, in the ILP setting, the instances with
even n seem to be much more difficult to solve than those with n odd.

Acknowledgements. This research was partially supported by MiUR, Italy, through
project PRIN2015 “Nonlinear and Combinatorial Aspects of Complex Networks”. We
thank Donald E. Knuth for having pointed out the problem to us, and for inspiring dis-
cussions on the role of Integer Linear Programming in solving combinatorial problems
arising in digital tomography.

A New Solutions

Here are the solutions we found for some open problems from the literature:

n Solution

56 1 3 5 2 4 9 11 13 15 6 8 19 7 22 10 25 27 29 31 33 42 44 46 43 51 53 55 45 54 50
47 56 48 52 49 12 14 23 21 32 34 26 16 30 17 24 18 37 28 40 20 39 41 35 38 36

57 1 3 5 2 4 9 11 13 15 6 8 19 7 22 10 25 27 29 31 12 34 43 45 47 50 52 54 44 57 49
46 56 51 48 55 53 14 28 17 33 23 16 18 30 24 37 20 32 21 26 40 35 41 39 42 36 38

58 1 3 5 2 4 9 11 13 15 6 8 19 7 22 10 25 27 29 31 12 42 45 48 52 54 43 53 55 49 44
46 50 57 47 51 58 56 28 26 20 34 30 18 14 17 24 21 16 35 23 40 33 36 38 32 41
39 37

59 1 3 5 2 4 9 11 13 15 6 8 19 7 22 10 25 27 29 31 12 34 36 45 47 49 52 56 53 46 57
59 48 51 54 50 55 58 16 14 17 32 23 26 20 18 33 35 28 21 43 41 37 24 40 44 30
39 42 38
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n Solution

60 1 3 5 2 4 9 11 13 15 6 8 19 7 22 10 25 27 29 31 12 34 44 46 48 45 51 54 58 50 59
57 60 47 49 52 55 53 56 18 33 23 32 28 16 20 17 21 37 35 26 24 30 14 42 38 43
41 39 36 40

61 1 3 5 2 4 9 11 13 15 6 8 19 7 22 10 25 27 29 31 12 14 35 45 47 49 52 54 56 50 60
46 61 58 48 51 53 55 57 59 23 32 16 33 21 17 26 36 18 20 38 24 28 34 40 30 41
44 42 37 39 43

63 1 3 5 2 4 9 11 13 15 6 8 19 7 22 10 25 27 29 31 12 14 35 37 47 49 51 53 59 57 52
60 62 48 50 54 63 55 58 56 61 32 16 33 17 21 26 36 20 18 38 28 23 40 24 30 34
41 39 44 46 43 45 42

65 1 3 5 2 4 9 11 13 15 6 8 19 7 22 10 25 27 29 31 12 14 35 37 39 49 51 53 50 56 59
63 55 64 62 65 52 54 57 60 58 61 16 30 17 21 26 36 33 20 18 41 38 23 32 24 28
48 46 34 43 40 44 47 45 42

67 1 3 5 2 4 9 11 13 15 6 8 19 7 22 10 25 27 29 31 12 14 35 37 39 41 51 53 55 52 58
61 65 57 66 64 67 54 56 59 62 60 63 16 18 34 30 38 20 24 17 21 23 43 32 40 33
36 26 28 46 48 50 44 47 45 42 49

69 1 3 5 2 4 9 11 13 15 6 8 19 7 22 10 25 27 29 31 12 14 35 37 39 41 43 53 55 57 54
60 63 67 59 68 66 69 56 58 61 64 62 65 17 20 16 30 24 33 40 38 18 21 34 26 23
42 49 28 32 50 36 51 46 44 52 48 45 47

71 1 3 5 2 4 9 11 13 15 6 8 19 7 22 10 25 27 29 31 12 14 35 37 39 41 16 53 55 57 54
56 62 68 66 69 59 70 67 58 71 61 64 60 65 63 21 30 17 40 18 24 36 20 42 44 26
34 23 33 38 32 28 49 51 45 47 52 50 48 46 43

73 1 3 5 2 4 9 11 13 15 6 8 19 7 22 10 25 27 29 31 12 14 35 37 39 41 16 44 55 57 59
56 58 63 67 69 71 73 61 70 72 65 60 62 64 66 68 20 34 21 18 42 17 38 24 43 23
28 45 33 40 36 26 32 30 54 47 50 52 46 48 53 51 49

77 1 3 5 2 4 9 11 13 15 6 8 19 7 22 10 25 27 29 31 12 14 35 37 39 41 16 18 45 57 59
61 58 60 65 68 72 74 76 73 75 63 67 64 62 77 70 66 71 69 38 40 28 17 21 24 26
20 43 46 42 23 36 34 32 30 44 33 52 55 47 50 53 56 54 48 51 49

79 1 3 5 2 4 9 11 13 15 6 8 19 7 22 10 25 27 29 31 12 14 35 37 39 41 16 18 45 47 59
61 63 60 62 67 70 74 71 77 79 76 78 64 68 65 69 66 73 75 72 20 38 17 21 44 24
30 23 46 48 36 42 40 34 26 28 33 50 32 53 43 57 52 58 56 54 51 49 55

85 1 3 5 2 4 9 11 13 15 6 8 19 7 22 10 25 27 29 31 12 14 35 37 39 41 16 18 45 17 48
50 63 65 67 64 66 71 73 75 80 82 84 81 83 72 70 68 85 69 78 74 77 79 76 20 23
43 24 21 49 44 42 34 46 28 30 52 26 38 51 32 40 33 61 47 60 36 53 58 54 57 59
56 62 55

91 1 3 5 2 4 9 11 13 15 6 8 19 7 22 10 25 27 29 31 12 14 35 37 39 41 16 18 45 17 48
20 51 53 67 69 71 68 70 75 77 79 81 85 87 90 86 91 89 72 74 76 73 80 82 84 78
83 88 21 34 26 49 46 24 47 52 43 23 30 33 55 28 42 32 54 40 36 44 64 50 38 59
61 65 57 66 60 63 56 58 62

93 1 3 5 2 4 9 11 13 15 6 8 19 7 22 10 25 27 29 31 12 14 35 37 39 41 16 18 45 17 48
20 51 53 55 69 71 73 70 72 77 79 81 83 87 89 92 88 93 91 74 76 78 75 82 84 86
80 85 90 24 21 23 46 49 47 52 38 30 56 33 26 28 43 32 54 57 42 44 36 34 40 50
61 68 65 62 59 63 58 67 64 66 60
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n Solution

97 1 3 5 2 4 9 11 13 15 6 8 19 7 22 10 25 27 29 31 12 14 35 37 39 41 16 18 45 17 48
20 51 53 21 56 71 73 75 72 74 79 81 83 85 87 89 93 95 97 94 96 76 80 77 86 78
82 84 91 88 90 92 46 24 28 52 23 49 47 34 30 26 57 50 33 61 42 44 36 32 55 43
38 54 60 66 40 70 68 63 58 69 62 65 67 64 59

101 1 3 5 2 4 9 11 13 15 6 8 19 7 22 10 25 27 29 31 12 14 35 37 39 41 16 18 45 17 48
20 51 53 21 56 58 60 75 77 79 76 78 83 85 87 89 91 93 97 99 101 98 100 80 84
81 90 82 86 88 95 92 94 96 23 26 28 40 43 54 57 24 32 47 50 42 59 33 30 34 52
62 68 46 38 36 44 55 66 71 74 70 49 73 63 72 67 61 64 69 65

103 1 3 5 2 4 9 11 13 15 6 8 19 7 22 10 25 27 29 31 12 14 35 37 39 41 16 18 45 17 48
20 51 53 21 56 58 60 62 77 79 81 78 80 85 87 89 91 93 95 99 101 103 100 102 82
86 83 92 84 88 90 97 94 96 98 23 26 24 30 28 36 46 55 59 52 54 44 61 34 66 33
42 32 47 49 40 38 57 73 71 63 72 43 64 70 75 50 69 67 76 74 68 65

109 1 3 5 2 4 9 11 13 15 6 8 19 7 22 10 25 27 29 31 12 14 35 37 39 41 16 18 45 17 48
20 51 53 21 56 58 60 23 63 65 81 83 85 82 84 89 91 93 95 86 100 104 106 101
109 107 105 108 88 92 87 96 90 97 102 94 98 103 99 26 24 32 28 36 55 57 40 64
61 54 50 30 66 34 42 38 33 49 43 67 59 62 77 52 44 47 75 71 46 76 80 73 70 79
69 78 72 74 68

115 1 3 5 2 4 9 11 13 15 6 8 19 7 22 10 25 27 29 31 12 14 35 37 39 41 16 18 45 17 48
20 51 53 21 56 58 60 23 63 24 66 68 85 87 89 86 88 93 95 97 99 90 102 108 111
113 107 109 112 115 91 114 98 101 92 94 96 100 105 103 110 106 104 26 28 30
32 36 50 59 62 64 55 43 34 72 67 52 33 40 65 57 44 42 38 74 54 61 46 83 47 77
69 49 82 79 75 84 71 80 78 81 73 70 76
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Abstract. Counting-based search, a branching heuristic used in con-
straint programming, relies on computing the proportion of solutions to
a constraint in which a given variable-value assignment appears in order
to build an integrated variable- and value-selection heuristic to solve con-
straint satisfaction problems. The information it collects has led to very
effective search guidance in many contexts. However, depending on the
constraint, computing such information can carry a high computational
cost. This paper presents several contributions to accelerate counting-
based search, with supporting empirical evidence that solutions can thus
be obtained orders of magnitude faster.

1 Introduction

Constraint programming builds concise models from high-level constraints that
reveal much of the combinatorial structure of a problem. That structure is used to
prune the search space through domain filtering algorithms, to guide its explo-
ration through branching heuristics, and to learn from previous attempts at
finding a solution. Counting-based search [12] represents a family of branching
heuristics that guide the search for solutions by identifying likely variable-value
assignments in each constraint. Given a constraint c(x1, . . . , xn), its number of
solutions #c(x1, . . . , xn), respective finite domains Di 1≤ i ≤ n, a variable xi in
the scope of c, and a value v ∈ Di, we call

σ(xi, v, c) =
#c(x1, . . . , xi−1, v, xi+1, . . . , xn)

#c(x1, . . . , xn)
(1)

the solution density of pair (xi, v) in c, i.e. how often a certain assignment is part
of a solution to c. Though that concept was originally introduced for satisfaction
problems, it has been extended to optimization problems as well [9].

Solution densities from every constraint c ∈ C in a model can be combined
in many ways to produce a branching heuristic—one simple combination that
works well in practice, called maxSD [10], branches on x�

i = v� where

(x�
i , v

�, c�) = argmax
c(x1,...,xn)∈C, i∈{1,...,n}, v∈Di

σ(xi, v, c) (2)

and on x�
i �= v� upon backtracking. The computational cost of solution densities

depends on the constraint: for some it is only marginally more expensive than its
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existing filtering algorithm (e.g. regular) while for others exact computation is
intractable (e.g. alldifferent). Given its effectiveness at guiding search, finding
more efficient ways to compute solution densities is desirable.

This paper presents several contributions to accelerate counting-based search.
We first discuss specific improvements for the alldifferent and spanningtree
counting algorithms in Sects. 2 and 3. Then a generic method for accelerating
search is presented in Sect. 4. All discussed algorithms are implemented using
Gecode [6] and available in [5].

2 Alldifferent Constraints

An instance of an alldifferent(x1, . . . , xn) constraint is equivalently repre-
sented by an incidence matrix A = (aiv) with aiv = 1 whenever v ∈ Di and
aiv = 0 otherwise. For notational convenience and without loss of generality, we
identify domain values with consecutive natural numbers. Because we will want
A to be square (with m = |⋃xi∈X Di| rows and columns), if there are fewer
variables than values we add enough rows, say p, filled with 1s. It is known that
counting the number of solutions to the alldifferent constraint is equivalent
to computing the permanent of that square matrix (dividing the result by p! to
account for the extra rows) [13]:

perm(A) =
m∑

v=1

a1v · perm(A1v) (3)

where Aij denotes the sub-matrix obtained from A by removing row i and col-
umn j.

Since computing the permanent is #P -complete [11], Zanarini and Pesant
proposed approximate counting algorithms for the alldifferent constraint
based on sampling [12] and upper bounds [10]. Algorithm 1 reproduces the lat-
ter using notation adapted for this article. As each assignment xi = v in the
alldifferent constraint induces a different incidence matrix, a naive approach
to compute solution densities is to recompute the permanent upper bound for
each assignment. However, our upper bounds are a product of factors F for
each variable xi which depend only on the size of its domain di = |Di| (line
1). Hence if we account for the domain reduction of the assigned variable (line
5) and of each variable which could have taken that value (line 6)—simulating
forward checking—we can compute the solution density of each assignment (line
10) by updating the upper bound UBA calculated for the whole constraint (line
1). Reusing UBA avoids recomputing upper bounds from scratch. Let cv denote
the number of 1s in column v of A. Given that we can precompute the factors,
the total computational effort is dominated by line 6 where we do a total of
Θ(

∑m
v=1 c2v) operations: for a given value v, uv is computed cv times by multi-

plying cv − 1 terms.
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1 UBA =
∏

xi
F [di] � Constraint upper bound

2 foreach xi ∈ X do
3 total = 0 � Normalization factor
4 foreach v ∈ Di do
5 uxi = F [1]

F [di]
� Variable assignment update

6 uv =
∏

k �=i : v∈Dk

F [dk−1]
F [dk]

� Value assignment update

7 UBxi=v = UBA · uxi · uv � Assignment upper bound
8 total += UBxi=v

9 foreach v ∈ Di do
10 SD[i][v] = UBxi=v / total

11 return SD

Algorithm 1. Solution densities for alldifferent, adapted from [10]

1 UBv = 1, ∀v ∈ {1, 2, . . . , m}
2 foreach xi ∈ X do
3 foreach v ∈ Di do
4 UBv *= F [di−1]

F [di]

5 foreach xi ∈ X do
6 total = 0
7 foreach v ∈ Di do
8 UBxi=v = F [1]

F [di−1]
·UBv

9 total += UBxi=v

10 foreach v ∈ Di do
11 SD[i][v] = UBxi=v / total

12 return SD

Algorithm 2. Improved version of Algorithm 1

2.1 Improved Algorithm

The product at line 6 of Algorithm 1 can be rewritten to depend only on v:

uv = F [di]
F [di−1]

∏
k : v∈Dk

F [dk−1]
F [dk]

. (4)

This allows us, as shown in Algorithm 2, to precompute this product for every
value (line 1–4) as it does not depend on i anymore, leading to each UBxi=v being
computed in constant time (line 8). We also avoid computing UBA since that
factor cancels out during normalization. Algorithm2 runs in Θ(

∑m
v=1 cv) time,

which is asymptotically optimal if we need to compute every solution density
(since

∑m
v=1 cv =

∑n
i=1 di).

2.2 Computing Maximum Solution Densities Only

Some search heuristics, such as maxSD, only really need the highest solution
density from each constraint in order to make a branching decision. In such a
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case it may be possible to accelerate the counting algorithm further. We present
such an acceleration for the alldifferent constraint.

The factors F in our upper bounds are strictly increasing functions, meaning
that for a given value v, the highest solution density will occur for the vari-
able with the smallest domain. Algorithm3 identifies that peak for each value,
knowing that the highest one will be included in this subset. Note however that
because we don’t compute a solution density for each value in the domain of a
given variable, we cannot normalize them as before (though we at least adjust for
the p extra rows). So we may loose some accuracy but what we were computing
was already an estimate, not the exact density. The asymptotic complexity of
this algorithm remains the same as the previous one, but makes fewer computa-
tions: we iterate on each variable and value once instead of three times.

1 UBv = (F [n−1]
F [n]

)p, minv = 1, ∀v ∈ {1, 2, . . . , m}
2 foreach xi ∈ X do
3 foreach v ∈ Di do
4 UBv *= F [di−1]

F [di]

5 if di < dminv then
6 minv = i

7 maxSD = {var = 0, val = 0, dens = 0}
8 foreach v ∈ {1, 2, . . . , m} do
9 SD[minv][v] = F [1]

F [dminv −1]
·UBv

10 if SD[minv][v] > maxSD.dens then
11 maxSD = {minv, v, SD[minv][v]}
12 return maxSD

Algorithm 3. Maximum solution density for alldifferent

2.3 Experiments on the Quasigroup Completion Problem

The Quasigroup Completion Problem (#67 in CSPLib) can be described using
an alldifferent constraint on each row and column, making it ideal for testing
the above counting algorithms. Gecode’s distribution already includes a model
with branching heuristics afc (weighted degree) and size (smallest domain), both
with lexicographic value selection. We consider heuristic maxSD using Algo-
rithms 1, 2 and 3. We use 20 instances of size 90 to 110 with 25% of entries
filled, generated as in [7]. That ratio of filled entries may not yield the hardest
instances for that size but our goal here is to have a lot of shared values between
variables in order to emphasize the improvement of Algorithm2 over 1.

First we observe that maxSD guides search more effectively by solving all
instances in several orders of magnitude fewer failures than afc and size. As
expected Algorithm 3 is less accurate than the other two (which share the same
number of failures), but still about one order of magnitude faster (Fig. 1).



Accelerating Counting-Based Search 249

101 103 105

Number of failures

0

25

50

75

100

%
So

lv
ed

100 101 102 103

Time (s)

Algo. 1

Algo. 2

Algo. 3

afc

size

Fig. 1. Percentage of Quasigroup Completion instances solved w.r.t. time and number
of failures.

3 Spanning Tree Constraints

Brockbank et al. introduced an algorithm to compute solution densities for the
spanningTree constraint in [1]. The graph is represented as a Laplacian matrix
L (vertex degrees on the diagonal and edges indicated by −1 entries) and Kirch-
hoff’s Matrix-Tree Theorem [2] is used to compute solution densities for every
edge (u, v) using the following formula:

σ((u, v), 1, spanningTree(G,T )) = mu
v′v′ (5)

with Mu = (mu
ij) defined as the inverse of the sub-matrix Lu obtained by remov-

ing row and column u from L and v′ equal to v if v < u and to v − 1 otherwise.
Given a vertex cover of size γ on a graph over n nodes, computing all solution
densities takes O(γn3) time. Figure 2 shows an example graph and its Laplacian
matrix.

1

2 3

4

L =

⎛
⎜⎜⎝

3 -1 -1 -1
-1 2 -1 0
-1 -1 3 -1
-1 0 -1 2

⎞
⎟⎟⎠ M1 =

⎛
⎝ 5/8 2/8 1/8

2/8 4/8 2/8
1/8 2/8 5/8

⎞
⎠

Fig. 2. Graph and its Laplacian matrix with γ = 2, meaning we can get every edge
density by inverting two submatrices, e.g. L1 (with inverse M1 shown) and L3.

With this formula counting-based search heuristics can be used on problems
such as degree constrained spanning trees (and Hamiltonian paths in particular)
with very good results [1]. However, they become impractical for large instances
because of repeated matrix inversion. The following sections address this problem
by proposing two improvements. Note that these improvements remain valid for
the recent generalization to weighted spanning trees [4].
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3.1 Faster Specialized Matrix Inversion

By construction, the sub-matrix Lu we invert has a special form that enables
us to use a specialized algorithm. It is Hermitian (more precisely, integer sym-
metric). Since the row and column removed from L have the same index u, it
is diagonally dominant : |�u

ii| ≥ ∑
j �=i |�ij |,∀i. Its diagonal entries are positive.

Therefore it is positive semidefinite or, equivalently, has non-negative eigenval-
ues. The Matrix-Tree Theorem states that the number of spanning trees is equal
to the determinant of Lu, itself equal to the product of its eigenvalues. Therefore
each eigenvalue is strictly positive and Lu is positive definite.

A Hermitian positive definite matrix can be inverted via Cholesky factoriza-
tion instead of the standard LU factorization. Inverting a positive definite matrix
requires approximately 1

3n3 (Cholesky factorization) + 2
3n3 floating-point oper-

ations whereas inverting a general matrix requires approximately 2
3n3 (LU fac-

torization) + 4
3n3 floating-point operations [3]. We therefore expect a two-fold

improvement in runtime.

3.2 Inverting Smaller Matrices Through Graph Contraction

When branching, if an edge (u, v) is fixed, the Laplacian matrix must be updated
to reflect this change. The technique described by Brockbank, Pesant and
Rousseau is the following: if it is forbidden, we set luv = 0; if it is required,
we must contract it in the graph, meaning we transfer the edges of vertices u
and v to a representative vertex in the same connected component while keeping
a 1 on the diagonal of these vertices to keep the matrix invertible. Figure 3 shows
an example.

1

2 3

4

L =

⎛
⎜⎜⎜⎝

3
0 1

0 -3 0
0 0

-3 0 3 0
0 0 0 1

⎞
⎟⎟⎟⎠

Fig. 3. Contraction following assign-
ments e(1, 2) = 1 and e(1, 4) = 1, with
1 as the representative vertex in con-
nected component {1, 2, 4}.

124

3

L =

(
3 -3
-3 3

)

Fig. 4. Connected component {1, 2, 4}
as a single vertex.

This way of updating L works but still requires that we invert (n−1) × (n−1)
matrices to compute solution densities throughout the search. However, as shown
in Fig. 4, we can view each connected component as a single vertex, leading to
smaller Laplacian matrices, and thus smaller matrices to invert as we fix edges.
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Fig. 5. Percentage of Hamiltonian Path instances solved w.r.t. time and number of
failures with a 5 min cutoff.

3.3 Experiments on the Hamiltonian Path Problem

To test our two improvements we designed a simple model to find Hamiltonian
paths with Gecode’s path constraint and a redundant spanningTree constraint
that computes solution densities according to our spanningTree counting algo-
rithm. The spanningTree constraint is expressed on binary edge variables as
opposed to vertex successor variables for the path constraint—the two variable
representations are channelled.

In Fig. 5 improvements to the spanningTree counting algorithm are tested
on this model with maxSD branching on binary edge variables—for comparison
we also tried heuristics afc and size branching on vertex successor variables (and
trying values in lexicographic order). We use 30 graphs over 60 to 234 vertices
taken from the FHCP Challenge Set [8]. Again we observe that maxSD (with
the curves of its three algorithms coinciding in the first graph) guides search
much more effectively by solving the instances in several orders of magnitude
fewer failures than afc and size. At one second of computation time, all three
heuristics solve about the same number; at ten seconds, maxSD solves almost
all of them whereas afc and size solve about half.

4 Avoiding Systematic Recomputation

The improvements we presented so far are specific to the alldifferent and
spanningTree constraints. In this section we present an additional technique
applicable to any constraint in order to avoid recomputation but at the expense
of accuracy. Usually at every node of the search tree, before branching, we sys-
tematically call the counting algorithm for each constraint. Suppose we have a
spanningTree constraint on a graph with hundreds of vertices and thousands of
edges: we may have fixed a single edge with very few changes propagated since
the last call to its counting algorithm but the whole computation, involving the
expensive inversion of large matrices, will be undertaken again even though the
resulting solution densities are likely to be very similar. To avoid this we propose
a simple dynamic technique: while the variable domains involved remain about



252 S. Gagnon and G. Pesant

101 103 105
0

25

50

75

100
%

So
lv
ed

100 101 102 103

ρ = 1.00

ρ = 0.95

ρ = 0.80

afc

size

101 103 105

Number of failures

0

25

50

75

100

%
So

lv
ed

10−2 10−1 100 101 102

Time (s)

ρ = 1.00

ρ = 0.95

ρ = 0.80

afc

size

Fig. 6. The effect of different recomputation ratios for the Quasigroup Completion (first
row) and Hamiltonian Path Problem (second row), using same instances as before.

the same, we do not recompute solution densities for a constraint but use the
latest ones as an estimate instead. For any given node k in the search tree and
constraint c, let Sk

c =
∑

xi∈c di. We recompute only if Sk
c ≤ ρSj

c , with 0 < ρ ≤ 1
some appropriate ratio and j the last node above k but on the same path from
the root for which we computed solution densities for c. Note that as opposed
to a static criterion such as calling the counting algorithm of every constraint at
fixed intervals of depth in the search tree, our approach adapts dynamically to
individual constraints and to how quickly the domains of the variables in their
scope shrink.

Figure 6 show the performance of different recomputation ratios with maxSD
for the previous experiments (ρ = 1 means always recompute). As expected,
with a lower ρ we loose accuracy as seen in the number of fails but overall we
gain speed.

5 Conclusion

To accelerate counting-based search we proposed various improvements to the
alldifferent and spanningtree counting algorithms and a simple generic
method to avoid systematic recomputation during search. In our experiments
these improvements brought 30- to 100-fold speed ups on Quasigroup Comple-
tion and Hamiltonian Path problems.

Financial support for this research was provided by an NSERC postgraduate
scholarship and NSERC Discovery Grant 218028/2017.
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Abstract. Deep Neural Networks (DNNs) have been shaking the AI
scene, for their ability to excel at Machine Learning tasks without relying
on complex, hand-crafted, features. Here, we probe whether a DNN can
learn how to construct solutions of a CSP, without any explicit symbolic
information about the problem constraints. We train a DNN to extend a
feasible solution by making a single, globally consistent, variable assign-
ment. The training is done over intermediate steps of the construction
of feasible solutions. From a scientific standpoint, we are interested in
whether a DNN can learn the structure of a combinatorial problem, even
when trained on (arbitrarily chosen) construction sequences of feasible
solutions. In practice, the network could also be used to guide a search
process, e.g. to take into account (soft) constraints that are implicit in
past solutions or hard to capture in a traditional declarative model. This
research line is still at an early stage, and a number of complex issues
remain open. Nevertheless, we already have intriguing results on the
classical Partial Latin Square and N-Queen completion problems.

1 Introduction

Deep Neural Networks (DNNs) [12], are characterized by the ability to learn
high-level concepts without the need of symbolic features. In this paper, we
investigate the idea that DNNs could be capable of learning how to solve com-
binatorial problems, with no explicit information about the problem constraints.
This is partially motivated by the results achieved in a previous work regarding
the application of DNNs to a board game [3]. In particular, we train a DNN to
extend a feasible partial solution by making a single, globally consistent, variable
assignment.

In principle, such a network could be used to guide a search process: this may
be used to take into account constraints that are either implicit in the training
solutions, or too difficult to capture in a declarative model. In this sense, the
approach is complementary to Empirical Model Learning (EML) [14], where the
goal is instead to learn a constraint. The method presented here is applicable
even when only positive examples (i.e. feasible solutions) are available. More-
over, using the DNN to guide search may also provide a speed-up when solving
multiple instances of the same problem. Practical applications are not our only
c© Springer International Publishing AG, part of Springer Nature 2018
W.-J. van Hoeve (Ed.): CPAIOR 2018, LNCS 10848, pp. 254–262, 2018.
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driver, however: there is a strong scientific interest in assessing to what extent
a sub-symbolic technique, trained on arbitrarily chosen solution construction
sequences, can learn something of the problem structure.

This line of research is at an early stage, and there are many complex issues
to be solved before reaching practical viability. So far, we have focused on two
classical Constraint Satisfaction Problems (CSPs), namely N-queen completion
and Partial Latin Square. For these benchmarks we have intriguing results, the
most striking being an impressive discrepancy between the (low) DNN accuracy
and its (very high) ability to generate feasible assignments: this suggest that the
network is indeed learning something about the problem structure, even if it has
been trained to “mimic” specific solution construction sequences.

This is not the first time that Neural Networks have been employed to solve
CSPs. For example, Guarded Discrete Stochastic networks [1] can solve generic
CSPs in an unsupervised way. They rely on a Hopfield network to find consistent
variable assignment, and on a “guard” network to force the assignment of all the
variables. The GENET [16] method can construct neural networks capable of
solving binary CSPs, and was later extended in EGENET [13] to support non-
binary CSPs. In [2], a CSP is first reformulated as a quadratic optimization
problem. Then, a heuristic is used to guide the evolution of a Hopfield network
from an initial state representing an infeasible solution to a final feasible state.
Crucially, all these methods rely on full knowledge of the problem constraints to
craft both the structure and the weights of the networks. What we are trying to
do is in fact radically different.

2 General Method and Grounding

General Approach. We train a DNN to extend a partial solution of a com-
binatorial problem, by making a single additional assignment that is globally
consistent, i.e. that can be extended to a full solution.

We use simple bit vectors for both the network input and output. We repre-
sent assignments using a one-hot encoding, i.e. for a variable with n values we
reserve n bits; raising the i-th bit corresponds to assigning the i-th domain value.
If no bit is raised, the variable is unassigned. Using such a simple format makes
our input encoding general (any set of finite domain variables can be encoded),
and truly agnostic to the problem constraints. As a major drawback, the method
is currently restricted to problems of a pre-determined size.

Our training examples are obtained by deconstructing a comparatively small
set of solutions. We considered two different strategies, referred to as random
and systematic deconstruction, as described in Algorithms 1 and 2. Both methods
operate by processing a partial solution s and populate a dataset T with pairs of
partial solutions and assignments. In the pseudo code, si refers to the value of the
i-th variable in s, and si = ⊥ if the variable is unassigned. The random strategy
generates in a backward fashion one arbitrary construction sequence for the
solution. The systematic strategy generates all possible construction sequences.
When all the original solutions have been deconstructed, we prune the dataset
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by considering all groups of examples sharing the same partial solution, and
selecting a single representative at random.

Alg. 1 RandomDeconstruction(s)
Randomly choose a variable index i
s′ = s (copy the partial solution)
s′
i = ⊥ (undo one assignment)

Insert (s′, si) in T
RandomDeconstruction(s′)

Alg. 2 SystematicDeconstruction(s)
for all variable indices i do

s′ = s (copy the partial solution)
s′
i = ⊥ (undo one assignment)

Insert (s′, si) in T
SystematicDeconstruction(s′)

The DNN is trained for a classification task : for each example, the target
vector (i.e. the class label) contains a single raised bit, corresponding to the
assignment si in the dataset. The network yields a normalized score for each bit
in the output vector, which can be interpreted as a probability distribution. The
bit with the highest score corresponds to the suggested next assignment. We
take no special care to prevent the network from trying to re-assign an already
assigned variable. These choices have three important consequences: (1) the net-
work is agnostic to the problem structure; (2) the network is technically trained to
mimic specific construction sequences of arbitrarily chosen solutions; (3) assum-
ing that the DNN is used to guide a search process, it is easy to take into account
propagation by disregarding the scores for variable-value pairs that have been
pruned. As an adverse effect, we are forsaking possible performance advantages
that could come by including information about the problem structure.

Grounding (Benchmark Problems). So far, we have grounded our approach
on two classical CSPs, namely the N-queen completion and Partial Latin Square
(PLS, see [4]) problems. Classical problems let us work in a controlled setting
with well known properties [6–8], and simplifies drawing scientific conclusions.

The N-queen completion problem consist in placing n queens pieces on a
n × n chessboard, so that no queen threats another. The PLS problem consist
in filling an n × n square with numbers from 1 to n so that the same number
appears only once per row and column. In both cases, some variables may be
pre-assigned. We focus on N-queen problems of size 8 and PLSs of size 10. In
both cases, we model assignments using a one-hot encoding, leading to vector of
size 8 × 8 = 64 for the n-queens and 10 × 10 × 10 = 1, 000 for the PLS.

For the 8-queen problem, we have used 1/4 of the 12 non-symmetric solution
to seed the training set, and the remaining ones for the test set. Both the training
and the test set are then obtained by generating all the symmetric equivalents,
and then by applying systematic deconstruction to the resulting solutions.

For the PLS, we have used an unbiased random generation method to obtain
two “raw” datasets, respectively containing 10,000 and 20,000 solutions. The
numbers are considerably large in this case, but they are very small compared to
the number of size 10 PLS (∼1031). As comparison, it is a bit like making sense
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of the layout of Manhattan from ∼0.75 square nanometers of surface scattered
all over the place. Each of the raw datasets is split into a training and test set,
containing respectively 1/4 and 3/4 of the solutions. The actual examples have
then been obtained by random deconstruction.

Grounding (Networks and Training). Due to the impressive results
obtained in computer vision tasks, we have chosen to use pre-activated Residual
Networks [5,9,10]. We have adapted the architecture to use fully-connected lay-
ers rather than convolutional ones, as the latter are not well suited to deal with
generic combinatorial problems.

We have trained the networks in a supervised fashion, using 10% of the
examples (chosen at random) as a validation set. The loss function is the negative
log-likelihood of the target class, with a 10−4 L1 regularization coefficient. The
choice of the network and training hyper-parameters has been made after an
informal tuning. We have eventually settled for using the Adam [11] optimizer,
with parameters β1 = 0.9 and β2 = 0.99. The initial learning rate α0, was
progressively annealed through epochs with decay proportional to training epoch
t, resulting in a learning rate α = α0

1+k×t with k = 10−3. Training was stopped
after there was no improvement on the validation accuracy for e epochs.

For the 8-queens problem we have used an initial layer of 200 neurons, than
100 residual blocks, each one composed by two layers of 500 and 200 neurons,
and finally an output layer of 64 neurons, for a total of more than 200 layers.
Batch optimization has been employed, using a initial learning rate of α0 = 0.1
and a patience of e = 200 epochs. Dropout [15] has been applied to each input
and hidden neuron with probability p = 0.1.

For the PLS problem, we have used a smaller network because of the big-
ger input/output vectors and the larger datasets would have required too much
training time. Therefore we have used an initial layer of 200 neurons, then 10
residual blocks, each one composed by two layers of 300 and 200 neurons, and a
final output layer of 1000 neurons, for a total of 22 layers. Mini-batch optimiza-
tion has been employed, using shuffling in each epoch, using a initial learning
rate of α0 = 0.03 and a patience of e = 50 epochs. Dropout has been applied
to hidden neuron with probability p = 0.1. The size of the mini batch has been
setted to 50,000 for the training on the 10k dataset and to 100,000 for the 20k
dataset.

3 Experimentation

We designed our experiments to address four main questions. First, we want
to assess how well the DDNs are actually learning their designated task, i.e.
to guess the “correct” assignment according to the employed deconstruction
method. Second, we are interested in whether the DNNs learn to generate feasible
assignments, no matter whether those are “correct” according to datasets. Third,
assuming that the networks are actually learning something about the problem
constraints, it makes sense to check whether some constraint types are learned
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Fig. 1. Accuracy on the training and test sets

better than others. Finally, we want to investigate whether using the DNNs to
guide an actual tree search process leads to a reduction in the number of fails.

Network Accuracy. Here we are interested in assessing the performance of our
DNNs in their natural task, i.e. learning “correct” variable-value assignment, as
defined by our deconstruction procedure. Figure 1 shows the accuracy reached
by our DNNs on both the training and the test sets, grouped by the number of
pre-assigned variables in the example input. For comparison, random guessing
would reach an accuracy of 1/64 � 0.015 for the 8-queens and 1/1, 000 for the
PLS. There are three notable facts:

1. The accuracy is at least one order or magnitude larger than random guessing,
but still rather low, in particular for the PLS; this suggest that the networks
are not doing particularly well at the task they are being trained for.

2. Second, the accuracy on the test set if considerably lower than on the training
set ; normally this is symptomatic of overfitting, but in this case there is
also a structural reason. The pruning in the last phase of dataset generation
introduces a degree of ambiguity in our training: as an extreme case, for the
same partial assignment, the training and the test set may report different
“correct” assignments that cannot be both predicted correctly.

3. Third, the accuracy tends to increase with the number of filled cells. Having
many filled cells means having very few feasible completions, and therefore it
is more unlikely for the same instance to appear both in the test and train set
with a different target. In this situation it is intuitively easier for the network
to label a specific assignment as the “correct” one.

The third observation leaves an open question: while the small number of feasible
completions can explain why the accuracy raises, it fails to explain the magnitude
of the increase. The result would be much easier to explain by assuming that the
DNN has somehow learned something about the problem constraints.

Feasibility Ratio. It makes sense to evaluate the ability of the DNNs to yield
globally consistent assignments, even if those are not chosen as “correct”, since
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Fig. 2. Feasibility ratios on the training and test sets

this is our primary goal. Figure 2 show the ratio of predictions of the DNNs
(both on the training and test set) that could be expanded to full solutions. For
comparison, the figures report also the results that can be obtained by guessing
at random on the test sets. There are three very relevant observations to make:

1. There is a striking difference between the accuracy values from Fig. 1 and the
feasibility ratios.

2. Such discrepancy may be due to the fact that the more a partial solution
is empty, the more are the feasible assignments that can be found even by
guessing. However, the reported feasibility ratio are also significantly higher
than the random baseline. This is hard to explain, unless we assume that the
DNNs have somehow learned the semantic of the problem constraints.

3. The feasibility ratios for the PLS networks have a dip between 50 and 60 pre-
assigned variables, and then tend to raise again. This is exactly the behavior
that one would expect thank to constraint propagation: when many variables
are bound many values are pruned and the number of available assignments
is reduced. However, the DNNs at this stage do not rely on propagation at all.
Even the higher accuracy from Fig. 1 is not enough to justify how much the
feasibility rations tend to increase for almost full solutions. Assuming that
the DNN has learned the problem constraints can explain the increase, but
not so easily the dip.

Constraints Preference. Next, we have designed an experiment to investigate
whether some constraints are handled better than others. We start by generating
a pool of (partial) solutions by using the DNN to guide a randomized constructive
heuristic. Given a partial solution, we use the DNN to obtain a probability
distribution over all possible assignment, one of which is chosen randomly and
performed. Starting from an empty solution, the process is repeated as many
times as there are variables, and relies on our low-level, bit vector, representation
of the partial solution. As a consequence, at the end of the process there may be
variables that have been “assigned multiple times”, and therefore also unassigned
variables. We have used this approach to generate 10,000 solutions for each DNN,
and for comparison we have done the same using a uniform distribution.
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Fig. 3. Average violations on the two problems

Once we have such a pool of partial solution, we count the average degree of
violation of each abstract problem constraints, e.g. the number of rows with mul-
tiple queens. Each quantity is then normalized over the corresponding maximum
(i.e. the number of row/columns, or the number of variables). Looking at the
average violations for the random baseline intuitively tells the natural difficulty
of satisfying a constraint type. Comparing such values with those of the DNN
allows to evaluate how well the DNN is faring.

As reported in Fig. 3, for the N-queens problem the network gets much closer
to feasibility than the random baseline and all problem constraints are handled
equally well. For the PLS problem, the DNNs violates the row and column
constraints significantly more than the random baseline, but they also tend to
leave fewer variable unassigned. There is a logic correlation between these two
values, since assigning more variables increases the probability to violate a row
or a column constraint.

Guiding Tree Search. Finally, we have tried using our DNNs to guide a Depth
First Search process for the Partial Latin Square1. In particular, we always make
the assignment with the largest score, excluding bounded variables and values
pruned by propagation.

We employ a classic CP model for the PLS (one finite domain variable per
cell), and use the GAC AllDifferent propagator for the row and column
constraint. We compare the results of the two DNNs with those of heuristic that
pick uniformly at random both the variable and the value to be assigned. Given
that our research is at a early stage, we have opted for a simple (but inefficient)
implementation relying on the Google or-tools python API: for this reason we
focus our evaluation on the number of fails. As a benchmarks, we have sampled
4,000 partial solutions from the 20k training and test set, at the complexity
peak. All instances have been solved with a cap at 10,000 fails.

The results of this experimentation are reported in Fig. 4, using box plots.
Apparently, the DNN trained on the 10k dataset is more efficient than the

1 The 8-queens problem is too easy to provide meaningful measurements.
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Fig. 4. Distribution of the number of fails on the train and test sets. At the top of each
box we report the number of times the fail cap was reached.

random baseline, but the opposite holds for the one trained in the 20k dataset.
This matches the results obtained in our analysis of violated constraints, but
not those obtained for the feasibility ratio. We suspect however that explain-
ing the performance (and obtaining practical speed-up) will require to take into
account the complex trade-off making choice that are likely feasible, and recov-
ering quickly from the inevitable mistakes. This is a well know open problem in
Constraint Programming, that we plan to tackle as part of future work.

4 Conclusions

We have performed a preliminary investigation to understand whether DNNs can
learn how to solve combinatorial problems. We have adopted a general setup,
totally agnostic to the problem structure, and we have trained the networks on
arbitrarily chosen solution construction sequences.

Our experimentation has provided evidence that, despite having low accu-
racy at training time, a DNN can become capable of generating globally con-
sistent variable-value assignments. This cannot be explained assuming that the
networks only mimic the assignment sequences in the training set, but it com-
patible with the hypothesis that the DNNs have learned something about the
problem structure. The networks do not seem to favor any abstract constraint
in particular, suggesting that what they are learning does not match our usual
understanding of CSPs. When used for guiding a search process, our DNNs have
provided mixed results, highlighting that achieving performance improvements
may require to deal more explicitly with the peculiarities of a specific solution
technique (e.g. constraint propagation).

This research line is still at an early stage: there are considerable overheads
that make practical applications still far, and the method is currently limited
to problems of fixed size, a problem that maybe could be solved using only
convolutional layers. However, we believe the approach to have enough potential
to deserve further investigation.
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Abstract. Multi-objective optimization plays a key role in the study
of real-world problems, as they often involve multiple criteria. In multi-
objective optimization it is important to identify the so-called Pareto
frontier, which characterizes the trade-offs between the objectives of dif-
ferent solutions. We show how a divide-and-conquer approach, combined
with batched processing and pruning, significantly boosts the perfor-
mance of an exact and approximation dynamic programming (DP) algo-
rithm for computing the Pareto frontier on tree-structured networks, pro-
posed in [18]. We also show how exploiting restarts and a new instance
selection strategy boosts the performance and accuracy of a mixed inte-
ger programming (MIP) approach for approximating the Pareto fron-
tier. We provide empirical results demonstrating that our DP and MIP
approaches have complementary strengths and outperform previous algo-
rithms in efficiency and accuracy. Our work is motivated by a problem
in computational sustainability concerning the evaluation of trade-offs in
ecosystem services due to the proliferation of hydropower dams through-
out the Amazon basin. Our approaches are general and can be applied
to computing the Pareto frontier of a variety of multi-objective problems
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1 Introduction

In recent years there has been a rapid proliferation of hydropower dams through-
out the Amazon basin, which dramatically affects a variety of ecosystem services
provided by the river network such as biodiversity, nutrient and sediment trans-
port, freshwater fisheries, navigation, and energy production [4,17,21,22] (see
Fig. 1). Hydropower dam placement is a good example of a challenging real-
world problem in computational sustainability [6], which often involves multiple
objective problems concerning the balancing of environmental, economic, and
societal needs. More concretely, hydropower dam placement is a multi-objective
optimization problem concerning the placement of dams throughout a river net-
work, which is naturally a tree-structured network, trading-off various ecological,
social, and economic goals. In multi-objective optimization, the so-called Pareto
frontier captures the trade-offs among multiple objectives. The Pareto frontier
is the set of all Pareto optimal solutions; a solution is considered Pareto optimal
if its vector of objective values is not dominated by any other feasible solution.
See Fig. 1 for an example of a 2-dimensional Pareto frontier.

Fig. 1. Left panel: Amazon basin: around 300 hydropower dams are proposed or
planned. Three objectives are depicted: (1) Energy (dot sizes denote dam capacity in
MW); (2) Longitudinal connectivity (continuous unobstructed river segments from the
root of the basins, which are marked with stars); and (3) Seismic risk (map background
colors). Right panel: The approximate DP (ε = 0.001) overlaps the exact DP. The new
MIP approach is substantially better than the previous MIP approach (ε = 0.1) and
its solutions are on the exact Pareto curve, slightly better than the DP approximation
for the same ε = 0.1. For a given ε, DP produces substantially more Pareto solutions
than MIP.

Recently there has been considerable interest in the study of multi-objective
optimization problems (see e.g., [2,3,8,10,11,13,14,16,20]). Existing approaches
are primarily heuristic, based on local search or evolutionary algorithms, with-
out theoretical guarantees, and do not exploit the tree structure. [5] provides a
constraint programming exact algorithm which is extended by [12] with large
neighborhood search. Both algorithms are designed for general problems. [1]
provides data structures to store Pareto optimal policies in an exact algorithm.
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This paper focuses on computing the Pareto frontier, both exact and with approx-
imation guarantees, on tree-structured networks. In [18] we proposed a dynamic
programming algorithm for trees which computes the exact Pareto frontier, as
well as a rounding technique applied to the exact dynamic programming algo-
rithm that provides a fully polynomial-time approximation scheme (FPTAS).
The FPTAS finds a solution set of polynomial size, which approximates the
Pareto frontier within an arbitrary small ε factor and runs in time that is poly-
nomial in the size of the instance and 1/ε. We also formulated the problem
of optimizing the placement of dams as a mixed integer programming problem
(MIP) and used it to approximate the Pareto frontier. While the results in [18]
are encouraging, there is room for improvement.

Our Contributions: (1) A key component of our DP algorithm is the prun-
ing of dominated solutions. We provide a divide-and-conquer approach that
significantly improves the efficiency of the pruning of dominated solu-
tions and outperforms the previous approach, leading to speed-ups of two
to three orders of magnitude, in practice; (2) To cope with the large mem-
ory requirements of a multi-objective Pareto frontier, we propose batching to
identify and prune dominated solutions incrementally, scaling up to
much larger problems; (3) We also propose a new MIP based approxima-
tion scheme that exploits restarts and a new instance selection strategy, which
boosts the performance and accuracy of the previous MIP approach for approx-
imating the Pareto frontier. (4) We design a visualization tool of our results
intended for decision makers. (5) We provide empirical results showing that our
proposed algorithms significantly outperform previous approaches.

Preview of Results: Our DP and MIP Pareto frontier algorithms are com-
plementary and scale up to much larger real-world instances than previous algo-
rithms: the DP can now approximate the Pareto frontier for the entire
Amazon basin, when optimizing for energy, connectivity (a proxy for e.g.,
unimpeded fish migrations and transportation), seismic risk, and sediment, in
around 5 days, with a coverage of 2, 193, 314 non-dominated solutions, with
the guarantee that the solutions are within at most 5% of the true optimum
(ε = 0.05); in less than 6 h, the DP provides a coverage of 491, 578 non-dominated
solutions (ε = 0.1); in around 6.5 min, the DP provides a coverage of 23, 019
non-dominated solutions (ε = 0.25); for the same ε = 0.25, the MIP approach
approximates the Pareto frontier in around 25 min, with a smaller coverage of
95 non-dominated solutions, but the MIP approach provides more flexibility
when considering additional constraints and, in practice, its solutions tend to
be closer to the exact Pareto frontier for a given ε. Our overall goal is to enable
more informed decisions concerning the trade-offs of multiple objectives of opti-
mization problems.
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2 Problem Formulation

In this section, we first introduce the hydropower dam placement problem as an
example of a multi-objective optimization problem on a tree structured network.
Then, we show the general formulation of such problems.

(a) River Network (b) Directed Rooted
Tree

Fig. 2. Converting a river network (left) into a more compact directed rooted tree
(right: x is the root). Each contiguous region of the river network (represented by
different colors, and labeled x, u, v, w) is converted into a node, also referred to as a
hypernode (labeled with the corresponding letter, x, u, v, w) in the tree network. Each
potential dam site (represented by a red-yellow circle) is represented by an edge in the
directed rooted tree. (Color figure online)

2.1 Hydropower Dam Placement Problem

We are given a set of planned dams and need to decide the optimal subset
of dams to build. We refer to this problem as the hydropower dam placement
problem. We first point out that a river network is a directed tree-structure
network and that, for the purposes of our hydropower dam placement problem,
we don’t need to explicitly consider every river segment. So, we first abstract the
river network and potential dam locations into a more compact directed rooted
tree that captures the key problem information. Each contiguous section of the
river network uninterrupted by existing or potential dam locations is represented
by a node (we also call it hypernode to emphasize that it encapsulates a river sub
network). Each existing or potential dam location is represented by a directed
edge pointing from downstream to upstream. See Fig. 2 for an example of our
conversion of a river network into a more compact directed rooted tree.

A policy (or solution) π is a subset of potential dam sites to be built. We
can encode many environmental and economical objectives as a function of π.
In this paper, we focus on the following four objectives:

Energy (E): Given a solution π, the total hydropower produced by the selected
dams is E(π) =

∑
e∈π he, where he is the hydropower of the dam represented

by edge e. We want to maximize this objective.
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Longitudinal Connectivity (C): For a given solution π, the connectivity of
a river network is measured by the total length of the unobstructed stream
segments that one can travel starting from the root (river mouth) without passing
any dam site in π. We want to maximize this objective.

Sediment (Sd): For a given solution π, this objective represents the total
amount of sediment transported to the river mouth (the ocean in the case of the
entire Amazon basin). We assume that each node produces a fixed amount of sed-
iment and each dam traps a certain percentage of the sediment from upstreams.
We want to maximize this objective.

Seismic Risk (Se): Each dam is associated with a seismic risk factor computed
based on its location and its capacity. Given a solution π, this objective is just the
sum of seismic risk factors of all dams in π. We want to minimize this objective.

The goal of the hydropower dam placement problem is then to optimize the
objective function: (E(π), C(π), Sd(π), Se(π)). Here we are not just looking for
a single solution. For every possible solution, we say that the solution is optimal
as long as there does not exist another solution that is superior in every aspect.

2.2 General Formulation

In general, a multi-objective optimization problem is to optimize a given multi-
objective function: (z1(π), z2(π), . . . , zd(π)), where the value of each function
zi depends on a common solution π, also referred to as a policy. Without loss
of generality, we only consider the problem of maximizing objective functions.
Minimizing objective functions can be treated in a similar fashion.

Pareto Dominance: Given two policies π and π′, we say that π dominates π′

if the following two conditions hold: (1) for all i, zi(π) ≥ zi(π′); (2) at least one
strict inequality holds for some i.

Pareto Frontier: A Pareto optimal policy is the one that is not dominated by
any other policies. The Pareto frontier is the set containing all Pareto optimal
policies.

An Example: Consider a multi-objective function (z1, z2, z3) and policies π1,
π2, and π3, leading to: (z1(π1), z2(π1), z3(π1)) = (5, 7, 10), (z1(π2), z2(π2),
z3(π2)) = (4, 7, 9), and (z1(π3), z2(π3), z3(π3)) = (6, 6, 9). π1 dominates π2

because it has higher or equal values in all objectives, with some objectives with
higher values. π1 does not dominate π3 because of the first objective. π3 does not
dominate π1 because of the second and third objectives. π1 and π3 are Pareto
optimal and form the Pareto frontier.

Multi-objective Function on a Tree: We now give a formal definition of
the multi-objective optimization problem on a tree structured network: the
hydropower dam placement problem is a particular example. Given a tree struc-
tured network (such as a river network), the objective function zi is defined
recursively. Node rewards r1v, . . . , rd

v are associated with each node v in the tree.
The objective function defined on a leaf node v is its corresponding reward, i.e.,
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zi
v(π) = ri

v. Each edge is associated with a transfer coefficient that is affected by
whether the corresponding dam is built or not. If the dam represented by (u, v) is
built, then (u, v) has a transfer coefficient of pi

uv; otherwise, qi
uv. Also associated

with each edge (u, v) is a reward si
uv and an indicator variable denoting whether

the corresponding edge is in π or not. The objective function on a non-leaf node
u is defined recursively:

zi
u(π) = riu +

∑

v∈ch(u)

I(uv ∈ π)siuv +
∑

v∈ch(u)

(
I(uv ∈ π)pi

uv + I(uv /∈ π)qiuv

)
zi
v(π). (1)

Here, I(·) is an indicator function. ch(u) is the child set of u. The objective
function for the entire tree network T is the function at the root node s, i.e.,
zi(π) = zi

s(π). Given a multi-objective function defined on a tree network T , our
multi-objective optimization problem on a tree structured network
is to find the Pareto frontier consisting of all non-dominated policies, which is
NP-hard even though it is defined on a tree. See [18] for further details.

Application to the Hydropower Dam Placement Problem: In the
hydropower dam placement problem, when modeling connectivity (i.e., i =
connectivity), we set ri

u to be the total lengths of all stream segments in the
region represented by node u. We set pi

uv = 0 and qi
uv = 1; that is, we either

acquire all upstream segments (when the dam corresponding to edge (u, v) is not
built) or lose all of them (when the dam is built). We set si

uv = 0. When model-
ing energy (i.e., i = energy), we set si

uv = huv, in which huv is the hydropower
produced by the dam site (u, v). ri

u is set to 0, pi
uv and qi

uv are both set to 1.

3 DP-Based Pareto Frontier

In [18] we proposed a dynamic programming (DP) algorithm (shown in Algo-
rithm1) that recursively computes the Pareto optimal partial solutions from leaf
nodes up to the root. The key insight is that at a given node u we only need to
keep the Pareto optimal partial solutions [18]. To increase incremental pruning,
we convert the original tree into an equivalent binary tree. Given a binary tree,
we first compute Pareto optimal solutions for the two children of u (line 6 and
7), enumerate the partial policies from the children and consider four different
combinations of whether to include each of the edges from the children, com-
puting the objective values based on Eq. 1, and adding them to the policy set
P (line 8). We then remove all dominated policies (line 9). So, the remaining
policies are Pareto optimal for the parent node.

In [18] we also proposed a rounding scheme applied to the exact DP algo-
rithm, which provides a fully polynomial-time approximation scheme (FPTAS)
that finds a polynomially succinct policy set, which approximates the Pareto
frontier within an arbitrary small ε factor and runs in time polynomial in the
size of the instance and 1/ε. The key idea is to project objective values that are
ε-close into one, which decreases the number of Pareto solutions.
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Algorithm 1. ParetoT (u): compute the Pareto frontier for the value func-
tion defined on the subtree of T rooted at node u.
1 if is leaf(u) then
2 return {(r1u, . . . , rmu )};
3 else
4 l ← u.left child;
5 r ← u.right child;
6 Pleft ← ParetoT (l);
7 Pright ← ParetoT (r);
8 Su ← the set of all possible partial solutions at u obtained by combining

solutions from Pleft and Pright and possible policies on (u, l) and (u, r);
9 return Non Dominated(Su);

10 end

3.1 Divide-and-Conquer for Identifying Dominated Solutions

The major runtime bottleneck of Algorithm1 is pruning the dominated solu-
tions (line 9). Let d be the number of objectives. Assume we generate n partial
solutions and get m non-dominated partial solutions, then the naive pruning
step takes O(mnd) time. Here we describe a strategy that significantly boost
the efficiency of the overall DP algorithms for computing the Pareto frontier,
which leverages the dimensionality of solutions to efficiently identify the subset
of non-dominated solutions from a set of candidate solutions. The new divide-
and-conquer based algorithm for finding the non-dominated solutions runs in
O(n(log n)d−1) if we use comparison-based sort or O(n(log n)d−2) if the data is
stored in the Lattice Latin Hypercube (LLH) form [19]. Here d is the number of
criteria we are considering. This algorithm is inspired by an approach proposed
in [19].

To simplify the description of our algorithms, we assume that the values
of each criterion never repeat. In practice, it is fairly trivial to consider the
corner case. Specifically, when splitting the set S based on the dth criterion, we
implemented a modified sorting routine that sorts the solutions in lexicographic
order, based on the dthcriterion. If two solutions have the same dth criterion, we
sort them based on the (d − 1)th criterion, etc. Note that if two solutions are
equal for all criteria then their ordering does not matter.

When the number of objectives is two, we use the method as shown in Algo-
rithm2. The idea is to sort the solutions based on the first criterion (good ones
first). The first solution must be Pareto optimal. Then, we go through the list of
solutions sequentially and look for solutions with better second objective than
the last non-dominated solution.

When the number of objectives d ≥ 3, we use our divide-and-conquer based
recursive algorithm shown in Algorithm 3. The first step is to split the set of
solutions S into two sets A and B of approximately the same size based on the
last criterion, so that solutions in A have better last criterion than solutions in B
(line 8). The splitting procedure is shown in Algorithm4. Then, we recursively
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Algorithm 2. Non Dominated 2D(S): given a set S of 2-dimensional partial
solutions, find the set of non-dominated solutions in S.
1 Sort solutions in S by their first element, in descending order if we aim to

maximize the element, in ascending order otherwise;
2 P ← {S[1]};
3 foreach s ∈ S[2 :] do
4 if s is not dominated by the last element of P then
5 Append s to P ;
6 end

7 end
8 return P ;

Algorithm 3. Non Dominated(S): given a set S of d-dimensional partial
solutions (d ≥ 2), find the set of non-dominated solutions in S.
1 d ← dimensionality of solutions in S;
2 n ← number of solutions in S;
3 if n = 1 then
4 return S
5 else if d = 2 then
6 return Non Dominated 2D(S)
7 else
8 A, B ← Split(S, d);
9 A′ ← Non Dominated(A); // solutions in A’ are non-dominated in S.

10 B′ ← Non Dominated(B);
11 return A′ ∪ Marry(A′, B′, d − 1);

12 end

identify the non-dominated solutions from A and B (line 9 and 10). We know
that the non-dominated solutions from set A′ are also non-dominated in S,
but the same statement may not be true for non-dominated solutions from B′.
Thus, the last step is to find the solutions from set B′ that are not dominated
by solutions from A′ (line 11). Note that we already know that the dth objective
of solutions in A′ are better than the dth criterion of solutions in B′, so we
only need to consider the first d − 1 criteria. To find non-dominated solutions
in B′, we introduce a slightly modified divide-and-conquer procedure shown in
Algorithm 5.

The algorithm Marry(A,B, d′) shown in Algorithm5 returns the set of all
solutions in B that are not dominated by any solution in A considering only the
first d′ criteria. The inputs A and B must be disjoint and no two solutions from
the same set dominate one another. Let n be the total number of solutions in
A∪B. We split the set of solutions A∪B into two sets X and Y of approximately
the same size based the d′th criterion, so that solutions in X have better d′th
criterion than solutions in Y (line 7). Next, we consider the four disjoint subsets
X ∩ A, X ∩ B, Y ∩ A, Y ∩ B. Note that they cover all solutions in A ∪ B, and
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Algorithm 4. Split(S, d): given a set S of partial solutions, split S into
two disjoint sets of roughly the same size based on the dth criterion of each
solution.
1 Sort solutions in S by their dth criterion, in descending order if we aim to

maximize the criterion, in ascending order otherwise;
2 A ← S[1 : �n/2�];
3 B ← S − A ;
4 return A, B; // A and B are disjoint and solutions in A have better

dth criterion.

Algorithm 5. Marry(A,B, d′): consider only the first d′ elements in each
solution, return the set of all solutions in B that are not dominated by any
solutions in A. A and B must be disjoint and no two solutions from the
same set dominate one another.
1 n ← number of solutions in A ∪ B;
2 if d′ = 2 then
3 return B ∩ Non Dominated 2D(A ∪ B); // a base case of recursion

4 else if A = ∅ or B = ∅ then
5 return B ; // also a base case of recursion

6 else
7 X, Y ← Split(A ∪ B, d′);
8 Bx ← Marry(X ∩ A, X ∩ B, d′); // n reduce in half

9 By ← Marry(Y ∩ A, Y ∩ B, d′); // n reduce in half

10 B′
y ← Marry(X ∩ A, By, d′ − 1); // d’ reduce by 1

11 return Bx ∪ B′
y

12 end

|(X∩A)∪(X∩B)| ≈ n/2 ≈ |(Y ∩A)∪(Y ∩B)|. In line 8 and 9, we recursively call
Marry on half-sized problems. Similarly as before, we know that the solutions
in Bx are non-dominated in A ∪ B, but we need to figure out which solutions
in By are non-dominated in A ∪ B. Solutions in By can only be dominated by
solutions in X ∩ A since solutions inside B cannot dominate each other, so we
only need to recursive call Marry on X ∩A and By. Note that solutions in X ∩A
have better d′th criterion than solutions in By, so we only need to consider the
first d′ − 1 objectives. Finally, we return Bx ∪ B′

y.

3.2 Runtime Analysis

For the runtime analysis, we assume that we use a sorting algorithm based on
comparison, so the time complexity of Non Dominated(S) is O(n(log n)d−1).

Proposition 1. Given a set S of n 2-dimensional solutions, Non Dominated 2D
(S) runs in O(n log n) time.
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This is because the sorting step takes O(n log n) time and the for-loop takes
O(n) time.

Proposition 2. Given a set S containing n solutions, Split(S, d) runs in
O(n log n) time.

This is also because the sorting step takes O(n log n) time.

Proposition 3. Given two disjoint sets A and B such that no two solutions
from the same set dominate one another and that A ∪ B contains n solutions,
Marry(A,B, d′) runs in O(n(log n)d′−1) time.

Proof: We denote the runtime of Marry(A,B, d′) as t(n, d′). For the base case
d′ = 2, the proposition obviously holds. For d′

0 ≥ 3, assume the proposition holds
for d′ < d′

0, which means that t(n, d′
0−1) = O(n(log n)d′

0−1−1) = O(n(log n)d′
0−2)

for any positive integer n. Now we consider cases where n = 2k for some posi-
tive integer k and d′ = d′

0. The major components of Marry are: a Split step
(O(n log n) time), two half sized Marry steps (2 t(n/2, d′

0) time), and a Marry
step with dimension reduced by one (t(n, d′

0−1) time). With induction, we know
that t(n, d′

0 − 1) = O(n(log n)d′
0−2). For any positive integer k and n = 2k, we

have

t(2k, d′
0) = O(2k log(2k)) + 2 · t((2k)/2, d′

0) + t(2k, d′
0 − 1)

= 2 · t(2k−1, d′
0) + O(2k · kd′

0−2).

Then, by induction on k, we can prove the following statement

t(2k, d′
0) = O(n(log n)d′

0−1).

Since the runtime of Marry increases monotonically with n, the proposition also
holds when n is not a power of 2. Hence, Marry(A,B, d′) runs in O(n(log n)d′−1)
time.

Proposition 4. Given a set S containing n d-dimensional solutions (d ≥ 3),
Non Dominated(S) runs in O(n(log n)d−1) time.

Proof: When d ≤ 2, the proposition clearly holds. For d ≥ 3, we denote the
runtime as T (n, d). Similarly as in the proof of Proposition 3, we have

T (2k, d) = 2 · T (2k−1, d) + O(2k · kd−2).

Then, by induction on k, we get

T (2k, d) = O(n(log n)d−1).

Since the runtime of Non Dominated(S) increases monotonically with n, the
proposition also holds when n is not a power of 2. Hence, Non Dominated(S)
runs in O(n(log n)d−1) time.
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3.3 Implementation Notes

Split: The split procedure shown in Algorithm 4 can also be implemented using
an O(n) find median algorithm. However, the numerous steps of copying arrays
and creating new arrays in the O(n) find median algorithm are hard to implement
and perform poorly in practice. Hence, we chose to use sorting to work “in-place”
on the sets of solutions. Each time we drop a dimension we must create a new
array sorted based on that dimension and then in the recursive process we simply
keep track of the location within the array that we are working on. We found
that in practice sorting and working in place give us much better performance.

Batching: Our new divide-and-conquer algorithm for pruning dominated solu-
tions considerably speeds up the DP algorithm and allow us to solve problems
on much larger networks, with higher precision, and with more objectives. How-
ever, the number of solutions to evaluate grows exponentially with the number
of objectives and memory soon becomes a problem. For example, for the entire
Amazon basin, for four criteria, with a precision of ε = 0.01, the algorithm has
to evaluate 144, 823, 974, 336 partial solutions at a single node of the tree, which
is way beyond the memory available. To circumvent this problem, we introduced
a batching process: at each tree node, instead of evaluating all possible solutions
at once, we feed them to Non Dominated in smaller batches of size K = 107.
Then, we run Non Dominated on the set of all non-dominated solutions from
each batch. In practice, this batching routine actually also speeds up the DP
algorithm. In the future we plan to consider different batching strategies and
also parallel batching, which can be done in a straightforward way.

4 MIP-Based Pareto Frontier

We also proposed a MIP formulation (see Fig. 3) and a scheme for ε-
approximating the Pareto-frontier of a multi-objective optimization problem
in [18]. The key idea is to divide the space of objectives into small hyper-
rectangles and query whether there exists a feasible solution in each hyper-
rectangle. Then, from each feasible hyper-rectangle, we find one solution and
form a set S of all the solutions we find. Under the condition that for each
dimension, the upper bound of each hyper-rectangle is (1 + ε) of the lower
bound, the set of non-dominated solutions from S forms an ε-approximate
Pareto-frontier [9].

In this paper we exploit restart strategy and introduce a new scheme to
reduce the number of MIPs to solve. We first optimize for one of the objectives.
We divide the space of the remaining objectives into small hyper-rectangles.
Specifically, the hyper-rectangles are designed to satisfy the condition that, for
each dimension, the upper bound is (1 + ε) of the lower bound (assuming the
objectives are always positive values). For each cell, we formulate a MIP to find
the solution in that cell that optimizes the target objective if a feasible solution
exists. We form a set S of all the solutions found by MIP. Under the assumption
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Fig. 3. MIP formulation of the dam placement problem for four criteria. Ĉ, Ê, Ŝd, Ŝs:
bounds on the objectives. V : the set of all nodes; E: the set of all edges (dams); s: the
root of the tree; e = (u, v): u is downstream of v; cv, sv, re, and he: connectivity value,
sediment production, seismic risk, and hydropower associated with each hypernode or
dam, respectively; pe: percentage of sediment trapped by dam e; πe: indicator variable
of whether the dam will be built; nv: indicator variable of whether node v can be reached
from the river mouth without passing a dam; yv: continuous variable representing the
percentage of the sediment produced at the node v not trapped by dams.

that we solve the MIPs optimally, the set of non-dominated solutions from S
forms an ε-approximate Pareto-frontier. In practice, we repeat the above scheme
as many times as the number of criteria, cycling through every objective as target
objective to get better coverage and a more accurate approximation. See details
of the MIP formulation in [18]. A key difference in this new scheme is that we
always optimize for the target objective, instead of solving decision problems.

Theorem: Let P be the set of all solutions on the Pareto frontier. Let P̄ be the
set of non-dominated solutions from S. Then, P̄ ε-approximates P .

Proof: Assume that we are optimizing for k objectives O1, O2, O3, · · · , and
Ok where k is greater or equal to 2. Without loss of generality, assume we aim
to maximize O1. For any π ∈ P , assume (O2(π), O3(π), · · · , Ok(π)) lies in the
rectangular cell [Ô2, (1 + ε)Ô2] × [Ô3, (1 + ε)Ô3] × · · · × [Ôk, (1 + ε)Ôk]. Since
there is already a solution π in the rectangular cell, MIP can find a solution π′

in the same cell that optimizes O1, which means that O1(π′) ≥ O1(π) and π′

ε-dominates π. If π′ �∈ P̄ , then there exists a π′′ ∈ P̄ that dominates π′ and
consequently ε-dominates π. Hence, P̄ ε-approximates P .
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Table 1. Sample of runtimes and number of solutions for the different methods. A
(Amazon); WA (Western Amazon); and M (Marañon); (E energy; C connectivity;
Sd sediment; Se seismic risk). mem denotes memory limit. N/A denotes MIP cannot
produce the exact Pareto frontier. We bolded several entries to highlight performance
improvements.

B Criteria ε DP orig
(secs)

DP new
(secs)

MIP orig
(secs)

MIP new
(secs)

DP #Sols MIP #Sols

A E, C exact 18291 254 N/A N/A 39841 N/A

A E, C 0.001 72 14 6432 48 3020 894

M E, Sd exact 2077 64 N/A N/A 25732 N/A

M E, Sd 0.001 4 2 1day+ 1day+ 318 —

WA E, Sd exact 46291 924 N/A N/A 58808 N/A

WA E, Sd 0.001 30 13 1day+ 2187 2668 1671

A E, Sd exact mem 15153 N/A N/A 177490 N/A

A E, Sd 0.001 2368 226 1day+ 1day+ 7973 —

A E, Sd 0.1 0.1 0.1 297 3359 83 24

A E, Se exact 54581 335 N/A N/A 72591 N/A

A E, Se 0.001 2471 83 35050 31 8737 1558

M E, C, Sd exact 2day+ 526 N/A N/A 283898 N/A

M E, C, Sd 0.001 630 32 1day+ 1day+ 5563 —

WA E, C, Sd exact mem 90251 N/A N/A 3267859 N/A

WA E, C, Sd 0.001 mem 1120 1day+ 1day+ 88710 —

WA E, C, Sd 0.0025 1667 269 1day+ 1day+ 28804 —

WA E, C, Sd 0.005 254 69 1day+ 65638 12655 4129

A E, C, Sd 0.005 mem 32175 1day+ 1day+ 758462 —

A E, C, Sd 0.025 70348 607 1day+ 1day+ 48381 —

A E, C, Sd 0.05 1680 58 1day+ 1day+ 12866 —

A E, C, Sd 0.1 40 6 1day+ 4503 4724 62

A E, C, Sd 0.15 11 2 1day+ 6025 2493 43

A E, C, Se 0.005 mem 88246 1day+ 4809 2274168 40981

A E, C, Se 0.05 109910 2121 238 51 47978 581

M E, C, Sd, Se exact mem 763150 N/A N/A 23364120 N/A

M E, C, Sd, Se 0.001 mem 53620 1day+ 1day+ 1479660 —

M E, C, Sd, Se 0.02 278310 649 1day+ 1day+ 15961 —

M E, C, Sd, Se 0.1 886 28 1day+ 15484 1406 773

WA E, C, Sd, Se 0.01 mem 695153 1day+ 1day+ 3540829 —

WA E, C, Sd, Se 0.1 47704 1154 1day+ 1day+ 107087 —

WA E, C, Sd, Se 0.15 11712 424 1day+ 13692 69422 296

A E, C, Sd, Se 0.05 mem 437271 1day+ 1day+ 2193314 —

A E, C, Sd, Se 0.1 mem 19510 1day+ 1day+ 491578 —

A E, C, Sd, Se 0.15 mem 7471 1day+ 1day+ 198772 —

A E, C, Sd, Se 0.2 74940 1333 1day+ 1day+ 47059 —

A E, C, Sd, Se 0.25 11358 410 1day+ 1505 23019 95
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We observed fat and heavy-tailed behavior in the MIP runtime distribu-
tions [7]. To improve performance, we run the MIP solver with a cutoff, using a
geometric restart strategy that doubles the cutoff time in every run [7,15]. Our
experiments show that the restart strategy significantly boosts performance.

5 Experimental Results

To test the performance of the new methods at different scales, we used three
datasets: the Marañon, Western Amazon, and Amazon basins, with 107, 219,
and 467 hypernodes, respectively (corresponding to 128801, 455156 and 4083059

Fig. 4. Top: The visualization of the 4-dimensional Amazon Pareto frontier (ε = 0.4).
X axis: energy; Y axis: connectivity; Marker size: sediment; Color: seismic risk. Middle:
The dam placement of a particular Pareto solution. Bottom: Parallel coordinate plot
for the Amazon Pareto frontier (ε = 0.4). The four axes are hydropower, connectivity,
sediment and seismic risk. The color of each solution is based on its hydropower output.
The plot displays only 1440 solutions due to the bounding of the objectives (pink lines
on the axes). (Color figure online)
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river segments, respectively). We compare the performance of the new DP and
MIP methods with the methods in [18] and see significant improvements in both
speed and accuracy. See Fig. 1 and Table 1 for a summary of results.

Specifically, in terms of accuracy, the new MIP approach is substantially
better than the previous MIP approach. As shown in Fig. 1, in the 2-dimensional
case, the solutions produced by the new MIP approach are on the exact Pareto
frontier, slightly better than the DP approximation for the same ε = 0.1.

The new DP approach has the same high level of accuracy as the previous
DP approach and still produces more solutions than the MIP approaches.

In terms of speed, our experiments show that the new DP approach is up to
three orders of magnitude faster than the original DP and scales to significantly
larger instances and more criteria. The batching technique also solves the issue
of hitting the memory limit when computing for three or more objectives. The
new MIP approach is faster and can now solve larger problems.

The DP and MIP methods are complementary since in practice our new
MIP scheme provides solutions closer to the exact Pareto frontier (for a given ε)
and it provides more flexibility for considering additional constraints for what-if
analyses, which is important to decision makers.

We are developing a web-based visualization tool for policy makers to explore
the Pareto frontier interactively. For example, Fig. 4 displays: (1) the Pareto
frontier for four criteria for the entire Amazon (ε = 0.4); (2) the placement of
the selected dams for a particular Pareto solution; and (3) a parallel coordinate
plots to visualize the solutions, in which each axis represents an objective, and
each line across the different axes represents a solution. We can bound each
objective (pink lines on the axes) and only show solutions that satisfy the bounds.
By bounding each objective appropriately, we notably decrease the number of
solutions to consider.

6 Conclusions

We introduced new DP and MIP approaches that significantly boost the effi-
ciency and accuracy of computing the exact Pareto frontier and its approxima-
tion with guarantees on tree-structured networks. Our DP and MIP approaches
show complementary strengths and are now able to scale up to much larger
real-world problems. We are developing interactive tools for what-if analyses
and visualizations for policy makers. The overall goal of this project is to assist
policy makers in making informed decisions when planning hydropower dams
in the Amazon Basin. Our methods are general and can be adapted to other
multi-objective optimization problems on tree-structured networks.
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Abstract. Simulated Annealing (SA) is commonly considered as an effi-
cient method to construct Maximin Latin Hypercube Designs (LHDs)
which are widely employed for Experimental Design. The Maximin LHD
construction problem may be generalized to the Maximin LHD comple-
tion problem in an instance of which the measurements have already
been taken at certain points.

As the Maximin LHD completion is NP-complete, the choice of SA to
treat it shows itself naturally. The SA performance varies greatly depend-
ing on the mutation used. The completion problem nature changes when
the number of given points varies. We thus provide SA with a mecha-
nism which selects an appropriate mutation. In our approach the choice
of a mutation is seen as a bandit problem. It copes with changes in the
environment, which evolves together with the thermal descent.

The results obtained prove that the bandit-driven SA adapts itself
on the fly to the completion problem nature. We believe that other
parametrized problems, where SA can be employed, may also benefit
from the use of a decision-making algorithm which selects the appropri-
ate mutation.

1 Introduction

Maximin Latin Hypercube Designs are widely used in the operations research
field to sample complex systems, where experiments are costly, in order to build
a model for the system. Each point of the design represents an experiment and
the coordinates of the points represent the parameters chosen for the experiment.
Two properties of the design are needed to obtain a good quality for the model:
the design should be non collapsing, which means that no parameter value can
be chosen more than once, and they should be space filling, which means that
the points of the designs should be evenly spread in space. The first property is
equivalent to the Latin constraint. To satisfy the second one, we build an LHD
with a separation distance Dmin, which signifies the minimal distance between
any pair of points, as high as possible.

The complexity of the Maximin LHD construction problem is still unknown.
The authors of [5] defined and studied its generalization: the completion of a
c© Springer International Publishing AG, part of Springer Nature 2018
W.-J. van Hoeve (Ed.): CPAIOR 2018, LNCS 10848, pp. 280–288, 2018.
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Maximin LHD. Instead of building up a Maximin LHD from scratch, certain
of its points are fixed beforehand. The problem consists in adding points with
respect to the constraints until the design is completed. This problem models
practical situations when certain experiments have already been concluded and
we want to choose the best settings for the following ones. The completion prob-
lem becomes a construction problem when there are no points fixed in advance.
The theoretical analysis of the problem of filling up a partial LHD [5] shows
that it is NP-complete and inapproximable with a constant factor. We there-
fore devise a heuristic algorithm taking as a base the Simulated Annealing (SA)
method. Section 2 gives its description together with the rules of its usage to
construct a Maximin LHD.

The contributions we made are twofold. First, we designed a mutation dedi-
cated to the completion problem for its instances with a relatively small number
of fixed points. This mutation, defined in Sect. 3 and called cmpl1D-move, allows
SA to avoid being trapped within a small set of configurations and to pursue
the descent towards a global optimum.

Second, we turned to our advantage the fact that completion instance changes
its nature in function of the number of preset points. In Sect. 4 we proposed a
method, called BDM and based upon the bandit principle, to make SA choose
itself a mutation for a given instance.

The experimental results (Sect. 5) confirm the capacity of SA, assisted by
BDM , to adapt the search space exploration on-the-fly, without any supple-
mentary numerical effort, to the aspect of an instance treated. We believe that
the decision-making algorithm we proposed may be used in other evolutionary
algorithms to solve problems the instances of which require mutation tailoring.

2 State of the Art for SA Solving Maximin LHDs

Simulated Annealing is used with success for the construction of Maximin LHDs
as reported in [7]. Its principal components are: a function E that evaluates con-
figurations, called energy, and a randomized operation on a configuration that
modifies it slightly, called a mutation. Each SA iteration consists in applying
the mutation on a current configuration ω to get a new configuration ω′. If the
mutation causes the energy descent, ω′ it is accepted, otherwise ω′ it is accepted
with the probability p given by the Metropolis-Hastings formula [4]:

p = exp
(

E(ω) − E(ω′)
kT

)
, (1)

where T is the temperature which is set at the beginning to a high value and
decreases as the system cools down with the increase of the number of iterations
and k is the Boltzmann constant (in practice k is typically set to one). Probability
p computed according to Eq. (1) ensures the iteration convergence.

The article [7] is the most recent survey of algorithms based upon the local
search which construct Maximin LHDs. All the mutations used in the construc-
tion, which it enumerates, need a notion of a critical point which is a point
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whose distance to another point is equal to the minimal distance. Put differently,
a critical point is responsible for establishing Dmin of the design. The mutations
we need for the purpose of this study are:

m1: select one critical point and any other point at random, exchange their
coordinates on a random number of dimensions,

m2: select one critical point and any other point at random, exchange their
coordinates on a single dimension randomly chosen,

m3: select one critical point and any other point at random, exchange the coor-
dinates on the dimension which ensures the greatest energy descent.

All these mutations may affect two critical points as “any other point” taken
as the second one can be critical. The most efficient mutation according to [3],
1D-move, targets the Latin constraint. It involves two points p(1), p(2) which are
neighbors. This means there is a dimension on which their coordinates differ
by one: there is j ∈ [|1; k|] such that

∣∣∣p(1)j − p
(2)
j

∣∣∣ = 1. 1D-move is specified as:

1. Select one critical point and any of its neighbors at random.
2. Determine the dimension which makes these points be neighbors.
3. Exchange their coordinates on this dimension.

This mutation is particularly efficient for a local search because it makes it
possible to follow a step-by-step path on the energy surface of an LHD without
jumping over possible minima. We also emphasize that both the points involved
in it may be critical.

The evaluation function designed to express the energy (corresponding to E
in Eq. (1)) of the Maximin LHD construction is φ described in [6]:

φ =
( ∑

d∈D

1
|d|p

)1/p

,

where D is the set containing all distances between each pair of points in the
hypercube and p is a parameter (typically set to 10).

3 Mutation Targeting “Relatively Empty” Hypercubes

The mutations conceived for the construction problem may be reused in the
completion context. The single difference is that only the points which have not
been fixed in advance may be involved in them. In the remainder we use the
term authorized points to refer to points that can be modified.

The choice of an appropriate mutation is conditioned by the number of points
set a priori . When the design is entirely empty, the completion becomes a con-
struction and 1D-move is a natural choice as, according to [3], it is the best
mutation to this day.

The mutation cmpl1D-move, illustrated in Fig. 1, is a variant of 1D-move.
The major difference with the previous mutations is that it selects an oriented
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Fig. 1. On the left, the points marked with solid black circles form the initial configu-
ration for this example. Authorized points are noted A1, A2, A3, A4, and C, the latter
being the only authorized critical point. The smallest distance between lines is equal
to one. Point F is a fixed point. Mutation cmpl1D-move selects an authorized critical
point. In this example, it can only select C. It then chooses one dimension (either the
first or second in this example) and one sign (either + or −). If the + sign and first
dimension have been selected, cmpl1D-move exchanges the first coordinate of C and
A1, resulting in points C+

1 and A
′
1. The other possibilities of cmpl1D-move result in

points either (C+
2 and A

′
2) or (C−

1 and A
′
3) or (C−

2 and A
′
4). The dashed lines repre-

sent all the coordinates that C can take after the mutation. The figure on the right
represents the configuration after the mutation, if the sign + and first dimension have
been selected.

dimension, which means that it takes into account a direction when looking
for another point to exchange coordinates. Once the direction has been fixed,
this mutation searches for the authorized point with the minimal distance on
the dimension and direction selected. Thus, considering the direction in which
we look for the authorized point beforehand ensures that, given a critical point
and a dimension, cmpl1D-move will have two outcomes (in the two opposite
directions, possibly not symmetrical one to another with reference to the critical
point on the dimension selected). This is necessary to avoid situations where the
mutation will only have one possible outcome in each dimension, leading to an
impasse where the algorithm is stuck with a current solution alternating between
a few solutions. cmpl1D-move in summary:

1. Select one critical point p(1), one dimension j and the sign +/− of the coor-
dinate difference at random.

2. Find the authorized p(2) such that p
(2)
j > p

(1)
j (if the + sign has been selected)

or p
(2)
j < p

(1)
j (if the − sign has been selected) the coordinate difference∣∣∣p(1)j − p

(2)
j

∣∣∣ is minimal.

3. Exchange the coordinates of p(1) and p(2) on the dimension j.
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4. If there is no authorized point on the dimension and direction chosen, perform
mutation m2 .

As the restriction of the search space, induced by the fixed points, gets stronger
when the number of these points increases, the mutation cmpl1D-move would
not look for a solution sufficiently far from a current configuration. Its interest
is therefore limited to instances in which a relatively small number of points is
fixed in advance.

4 Bandit-Driven Mutation

At this stage we hypothesize that among the considered mutations there is no
single mutation which could cope with the entire spectrum of incomplete hyper-
cubes, from almost empty to almost filled up. We know, however, that cmpl1D-
move works well for the first category of instances while m2 is well suited to
explore the search space of the second one. As we do not want to change the
mutation depending on the instance, we would like to create a decision-making
algorithm for choosing the mutation on-the-fly. In order to do this, we consider
that at each iteration of SA, we have at our disposal several mutations and that
choosing a mutation is a multi-armed bandit (MAB) problem as described in [1].

The MAB problem can be defined by several random variables Xi where i
is the index of a gambling machine. At each step, a machine j is chosen and a
reward which is the realization of Xj is given. The goal is to maximize the sum
of the rewards. In our case, the choice of the mutation would correspond to the
choice of the machine and the reward would correspond to the evaluation of the
new individual, i.e. the absolute energy variation in the SA context.

However, in our problem, the choice of a mutation changes the state of the
system. We make the hypothesis that this is equivalent to a small modification
of the random variables behind each machine. With this hypothesis, our problem
can be seen as a classical variant of the MAB problem: the non-stationary multi-
armed bandit (NSMAB) problem [2].

We propose the following algorithm to solve this problem in our context. It is
based on a classical compromise between exploration and exploitation. For the
exploitation part, we compute the average reward for each mutation. However,
this average is computed only on the last w results in order to take into account
the fact that the problem is non-stationary.

The exploration part of our algorithm is handled in two different ways. First,
the choice of a mutation is based on a draw according to a softmax distribution
of the exploitation terms, so each mutation has a chance to be selected. The
second aspect is based on a characteristic of our problem. As SA converges to a
local minimum, the rewards decrease over time on average. As the exploitation
is based only on the last w rewards, the exploitation term of a mutation will
decrease when a mutation is selected.

Here is a formal description of our algorithm. Let us note Wi the set of size w
of the last rewards xi for mutation i. At each step, we select the next mutation
according to the probability pi computed as:
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pi =
exp(Xi)∑
j

exp(Xj)
, where Xi =

1
w

∑
xi∈Wi

xi. (2)

In the following, we apply this algorithm to the mutations m2 and cmpl1D-
move and name the resulting mutation Bandit Driven Mutation (BDM). We
note that it can be applied to any number of mutations. BDM is as follows:

1. Compute the probability of m2 and cmpl1D-move according to Eq. (2).
2. Randomly select the mutation to be used based on these probabilities.
3. Apply the chosen mutation.

5 Numerical Experiments

Our experiments are conducted for the problem of dimension 4 and size 75 as
done in [7]. They are performed for the hypercube taken from spacefilling-
designs.nl, with the distance expressed by the Euclidean norm L2. According
to the site mentioned, this hypercube has Dmin of 867 (we obtained, however, a
hypercube with a score of 889 during our experiments).

Unless it is stated otherwise, the number of mutations of the annealing used
for the experiments is 105. We remark that for mutation m3, experiments are
realized with four times less mutations than for the others, because this mutation
evaluates the Dmin of the configuration once per dimension of the instance, thus
we limited the total number of mutations performed in order to fairly compare
the different types of mutations. Also, the temperature follows a linear cooling
scheme that decreases the temperature every 100 mutations, from an initial
acceptance probability of 0.4 down to 0.

Incomplete hypercube instances are obtained by removing points according
to a uniform distribution. The scores are averages over 200 incomplete instances
except for some points in Table 2 and Fig. 2 where a significant difference was

Table 1. The mean score in function of the number of deleted points, for an instance
of size 75, in four dimensions, with Dmin = 867

Deleted points Mutations

m1 m2 m3 1D-Move Cmpl1D-Move

5 846± 49 864±14 858± 32 331± 54 853± 32

15 810± 55 854±20 832± 42 173± 30 710± 57

25 745± 36 769± 28 791±35 137± 28 732± 32

35 735± 14 728± 14 752± 13 126± 25 767±15

45 735± 11 724± 10 745± 8 134± 24 780±9

55 740± 10 722± 10 747± 8 173± 31 799±7

65 747± 11 724± 10 753± 7 325± 53 818±6

75 751± 12 730± 10 761± 8 844±5 844±6
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Table 2. The mean score of BDM and its components: m2 and cmpl1D-move

Deleted points Mutations

m2 cmpl1D-move BDM

5 864±11 858± 18 863± 12

15 853±14 709± 41 830± 25

20 819±21 713± 31 811± 24

25 766± 19 736± 22 794±20

30 736± 11 750± 14 780±14

35 727± 8 763± 10 773±9

40 725± 7 774± 7 775±6

45 724± 6 782±6 779± 5

55 723± 6 798±4 791± 4

65 726± 6 818±3 807± 4

75 731± 6 843±3 830± 3

not observed and therefore the average over 2000 runs was used. The same set
of 200 (2000, respectively) instances of hypercubes with fixed points randomly
generated with 200 (2000, respectively) different seeds were used as starting
hypercubes across all algorithms.

We first compare, in Table 1, the performance of existing mutations with the
one we designed for the completion problem: cmpl1D-move (Sect. 3) in function
of the number of deleted points in the hypercube.

The results in bold type correspond to the best average for a given number
of deleted points. The last line (75 deleted points) of this table corresponds to
the construction problem.

We note that the mutation 1D-move which gives the best results for the
construction problem performs very poorly for the completion problem, which
was explained in Sect. 3. The mutation we proposed: cmpl1D-move is successful
as it obtains the best average for 35 to 75 deleted points. However, it is interesting
to observe that this is not the case for a smaller number of deleted points where
mutations m2 and m3 produce better scores. This confirms that the problem
behaves very differently depending on the number of deleted points.

We will now present in Table 2 and Fig. 2 the results of the comparison of
BDM with mutations m2 and cmpl1D-move of which BDM is composed. The
size of the sliding window w discussed in Sect. 4 is arbitrarily set for our experi-
ments to 100 (for a total of 105 mutation steps during an annealing process).

We see that for the extreme cases (a large or a small number of deleted
points), BDM obtains scores close to those produced by the best performing
mutation. Our goal of having a mutation that can handle both cases has therefore
been achieved. On top of that, for intermediate values of deleted points, BDM
reaches significantly better results than both other mutations. This shows that
a dynamic choice of a mutation during a single run based on a bandit formula
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Fig. 2. Mean Dmin with confidence interval for mutations: m2, cmpl1D-move, and BDM
in function of the number of deleted points

can not only perform as well as each individual mutation but also combine the
advantages of the different mutations to obtain even a better result. This seems
promising and we hope to generalize our approach to more mutations and to use
it to solve other problems.

6 Conclusion and Future Work

We proposed an algorithm based on SA that produces satisfying results for the
problem of completing Latin hypercubes. We showed that this problem behaves
differently when numerous points should be added to complete a design and when
there are only a few of them. For the former case, an existing mutation m2 can
be used, for the latter case we proposed cmpl1D-move adapted to the problem.
Finally, we proposed a method to dynamically chose the appropriate mutation
during the execution of the annealing process based upon a bandit algorithm.
This approach allows us to perform the mutation choice automatically and to
obtain even better results than each independent mutation for the most typical
instances.

There are two possible directions for future work. Firstly, we plan to further
improve the results of the algorithm on this problem by trying new mutations
and other evaluation functions. Secondly, we believe that the approach of using
a bandit algorithm to choose between several mutations can be generalized and
we will apply this principle to other problems where it may be relevant.
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Abstract. We present an exact algorithm for the Minimum Duration
Time-Dependent Shortest Path Problem with piecewise linear arc travel
time functions. The algorithm iteratively refines a time-expanded net-
work model, which allows for the computation of a lower and an upper
bound, until - in a finite number of iterations - an optimal solution is
obtained.

1 Introduction

Finding a shortest path between two locations in a network is a critical compo-
nent of many algorithms for solving transportation problems. There is a growing
interest in the setting where the travel time along an arc in the network is a func-
tion of the time the arc is entered. Time-dependent travel times are typically
a result of congestion. We refer to these problems as Time-dependent Shortest
Path Problems (TDSPPs). It is commonly assumed that travel times on arcs
satisfy the First-In First-Out (FIFO) property, i.e., it is impossible to arrive at
the end of the arc earlier by entering the arc later. Given a departure time at
the source, the standard approach for finding a path that reaches the sink as
early as possible is detailed in [1]. For an overview of other methods, see [2]. In
this paper, we consider the problem of finding a path such that the difference
between the departure time at the source and the arrival time at the sink is
as small as possible. We call it the Minimum Duration Time-Dependent Short-
est Path Problem (MD-TDSPP), sometimes referred to as the least travel time
TDSPP or the minimum delay TDSPP. The MD-TDSPP arises in many con-
texts. It has been studied, for example, in the context of path planning in traffic
networks [3], and it has even arisen in the analysis of social networks [4].

We present an efficient dynamic discretization discovery algorithm for the
variant of MD-TDSPP in which travel times on the arcs are given by piecewise
linear functions. It was established only recently that an algorithm polynomial in
the number of travel time function breakpoints exists [5]. Our key contribution

c© Springer International Publishing AG, part of Springer Nature 2018
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is the development of an algorithm that, in practice, investigates only a small
fraction of the travel time function breakpoints in the search for an optimal path
and the proof of its optimality. In Sect. 2, we formally introduce MD-TDSPP and
briefly discuss the relevant literature. In Sect. 3, we describe our algorithm and
illustrate it on a small instance. In Sect. 4, we present the results of a small
computational study.

2 Problem Description

We are given a directed network D = (N,A) with N = {1, 2, . . . , n} and A ⊆
N ×N , a time interval [0, T ], and piecewise linear travel times ci,j(t) for t ∈ [0, T ]
satisfying the FIFO property for arcs (i, j) ∈ A. Without loss of generality, we
let 1 be the source and n be the sink. Satisfying the FIFO property, in this
case, is equivalent to having the slopes of the linear pieces being at least −1.
(Note the FIFO property implies that waiting anywhere except at the source is
sub-optimal, since it is always better to depart immediately.)

The MD-TDSPP is to find a starting time 0 ≤ τ ≤ T and a time-dependent
path P (τ) = (t1, a1, t2, a2, . . . , am−1, tm), which is a path P = (a1, a2, . . . , am−1)
from 1 to n in D and a set of associated departure times (t1 = τ, t2, . . . , tm−1) and
arrival time tm at node n, where the departure times satisfy tk + cak

(tk) = tk+1

for all k = 1, . . . ,m−1, meaning that the arrival time for one arc is the departure
time of the next arc. Among all possible paths and starting times, P (τ) minimizes
the duration, which is given by tm − t1. Furthermore, we require that tm ≤ T .
We characterize time-dependent paths (TDPs) by their starting times as the
problem of finding the minimum duration given a starting time is a TDSPP,
which can be solved easily.

The MD-TDSPP has attracted much attention since the early work of Orda
and Rom [6]. There are two classes of approaches: discrete and continuous. In the
discrete approaches, a time-expanded network (TEN) is formed and the prob-
lem can be solved using the same method as for TDSPP. The DOT algorithm
presented in [1] solves the TDSPP with complexity O(SSP +nM +mM), where
SSP is the cost of solving a static SP, n is the number of nodes, m is the num-
ber of arcs, and M is the size of the time discretization. Discrete approaches
are inexact and rely heavily on the quality of the discretization. A denser dis-
cretization leads to a better approximation, but an increase in computation time.
Continuous methods, such as the Dijkstra’s algorithm variants [7,8], and the A*
algorithm variant [9], create and update arrival time functions at each node and
are exact. The complexity analysis of these methods has relied on being able
to store and manipulate such functions efficiently and is given in terms of these
operations, which are hard to quantify. Even for continuous piecewise linear
functions, it was only recently that an algorithm that is polynomial in the total
number of breakpoints (in the piecewise linear functions) was proposed [5]. The
authors show that there is an optimal path that contains an arc (i, j) where
the departure time occurs exactly at a breakpoint. Their algorithm investigates
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all arcs (i, j) and all its breakpoints t, solves the TDSPP from i to n starting
at time t and the TDSPP from 1 to i ending at time t. The latter is done by
pre-computing the inverse costs (given an arc (i, j) and an arrival time t, what
is the latest time to depart i so that we arrive at time t) so that we can solve
the TDSPP from 1 to i ending at time t. If we let K be the total number of
breakpoints in the network, then the complexity is O(K × SSP ). Such an app-
roach performs many extraneous calculations due to its brute force nature. Our
algorithm very significantly reduces the number of breakpoints investigated.

3 Dynamic Discretization Discovery Algorithm

Our algorithm is inspired by [10] and dynamically updates the discretization of
a TEN. Any TEN allows the computation of lower and upper bounds on the
duration of an optimal path. The lower and upper bounds are used to determine
whether a minimum duration path has been found and, if not, for which parts
of the TEN the time discretization should be refined.

We illustrate our ideas using the network in Fig. 1 with travel time functions
as given in Table 1. The time interval is [0, 5], breakpoints for each arc are at
every integer point, with the exception of arc (3, 4) which only has breakpoints at
0, 1, 2, 5. These values have been chosen to increase the visibility of the algorithm
progression and to reduce the number of iterations.

1

2

3

4

c1,2

c1,3

c2,3

c2,4

c3,4

Fig. 1. Network D

Table 1. Arc travel times at each
breakpoint (BP)

BP
time

Arc travel times

(1, 2) (1, 3) (2, 3) (2, 4) (3, 4)

0 1.34 2.85 1.99 1.29 0.61

1 0.66 2.95 1.82 1.02 0.73

2 0.14 3.00 1.51 1.63 0.83

3 0.01 2.98 1.10 2.57 —

4 0.35 2.90 0.67 3.00 —

5 1.00 2.76 0.30 2.54 1.00

We maintain a set of Arc-completed Backwards Shortest Path Trees
(ABSPTs), each denoted by D(k,tk), where k ∈ N and tk ∈ [0, T ], and is created
by the following procedure. First, find a TDSP from (k, tk) to n to obtain an
arrival time tn at n, see Fig. 2a. Then, compute a time-dependent backwards
shortest path tree (BSPT), giving node-time pairs (i, ti) for each node in N , see
Fig. 2b. Finally, “arc-complete” the tree by adding an arc ((i, ti), (j, tj)) for each
arc (i, j) ∈ A which is missing, see Fig. 2c. Note that D(k,tk) can also be identified
as D(i,ti), for any (i, ti) ∈ D(k,tk), since the procedure starting at either (k, tk)
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and (i, ti) generates the same ABSPT. In particular, it is convenient to identify
an ABSPT by its departure time at 1. By the FIFO property, the ABSPTs in a
TEN have a natural chronological order (the ABSPTs can be sorted in nonde-
creasing order of their departure time at 1). The benefit of working with ABSPTs
is that any possible path can be represented in an ABSPT and an ABSPT can
be used to compute a lower and upper bound on the duration of an optimal
path.

0 1 2 3

1

2

3

4

00

1.34

2.57

1.3
4

1.
23

Time

N
od

e

(a) TDSP from (1, 0)
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(b) BSPT from (4, 2.57)
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(c) Arc-completed BSPT (actual travel
times in red)
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(d) Arc-completed BSPT with underes-
timated travel times (using D(4,5)) and
node times (actual node times in red)

Fig. 2. Procedure to generate the ABSPT corresponding to (1, 0) (departure times in
blue; travel times in black). (Color figure online)

Suppose we have at least two ABSPTs in a TEN. Let (i, t1i ) be a node-time
pair in one ABSPT and (i, t2i ) be the node-time pair for i in the (chronologically)
next ABSPT. Instead of actual travel times cij(t1i ) on D(i,t1i ), use the underes-
timated travel times (UTTs) given by cij(t

1
i ) = mint′ {cij(t′) | t1i ≤ t′ ≤ t2i }, see
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Fig. 2d. It is easy to see that a shortest path from (1, t11) to (n, t1n) using the
underestimated travel times gives a lower bound on a minimum duration path
departing in [t11, t

2
1), and that a shortest path from (1, t11) to (n, t1n) using the

actual travel times gives an upper bound. The last ABSPT, which will always
be D(n,T ) in our algorithm, is treated separately. Let (1, t1) be the node-time
pair in D(n,T ) for 1. By the construction of D(n,T ), it is not possible to depart
later than t1 and arrive at n by time T , hence, we do not need to use underes-
timated travel times and instead keep the actual travel times for this particular
ABSPT.

Given an ordered set L of ABSPTs, L = (D(1,t11), . . . ,D(1,tp1)), as well as asso-
ciated lower and upper bounds, suppose that D(1,tk1 ) contains the smallest lower
bound. We choose to refine our time discretization by exploring the gap in the
TEN between ABSPTs D(1,tk1 ) and D(1,tk+1

1 ). Adding an ABSPT corresponding
to any node-time pair (i, t) such that tki < t < tk+1

i and updating the underesti-
mated travel times for D(1,tk1 ) (since the next ABSPT is no longer D(1,tk+1

1 )) may
improve the lower bound, since the interval used to calculate the underestimated
travel times has shortened.

The concepts presented so far can be used to devise an algorithm that con-
verges to an optimal path, but not enough to ensure finite termination. Finite
termination can be achieved by exploiting the fact that there exists an optimal
path that contains a departure at a node i at time t for some arc (i, j) that has
a breakpoint at time t (see [5]). Therefore, we only create ABSPTs that con-
tain at least one node-time pair (i, t) corresponding to a breakpoint. Since there
are a finite number of breakpoints, this ensures finite termination. To achieve
efficiency, we exploit the fact that the arrival time function at n for departures
between t11 and t21 is concave if no shortest path that departs between t11 and
t21 contains a breakpoint (also shown in [5]). This situation occurs when there
are no more breakpoints remaining in the gap between two ABSPTs D(1,tk1 ) and
D(1,tk+1

1 ), and we know that the minimum duration path departing between tk1
and tk+1

1 departs at either tk1 or tk+1
1 , both of which have already been calculated

as an upper bound, hence the lower bound for D(1,tk1 ) can be updated to one
of these upper bounds and thus no longer needs to be considered. This gives us
an additional termination criterion: we can terminate when the smallest lower
bound among the ABSPTs still being under consideration is larger than the
best upper bound obtained so far. A high-level overview of our algorithm can be
found in Algorithm1.

The algorithm explores breakpoints. We choose to look for a breakpoint t in
the travel time function of arc (i, j) such that i is minimized, then j is minimized,
and t is the median among the breakpoints. The performance of the algorithm
depends greatly on being able to efficiently compute the minimum arc travel time
in a departure time interval. This is accomplished by (efficiently) pre-computing
a look-up table that gives the next local minimum for any breakpoint.

Next, we illustrate the algorithm on the example; see Fig. 3. The algorithm is
initialized with D(1,0),D(4,5), which are generated by the paths P = ((1, 2), (2, 4))
and P = ((1, 2), (2, 3), (3, 4)), respectively.
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Algorithm 1. Dynamic Discretization Discovery (DDD) Algorithm.

input : G = (N, A), ci,j(t), T
output: minimum duration shortest path
L ← (D(1,0), D(n,T ));

UB ← min{computeUB(D(1,0)), computeUB(D(n,T ))} ;

LB ← computeLB(D(1,0)) ;

D(1,tk1 ) ← D(1,0) ;
while (LB < UB) do

if there is a breakpoint (j, τ) between D(1,tk1 ) and D(1,tk+1
1 ) then

if computeUB(D(j,τ)) < UB then

UB ← UB(D(j,τ))
end

recomputeLB(D(1,tk1 )) ;

computeLB(D(j,τ)) ; insert(L, D(j,τ)) ;

else

LB(D(1,tk1 )) = UB(D(1,tk1 )) ;
end
LB ← updateLB(L) ;

D(1,tk1 ) ← getBestLB(L) ;

end

In Iteration 1, since D(1,0) gives the lower bound, look at the section of the
TEN succeeding D(1,0), and observe that arc (1, 2) has a breakpoint at t = 1, so
we add D(1,1). It turns out that D(1,1) has UB= 2.0804 and LB= 1.4470. Since
LB < UB, we continue with the algorithm. We proceed to add D(1,2) and D(2,2).
In Iteration 4, D(1,1) contains the LB, however, since there are no breakpoints in
the succeeding section, we replace the LB of D(1,1) with its UB. The new LB is
contained in D(2,2). We proceed to replace the LB of D(2,2) and D(1,2) with their
UB due to the lack of breakpoints in the succeeding sections, at which stage
UB= 1.8886 is less than LB= 1.8888 and hence the algorithm terminates. The
optimal path is the one that corresponds to UB, which was found when D(1,2)

was created and is ((1, 2), (2, 4)) starting at time 2.

4 Computational Study

To analyze the performance of the DDD algorithm, we apply it to several ran-
domly generated instances. In particular, we solve 10 instances with n = 20 and
T = 200 and 10 instances with n = 30 and T = 200. The instances are gener-
ated as follows. The arc set A consists of all pairs of nodes (i, j) where i < j.
The travel time on arc (i, j) is the piecewise linear interpolant of the function
fi,j(t) = (j − i)+sin(bi,j × t) at each integer point from 0 to T , so that there are
T + 1 breakpoints, where bi,j is a random number between 0 and 1 generated
using a pre-specified random seed and the Matlab ‘twister’ RNG. The function
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(a) Iteration 1 (b) Iteration 2

(c) Iteration 3 (d) Iteration 4

(e) Iteration 5 (f) Iteration 6

(g) Iteration 7 (h) Legend

Fig. 3. Time-expanded network in each iteration for the example in Fig. 1 (note that
a ABSPT may satisfy multiple criteria in the legend).
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f is designed so that ci,j satisfies the FIFO property (since the slope is always
greater than −1). In addition, due to the additional constant (j − i), the opti-
mal path is likely to use many arcs. Note that we choose T ≥ n to avoid the
possibility of having no feasible TDSP. To analyze the impact of the number of
breakpoints on the performance of the DDD algorithm, we stretch the horizon T
and the function fi,j(t); we multiply T by a factor S = 2.5 and = 5. In Table 2,
we report the minimum, the average, and the maximum number of breakpoints
investigated by our algorithm over the instances, the total number of break-
points in the instance (which is the number of breakpoints that the enumeration
algorithm investigates [5]), and the fraction of the total number of breakpoints
investigated by the DDD algorithm. Furthermore, we report the solve times
of the DDD algorithm and the enumeration algorithm and the ratio of these
solves times. Note that the total number of breakpoints is |N − 1| × (T + 1) not
|A| × (T + 1), as in [5], since for arcs with a common tail node and breakpoint,
we only need to investigate the breakpoint once.

Table 2. Computational results.

n S BP Total #BP %BP Avg. time
DDD

Avg. time
enum.

Ratio

Min. Avg. Max.

20 1 112 169.7 224 3800 4.47 103.4 55.8 1.86

2.5 127 175.2 229 9500 1.84 118.3 218.9 0.54

5 139 185.0 242 19000 0.97 136.2 690.0 0.20

30 1 182 229.4 268 5800 3.96 290.6 170.4 1.71

2.5 165 243.9 303 14500 1.68 376.7 774.9 0.49

5 179 261.8 328 29000 0.90 439.5 2493.0 0.18

The results show clearly that the DDD algorithm investigates only a small
fraction of the total number of breakpoints. In addition, the fraction decreases
when both n and T increase. For finer discretizations of time, the DDD algorithm
significantly outperforms the enumeration algorithm in terms of solve times as
well even though it has not been optimized for efficiency.

5 Concluding Remarks

We have shown that dynamic discretization discovery concepts can dramatically
reduce the number of breakpoints explored when solving MD-TDSPP instances.
Preliminary computational results show that our method scales well in both the
number of nodes and number of breakpoints. Next, we will explore extending
these ideas to other types of transportation problems, e.g., the Time-Dependent
Traveling Salesman Problem.
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Abstract. We discuss our experiences adapting three recent algorithms
for maximum common (connected) subgraph problems to exploit multi-
core parallelism. These algorithms do not easily lend themselves to par-
allel search, as the search trees are extremely irregular, making balanced
work distribution hard, and runtimes are very sensitive to value-ordering
heuristic behaviour. Nonetheless, our results show that each algorithm
can be parallelised successfully, with the threaded algorithms we cre-
ate being clearly better than the sequential ones. We then look in more
detail at the results, and discuss how speedups should be measured for
this kind of algorithm. Because of the difficulty in quantifying an average
speedup when so-called anomalous speedups (superlinear and sublinear)
are common, we propose a new measure called aggregate speedup.

1 Introduction

Finding a maximum common subgraph is the key step in measuring the sim-
ilarity or difference between two graphs [3,12,19]. Because of this, maximum
common subgraph problems frequently arise in biology and chemistry [10,14,33]
where graphs represent molecules or reactions, and also in computer vision
[5,7], computer-aided manufacturing [23], the analysis of programs and malware
[13,31], crisis management [8], and social network analysis [11].

A subgraph isomorphism is an injective mapping from a pattern graph to
a target graph which preserves adjacency—that is, it maps adjacent vertices
to adjacent vertices. The isomorphism is induced if additionally it maps non-
adjacent vertices to non-adjacent vertices, preserving non-adjacency as well.
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When working with labelled graphs, a subgraph isomorphism must preserve
labels, and on directed graphs, it must preserve orientation. A common induced
subgraph of two graphs G and H is a pair of induced subgraph isomorphisms
from a pattern graph P , one to G and one to H. A maximum common induced
subgraph is one with as many vertices as possible. (The maximum common par-
tial subgraph problem is non-induced, with as many edges as possible; this paper
discusses only induced problems.) A common variant of the problem requires a
largest connected subgraph [10,23,33,36].

Although both the connected and non-connected variants are NP-hard,
recently progress has been made towards solving the problem in practice. This
paper looks at three branch and bound algorithms for maximum common (con-
nected) induced subgraph problems, each of which is the state of the art for
certain classes of instance. We discuss our experiences in adding parallel tree-
search to these three algorithms. In each case, our results show that the parallel
version of the algorithm is clearly better than the sequential version, although
a closer look at the results shows many nuances. Thus this paper focusses pri-
marily on presenting and interpreting the experimental data, rather than heavy
implementation details, in the hopes that the lessons we learned are helpful to
other practitioners—in particular, we introduce a new measure called aggregate
speedup which is suitable for determining speedups for decision problems or opti-
misation problems where anomalous speedups are common.

2 Sequential Algorithms

There are three competitive approaches for the maximum common subgraph
problem, each being the strongest on certain classes of instance. The first involves
a reduction to the maximum clique problem, whilst the other two approaches
are inspired by constraint programming.

2.1 Reduction to Maximum Clique

A clique in a graph is a subgraph where every vertex is adjacent to every other.
There is a well-known reduction from the maximum common subgraph problem
to the problem of finding a maximum clique in an association graph [21,25,33];
this reduction resembles the microstructure encoding [17] of the constraint pro-
gramming approach described below. When combined with a modern maximum
clique solver [35], this is the current best approach for solving the problem on
labelled graphs [25]. A modified clique-like algorithm can also be used to solve
the maximum common connected subgraph problem, by ensuring connectedness
during search [25]; again, this is the best known way of solving the problem on
labelled graphs. However, the association graph encoding is extremely memory-
intensive, limiting its practical use to pairs of graphs with no more than a few
hundred vertices.
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2.2 Constraint Programming

The maximum common induced subgraph problem may be reformulated as a
constraint optimisation problem, as follows. Observe that an equivalent defini-
tion of a common subgraph of graphs G and H is an injective partial mapping
from G to H which preserves both adjacency and non-adjacency. Hence we pick
whichever input graph has fewer vertices, and call it the pattern; the other graph
is called the target. The model then follows from this new definition: for each
vertex in the pattern, we create a variable, whose domain ranges over each ver-
tex in the target graph, plus an additional value ⊥ representing an unmapped
vertex. We then have three sets of constraints. The first set says that for each
pair of adjacent vertices in the pattern (that is, for each edge in the pattern), if
neither of these vertices are mapped to ⊥ then these vertices must be mapped
to an adjacent pair of target vertices. The second set is similar, but looks at
non-adjacent pairs (or non-edges). Finally, the third set ensures injectivity, by
enforcing that the variables must be all different except when using ⊥. This final
set of constraints may either be implemented using binary constraints between
all pairs of variables, or a special global “all different except ⊥” propagator [32].
The objective is simply to find an assignment of values to variables, maximising
the number of variables not set to ⊥. The state of the art for this technique is a
dedicated (non-toolkit) implementation of a forward-checking branch and bound
search over this model [25,30].

Two approaches exist for ensuring connectedness: either a conventional global
constraint and propagator can be used [25], or a special branching rule can
enforce connectedness during search [36]. The two techniques are broadly com-
parable performance-wise [25], but the branching rule is simpler to implement.

2.3 Domain Splitting (McSplit and McSplit↓)
McCreesh et al. [28] observe that due to the special structure of the maximum
common subgraph problem, the following property holds throughout the search
process using the constraint programming model: any two variables either have
domains with no values in common (with the possible exception of ⊥), or have
identical domains. The McSplit algorithm exploits this property. It explores
essentially the same search tree as the basic forward-checking constraint pro-
gramming approach, but using different supporting algorithms and data struc-
tures. Rather than storing a domain for each vertex in the pattern graph, equiva-
lence classes of vertices in both graphs are stored in a special data structure which
is modified in-place and restored upon backtracking. This enables fast propaga-
tion of the constraints and smaller memory requirements. In addition, this data
structure enables stronger branching heuristics to be calculated cheaply. The
McSplit algorithm effectively dominates conventional constraint programming
approaches, being consistently over an order of magnitude faster.

The McSplit↓ algorithm is a variant designed for instances where we expect
nearly all of the smaller graph to be found. It branches first on result size, from
largest possible result downwards.
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2.4 k-Less Subgraph Isomorphism

A different take on the constraint programming approach is presented by Hoff-
mann et al. [16]. They approach maximum common subgraph via the subgraph
isomorphism problem, asking the question “if a pattern graph cannot be found
in the target, how much of the pattern graph can be found?”. The k↓ algorithm
tries to solve the subgraph isomorphism problem first for k = 0 (asking whether
the whole pattern graph can be found in the target). Should that not be satisfi-
able, it tries to solve the problem for k = 1 (one vertex cannot be matched), and
should that also not be satisfiable, it iteratively increases k until the result is
satisfiable. This approach exploits strong invariants using paths and the degrees
of vertices to prune large portions of the search space.

This algorithm is aimed primarily at large instances, where the two graphs
are of different orders, and where it is expected that the solution will involve
most of the smaller graph (that is, k is expected to be low). The sequential
implementation we start with does not support labels or the connected variant.

3 Benchmark Instances

Most of the benchmark instances we will use come from a standard database for
maximum common subgraph problems [6,34]. This benchmark set can be used
in a number of ways, for different variants of the problem. Following other recent
work [16,25,28], we use it to create five families of instances, as follows:

Unlabelled undirected instances, by selecting the first ten members of each
parameter class where the graphs have up to 50 vertices each—this gives us
a total of 4,110 instances.

Vertex labelled undirected instances, by selecting the first ten members of
each parameter class (and so graphs have up to 100 vertices each), using the
33% labelling scheme [34] for vertices only. This gives 8,140 instances.

Both labelled, directed instances, by selecting the first ten members of each
parameter class, and applying the 33% labelling scheme [34] to both vertices
and edges. Again, this gives 8,140 instances.

Unlabelled, connected instances, as per the unlabelled case.
Both labelled, connected instances, starting in the same way as the both

labelled, directed case. These are then converted to undirected graphs by
treating edges as undirected, picking the label of the lower-numbered edge.

Following Hoffmann et al. [16], we also work with the 5,725 Large instances
originally introduced for studying portfolios of subgraph isomorphism algorithms
[18]. These graphs are unlabelled and undirected, and can include up to 6,671
vertices. We do not use the clique encoding on these instances due to its memory
requirements.
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4 Parallel Search

The clique and k↓ algorithms already make use of fine-granularity bit-parallelism.
To introduce coarse-grained thread parallelism, we will parallelise search: viewing
backtracking search as forming a tree, we can explore different portions of the
tree using different threads. We use a shared incumbent, so better solutions
found by one thread can be used by others immediately. In this paper we use
C++11 native threads, and so only support shared memory systems.

Parallel tree-search has a long history [1]. Of particular interest to us are
so-called anomalies [2,20,22]: because we are not performing a fixed amount of
work, we should have no expectation of a linear speedup, and instead we could
see a sublinear speedup (much less than n from n processors, if speculative work
turns out to be wasted) or a superlinear speedup (much more than n from n
processors, if a strong incumbent is found more quickly). An absolute slowdown
(a speedup much less than 1) is also possible when using some parallelisation
techniques.

We stress that these anomalies are due to changes in the amount of work done,
and are not due to work balance problems (although work balance is also unusu-
ally difficult for this problem). Anomalies can have a very strong effect on these
algorithms, and we will therefore try to mitigate them as far as possible. In the
evaluation of their “embarrassingly parallel search” technique, Malapert et al.
[24] “consider unsatisfiable, enumeration and optimization [problem] instances”,
and “ignore the problem of finding a first feasible solution because the parallel
speedup can be completely uncorrelated to the number of workers, making the
results hard to analyze”. They do “consider optimization problems for which the
same variability can be observed, but at a lesser extent because the optimality
proof is required”. Unfortunately, many of the instances we consider behave more
like decision problem instances than optimisation instances: due to the combi-
nation of a low solution density, good value-ordering heuristics, and a strong
bound function in cases where the optimal solution is relatively large, it is often
the case that the runtime is determined almost entirely by how long it takes
to find an optimal solution, with the proof of optimality being nearly trivial.
Indeed, attempts to parallelise the basic constraint programming approach by
static decomposition have had limited success [29].

4.1 Parallel Maximum Clique

Thread-parallel versions of state-of-the-art maximum clique algorithms already
exist. McCreesh et al. [27] compare several of these approaches, and make an
important observation: although work balance is a problem due to the irregu-
larity of the search tree, often the interaction between search order and parallel
work decomposition is the dominating factor in determining speedups. They
explain why anomalies are in fact common in practice: many clique problem
instances benefit immensely from having found a strong incumbent, but have
solutions which are either unique or rare, and are hard to find. They propose a
work splitting mechanism which offsets anomalies, guaranteeing reproducibility
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(two runs with the same instance on the same hardware will give similar run-
times), scalability (increasing the number of cores cannot make things worse),
and no absolute slowdowns. Additionally, this mechanism explicitly offsets the
commitment to early branching choices, where search ordering heuristics are
most likely to be inaccurate [4,15], making superlinear speedups common.

We will use this mechanism for our experiments. The clique-based maxi-
mum common subgraph algorithm effectively differs only in the preprocessing
stage, and the clique-inspired connected algorithm described by McCreesh et al.
[25] is sufficiently similar that it may be parallelised in exactly the same way.
Based upon preliminary experiments, we set the mechanism’s splitting depth
limit parameter to be five rather than the original three, since maximum com-
mon subgraph instances appear to give even more irregular search trees than
normal clique problem instances.

4.2 Parallel Constraint-Based Search

A similar approach may be used for the k↓ algorithm. Although it is not quite
a conventional branch and bound algorithm, each individual k pass is a tree-
search, and may be parallelised. For each pass, we use the same work splitting
mechanism as in the clique algorithm, starting by splitting only at the top level
of search to explicitly introduce diversity, and then iteratively increasing the
splitting depth as additional work is needed (up to a limit of five levels deep).
Because the k↓ algorithm uses a conventional constraint programming domain
store, there is no need to use recomputation; the state is naturally copied at each
branching point.

In principle the McSplit algorithm may be parallelised in exactly the same
way. However, this algorithm makes heavy use of an in-place, backtrackable
data structure, which is not copied for recursive calls. In order to introduce the
potential for parallelism, we must make copies of the state data structure. Imple-
mented näıvely, this can give an order of magnitude slowdown to the sequential
algorithm, which can be hard to recover using parallelism. To lessen the effects,
rather than copying state for each recursive call, we copy once before the main
branching loop, and then copy that copy in each “helper” thread, replaying the
branching loop without making duplicate recursive calls. (We believe a better
approach using partial recomputation may be possible, and intend to investigate
this further in the future.)

5 Empirical Evaluation

We perform our experiments on systems with dual Intel Xeon E5-2697A v4 pro-
cessors and 512 GBytes RAM, running Ubuntu 17.04, with GCC 6.3.0 as the
compiler. Each machine has a total of thirty-two cores. We run all our experi-
ments with a one thousand second timeout for each instance. All of our sequen-
tial runtimes are from optimised implementations by their original authors which
were not designed with parallelism in mind—that is, speedups from parallelism
are genuine improvements over the state of the art.
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5.1 Parallel Search Is Better Overall

In Fig. 1 we plot empirical cumulative distribution functions showing the number
of instances solved over time, for both sequential (solid lines) and parallel (dotted
lines) versions of each algorithm. To read these plots, make a choice of timeout
along the x-axis (which uses a log scale). The y value at that point shows the
number of instances whose runtime (individually) is at most x, for a particular
algorithm. In other words, at any given x value, the highest line shows which
algorithm is able to solve the largest number of instances using a per-instance
timeout of that x value, bearing in mind that the actual sets of instances solved
by each algorithm may be completely different.

With one exception, each plot gives the same conclusion: if we are work-
ing with a solving time of at least 100 ms, then for any problem family and
any sequential algorithm, if given the option of switching to the corresponding
parallel algorithm, then we should do so. For the McSplit algorithm on both
labelled, connected instances, the parallel algorithm does not quite catch up to
the sequential algorithm.

Although good at showing general trends, cumulative plots can hide interest-
ing details. We therefore now take a closer look at each of the three algorithms
in turn.

5.2 Clique Results in Depth

In the first column of Fig. 2, we see scatter plots comparing the sequential and
parallel runtimes of the clique algorithm on an instance by instance basis, using
a log-log plot. Each point represents one instance, with the x-axis being the
sequential runtime and the y-axis the parallel runtime. Instances which timed
out using one algorithm but not the other are shown as points along the outer
borders. Points below the x−y diagonal line represent speedups. The colour of
the points indicates the relative size of the solution—darker points represent
instances where the solution uses most of the vertices of the input graphs. (We
use these conventions for scatter plots throughout this paper.)

Broadly speaking, the results are similar on each of the five families. For
runtimes below 100 ms, overheads and the preprocessing step dominate, and
we are usually only able to achieve a small speedup. At higher runtimes, most
speedups appear to be between ten and thirty, except on the final family of both
labelled connected instances, where they are mostly between five and ten. For
a few instances, the speedups are lower (but they are still clearly speedups),
whilst in the first four families, we also see evidence of superlinear speedups
being relatively common.

However, attempting to determine a speedup by staring at a scatter plot is
not particularly quantitative. We could attempt to find a best fit line through
these points, pretending that the superlinear speedups are outliners. We might
perhaps get away with this if outliers were rare enough, but in practice we are
not expecting linear speedups (and for the other two algorithms, we will see
that superlinear speedups are even more common). Alternatively, we could rig
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Fig. 1. The cumulative number of instances solved over time. Except in the bottom
left plot, the 32 threaded parallel versions (shown using dotted lines) are always better
in aggregate than the sequential versions (shown using solid lines).
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Fig. 2. In the left column, per-instance speedups, using the clique algorithm. The
x-axis is sequential performance and the y-axis is 32 threaded performance. In the
centre, histograms plotting the distribution of speedups for instances whose sequential
runtime was at least 500 ms, and below the timeout. On the right, performance profiles.
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Fig. 3. Aggregate speedups from 32 threads, shown as a function of sequential runtime,
for each family supported by the clique algorithm.

our experiments to remove anomalies, by priming search with a known-optimal
solution; however, since the time to find an optimal solution (but not prove its
optimality) is so important, we do not consider this to be a fair measure of
algorithm performance [27].

A more principled approach is given in the second column of Fig. 2. For
instances where the sequential run both succeeded and took at least 500 ms,
we plot the distribution of speedups obtained. These histograms confirm our
informal observations. However, these plots are still not especially satisfactory: in
order to calculate a speedup, we can only consider instances where the sequential
algorithm succeeded, and so these plots underestimate superlinear speedups. The
choice of a 500 ms minimum sequential runtime is also rather arbitrary, and is
acceptable only if we expect the parallel algorithms will only be used on relatively
hard instances.

In the third column we show performance profiles [9]. A performance profile
is a cumulative plot of how many times worse the performance of an algorithm is
relative to the virtual best algorithm. Each plot shows three options as different
lines. The ‘all’ lines include easy instances whose sequential runtime is below
500 ms, whilst the other two lines exclude them. The ‘hard’ line treats sequential
timeouts as having been solved at the time limit, whilst the ‘PAR10’ line treats
timeouts as taking ten times longer than the timeout (this convention is common
in portfolios [37]). The solid lines show the sequential algorithms, whilst the
dotted lines show the parallel algorithms. (There are no dotted lines on the top
four plots for the ‘hard’ and ‘PAR10’ cases, since the parallel algorithm always
beats the sequential algorithm in these cases.) We have normalised the y-axis to
the number of counted instances in a given class.

Unfortunately, these three lines can paint very different pictures. For exam-
ple, for unlabelled instances on the top row, if we include easy instances, it
appears that the parallel algorithm can be up to ten times worse, whereas if we
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exclude them, it is never worse. If we do not use the PAR10 scheme, the perfor-
mance profile also suggests that there are around twenty-five percent of the hard
instances where the speedup is below 10, whilst using PAR10 correctly shows
that such instances are rare. However, PAR10 is only effective in this regard
because the “typical” speedup is in the region of 10 (and this is a particular
inconvenience because we seek a way of characterising speedups which does not
rely upon us already knowing that 10 is a reasonable choice of penalty).

A further problem is that to deal with the large superlinear speedups some-
times observed, a log scale must be used on the x-axis; this makes speedups of
10 and 30 look very similar, whilst in practice the difference is important.

To avoid these weaknesses, we propose a new way of characterising speedups.
Refer back to the cumulative plots in Fig. 1. The usual way of comparing two
algorithms on these plots is by measuring the vertical difference between lines,
which would tell us how many more instances the parallel algorithm can solve
than the sequential algorithm can with a particular choice of timeout. However,
measuring the horizontal distance between lines also conveys information. Sup-
pose the sequential algorithm can solve y instances with a selected timeout of s.
By moving to the left on a cumulative plot, we can find the timeout p required
for the parallel algorithm to solve the same number of instances, bearing in mind
that the two sets of instances could have completely different members. We define
the aggregate speedup to be s/p; this can be expressed as a function of time (i.e.
s) or of the number of instances solved (y).

We plot aggregate speedups as a function of time in Fig. 3. For a sequen-
tial timeout of one thousand seconds, we get speedups of thirty to forty in the
unlabelled, vertex labelled, and both labelled, directed cases. In the unlabelled
cases, our aggregate speedup are over thirty-two, which is superlinear. With some
detailed knowledge of the underlying sequential algorithm, this should perhaps
not surprise us: for instances with a large solution, once we have found that solu-
tion, a proof of optimality is relatively easy. However, finding that solution can
be unusually hard, particularly since the branching strategy for the connected
constraint necessarily interferes with the tailored search order used by modern
clique algorithms. In contrast, for the both labelled connected case, our aggre-
gate speedup is barely larger than one. A closer inspection of the results shows
that the search tree is unusually narrow and deep for these instances, making
work balance harder and contention higher.

What about scalability and reproducibility? The first plot in Fig. 4 shows
the effects of going from sequential to threaded with two cores, and the next
four plots show the effects of doubling the number of threads each time. These
plots show that most of the superlinear effects occur with fairly small numbers
of threads, with nearly all of the benefits of increased diversity in search being
obtained once eight threads are used. As expected, in no case does increasing
the number of threads make things substantially worse. The final plot in Fig. 4
shows that runtimes are reproducible: running the same instance on the same
hardware twice takes almost exactly the same amount of time.
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Fig. 4. Per-instance speedups from the clique algorithm on vertex- and edge-labelled,
directed instances, when going from sequential to two threads in the first plot, then
increasing the number of threads in subsequent plots. The final plot shows 32 threads
versus a repeated run also with 32 threads.

Fig. 5. In the first two plots, per-instance speedups, using the k↓ algorithm. The x-axis
is sequential performance and the y-axis is 32 threaded performance. Next, scalability
and reproducibility, and finally, aggregate speedups for both families.
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These results are comforting: they show that anomalies can be controlled,
and that switching to a parallel algorithm is not only better, but also safe from
a scientific reproducibility perspective.

5.3 k↓ Results in Depth

In Fig. 5 we show per-instance and aggregate speedups for the k↓ algorithm. On
unlabelled instances, we see a range of speedups between 0.9 and ten, with an
aggregate speedup of seven. These results are not as good as with the clique
algorithm. Profiling suggests memory allocation problems: although the amount
of work done would suggest good parallelism, the time taken to perform each
domain copy operation increases as the number of threads increases. Unlike the
clique algorithm, which has very small, cache-friendly data structures which are
modified in-place, the state for the k↓ algorithm is large and much of the runtime
is spent copying data structures. (Our hardware is a dual multi-core processor
configuration, and each core has its own low-level cache, but memory bandwidth
is shared. Interestingly, on older Xeon E5 v2 systems, this problem is much more
pronounced.)

For the large instances, our aggregate speedup is higher, at around twenty.
This has two causes: for larger graphs, the computational effort per recursive
call increases by more than the amount the memory copying does, reducing the
memory problem slightly, and additionally a much larger number of superlinear
speedups occurred with this family of instances. We could perhaps anticipate
this latter effect: in many of these instances the maximum common subgraph
covers all or nearly all of the smaller of the two graphs, and so once it is found,
the proof of optimality is trivial. However, finding a witness can be difficult. We
should also expect value-ordering heuristics in these algorithms to be weak at
the top of search (they are based upon degree, and many graphs do not have a
large degree spread), and so the benefits of high-up diversity can be extremely
large [4,15,27]. Indeed, similar results were seen with a parallel version of the
subgraph isomorphism algorithm upon which k↓ is based [26].

The third and fourth plots in Fig. 5 show that as with the clique algorithm,
this parallelism is reproducible, and that runtimes do not get worse when the
number of threads is increased. (Although not shown, we also tried to parallelise
k↓ using randomised work-stealing from Intel Cilk Plus. Doing so gives generally
reasonable results on average, as it does for the clique algorithm [27], but now
repeat runtimes can differ by more than an order of magnitude.)

5.4 McSplit Results in Depth

Finally, we look at our attempts to parallelise the McSplit algorithm. Recall
that doing so required heavy modifications to the implementation, introducing
significant amounts of speculative copying of a data structure that is usually
backtrackable and modified in-place.

For unlabelled, unlabelled connected, and large instances, Fig. 6 shows a par-
ticularly high proportion of strongly superlinear speedups. This is because the
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Fig. 6. On the first two rows, per-instance speedups, using McSplit. Below, aggregate
speedups on the left, and on the right, scalability and reproducibility.
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McSplit algorithm is focussed upon exploring the search space very quickly,
and its branching heuristics do not have the advantage of the domain filtering
performed by k↓, or the rich inter-domain knowledge coming from the combi-
nation of the association graph encoding and the colour ordering used by clique
algorithms. Thus making a correct value-ordering choice at the top of search is
harder for McSplit than for other algorithms, and so increased diversity can be
particularly beneficial.

For the large instances, we see evidence of work balance problems. McSplit’s
use of a “smallest domain first” variable-ordering heuristic, combined with the
presence of ⊥ in domains, tends to produce narrow (nearly binary) and deep
search trees. These balance problems are even more evident in the labelled cases
(where following a guessed assignment, many domains are left with only two
values), and often lead to little to no speedup being obtained. Indeed, for the
labelled, connected case, we see a slight aggregate slowdown.

The scatter plots also show occasional large absolute slowdowns, sometimes
by over an order of magnitude. These are due to the changes which had to be
made to the sequential algorithm (and because we are benchmarking against
the sequential algorithm, not a parallel algorithm with one thread), rather than
search order effects. In cases where parallelism cannot be exploited, the cost of
speculatively copying domains at each level of search can dominate the runtimes.
Because of this, fixing work balance problems by increasing the splitting depth
typically makes matters much worse, not better.

What about scalability and reproducibility? Figure 6 presents a less ideal
picture than for the previous two algorithms—again, this is due to speculative
overheads that fail to pay off, rather than being anomalies in the classical sense.

6 Conclusion

We have parallelised three state-of-the-art maximum common (connected) sub-
graph algorithms with a reasonable degree of success by using dynamic work-
splitting. Despite having a branch and bound flavour, all three sequential algo-
rithms had their own difficulties and performance characteristics which prevented
them from cleanly fitting into common abstraction frameworks. Nonetheless, our
results show that the parallel algorithms are not just better in aggregate, but
also preserve the desirable reproducibility properties of sequential algorithms. A
large part of our success was down to using parallelism to explicitly introduce
diversity into the search process, offsetting weak early value-ordering branching
choices.

There is room for improvement, particularly with respect to work balance.
However, improvements to work balance must not come at the expense of the
search order properties, nor at the cost of increased overheads.

More generally, we introduced the idea of aggregate speedups, to deal with
measuring a speedup in the presence of anomalies. This measure gives sensible
answers even when working with instances which behave like decision problems.
Aggregate speedups informed part of our analysis, but our results highlight
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the importance of viewing results in multiple ways, and in using large fami-
lies of instances with different characteristics when evaluating parallel search
algorithms—had we looked only at unlabelled instances, or only at labelled con-
nected instances, our conclusion would be very different.
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Abstract. Fast and powerful propagators are the main key to the suc-
cess of constraint programming on scheduling problems. It is, for exam-
ple, the case with the cumulative constraint, which is used to model
tasks sharing a resource of discrete capacity. In this paper, we propose
a new not-first/not-last rule, which we call the horizontally elastic not-
first/not-last, based on strong relaxation of the earliest completion time
of a set of tasks. This computation is obtained when scheduling the
tasks in a horizontally elastic way. We prove that the new rule is sound
and is able to perform additional adjustments missed by the classic not-
first/not-last rule. We use the new data structure called Profile to pro-
pose a O(n3) filtering algorithm for a relaxed variant of the new rule
where n is the number of tasks sharing the resource. We prove that
the proposed algorithm still dominates the classic not-first/not-last algo-
rithm. Experimental results on highly cumulative instances of resource
constrained project scheduling problems (RCPSP) show that using this
new algorithm can substantially improve the solving process of instances
with an occasional and marginal increase of running time.

1 Introduction

Cumulative scheduling is the allocation of a scarce resource to tasks over time. It
appears in many real-world problems such as university timetable, ship loading,
employee scheduling, bridge or building constructions. The challenging part of
this problem comes from the resource constraint. To solve it efficiently with a
constraint programming solver, it is important to have fast and efficient propa-
gators for the cumulative [1] constraint. The cumulative constraint models

This work was partially supported by a grant from the Niels Henrik Abel board and
the University Laval.

c© Springer International Publishing AG, part of Springer Nature 2018
W.-J. van Hoeve (Ed.): CPAIOR 2018, LNCS 10848, pp. 316–332, 2018.
https://doi.org/10.1007/978-3-319-93031-2_23

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-93031-2_23&domain=pdf


Horizontally Elastic Not-First/Not-Last Filtering Algorithm 317

the problem where a limited number of tasks can be executed simultaneously.
In a cumulative scheduling problem (CuSP), a set of tasks T has to be executed
on a resource of capacity C. Each task i ∈ T is executed without interruption
during pi time units and uses ci ≤ C units of resource. For a task i ∈ T , the ear-
liest start time esti and the latest completion time lcti are specified. A solution
to a CuSP instance is an assignment of valid start time si to each task i ∈ T
such that the resource constraint is satisfied, i.e.,

∀i ∈ T, esti ≤ si ≤ si + pi ≤ lcti (1)
∀τ,

∑

i∈T, si≤τ<si+pi

ci ≤ C (2)

The inequalities in (1) ensure that each task is assigned a feasible start and end
time, while (2) enforces the resource constraint. Each task i ∈ T has an energy
ei = ci · pi, an earliest completion time ecti = esti + pi and a latest start time
lsti = lcti − pi. These notations can be extended to non-empty sets of tasks as
follows:

eΩ =
∑

j∈Ω

ej , estΩ = min
j∈Ω

estj , lctΩ = max
j∈Ω

lctj , ECTΩ = min
j∈Ω

ectj . (3)

By convention, for empty sets we have: e∅ = 0, est∅ = +∞, lct∅ = −∞
and ECT∅ = +∞. Throughout the paper, we assume that for any task i ∈ T ,
ecti ≤ lcti and ci ≤ C, otherwise the problem has no solution. We let n = |T |
denotes the number of tasks, k = |{ci, i ∈ T}| denotes the number of distinct
capacity requirements of tasks. H = {ecti, i ∈ T} denotes the set of distinct
earliest completion times of tasks with |H| = h. The global constraint cumu-

lative removes inconsistent values from the domain of starting time variable
si ∈ [esti, lsti]. Since the CuSP is a NP-Hard problem [2], it is NP-Hard to
remove all such values. Polynomial time algorithms only exist for relaxations of
the problem.

The global constraint cumulative integrates many filtering algorithms
which perform different pruning and are sometimes combined for more prun-
ing (depending on the characteristics of the instance) to reduce the search space
and thus the running time [3]. Each of these filtering algorithms can be called
thousands of times during the search. Therefore, it is important for them to be
fast, exact and efficient. Among these filtering algorithms, edge-finding [4,7] and
timetabling [5] are the most used, but there exists many other filtering algo-
rithms such as not-first/not-last [6,9,10], energetic reasoning [3,12], and more
recently, horizontally elastic edge-finder [8]. For the remainder of this paper we
focus solely on the algorithm for updating the earliest starting times, as the
latest completion time algorithm is both symmetric and easily derived.

In this paper, we propose a new formulation of the not-first/not-last rule
based on a strong relaxation of the earliest completion time of a set of tasks.
The novel formula, which we call horizontally elastic not-first/not-last subsumes
the classic not-first/not-last rule. With the data structure Profile from [8], we
propose a O(n3) relaxation of the new rule. Experimental results on highly cumu-
lative instances of resource constrained project scheduling problems (RCPSP)
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from suites benchmarks of libraries BL [11], Pack [13] and KSD15 D [14] high-
light that using this new algorithm reduces the number of backtracks for a large
majority of instances with an occasional and marginal increase of the running
time.

The rest of the paper is organized as follows. Section 2 presents the classic not-
first rule for cumulative resource constraint and Sect. 3 defines the novel function
for computing the earliest completion time of a set of tasks with its corresponding
algorithm as it is formulated and presented in [8]. In Sect. 4, we propose a new
formulation of the not-first rule based on the earliest completion time of a set of
tasks which subsumes the classic not-first/not-last rule. Section 5 focuses on the
presentation of a O(n3) not-first algorithm for the horizontally elastic not-first
rule where n is the number of tasks being scheduled on the resource, while Sect. 6
presents a relaxation of the above algorithm with the same complexity. Section 7
shows that the relaxed horizontally elastic not-first algorithm dominates the
classic not-first algorithm. Finally, in Sect. 8, the empirical evaluation of the
new algorithm on highly cumulative instances of the RCPSP is presented while
Sect. 9 concludes the paper.

2 Classic Not-First Rule

The not-first/not-last rule detects tasks that cannot run first/last relatively to
a set of tasks and prunes their time bounds. If a task i cannot be the first
to be executed in Ω ∪ {i} then the earliest start time of task i is updated to
the minimum earliest completion time of the set. The not-first filtering rule is
formalized as follows:
∀Ω ⊂ T, ∀i ∈ T \ Ω

{
esti < ECTΩ

eΩ + ci(min(ecti, lctΩ) − estΩ) > C(lctΩ − estΩ) ⇒ esti ≥ ECTΩ . (NF)

Recently, in [9] the authors proposed a quadratic not-first algorithm using the
Timeline data structure. Some O(n2 log n) algorithms proposed for this rule can
be found in [6,10].

3 Function of the Earliest Completion Time

We present a function to compute the earliest completion time of a set of tasks
as in [8]. We use the notation ectF

Ω to denote the fully-elastic earliest completion
time of a set of tasks Ω and it is computed by spending a maximum amount of
energy as early as possible without any regards to the resource required of the
tasks using the following formula [7].

ectF
Ω =

⌈
max{CestΩ′ + eΩ′ |Ω′ ⊆ Ω}

C

⌉

. (4)
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This value is a relaxation of the real earliest completion time ectΩ of the set
Ω. Note that ectΩ is NP-hard to compute [2]. A stronger relaxation for the
function ectΩ called horizontally elastic earliest completion time and noted ectH

Ω

is introduced in [8].
During the computation of this value, any task i consumes ei units of

resource within the interval [esti, lcti) and is allowed to consume at any time
t ∈ [esti, lcti), between 0 and ci units of resource. Given a set of tasks Ω, ectH

Ω

is computed using the following functions.

– cmax(t) the amount of resource that can be allocated to the tasks in Ω at
time t, i.e.,

cmax(t) = min

⎛

⎝
∑

i∈Ω|esti≤t<lcti

ci, C

⎞

⎠ (5)

– creq(t) the amount of resource required at time t by the tasks in Ω if they
were all starting at their earliest starting times, i.e.,

creq(t) =
∑

i∈Ω|esti≤t<ecti

ci (6)

– ov(t) called overflow is the energy from creq(t) that cannot be executed at
time t due to the limited capacity cmax(t).

– ccons(t) the amount of resource that is actually consumed at time t, i.e.,

ccons(t) = min(creq(t) + ov(t − 1), cmax(t)) (7)
ov(t) = ov(t − 1) + creq(t) − ccons(t) (8)

ov(estΩ) = 0 (9)

The horizontally elastic earliest completion time occurs when all tasks are com-
pleted, i.e.,

ectH
Ω = max{t|ccons(t) > 0} + 1. (10)

For a set of tasks, it is proven in [8] that the horizontally elastic earliest com-
pletion time is a relaxation of the earliest completion time and is stronger than
the fully-elastic one.

Theorem 1 [8]. For all Ω ⊆ T, ectFΩ ≤ ectHΩ ≤ ectΩ.

The computation of ectH is done with the Profile data structure [8] that stores
the resource utilization over time. The tuples 〈time, cap, δmax, δreq〉 (where time
is the start time, cap is the remaining capacity of the resource at the start time,
δmax and δreq are two quantities initialized to zero) are stored in a sorted linked
list whose nodes are called time points. The Profile is initialized with a time point
of capacity C for every distinct value of est, ect, and lct. A sufficiently large time
point is added to act as a sentinel. While initializing the data structure, pointers
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are kept so that testi , tecti and tlcti return the time point associated to esti, ecti,
and lcti. The algorithm ScheduleTasks computes the functions creq(t), cmax(t),
ccons(t) and ov(t) to schedule a set of tasks Θ on the profile P.

Algorithm 1. ScheduleTasks(Θ,C) [8]
Input: Θ a set of tasks and C the capacity of the resource
Output: A lower bound ectH

Θ of the set Θ
1 for all time point t do
2 t.δmax ← 0 and t.δreq ← 0

3 for i ∈ Θ do
4 Increment testi .δmax and testi .δreq by ci

5 Decrement tlcti .δmax and tecti .δreq by ci

6 t ← P.first, ov ← 0, ect ← −∞, S ← 0, creq ← 0
7 while t.time �= lctΘ do
8 t.ov ← ov, l ← t.next.time − t.time, S ← S + t.δmax

9 cmax ← max(S, C)
10 creq ← creq + t.δreq

11 ccons ← min(creq + ov, cmax)
12 if 0 < ov < (ccons − creq) · l then

13 l ← max
(
1,

⌊
ov

ccons−creq

⌋)

14 t.insertAfter(t.time + l, t.cap, 0, 0)

15 ov ← ov + (creq − ccons) · l
16 t.cap ← C − ccons

17 if t.cap < C then ect ← t.next.time
18 t ← t.next

19 return ect

The interesting properties of this data structure come from the number of
time points and the linear-time algorithm ScheduleTasks.

Proposition 1 ([8]). The Profile contains at most 4n + 1 time points and the
algorithm ScheduleTasks runs in O(n) time where n is the number of tasks.

4 New Formulation of the Not-First Rule

Before generalizing the not-first rule, let us state the classic not-first using the
earliest completion time of a set of tasks. Let Ω ⊂ T be a set of tasks and
i ∈ T \ Ω be a task. From task i and set of tasks Ω, a new task i′ can be
derived with the following attributes: esti′ = estΩ , lcti′ = min(ecti, lctΩ), pi′ =
min(ecti, lctΩ) − estΩ and ci′ = ci. Substituting this into rule (NF) leads to:

{
esti < ECTΩ

eΩ + ei′ > C(lctΩ − estΩ∪{i′})
⇒ esti ≥ ECTΩ (11)
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Fig. 1. A CuSP problem of 3 tasks
sharing a resource of capacity C = 3.
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Fig. 2. The resource utilization pro-
file of tasks {x, y, z′} where z′ is
derived from z and Ω = {x, y} and
whose parameters 〈estz′ , lctz′ , pz′ , cz′〉
are 〈0, 3, 3, 1〉.

The rule (11) is equivalent to
{

esti < ECTΩ

ectF
Ω∪{i′} > lctΩ

⇒ esti ≥ ECTΩ (12)

The horizontally elastic not-first rule is obtained from (12) by replacing ectF
Ω∪{i′}

by ectH
Ω∪{i′} and is given by the formula:

∀Ω ⊂ T, ∀i ∈ T \ Ω,
{

esti < ECTΩ

ectH
Ω∪{i′} > lctΩ

⇒ esti ≥ ECTΩ (HNF)

where i′ is a task derived from task i whose parameters 〈esti′ , lcti′ , pi′ , ci′〉 are
〈estΩ ,min(ecti, lctΩ),min(ecti, lctΩ) − estΩ , ci〉.
Theorem 2. The not-first rule (NF) is subsumed by the horizontally elastic
not-first rule (HNF).

Proof. Since ectF
Ω ≤ ectH

Ω for all Ω (Theorem 1) and from the equivalence of rules
(NF) and (12), it follows that condition eΩ+ci(min(ecti, lctΩ)−estΩ) > C(lctΩ−
estΩ) implies the condition ectH

Ω∪{i′} > lctΩ . Therefore, all the adjustments
performed by rule (NF) are also done by rule (HNF).

Consider the CuSP instance of Fig. 1 where three tasks share a resource of
capacity C = 3. The resource utilization profile of tasks {x, y, z′} is given in Fig. 2
where z′ is derived from z and Ω = {x, y} whose parameters 〈estz′ , lctz′ , pz′ , cz′〉
are 〈0, 3, 3, 1〉. The numbers above the bold line of capacity limit are overflow
units of energy remaining at each time point i.e., ov(0) = 0, ov(1) = 0, ov(2) = 1,
and so forth. The horizontally elastic earliest completion time of the tasks set
{x, y, z′} is 7 which is greater than lct{x,y,z′} = 6. When we apply the not-first
rule (NH) with Ω = {x, y} and i = z, it appears that 0 = estz < 2 = ECTΩ

but ectF
Ω∪{z′} = 3 ≤ lctΩ . Therefore, no detection is found and consequently no

adjustment follows. But the horizontally elastic not-first rule (HNF) applied to
the same instance gives ectH

Ω∪{z′} = 7 > lctΩ and the earliest start time of task
z is updated to 2. �
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5 Horizontally Elastic Not-First Algorithm

We present a O(n3) cumulative horizontally elastic not-first algorithm where n
is the number of tasks sharing the resource. The new algorithm is sound as in
[6,10] i.e., the algorithm may take additional iterations to perform maximum
adjustments and uses the concept of the left cut of the set of tasks T by a
task j as in [6]. We describe how the left cut can be used to check the not-first
conditions. We present some strategies to reduce the practical complexity of the
algorithm and to fully utilize the power of the the Profile data structure.

Definition 1 [6]. Let i and j be two different tasks. The left cut of T by task j
relatively to task i is the set of tasks LCut(T, j, i) defined as follows:

LCut(T, j, i) = {k | k ∈ T ∧ k �= i ∧ esti < ectk ∧ lctk ≤ lctj}. (13)

Using this set, we have the following new rule:
For all i, j ∈ T with i �= j,

ectH
LCut(T,j,i)∪{i′} > lctj ⇒ esti ≥ ECTLCut(T,j,i) (HNF′)

where i′ is a task derived from task i whose parameters 〈esti′ , lcti′ , pi′ , ci′〉 are
〈estLCut(T,j,i),min(ecti, lctj),min(ecti, lctj) − estLCut(T,j,i), ci〉.
Theorem 3. For a task i, at most h−1 iterative applications of the rule (HNF’)
achieve the same filtering as one application of the rule (HNF) where h is the
number of different earliest completion time of tasks.

Proof. Let Ω be the set which induces the maximum change of the value esti by
the rule (HNF). Let j ∈ Ω be a task with lctj = lctΩ . Until the same value of
esti is reached, in each iteration of the rule (HNF’) holds that Ω ⊆ LCut(T, j, i).
Indeed, because esti < ECTΩ and i /∈ Ω, it follows that for all k ∈ Ω, k �= i,
esti < ectk and lctk ≤ lctj . From the inclusion Ω ⊆ LCut(T, j, i), it follows that
ectH

LCut(T,j,i)∪{i′} ≥ ectH
Ω∪{i′} > lctj and the rule (HNF’) holds and propagates.

After each successful application of the rule (HNF’), the value esti is
increased. This removes all the tasks from the set LCut(T, j, i) having the ear-
liest completion time ECTLCut(T,j,i). Therefore the final value of esti must
be reached after at most h − 1 iterations and it is the same as for the
rule (HNF). �

Example 1 ([6]). Consider the CuSP instance of Fig. 3 where four tasks share
a resource of capacity C = 3. The not-first rule (14) holds for task d and the
set LCut(T, a, d) = {a, b, c}. Indeed, estd < ECT{a,b,c} and ectH

LCut(T,a,d)∪{d′} =
6 > lcta. Hence, estd = 3. After this adjustment, we have LCut(T, a, d) = {a},
estd < ECT{a}, and ectH

LCut(T,a,d)∪{d′} = 6 > lcta which leads to estd = 5. The
maximum adjustment holds.

To reduce the practical computational complexity of the algorithm, we
deduce from the properties of LCut(T, j, i) and the rigidity of task i′ some strate-
gies to learn from failures and successes and anticipate the detection of future
tasks.
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Fig. 3. A scheduling problem of 4 tasks sharing a resource of capacity C = 3.

5.1 Reducing the Number of Sets Θ = LCut(T, j, i) to Consider

To speed-up the algorithm without reducing its filtering power, we can know
whether or not the set of tasks Θ = LCut(T, j, i) is in conflict with the task i.
The detection of the not-first rule of task i with the set of tasks Θ is only possible
when Θ is conflicting with i. This happens when

∑
k∈Θ ck > C − ci since when

the sum of the capacity requirements of the tasks in Θ is less than C − ci, then
the set Θ is not conflicting with task i.

5.2 Deduction from Detection Failure of Tasks

Let i be a task such that the not-first detection rule (HNF’) fails for all set
of tasks LCut(T, j, i). Then for any other task u such that u �= i, lctu ≤ lcti,
estu = esti, cu ≤ ci and ectu ≤ ecti, we can deduce that, for all sets of tasks
LCut(T, j, i) the rule (HNF’) will also fail with task u. This assertion is formally
proven in the following proposition.

Proposition 2. Let i ∈ T be a task such that the not-first rule (HNF’) fails
for all sets of tasks LCut(T, j, i). Then for any task u ∈ T such that u �= i,
lctu ≤ lcti, estu = esti, cu ≤ ci and ectu ≤ ecti, the not-first rule (HNF’) also
fails with task u for all sets of tasks LCut(T, j, u).

Proof. By contradiction, let u ∈ T be a task with u �= i, lctu ≤ lcti,
estu = esti, cu ≤ ci and ectu ≤ ecti such that the not-first rule (HNF’)
detects and adjusts the earliest start time of task u, i.e., there exists a task
j ∈ T such that ectH

LCut(T,j,u)∪{u′} > lctj and the task u is updated such that
estu ≥ ECTLCut(T,j,u). We distinguish two cases: lctj < lcti and lcti ≤ lctj .

1. If lctj < lcti, then LCut(T, j, u) ⊆ LCut(T, j, i) and from the fact
that i′ is more constrained than u′ it follows that ectH

LCut(T,j,i)∪{i′} ≥
ectH

LCut(T,j,i)∪{u′} ≥ ectH
LCut(T,j,u)∪{u′} > lctj , which contradicts the non-

detection of the not-first rule (HNF’) with task i.
2. If lcti ≤ lctj , then LCut(T, j, u) ⊆ LCut(T, j, i) ∪ {i}. Since the set of tasks

LCut(T, j, i) ∪ {i′} is more constrained than LCut(T, j, u) ∪ {u′} it follows
that ectH

LCut(T,j,i)∪{i′} ≥ ectH
LCut(T,j,u)∪{u′} > lctj , which contradicts the non-

detection of the rule (HNF’) with task i. �
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5.3 Deduction from Success Detection of Tasks

Let i and j be two tasks such that i �= j, esti < ectj and the not-first rule
(HNF’) holds for i and LCut(T, j, i). Then for any other task u such that u �= i,
lctu ≤ lcti, estu ≤ esti, cu ≥ ci and ectu ≥ ecti, the tasks set LCut(T, j, u)
successfully detected the not-first rule (HNF’) with task u, u /∈ LCut(T, j, i).
This assertion is formally proven in the following proposition.

Proposition 3. Let i and j be two tasks such that i �= j, esti < ectj and the
not-first rule (HNF’) holds for i and LCut(T, j, i). Then for any other task u such
that u �= i, lctu ≤ lcti, estu ≤ esti, cu ≥ ci and ectu ≥ ecti, if u /∈ LCut(T, j, i)
then the not-first rule (HNF’) holds with u and LCut(T, j, u).

Proof. Let i and j be two tasks such that i �= j, esti < ectj and the rule (HNF’)
holds for i and LCut(T, j, i). Let u be a task such that u �= i, lctu ≤ lcti,
estu ≤ esti, cu ≥ ci, ectu ≥ ecti and u /∈ LCut(T, j, i). From estu ≤ esti and
u /∈ LCut(T, j, i), it is obvious that LCut(T, j, i) ⊆ LCut(T, j, u). Since the set of
tasks LCut(T, j, u) ∪ {u′} is more constrained than LCut(T, j, i) ∪ {i′} it follows
that ectH

LCut(T,j,u)∪{u′} ≥ ectH
LCut(T,j,i)∪{i′} > lctj . �

To apply these reductions, we start with a set Λ = T of tasks sorted by non-
decreasing order of lctj , by non-increasing order of estj , by non-decreasing order
of cj and by non-decreasing order of ectj to break ties. If a task i ∈ Λ fails
for detection of the rule (HNF’), then we are sure that the detection will fail
with all tasks u ∈ Λ such that u �= i, lctu ≤ lcti, estu = esti, cu ≤ ci and
ectu ≤ ecti. On the other hand, when the rule (HNF’) holds with a task i
and the set LCut(T, j, i), if the detection of the rule (HNF’) fails with the set
LCut(T, j, u) and the task u ∈ Λ such that u �= i, lctu ≤ lcti, estu ≤ esti, cu ≥ ci

and ectu ≥ ecti, then the task is postponed to the next iteration.

5.4 Horizontally Elastic Not-First Algorithm

In Algorithm 2, we iterate through the set of tasks sorted by non-decreasing
order of lct, by non-increasing order of est, by non-decreasing order of cj and
by non-decreasing order of ectj to break ties (line 5) and for each unscheduled
task (line 3), we iterate over the different set Θ = LCut(T, j, i) (line 7). For
each set Θ satisfying the reduction of Sect. 5.1, the minimum earliest completion
time is computed (line 9) during the initialization of the increment values of the
function ScheduleTasks. The horizontally-elastic earliest completion time of the
set of tasks Θ ∪ {i′} is computed at line 10 by the function ScheduleTasks and
if this value is greater than lctj (line 11), then the adjustment of esti occurs
(line 12). The boolean “detect” of line 4 allows breaking for the while loop of
line 5 when a detection is found. The loop of line 15 is used to avoid similar
set Θ = LCut(T, j, i) since LCut(T, j, i) = LCut(T, j′, i) if lctj = lctj′ . The
complexity of Algorithm2 is given in the following theorem.
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Algorithm 2. Horizontally elastic Not-First Algorithm in O(n3) time.
Input: Λ tasks sorted by non-decreasing lctj , by non-increasing estj , by

non-decreasing cj and by non-decreasing ectj to break ties.
Output: A lower bound est′

i for each task i
1 for i ∈ T do est′

i ← esti

2 for i = n to 1 do
3 if ecti < lcti then
4 detect ← false, j ← 1, t ← −1
5 while j ≤ n ∧ detect = false do
6 if j �= i ∧ esti < ectj then
7 Θ ← LCut(T, j, i)
8 if

∑
k∈Θ

ck > C − ci then

9 ECT ← ECTLCut(T,j,i)

10 ectH ← ScheduleTasks(Θ ∪ {i′}, C)

11 if ectH > lctj then
12 est′

i ← max(est′
i, ECT)

13 detect ← true
14 t ← j

15 while j + 1 ≤ n ∧ lctj = lctj+1 ∧ detect = false do
16 j ← j + 1

17 j ← j + 1

18 if detect = true then
19 for u = i − 1 to 1 do
20 if estu ≤ esti ∧ cu ≥ ci ∧ ectu ≥ ecti then
21 Θ ← LCut(T, t, u)
22 ECT ← ECTLCut(T,t,u)

23 ectH ← ScheduleTasks(Θ ∪ {u′}, C)

24 if ectH > lctj then
25 est′

u ← max(est′
u, ECT)

26 Λ ← Λ \ {u}

27 if detect = false then
28 for u = i − 1 to 1 do
29 if estu = esti ∧ cu ≤ ci ∧ ectu ≤ ecti then
30 Λ ← Λ \ {u}

31 for i ∈ T do esti ← est′
i

Theorem 4. Algorithm2 runs in O(n3) time.

Proof. The linear time algorithm ScheduleTasks is called O(n2) time for total
complexity of O(n3). �

We perform a preliminary comparison of this algorithm with the state of the
art algorithms on the resource constrained project scheduling problems (RCPSP)
instances of the BL set [3]. It appears that on many instances, when the proposed
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algorithm is used, the solver spends 1.5–2 more time than with the others not-
first/not-last algorithms for a reduction of the number of backtracks of less than
40%. We observe that for a task i, many set Θ = LCut(T, j, i) used to check the
not-first conditions are fruitless and should be avoided.

6 Relaxation of the Horizontally Elastic Not-First
Algorithm

We propose a relaxation of the previous algorithm based on a new criterion used
to reduce the number of subsets LCut(T, j, i) to consider. Without changing the
computational complexity, the relaxed horizontally elastic not-first algorithm
still dominates the classic not-first algorithm with a good trade-off between the
filtering power and the running time. To do so, it is important to have a criteria
to select the task j for which the set Θ = LCut(T, j, i) has more potential to
detect at least the classic not-first conditions.

Definition 2. Let i ∈ T be a task. The not-first set of tasks with task i denoted
NFSet(T, i) is given by

NFSet(T, i) = {j, j ∈ T ∧ j �= i ∧ esti < ectj}.

The set NFSet(T, i) is the set of tasks conflicting with task i. If a not-first con-
dition is detected with a set Ω i.e., ectΩ∪{i′} > lctΩ , then Ω ⊆ NFSet(T, i).
In this condition, the earliest start time of task i′ can be replaced by estmin =
min{estk, k ∈ T} since none of the tasks from NFSet(T, i) starts and ends before
esti. We schedule the tasks from NFSet(T, i) ∪ {i′} and compute the overflow
energy that cannot be executed at time t = tlctj for j ∈ NFSet(T, i). The algo-
rithm ScheduleNFConflictingTasks is a variant of the algorithm ScheduleTasks
which schedules the set NFSet(T, i) ∪ {i′} and returns the set Δ of task j such
that the overflow energy at time point tlctj is greater than 0.

We use the condition tlctj .ov > 0 to reduce the number of sets LCut(T, j, i)
to be considered during the detection of the not-first conditions with task i. The
above improvements are incorporated in Algorithm3. The complexity of the
resulting algorithm remains O(n3) but the condition tlctj .ov > 0 used to reduce
the number of sets LCut(T, j, i) during the detection considerably reduces the
running time, as shown from the experimental results section.

Example 2. Consider the CuSP instance of Fig. 1 with an additional task t where
attributes 〈estt, lctt, pt, ct〉 are 〈3, 7, 1, 1〉. The function ScheduleNFConflicting-
Tasks return an empty set when the set NFSet(T, z)∪ {z′} is scheduled because
the overflow energy will be consumed before the time point 6. Therefore, the
relaxed algorithm will miss the adjustment of estz to 2.
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The filtering power of the algorithm is reduced. We prove later that the relaxed
horizontally elastic not-first algorithm subsumes the classic not-first algorithm.

Algorithm 3. Relaxation of the horizontally elastic Not-First in O(n3).
Input: Λ tasks sorted by non-decreasing lctj , by non-increasing estj , by

non-decreasing cj and by non-decreasing ectj to break ties.
Output: A lower bound est′

i for each task i
1 for i ∈ T do est′

i ← esti

2 for i = n to 1 do
3 if ecti < lcti ∧ i ∈ Λ then
4 detect ← false, t ← −1
5 if detect = false then
6 Δ ← ScheduleNFConflictingTasks(i, C)
7 j ← |Δ|
8 while j ≥ 1 ∧ detect = false do
9 Θ ← LCut(T, j, i)

10 ECT ← ECTLCut(T,j,i)

11 ectH ← ScheduleTasks(Θ ∪ {i′}, C)

12 if ectH > lctj then
13 est′

i ← max(est′
i, ECT)

14 detect ← true
15 t ← j

16 j ← j − 1

17 if detect = true then
18 for u = i − 1 to 1 do
19 if estu ≤ esti ∧ cu ≥ ci ∧ ectu ≥ ecti then
20 Θ ← LCut(T, t, u)
21 ECT ← ECTLCut(T,t,u)

22 ectH ← ScheduleTasks(Θ ∪ {u′}, C)

23 if ectH > lctt then
24 est′

u ← max(est′
u, ECT)

25 Λ ← Λ \ {u}

26 if detect = false then
27 for u = i − 1 to 1 do
28 if estu = esti ∧ cu ≤ ci ∧ ectu ≤ ecti then
29 Λ ← Λ \ {u}

30 for i ∈ T do esti ← est′
i

7 Properties of the Relaxation of the Horizontally Elastic
Not-First Algorithm

In this section, we prove that the relaxation of the horizontally elastic not-first
algorithm (Algorithm3) subsumes the standard not-first algorithm.
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Lemma 1. Let i ∈ T be a task. If the not-first condition (NF) is detected
with the set of tasks Ω, then after a horizontally elastic scheduling of tasks
NFSet(T, i) ∪ {i′}, it appears that tlctj .ov > 0 where lctj = lctΩ.

Proof. Let j ∈ T be a task such that lctj = lctΩ . If the not-first conditions (4) are
detected with the set of tasks Ω, then ectF

Ω∪{i′} > lctj and Ω ⊆ LCut(T, j, i).
Therefore, in the fully elastic schedule of tasks from Ω ∪ {i′}, the resource is
fully used at any time points from estΩ to lctΩ with a surplus of energy not
executed. Then from ectH

LCut(T,j,i)∪{i′} ≥ ectF
LCut(T,j,i)∪{i′} ≥ ectF

Ω∪{i′} > lctj

and LCut(T, j, i) ⊆ NFSet(T, i) it follows that during the scheduling of tasks set
NFSet(T, i) ∪ {i′}, tlctj .ov > 0. �
Theorem 5. The relaxation of the horizontally elastic not-first algorithm (Algo-
rithm3) subsumes the classic not-first algorithm.

Proof. According to Lemma 1, any detection and adjustment performed by the
classic not-first algorithm are also detected and adjusted by the relaxed horizon-
tally elastic not-first algorithm. In the CuSP instance of Example 1, the classic
not-first algorithm fails to adjust estz while the relaxation of the horizontally
elastic not-first algorithm succeeds to update estz to 2. �

We know from [3] that the classic not-first/not-last rule is not subsumed
by the energetic reasoning rule and vice-versa. According to Theorem 5, we can
deduce that the relaxation of the horizontally elastic not-first/not-last rule is
not subsumed by the energetic reasoning and vice-versa.

8 Experimental Results

We carry out experimentations on resource-constrained project scheduling prob-
lems (RCPSP) to compare the new algorithm of not-first/not-last with the state-
of-the art algorithms. A RCPSP consists of a set of resources of finite capacities,
a set of tasks of given processing times, an acyclic network of precedence con-
straints between tasks, and a horizon (a deadline for all tasks). Each task requires
a fixed amount of each resource over its execution time. The problem is to find
a starting time assignment for all tasks satisfying the precedence and resource
capacity constraints, with the least makespan (i.e., the time at which all tasks
are completed) at most equals to the horizon.

Tests were performed on benchmark suites of RCPSP known to be highly
cumulative [3]. On highly cumulative scheduling instances, many tasks can be
scheduled simultaneously as contrary to the highly disjunctive ones. We use the
libraries BL [11], Pack [13] and KSD15 D [14]. The data set BL consists of 40
instances of 20 and 25 tasks sharing three resources, Pack consists of 55 instances
of 15–33 tasks sharing a resource of capacity 2–5 while the set KSD15 D consists
of 480 instances of 15 tasks sharing a resource of capacity 4.

Starting with the provided horizon as an upper bound, we modeled each prob-
lem as an instance of Constraint Satisfaction Problem (CSP); variables are start
times of tasks and they are constrained by the precedence graph (i.e., precedence
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relations between pairs of tasks were enforced with linear constraints) and
resource limitations (i.e., each resource was modeled with a single cumulative

constraint [1]). We used a branch and bound search to minimize the makespan.
We implemented three different propagators of the global constraint

cumulative in Java using Choco solver 4.0.1 [17].

1. The first cumulative propagator noted “TT-NF” (for not-first with Θ -tree)
is a sequence of two filtering algorithms: the O(n2 log n) not-first algorithm
from [6] and timetabling algorithm from [15].

2. The second propagator noted “CHE-NF” (for not-first with complete horizon-
tally elastic) is obtained when replacing in the first propagator the not-first
algorithm with Timeline by the complete horizontally elastic not-first algo-
rithm presented in Algorithm2.

3. The third propagator noted “RHE-NF” (for not-first with relaxed horizon-
tally elastic) is obtained when replacing in the first propagator the not-first
algorithm with Timeline by the relaxed horizontally elastic not-first algorithm
presented in Algorithm 3.

Branching scheme is another ingredient to accelerate the solving process. The
heuristics used to select tasks and values are directly linked to the type of
problems and the filtering algorithms considered in the solver. We combine the
conflict-ordering search heuristic [16] with the heuristic minDomLBSearch from
Choco. During the search, the solver records conflicting tasks and at the back-
track, the last one is selected in priority until they are all instantiated with-
out causing any failure. When no conflicting tasks is recorded, the heuristic
minDomLBSearch which consists of selecting the unscheduled tasks with the
smallest domain and assigning it to its lower bound is used. Tests were performed
on a data center equiped with Intel(R) Xeon X5560 Nehalem nodes, 2 CPUs per
node, 4 cores per CPU at 2.4 GHz, 24 GB of RAM per node. Any search taking
more than 10 min was counted as a failure.

In Table 1, the columns “solve” report the number of instances solved by each
propagator. Columns “time”, “backt”, and “speedup” denote the average CPU
time (in second) used to reach the optimal solution, the average number of back-
tracks, and the average speedup factor (TT-NF time over new algorithms time)
reported on instances solved by “TT-NF” vs. “CHE-NF” (sp1) and “TT-NF” vs.
“RHE-NF” (sp2) respectively. 527 instances were solved by the three propaga-
tors with one instance solved only by “CHE-NF” and “RHE-NF” (pack016) and
two instances solved only by “TT-NF” and “RHE-NF” (pack015 and j30 45 2).

The propagator “TT-NF” performs better in average on BL set while “RHE-
NF” is the best on Pack and KSD15 D with an average speedup factor of 124.4%
and 103.1% wrt. “TT-NF”. We observe a reduction of the average number of
backtracks from “RHE-NF” on Pack set while “CHE-NF” dominated on BL
and KSD15 D. Figure 4 compares the runtimes (a), the number of backtracks
(b) and the number of adjustments (propagations) (c) made at the fixed point of
the node of the search tree on the 527 instances solved by the three propagators.
It appears in (a) that the running time of “RHE-NF” is generally close to “TT-
NF” and sometimes less. In (b), the number of backtracks of “RHE-NF” is
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Table 1. We report the number of instances solved (solve), the average number of
backtracks (backts), the average time in second (time) and the average speedup fac-
tor (TT-NF time over new algorithms time) required to solve all instances that are
commonly solved by the three propagators on set BL, Pack and KSD15 D.

TT-NF CHE-NF RHE-NF Speedup (%)

Solve Time Backts Solve Time Backts Solve Time Backts sp1 sp2

BL 40 4.497 32789 40 6.952 23114 40 6.616 27193 64.7 68

Pack 19 30.524 161467 18 42.608 90663 18 24.543 66154 71.6 124.4

KSD15 D 471 0.766 2196 470 1.2 2008 471 0.743 2020 63.8 103.1
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Fig. 4. (a) Runtimes comparison of TT-NF vs. CHE-NF and TT-NF vs. RHE-NF, (b)
Comparison of the number of Backtracts TT-NF vs. CHE-NF and TT-NF vs. RHE-
NF, (c) Comparison of the number of adjustments (Propagations) CHE-NF vs. TT-NF
and CHE-NF vs. RHE-NF on instances of BL, Pack and KSD15 D where the three
propagators found the best solution.

always less than the number of backtracks of “TT-NF”. In (c), the average
number of propagations of “RHE-NF” are always less than the average number
of propagations of “CHE-NF” when on a few number of instances, the number of
propagations of “TT-NF” is less than the number of propagations of “CHE-NF”.

9 Conclusion

We proposed a generalization of the not-first/not-last rule for the cumulative
resource constraint based on a strong relaxation of the earliest completion time
of a set of tasks. A relaxation of the corresponding horizontally elastic not-
first/not-last algorithm running in O(n3) is also proposed, where n is the number
of tasks sharing the resource. The new algorithm is sound and can reach a better
fixed point than the state-of-the-art algorithms. The new algorithm is based on
the data structure Profile used to compute a strong lower bound on the earliest
completion time of a set of tasks. Experimental results demonstrate that the new
algorithm has more impact in terms of backtracks reduction and running time
on highly cumulative instances of RCPSPs. Future work will focus on finding
how to improve the complexity of this algorithm from O(n3) to O(n2 log n) and
to design a branching scheme more suitable for the new rule.
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Abstract. In this paper, we propose a variant of the global constraint
soft-regular by introducing a new violation measure that relates a
cost variable to the size of the longest prefix of the assigned variables,
which is consistent with the constraint automaton. This measure allows
us to guarantee that first decisions (assigned variables) respect the rules
imposed by the automaton. We present a simple algorithm, based on a
Multi-valued Decision Diagram (MDD), that enforces Generalized Arc
Consistency (GAC). We provide an illustrative case study on nurse ros-
tering, which shows the practical interest of our approach.

1 Introduction

Global constraints play an important role in Constraint Programming (CP) due
to their expressiveness and capability of efficiently filtering the search space.
Popular global constraints include, among others, allDifferent [1], count [2],
element [3], cardinality [4,5], cumulative [6] and regular [7]. The constraint
regular imposes a sequence of variables to take their values in order to form
a word recognized by a finite automaton. This constraint happens to be use-
ful when modeling various combinatorial problems such as rostering and car
sequencing problems.

In many time-oriented problems, such as planning, scheduling, and time-
tabling, one has to take decisions while paying attention to the future demands,
resources, etc. Those are generally obtained from a forecasting model. The stan-
dard approach is basically to define an horizon and to try having the problem
instances solved over that horizon. Unfortunately, many problem instances are
over-constrained [8,9]. Following the approach of [10], some hard-constraints can
then be relaxed and replaced by their soft versions. Although attractive, this
approach applied to time-oriented problems has a major drawback which is that
constraints are equally penalized, whether the violation is about the beginning
or the end of the horizon. We claim that the importance of completely satisfy-
ing the constraints must decrease with elapsed time. In other words, satisfying
the constraints in the near future must be considered as more important than
c© Springer International Publishing AG, part of Springer Nature 2018
W.-J. van Hoeve (Ed.): CPAIOR 2018, LNCS 10848, pp. 333–343, 2018.
https://doi.org/10.1007/978-3-319-93031-2_24

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-93031-2_24&domain=pdf


334 M. T. Khong et al.

satisfying the constraints in the far future (in addition, forecasts may be more
or less accurate).

In this paper, we are interested in the relaxation of the global constraint
regular. Existing violation measures for soft-regular are based on the con-
cept of distances in term of variables or edit operations [11–13]. We propose an
alternative violation measure that is based on the size of the longest prefix that
is consistent with the underlying automaton of the constraint. This violation
measure can be useful when first variables of the sequence (scope) are critical.
We illustrate our approach on a rostering application.

2 Technical Background

A Constraint Satisfaction Problem (CSP) [14–16] is composed of a set of n
variables, X = {x1, . . . , xn}, and a set of e constraints, C = {c1, . . . , ce}. On
the one hand, each variable x has an associated domain, denoted by D(x), that
contains the set of values that can be assigned to x. Assuming that the domain
D(x) of a variable x is totally ordered, min(x) and max(x) will respectively
denote the smallest value and the greatest value in the domain of x. Note also
that d will denote the maximum domain size for the variables in a given CSP. On
the other hand, each constraint c involves an ordered set of variables, called the
scope of c and denoted by scp(c). Each constraint c is mathematically defined by
a relation, denoted by rel(c), which contains the allowed combinations of values
for scp(c). The arity of a constraint c is the size of scp(c), and will usually be
denoted by r.

Given a sequence 〈x1, . . . , xi, . . . , xr〉 of r variables, an r-tuple τ on this
sequence of variables is a sequence of values 〈a1, . . . , ai, . . . , ar〉, where the indi-
vidual value ai is also denoted by τ [xi] or, when there is no ambiguity, τ [i]. An
r-tuple τ is valid on an r-ary constraint c iff ∀x ∈ scp(c), τ [x] ∈ D(x). A tuple
τ is allowed by a constraint c iff τ ∈ rel(c); we also say that c accepts τ . A
support on c is a valid tuple on c that is also allowed by c. A literal is a pair
(x, a) where x is a variable and a a value, not necessarily in dom(x). A literal
(x, a) is Generalized Arc-Consistent (GAC) iff it admits a support on c, i.e., a
valid tuple τ on c such that τ is allowed by c and τ [x] = a. A constraint c is
GAC iff ∀x ∈ scp(c), ∀a ∈ D(x), (x, a) is GAC.

3 Constraint soft-regularprx

Definition 1 (DFA). A deterministic finite automaton (DFA) is defined by
a 5-tuple (Q,Σ, δ, q0, F ) where Q is a finite set of states, Σ is a finite set of
symbols called the alphabet, δ : Q × Σ → Q is a transition function, q0 ∈ Q is
the initial state, and F ⊆ Q is the set of final states.

Given an input string (a finite sequence of symbols taken from the alpha-
bet Σ), the automaton starts in the initial state q0, and for each symbol in
sequence of the string, applies the transition function to update the current
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state. If the last state reached is a final state then the input string is accepted
by the automaton. The set of strings that the automaton accepts constitutes a
language, denoted by L(M), which is technically a regular language.

In [7], a global constraint, called regular, is introduced: the sequence of
values taken by the successive variables in the scope of this constraint must
belong to a given regular language. For such constraints, a DFA can be used
to determine whether or not a given tuple is accepted. This can be an attrac-
tive approach when constraint relations can be naturally represented by regular
expressions in a known regular language. For example, in rostering problems,
regular expressions can represent valid patterns of activities.

q0 q1 q2 q3

q4

a

c

b

a

a

b a

c

Fig. 1. A DFA with initial state q0 and final states q3 and q4.

Definition 2 (regular). Let M be a DFA, and X = 〈x1, . . . , xr〉 be a sequence
of r variables. The constraint regular(X,M) accepts all tuples in {(v1, . . . , vr) |
v1 . . . vr ∈ L(M) ∧ vi ∈ D(xi),∀i ∈ 1..r}.
Example 1. Let us consider a sequence of 4 variables X = 〈x1, x2, x3, x4〉 with
D(xi) = {a, b, c},∀i ∈ 1..4 and the automaton M depicted in Fig. 1. The tuples
(c, c, c, c) and (a, a, b, a) are accepted by the constraint regular(X,M) whereas
(c, a, a, b) and (c, c, c, a) are not.

Working with constraints defined by a DFA, Pesant’s filtering algorithm [7]
enforces generalized arc consistency by means of a two-stage forward-backward
exploration. This two-stage process constructs a layered directed multi-graph
and collects the set of states that support each literal (x, a). The worst-case time
and space complexities of this incremental algorithm are both O(rd|Q|). In [17],
the authors proposed a filtering algorithm for extended finite automata (with
counters) by reformulating them as a conjunction of signature and transition
constraints; their method can also be applied to constraints regular when there
are no counters.

It is worth noting that there is a direct correspondence between MDDs
(Multi-valued Decision Diagrams) and DFAs. An acyclic and minimized deter-
ministic finite automaton is equivalent to a reduced (ordered) MDD [18]. This
is the reason why we can use an underlying MDD [19,20] as a basis for filtering
constraints regular.

When problems are over-constrained, it is sometimes relevant to relax some
hard constraints. More specifically, it is possible to soften global constraints
by adopting some known violation measures [10,11]. A violation measure μ is
simply a cost function that guarantees that cost 0 is associated with, and only
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with, any tuple that fully satisfies the constraint. The violation measure “var” is
general-purpose: it measures the smallest number of variables whose values must
be changed in order to satisfy the constraint (it basically expresses a Hamming
distance).

For the relaxed version of regular, we can use “var” as well as the viola-
tion measure “edit”, defined in [11] and revised in [12], which stands for the
smallest number of insertions, deletions and substitutions required to satisfy the
constraint. In a local search context, it was proposed [13] a violation measure by
dividing the sequence of variables into segments that are accepted by the under-
lying DFA. This measure overestimates the Hamming distance. In this paper, we
propose an original violation measure “prx” that is related to the size (length)
of the longest prefix of a tuple compatible with a DFA.

Definition 3 (Violation Measure “prx”). The violation measure μprx of an
r-tuple τ with respect to a DFA M is μprx(M, τ) = r − k, where k is the size of
the longest prefix of τ that can be extended to an r-tuple in L(M).

Definition 4 (soft-regularprx). Let M be a DFA, X = 〈x1, . . . , xr〉
be a sequence of r variables and z be a (cost) variable. The constraint
soft-regularprx(X,M, z) accepts all tuples in {(v1, . . . , vr, d) |
μprx(M, (v1, . . . , vr)) ≤ d ∧ vi ∈ D(xi),∀i ∈ 1..r ∧ d ∈ D(z)}.

Note that only the bounds of z are considered. We do not reason
about equality, because z is supposed to be minimized. The constraint
soft-regularprx(X,M, z) supports an r-tuple τ = (v1, . . . , vr) for X iff τ is
valid and μprx(M, τ) ≤ max(z), i.e., the first r − max(z) values of τ can be
extended to a tuple recognized by M . We also have that a value d ∈ D(z) is
a support of the constraint iff there exists a valid r-tuple τ for X such that
d ≥ μprx(M, τ).

Example 2. Let us consider the automaton M depicted in Fig. 1, a sequence of
4 variables X = 〈x1, x2, x3, x4〉 with D(xi) = {a, b, c},∀i ∈ 1..4 and a cost vari-
able z with D(z) = {0, 1, 2}. The constraint soft-regularprx(X,M, z) supports
(c, c, c, a) for X but not (c, a, a, b) because μprx(M, (c, c, c, a)) = 1 ≤ max(z)
while μprx(M, (c, a, a, b)) = 3 > max(z). Suppose now that x3 and x4 are
assigned to c and a, respectively. The r-tuple with the longest prefix consis-
tent with M is τ = (c, c, c, a) with violation cost μprx(M, τ) = 1. Hence, z = 0
can not satisfy the constraint and should be removed from D(z).

4 A GAC Algorithm

We now introduce a filtering algorithm to enforce generalized arc consistency
on a constraint soft-regularprx, i.e., a soft regular constraint, using “prx” as
violation measure. As presented in [7,11], the main data structure, the DFA, can
be traversed in order to identify the values that are supported by the constraint.
An MDD-based algorithm [19] can be applied for this step. Indeed, it is rather
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immediate to unfold the automaton on r levels, where each level corresponds to
a variable in the main sequence X of variables. Arcs labelled with values for the
first variable leave the root node (at level 0), whereas arcs labelled with values
for the last variable reach the terminal node (at level r). An illustration is given
by Fig. 2.

x1 x2 x3 x4
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q22

q24

q32

q33

q34

�a

c

a

b

c

b

b

a

c

a

a

c

Fig. 2. MDD built for the constraint soft-regularprx in Example 2.

The principle of filtering is the following. The MDD is traversed first in
order to identify the deepest level for which a consistent prefix exists. With this
information, it is then possible to update the min bound, min(z), of the cost
variable z. This is exactly the same kind of filtering performed with respect to
the variable y in an inequality binary constraint x ≤ y when we apply: min(y) ←
max(min(y),min(x)).

The value of the max bound, max(z), is also useful for possibly pruning some
values for variables in X. More precisely, for the first r − max(z) variables in
X, we need to only keep the values that occur in any consistent prefix whose
size is at least equal to r − max(z). This is the reason why we use an array
collected that gives for each variable xi, such that i ≤ r − max(z), the set of
values collected[xi] that respect that condition. Roughly speaking, this is the
spirit of the filtering performed with respect to the variable x in an inequality
binary constraint x ≤ y when we apply: max(x) ← min(max(x),max(y)).

Algorithm 1 can be called to enforce GAC on a specified constraint
soft-regularprx(X,M, z). We introduce a map, called explored, that stores for
any processed node the size of the longest consistent prefix that can be reached
from it. As usual for a map, we use the operations (i) clear(), for reinitializing
the map, (ii) contains(), for determining if a specified node has already been
processed, (iii) get(), for getting the size of the longest consistent prefix that can
be reached from a specified node, (iv) put(), for putting an entry in the map.

Algorithm 1. soft-regularprx(X = 〈x1, . . . , xr〉, root, z)

1 explored.clear()
2 collected[x] ← ∅, ∀x ∈ X
3 maxSuccessLevel ← exploreTree(root)
4 min(z) ← max(min(z), r − maxSuccessLevel)
5 if D(z) = ∅ then
6 return Failure
7 else
8 foreach i ∈ 1..r − max(z) do
9 D(xi) ← collected[xi]
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Algorithm 1 works as follows. Data structures are initialized at lines 1 and
2. Then, the exploration of the MDD starts from the root, and the size of the
longest found consistent prefix is stored in the variable maxSuccessLevel. At
this point, it is possible to update both the domain of the cost variable z and
the domains of the first r − max(z) variables of X, as explained earlier in this
section. Note that if the domain of z becomes empty, a failure is returned. Also,
note that no domain wipe-out (failure) can happen when updating the domains
of variables in X.

Algorithm 2 makes an exploration of a (sub-)MDD and returns the size of the
longest prefix compatible with the DFA that can be reached from the specified
node. If this node corresponds to the terminal node (this is identified by a level
equal to r) or a node that has already been processed, the algorithm returns
the corresponding level. Otherwise, the algorithm explores each child (i.e., node
reached from an outgoing edge) such that the value labeling the linking arc is
still valid. Some values can then be collected, but note that we collect supported
values for only the first r−max(z) variables (lines 10–11). The level of a node is
equal to the maximum level reached by its children, which can be expressed by
the formula: maxLevel(node) = max(node.level,maxn:node.outsmaxLevel(n)).
Finally, Algorithm2 adds an entry to the map explored and returns the size of
the longest consistent prefix.

Algorithm 2. exploreTree(node) : Integer

1 if node.level = r then
2 return r

3 if explored.contains(node) then
4 return explored.get(node)

5 x ← node.var
6 maxLevel ← node.level
7 foreach arc ∈ node.outs do
8 if arc.value ∈ D(x) then
9 currMaxLevel ← exploreTree(arc.dest)

10 if node.level ≤ r − max(z) ≤ currMaxLevel then
11 collected[x] ← collected[x] ∪ {arc.value}
12 maxLevel ← max(maxLevel, currMaxLevel)

13 explored.put(node,maxLevel)
14 return maxLevel

Example 3. Let us consider the constraint soft-regularprx(X,M, z) from
Example 2. After the execution of Algorithm1, we have: collected[x1] = {a, c},
collected[x2] = {a, b, c}, collected[x3] = collected[x4] = {}. Since max(z) = 2,
only domains of x1 and x2 may be updated. Here, b is removed from D(x1).

Suppose now that x3 and x4 are respectively assigned to c and a, and 2
is removed from D(z), i.e., max(z) = 1. Since max(z) is now 1, we need
to collect values for the first 4 − 1 = 3 variables x1, x2, and x3. Any value
labeling an arc is collected iff this arc can reach at least the level 3. We have:
collected[x1] = collected[x2] = collected[x3] = {c}. Consequently, we now have
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D(x1) = D(x2) = D(x3) = {c}. Note that the deepest reachable consistent level
is 3, which implies that min(z) = 1.

Proposition 1. Algorithm1 enforces GAC on any specified constraint
soft-regularprx(X,M, z).

Proof. After the execution of Algorithm 2, ∀xi ∈ X, with i ∈ 1..r − max(z),
∀vi ∈ D(xi), the arc associated with (xi, vi) must reach a node with a level at
least equal to r−max(z), i.e., there must exist a path from the root to this node
whose size is at least r − max(z). Values collected on this path can represent
a support for (xi, vi). The maximum level reached from the root corresponds
to the size of the longest prefix of a tuple that is consistent with the DFA M .
Hence, the lower bound of D(z) must be updated using this value. ��

Since Algorithm 2 traverses at most one each arc in the corresponding graph,
the time complexity of Algorithm 1 is O(r|δ|) where |δ| is the number of transi-
tions in the DFA.

5 Possible Decomposition

The constraint soft-regularprx can be decomposed using cost MDD [21] con-
straints with the unfolded automaton described in Sect. 4 by adding the following
arcs: for each node at level i, add an escape arc to the terminal node with cost
r−i; each arc in the unfolded automaton has cost 0. The time complexity to filter
this constraint is also linear in the number of arcs but it is not straightforward
to implement if the cost MDD is not available.

The constraint soft-regularprx(X,M, z) can also be decomposed by using
reified table constraints [22] and (ordinary) table constraints as follows. First,
we introduce r + 1 new variables yi (i ∈ 0..r) such that D(y0) = {q0}, D(yi) =
Q,∀i ∈ 1..r − 1 and D(yr) = F . We also introduce r Boolean variables bi,
i ∈ 1..r, for reification purpose. Next, we introduce r reified table constraints
creifi : ci ⇔ bi where ci is a classical ternary positive table constraint such that
scp(ci) = {yi−1, xi, yi} and rel(ci) = δ for i = 1..r. These constraints reflect
the truth of a valid transition. We then introduce r functionality constraints
cfi (i = 1..r) where each constraint cfi is a ternary negative table constraint
such that scp(cfi ) = {yi−1, xi, yi} and rel(cfi ) = {(qk, v, �= ql)|(qk, v, ql) ∈ δ}.
Finally, we enforce the prefix restriction by adding the constraints: (z ≤ r−k) ⇒
(
∑

i=1..k bi = k). Note that when z ≤ r − k, a prefix of size at least equal to k
must be consistent with the underlying DFA, which implies that bi = 1, i = 1..k
and this is equivalent to

∑
i=1..k bi = k.

6 Experimental Results

We illustrate the practical interest of our approach on a variant of the Nurse
Rostering Problem (NRP). This problem has been extensively studied in both
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Table 1. Results obtained on NRP instances. Timeout set to 3,600 s.

Soft-regular

Instance #days #nurses #shifts LNS LNS (1 nurse)

Objective Objective violHoz

Instance1 14 8 1 607.0 512.0 5.9

Instance2 14 14 2 890.4 837.7 4.0

Instance3 14 20 3 1055.6 1006.2 3.6

Instance4 28 10 2 1732.4 1645.3 12.6

Instance4a 28 10 2 1694.2 1548.1 10.9

Instance4b 28 10 2 1722.4 1672.4 12.1

Instance5 28 16 2 1477.1 1261.9 11.5

Instance5a 28 16 2 1471.2 1390.0 11.7

Instance5b 28 16 2 1382.2 1303.0 11.1

Instance6 28 18 3 2629.1 2498.9 11.2

Instance6a 28 18 3 2539.6 2433.9 7.5

Instance6b 28 18 3 2706.7 2642.1 8.8

Instance7 28 20 3 1756.4 1555.1 9.1

Instance7a 28 20 3 1903.3 1810.6 8.3

Instance7b 28 20 3 1674.4 1485.8 9.4

domains of Operational Research and Artificial Intelligence for more than 40
years due to its importance in real-world hospital contexts [23,24].

The NRP consists of creating a roster by assigning nurses different shift types
satisfying some constraints [23]. They are divided in two groups: hard constraints
and soft constraints. Hard constraints must be satisfied in order to have a feasible
solution whereas soft constraints can be partially violated by introducing some
violation costs. The objective is to minimize the sum of these costs.

In real NRP situations, it may happen that one or even several nurses indicate
that in a near future (not precisely indicated) they will have to be absent. One
possible solution is to relax the hard regular constraints corresponding to the
regulation rules for these nurses while trying to find a roster satisfying as much
as possible the first steps (shifts) of the underlying automata. The constraint
soft-regularprx can be applied for that. In [8], Schaus proposed to relax the
demands instead using a soft-cardinality constraint. However, this relaxation
does not allow us to optimize the longest feasible prefix easily over a horizon.

We have conducted an experimentation under Linux (CPUs clocked at
2.5 GHz, with 5 GB of RAM). We have been interested in the NRP instances
recently proposed in [25]. We have also randomly generated some variants for
the last four instances by slightly modifying soft demands of nurses (we use sym-
bols a and b as suffix in their names). For our experiments, a nurse was randomly
chosen to be the person who can not totally follow the roster. So, we first min-
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imize the global violation cost (as initially computed for these instances), and
then we attempt to maximize the longest prefix satisfying the shift horizon of the
“relaxed” nurses. Note that we also force this staff’s roster to satisfy regulation
rules over at least the first half of the scheduling horizon.

We run our algorithm 10 times on each instance, with a timeout set to 3, 600 s,
and we report average results. We chose Large Neighborhood Search (LNS) [26]
as a method to solve NRP instances. The variable ordering heuristic selects
the variable that admits the highest violation cost over a day while the value
ordering heuristic selects the value that reduces the overall cost most. Concerning
relaxation, firstly, one nurse is selected randomly. If no solution is found after
10 executions, the number of nurses relaxed will increase by one. It will be set
back to one when a solution is found. For each restart, the number of failures is
limited to 100K.

Table 1 shows some representative results for only one relaxed nurse. The
first 4 columns gives some information about the instances. The 3 last columns
present solving results. The first column (out of these 3 last columns) shows the
violation cost obtained with LNS for the initial problem (i.e., without any relax-
ation). The last 2 columns present results for the relaxed problem: the obtained
objective cost, and the horizon violated by the roster of the relaxed nurse. Gen-
erally speaking, one can observe an improvement on the overall objective while
keeping a reasonable roster for the relaxed nurse.

Table 2. Execution time(s) for dedicated and decomposition approaches.

Instance1 Instance2 Instance3 Instance4 Instance5 Instance6 Instance7

Dedicated 71.7 40.4 58.4 38.0 64.5 98.5 98.6

Decomp 190.7 81.2 122.6 57.9 74.4 110.5 118.9

We also compared our soft constraint soft-regularprx with the decompo-
sition approach. For simplicity, a static branching was used, and the program
was stopped when the number of failures reached 500K. The execution times in
seconds are reported in Table 2. Clearly, the dedicated approach is more robust
than the decomposition one, as it can be twice as fast.

Acknowledgments. The first author is supported by the FRIA-FNRS. The second
author is supported by the project CPER Data from the “Hauts-de-France”.
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Abstract. This paper considers the integrated problem of quay crane
assignment, quay crane scheduling, yard location assignment, and vehi-
cle dispatching operations at a container terminal. The main objective is
to minimize vessel turnover times and maximize the terminal through-
put, which are key economic drivers in terminal operations. Due to their
computational complexities, these problems are not optimized jointly in
existing work. This paper revisits this limitation and proposes Mixed
Integer Programming (MIP) and Constraint Programming (CP) models
for the integrated problem, under some realistic assumptions. Exper-
imental results show that the MIP formulation can only solve small
instances, while the CP model finds optimal solutions in reasonable times
for realistic instances derived from actual container terminal operations.

Keywords: Container terminal operations · MIP
Constraint programming

1 Introduction

Maritime transportation has significant benefits in terms of cost and capability
for carrying a higher number of cargos. Indeed, sea trade statistics indicate that
90% of global trade is performed by maritime transportation. This has led to
new investments in container terminals and a variety of initiatives to improve
the operational efficiency of existing terminals. Operations at a container ter-
minal can be classified as quay side and yard side. They handle materials using
quay cranes (QC), yard cranes (YC), and transportation vehicles such as yard
trucks (YT). QCs load and unload containers at the quay side, while YCs load
and discharge containers at the yard side. YTs provide transshipment of the
containers between the quay and the yard sides.
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In a typical container terminal, it is important to minimize the vessel berthing
time, i.e., the period between the arrival and the departure of a vessel. When
a vessel arrives at the terminal, the berth allocation problem selects when and
where in the port the vessel should berth. Once a vessel is berthed, its stowage
plan determines the containers to be loaded/discharged onto/from the vessel.
This provides an input to the QC assignment and scheduling, which determines
the sequence of the containers to be loaded or discharged from different parts
of the vessel by the QCs. In addition, the containers discharged by the QCs
are placed onto YTs and transported to the storage area, which corresponds to
a vehicle dispatching problem. Each discharged container is assigned a storage
location, giving rise to a yard location assignment problem. Finally, the containers
are taken from YTs by YCs and placed onto stacks in storage blocks, specifying
a YC assignment and scheduling problem.

A container terminal aims at completing the operations of each berthed ves-
sel as quickly as possible to minimize vessel waiting times at the port and thus to
maximize the turnover, i.e., the number of handled containers. Optimizing the
integrated operations within a container terminal is computationally challenging
[16]. Therefore, the optimization problems identified earlier are generally consid-
ered separately in the literature, and the number of studies considering integrated
operations is rather limited. However, although the optimization of individual
problems brings some operational improvements, the main opportunity lies in
optimizing terminal operations holistically. This is especially important since the
optimization sub-problems have conflicting objectives that can adversely affect
the overall performance of the system.

This paper considers the integrated optimization of container terminal oper-
ations and proposes MIP and CP formulations under some realistic assumptions.
To the best of our knowledge, the resulting optimization problem has not been
considered in the literature so far. Experimental results show that the MIP for-
mulation is not capable of solving instances of practical relevance, while the CP
model finds optimal solutions in reasonable times for realistic instances derived
from real container terminal operations.

The rest of the paper is organized as follows. Section 2 specifies the problem
and the assumptions considered in this work. Section 3 provides a detailed lit-
erature review for the integrated optimization of container terminal operations.
Section 4 presents the MIP model, while Sect. 5 presents the constraint pro-
gramming model for the same problem. Section 6 presents the data generation
procedure, the experimental results, and the comparison of the different models.
Finally, Sect. 7 presents concluding remarks and future research directions.

2 Problem Definition

This section specifies the Integrated Port Container Terminal Problem (IPCTP)
and its underlying assumptions. The IPCTP is motivated by the operations of
actual container terminals in Turkey.

In container terminals, berth allocation assigns a berth and a time interval
to each vessel. Literature surveys and interviews with port management officials
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reveal that significant factors in berth allocation include priorities between cus-
tomers, berthing privileges of certain vessels in specific ports, vessel sizes, and
depth of the water. Because of all these restrictions, the number of alternative
berth assignments is quite low, especially in small Turkish ports. As a result,
the berthing plan is often determined without the need of intelligent systems
and the berthing decisions can be considered as input data to the scheduling of
the material-handling equipment. The vessel stowage plan decides how to place
the outbound containers on the vessel and is prepared by the shipping company.
These two problems are thus separated from the IPCTP. In other words, the
paper assumes that vessels are already berthed and ready to be served.

The IPCTP is formulated by considering container groups, called shipments.
A single shipment represents a group of containers that travel together and
belong to the same customer. Therefore, the containers in a single shipment
must be stored in the same yard block and in the same vessel bay. In addition,
each shipment is handled as a single batch by QCs and YCs.

The IPCTP determines the storage location in the yard for inbound con-
tainers. The yard is assumed to be divided into a number of areas containing
the storage blocks. Each inbound shipment has a number of possible location
points in each area. Each YC is assumed to be dedicated to a specific area of
the yard. Note that outbound shipments are at specified yard locations at the
beginning of the planning period and hence their YCs are known in advance. In
contrast, for inbound shipments, the YC assignment is derived from the storage
block decisions. The IPCTP assumes that each yard location can store at most
one shipment but there is no difficulty in relaxing that assumption.

The inbound and outbound shipments and their vessel bays are specified in
the vessel stowage plan. The IPCTP assigns each shipment to a QC and schedules
each QC to process a sequence of shipments. The QC scheduling is constrained
by movement restrictions and safety distances between QCs. Two adjacent QCs
must be apart from each other by safety distance, so that they can perform their
tasks simultaneously without interference as described in [12].

The IPCTP assumes the existence of a sufficient number of YTs so that
cranes never wait. This assumption is motivated by observations in real termi-
nals where many YTs are dedicated to each QC in order to ensure a smooth
operation. This organization is justified by the fact that QCs are the most
critical handling equipment in the terminal. As a result, QCs are very rarely
blocked while discharging and almost never starve while loading. After solving
the IPCTP, the YT schedule can be found in a post-processing step. Indeed,
the YP scheduling problem can be reduced to the tactical fixed job scheduling
problem, which is polynomial-time solvable. Therefore, the assumption of having
a sufficient number of YTs is realistic and simplifies the IPCTP.

The IPCTP also assumes that the handling equipment (QC, YC, YT) is
homogeneous, and their processing times are deterministic and known. Since
the QCs cannot travel beyond the berthed vessel bays and must obey a safety
distance [14], each shipment can only be assigned to an eligible set of QCs that
respect safety distance and non-crossing constraints. These are illustrated in
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Fig. 1. The vessel bays and their available QCs.

Fig. 2. An example of interference for shipments i, j and quay cranes v, w.

Fig. 1 where berthed vessel bays and QCs are indexed in increasing order and
the safety distance is assumed to be 1 bay. For instance, only QC-1 is eligible
to service bays 1–2. Similarly, only QC-3 can operate on vessel bays 8–9. In
contrast, bays 3–4 can be served by QC-1 and QC-2.

The main objective of a container terminal is to maximize total profit by
increasing productivity. Terminal operators try to lower vessel turn times and
decrease dwell times. To lower vessel turn times, the crane operations must be
well-coordinated and the storage location of the inbound shipments must be cho-
sen carefully, since they impact the distance traveled by the YTs. Therefore, the
IPCTP jointly considers the storage location assignment for the inbound ship-
ments from multiple berthed vessels and the crane assignment and scheduling
for both outbound and inbound containers. The objective of the problem is to
minimize the sum of weighted completion times of the vessels.

The input parameters of the IPCTP are given in Table 1. Most are self-
explanatory but some necessitate additional explanation. The smallest distance
δv,w between quay cranes v and w is given by δv,w = (δ + 1) |v − w| where δ is
the safety distance. The minimum time between the starting times of shipments
i and j when processed by cranes v and w is given by

Δv,w
i,j =

⎧
⎪⎨

⎪⎩

(bi − bj + δv,w) sQC if v < w and i �= j and bi > bj − δv,w

(bj − bi + δv,w) sQC if v > w and i �= j and bi < bj − δv,w

0 otherwise.

This captures the time needed for a quay crane to travel to a safe distance in case
of potential interference. This is illustrated in Fig. 2. If shipments i and j are
processed by cranes v and w, then their starting times must be separated by sQC

time units in order to respect the safety constraints (assuming that w = v + 1).
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Table 1. The parameters of the IPCTP.

S Set of berthed vessels

Cs
u Set of inbound shipments that belong to vessel s ∈ S

Cs
l Set of outbound shipments that belong to vessel s ∈ S

C Set of all shipments

Cu Set of inbound shipments

Cl Set of outbound shipments

Lu Set of available yard locations for inbound shipments

li Yard location of outbound shipment i ∈ Cl

L Set of all yard locations

QC Set of QCs

Y C Set of YCs

P Set of precedence relationships between containers on QCs

B Set of vessel bays

bi Vessel bay position of shipment i ∈ C

QC(i) Set of eligible QCs for shipment i ∈ C

Y C(k) The YC responsible for yard location k ∈ L

ws Weight (priority) of vessel s ∈ S

Qi QC handling time of shipment i ∈ C

Yi YT handling time of shipment i ∈ C

tyti YT handling time of outbound shipment i ∈ Cl

ttk YT transfer time of inbound shipment to yard location k ∈ Lu

tyck,l YC travel time between yard locations k and l

eqci,j QC travel time from shipment i ∈ C to shipment j ∈ C

eyci,j YC travel time from yard location i ∈ L to yard location j ∈ L

sQC Travel time for unit distance of equipment QC

δ Safety distance between two QCs

δv,w Smallest allowed difference between bay positions of quay cranes v and w

Δv,w
i,j Minimum time between the starting times of shipments i and j

when processed by cranes v and w

Θ Set of all combinations of shipments and QCs with potential interferences

0 Dummy initial shipment

N Dummy last shipment

C0 Set of all shipments including dummy initial shipment C ∪ {0}
CN Set of all shipments including dummy last shipment C ∪ {N}
M A sufficiently large constant integer

Qtimei QC handling time of a first container in inbound shipment i ∈ Cu

Y timei YC handling time of a first container in outbound shipment i ∈ Cl

For instance, if shipment i is processed first, crane v must move to bay 1 before
shipment j can be processed. Finally, the set of interferences can be defined by

Θ = {(i, j, v, w) ∈ C2 × QC2 | i < j & Δv,w
i,j > 0}.

The dummy (initial and last) shipments are only used in the MIP model.



Constraint and Mathematical Programming Models 349

3 Literature Review

Port container terminal operations have received significant attention and many
studies are dedicated to the sub-problems described earlier: See [1] for a clas-
sification of these subproblems. Recent work often consider the integration of
two or three problems but very few papers propose formulations covering all the
sub-problems jointly. Some papers give mathematical formulations of integrated
problems but only use heuristic approaches given the computational complexity
of solving the models. This section reviews recent publications addressing the
integrated problems and highlights their contributions.

Chen et al. [3] propose a hybrid flowshop scheduling problem (HFSP) to
schedule QCs, YTs, and YCs jointly. Both outbound and inbound operations are
considered, but outbound operations only start after all inbound operations are
complete. In their mathematical model, each stage of the flowshop has unrelated
multiple parallel machines and a tabu-search algorithm is used to address the
computational complexity. Zheng et al. [21] study the scheduling of QCs and
YCs, together with the yard storage and vessel stowage plans. They consider
an automated container handling system, in which twin 40’ QCs and a railed
container handling system is used. A rough yard allocation plan is maintained
to indicate which blocks are available for storing the outbound containers from
each bay. No mathematical model is provided, and the yard allocation, vessel
stowage, and equipment scheduling is performed using a rule-based heuristic.

Xue et al. [20] propose a mixed integer programming (MIP) model for inte-
grating the yard location assignment for inbound containers, quay crane schedul-
ing, and yard truck scheduling. Non-crossing constraints and safety distances
between QCs are ignored, and the assignment of QCs and YTs are predeter-
mined. The yard location assignment considers block assignments instead of
container slots. The resulting model cannot be solved for even medium-sized
problems. Instead, a two-stage heuristic algorithm is employed, combining an
ant colony optimization algorithm, a greedy algorithm, and local search.

Chen et al. [4] consider the integration of quay crane scheduling, yard crane
scheduling, and yard truck transportation. The problem is formulated as a
constraint-programming model that includes both equipment assignment and
scheduling. However, non-crossing constraints and safety margins are ignored.
The authors state that large-scale instances are computationally intractable
for constraint programming and that even small-scale instances are too time-
consuming. A three-stage heuristic algorithm is solved iteratively to obtain solu-
tions for large-scale problems with up to 500 containers.

Wu et al. [17] study the scheduling of different types of equipment together
with the storage strategy in order to optimize yard operations. Only loading
operations for outbound containers are considered, and the tasks assigned to
each QC and their processing sequence are assumed to be known. The authors
formulate models to schedule the YCs and automated guided vehicles (AGV),
and use a genetic algorithm to solve large-scale problems.

Homayouni et al. [5] study the integrated scheduling of cranes, vehicles, and
storage platforms at automated container terminals. A mathematical model of
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Model 1. The MIP model for the IPCTP: Decision variables

Variables

xi,k ∈ {0, 1} : inbound shipment i is assigned to yard location k

zqi,j ∈ {0, 1} : shipment j is handled immediately after shipment i by QC q

qzi,j ∈ {0, 1} : shipment j is handled after shipment i by QC

vci,j ∈ {0, 1} : shipment j is handled immediately after shipment i by YC c

sqci ≥ 0 : start time of shipment i by its QC

syci ≥ 0 : start time of shipment i by its YC

ti ≥ 0 : travel time of YT for inbound shipment i to assigned yard location k

syi,j ≥ 0 : travel time of YC from location i to location j

Cmaxs : time of the last handled container at vessel s

the same problem is proposed in [6]. In these studies, both outbound and inbound
operations are considered. The origin and destination points of the containers
are assumed to be predetermined and, in addition, empty for inbound containers.
The earlier study proposes a simulated annealing (SA) algorithm to solve the
problem, whereas the latter proposes a genetic algorithm (GA) outperforming
SA under the same assumptions.

Lu and Le [11] propose an integrated optimization of container terminal
scheduling, including YTs and YCs. The authors consider uncertainty factors
such as YT travel speed, YC speed, and unit time of the YC operations.
The assignment of YTs and YCs are not considered, and pre-assignments are
assumed. The objective is to minimize the operation time of YCs in coordina-
tion with the YTs and QCs. The authors use a simulation of the real terminal
operation environment to capture uncertainties. The authors also formulate a
mathematical model and propose a particle swarm optimization (PSO) algo-
rithm. As a future study, they indicate that the scheduling for simultaneous
outbound and inbound operations should be considered for terminals adopting
parallel operations.

Finally, a few additional studies [3,7–10,13,15,18,19] integrate different sub-
problems, highlighting the increasing attention given to integrated solutions.
They propose a wide range of heuristic or meta-heuristic algorithms, e.g., genetic
algorithm, tabu search, particle swarm optimization, and rule-based heuristics.

Although most papers in container port operations focus on individual prob-
lems, recent developments have emphasized the need and potential for coordi-
nating these interdependent operations. This paper pushes the state-of-the-art
further by optimizing all operations holistically and demonstrating that con-
straint programming is a strong vehicle to address this integrated problem.
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4 The MIP Model

The MIP decision variables are presented in Model 1, while the objective func-
tion and the constraints are given in Model 2. They use the formulation of QC
interference constraints from [2]. The objective function (2-01) minimizes the
maximum weighted completion time of each vessel. Constraints (2-02–2-03) com-
pute the weighted completion time of each vessel. Inbound shipments start their
operations at a QC and finish at a YC, whereas outbound shipments follow the
reverse order. Constraint (2-04) expresses that each available storage block stores
at most one inbound shipment. Constraint (2-05) ensures that each inbound ship-
ment is assigned an available storage block. All the containers of a shipment are
assigned to the same block. Constraints (2-06–2-07) assigns the first (dummy)
shipments to each QC and YC and Constraints (2-08–2-09) do the same for
the last (dummy) shipments. Constraint (2-10) states that every shipment is
handled by exactly one eligible QC. Constraints (2-11–2-12) ensures that each
shipment is handled by a single YC. In Constraint (2-12), yard blocks are known
at the beginning of the planning horizon for outbound shipments: They are thus
directly assigned to the dedicated YCs. Constraints (2-13–2-14) guarantee that
the shipments are handled in well-defined sequences by each handling equip-
ment (QC and YC). Constraint (2-15) defines the YT transportation times for
the inbound shipments. Constraints (2-16–2-18) specify the empty travel times
of the YCs according to yard block assignments of the shipments. Constraints
(2-19–2-22) specify the relationship between the start times of two consecutive
shipments processed by the same handling equipment. Constraints (2-23–2-24)
are the precedence constraints for each shipment based on the handling time of
the first container, which again differ for inbound and outbound shipments. Con-
straint (2-25) ensures that, if shipment i precedes shipment j on a QC, shipment
j cannot start its operation on that QC until shipment i finishes. Constraint (2-
26) guarantees that shipments that potentially interfere are not allowed to be
processed at the same time on any QC. Constraint (2-27) imposes a minimum
temporal distance between the processing of such shipments, which corresponds
to the time taken by the QC to move to a safe location. Precedence constraints
(2-28) are used to express that shipment j is located under a shipment i and to
ensure vessel balance during operations.

There are nonlinear terms in constraint (2-17), which computes the empty
travel time of a YC, i.e., when it travels between the destinations of two inbound
shipments. These terms can be linearized by introducing new binary variables
of the form θi,k,j,l to denote whether inbound shipments i, j ∈ Cu are assigned
to yards locations k, l ∈ Lu. The constraints then become:

syi,j =
∑

k∈Lu

∑
l∈Lu

tyck,lθi,k,j,l ∀i, j ∈ Cu

θi,k,j,l ≥ xi,k + xj,l − 1,∀i, j ∈ Cu ∀k, l ∈ Lu, i �= j, k �= l

2 − (xi,k + xj,l) ≤ 2 (1 − θi,k,j,l) ∀i, j ∈ Cu,∀k, l ∈ Lu, i �= j, k �= l
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Model 2. The MIP model for the IPCTP: Objective and constraints

Objective

minimize
∑

s∈S Cmaxs (2-01)
Constraints

Cmaxs ≥ ws (sqci + Qi) ∀s ∈ S, ∀i ∈ Cs
l (2-02)

Cmaxs ≥ ws (syci + Yi) ∀s ∈ S, ∀i ∈ Cs
u (2-03)

∑
i∈Cu

xi,k ≤ 1 ∀k ∈ Lu (2-04)
∑

k∈Lu
xi,k = 1 ∀i ∈ Cu (2-05)

∑
j∈CN zq0,j = 1 ∀q ∈ QC (2-06)

∑
j∈CN vc

0,j = 1 ∀c ∈ Y C (2-07)
∑

j∈C0 zqi,N = 1 ∀q ∈ QC (2-08)
∑

j∈C0 vc
i,N = 1 ∀c ∈ Y C (2-09)

∑
q∈QC(i)

∑
j∈CN zqi,j = 1 ∀i ∈ C, i �= j (2-10)

∑
j∈CN v

Y C(k)
i,j = xi,k ∀k ∈ Lu, ∀i ∈ Cu, i �= j (2-11)

∑
j∈CN v

Y C(li)
i,j = 1 ∀i ∈ Cl, i �= j (2-12)

∑
j∈C0 zqj,i − ∑

j∈CN zqi,j = 0 ∀i ∈ C, ∀q ∈ QC (2-13)
∑

j∈C0 vc
j,i − ∑

j∈CN vc
i,j = 0 ∀i ∈ C, ∀c ∈ Y C (2-14)

ti =
∑

k∈Lu

(
ttk ∗ xi,k

) ∀i ∈ Cu (2-15)

syi,j =
∑

m∈Lu

(
tycm,lj ∗ xi,m

)
∀i ∈ Cu, ∀j ∈ Cl (2-16)

syi,j =
∑

m∈Lu

∑
l∈Lu

(
tycm,l ∗ xi,m ∗ xj,l

) ∀i, j ∈ Cu (2-17)
syi,j =

∑
m∈Lu

(
tycli,m ∗ xj,m

) ∀i ∈ Cl, ∀j ∈ Cu (2-18)

sqcj + M
(
1 − zqi,j

)
≥ sqci + Qi + eqci,j ∀i, j ∈ C, ∀q ∈ QC (2-19)

sycj + M
(
1 − vc

i,j

)
≥ syci + Yi + syi,j ∀i ∈ Cu, ∀j ∈ C, ∀c ∈ Y C (2-20)

sycj + M
(
1 − vc

i,j

)
≥ syci + Yi + syi,j ∀i ∈ Cl, ∀j ∈ Cu, ∀c ∈ Y C (2-21)

sycj + M
(
1 − vc

i,j

)
≥ syci + Yi + eyci,j ∀i, j ∈ Cl, ∀c ∈ Y C (2-22)

sqci ≥ syci + Y timei + tyti ∀i ∈ Cl (2-23)
syci ≥ sqci + Qtimei + ti ∀i ∈ Cu (2-24)
sqci + Qi − sqcj ≤ M (1 − qzi,j) ∀i, j ∈ C (2-25)
∑

u∈C0 zvu,i +
∑

u∈C0 zwu,j ≤ 1 + qzi,j + qzj,i ∀ (i, j, v, w) ∈ Θ (2-26)

sqci + Qi + Δv,w
i,j − sqcj ≤ M

(
3 − qzi,j − ∑

u∈C0 zvu,i − ∑
u∈C0 zwu,j

)
∀ (i, j, v, w) ∈ Θ

(2-27)
sqcj ≥ sqci ∀i, j ∈ P (2-28)
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5 The Constraint Programming Model

The CP model is presented in Model 3 using the OPL API of CP Optimizer.
It uses interval variables for representing the QC handling of all shipments and
the YC handling of inbound shipments. In addition, optional interval variables
represent the handling of shipment i on QC j and the handling of shipment i at
yard location k. The model also declares a number of sequence variables associ-
ated with each QC and YC: Each sequence constraint collects all the optional
interval variables associated with a specific crane. Finally, the model declares a
number of sequences for optional interval variables that may interfere.1

Model 3. The CP model for the IPCTP

Variables

qci : Interval variable for the QC handling of shipment i

yti : Interval variable for the YT handling of inbound shipment i

aqci,j : Optional interval variable for shipment i on QC j with duration Qi

ayci,k : Optional interval variable for shipment i on YC at yard location k with duration Yi

qcsj : Sequence variable for QC j over {aqci,j | i ∈ C}
ycsj : Sequence variable for YC j over {ayci,k | i ∈ C ∧ Y C(k) = j}
interferei,v,j,w : Sequence variable over {aqci,v, aqcj,w}
Objective

minimize
∑

s∈S ws

(
max

(
maxi∈Cs

u
endOf (yti) , maxj∈Cs

l
endOf (qcj)

))
(3-01)

Constraints

alternative (qci, all (j in QC (i)) aqci,j) ∀i ∈ C (3-02)
alternative (yti, all (k in Lu) ayci,k) ∀i ∈ Cu (3-03)
∑

i∈Cu
presenceOf (ayci,k) ≤ 1 ∀k ∈ Lu (3-04)

presenceOf

(
ayci,li

)
= 1 ∀i ∈ Cl (3-05)

noOverlap (ycsm, eyci,j) ∀m ∈ Y C (3-06)
noOverlap (qcsm, eqci,j) ∀m ∈ QC (3-07)
StartBeforeStart (aqci,n, ayci,k, Qtimei + ttk) ∀i ∈ Cu, k ∈ Lu, n ∈ qci (3-08)
StartBeforeStart

(
ayci,li , aqci,n, Y timei + tyti

) ∀i ∈ Cl, n ∈ qci (3-09)
StartBeforeStart (aqci,m, aqcj,n) ∀i, j ∈ P, m ∈ qci, n ∈ qcj (3-10)
noOverlap

(
interferei,v,j,w, Δv,w

i,j

)
∀i, j ∈ C, v ∈ qci, w ∈ qcj : Δv,w

i,j > 0 (3-11)

The CP model minimizes the weighted completion time of each vessel by
computing the maximum end date of the yard cranes (inbound shipments) and
for the quay crane (outbound shipments). Alternative constraints (3-02) ensure

1 Not all such sequences are useful but we declare them for simplicity.



354 D. Kizilay et al.

that the QC processing of a shipment is performed by exactly one QC. Alter-
native constraints (3-03) enforce that each inbound shipment is allocated to
exactly one yard location, and hence one yard crane. Constraints (3-04) state
that at most one shipment can be allocated to each yard location. Constraints
(3-05) fix the yard location (and hence the yard crane) of outbound shipments.
Cranes are disjunctive resources and can execute only one task at a time, which is
expressed by the noOverlap constraints (3-06–3-07) over the sequence variables
associated with the cranes. These constraints also enforce the transition times
between successive operations, capturing the empty travel times between yard
locations (constraints 3-06) and bay locations (constraints 3-07). Constraints (3-
08) impose the precedence constraints between the QC and YC tasks of inbound
shipments, while adding the travel time to move the shipment from its bay to
its chosen yard location. Constraints (3-09) impose the precedence constraints
between the YC and QC operations of outbound shipments, adding the travel
time from the fixed yard location to the fixed bay of the shipment. Constraints
(3-10) impose the precedences between shipments. Interference constraints for
the QCs are imposed by constraints (3-11). These constraints state that, if there
is a conflict between two shipments and their QCs, then the two shipments can-
not overlap in time, and their executions must be separated by a minimum time.
This is expressed by noOverlap constraints over sequences consisting of the
pairs of optional variables associated with these tasks.

6 Experimental Results

The MIP and CP models were written in OPL and run on the IBM ILOG CPLEX
12.8 software suite. The results were obtained on an Intel Core i7-5500U CPU
2.40 GHz computer.

6.1 Data Generation

The test cases were generated in accordance with earlier work, while capturing
the operations of an actual container terminal. These are the first instances of
this type, since the IPCTP has not been considered before in the literature.
Travel and processing times in the test cases model those in the actual terminal.
Different instances have slightly different times, as will become clear.

Figure 3 depicts the layout of the yard side considered in the experiments,
which also models the actual terminal. The yard side is divided into 3 separate
fields denoted by A, B, and C. Each field has two location areas and a single
YC is responsible for each location area, giving a total of 6 yard cranes. In each
location area, there are 2 yard block groups, shown as the dotted region, and
traveling between them takes one unit of time. Field C is the nearest to the quay
side, and there is a hill from field C to field A. The transportation times for YTs
are generated according to these distances. YTs can enter and exit each field
from the entrance shown in the figure, so the transfer times between the vessels
and the yard blocks close to the entrance take less time. YT transfer times are
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Fig. 3. Layout of the yard side.

generated between [5, 10] considering the position of the yard blocks. At the
quay side, the travel of a QC between consecutive vessel bay locations takes 3
units of time.

The processing times of the cranes for a single container are generated uni-
formly in [2, 5] for YCs and [2, 4] for QCs. The safety margin for the QCs is set
to 1 vessel bay. The IPCTP is expressed in terms of shipments and the number
of containers in each shipment is uniformly distributed between [4, 40].

The experiments evaluate the impact of the number of shipments, the number
of vessel bays, the inbound-outbound shipment ratio, and the number of available
yard locations for inbound shipments. The number of shipments varies between 5
and 25, by increments of 5. The instances can thus contain up to 1,000 containers.
The number of vessel bays are taken in {4, 6, 8}. The number of QCs depends
on the vessel bays due to the QC restrictions: There are half as many QCs as
there are vessel bays. The inbound-outbound shipment ratios are 20% and 50%,
representing the fraction of inbound shipments over the outbound shipments.
Finally, the number of available yard locations (U-L ratio) is computed from
the number of inbound shipments: There are 2 to 3 times more yard locations
than inbound shipments. For each configuration of the parameters, 5 random
instances were generated.

6.2 Computational Results and Analysis

The Results. The results are given in Tables 2 and 3 for each configuration, for
a total of 300 instances. Table 2 reports the results for 20% inbound-outbound
ratio, and Table 3 for 50%. In the tables, each configuration is specified in terms
of the U-L ratio, the number of bays and the number of shipments (Shp.). The
average number of containers (Cnt.) in each shipment is also presented. For each
such configuration, the tables report the average objective value and the average
CPU time for its five instances. The CPU time is limited to an hour (3,600 s).
The MIP solver did not always find feasible solutions within an hour for some
or all five instances of a configuration. Note that this may result in an average
objective value that is lower for the MIP model than the CP model, even when
CP solves all instances optimally, since the MIP model may not find a feasible
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Table 2. Results for import-export rate 20%

MIP CP

U-L Ratio # of Bays # of Shp. Avg. # of

Cont.

Obj. CPU (sec.) GAP% Obj. CPU (sec.) RPD%

2 4 5 126.2 292.80 0.40 0.00 292.80 0.05 0.00

10 224.4 541.600/5 3600.05 0.36 541.60 9.41 0.00

15 368.8 739.800/5 3601.68 0.69 739.801 734.91 0.00

20 459.8 822.400/5 3601.39 0.75 820.001 788.81 0.00

25 563.6 1018.002/3 3600.81 0.77 998.402 1791.34 0.00

6 5 83.0 179.20 0.16 0.00 179.20 0.14 0.00

10 223.8 359.800/1 1717.16 0.05 359.80 6.20 0.00

15 347.8 544.400/5 3600.50 0.58 541.00 36.47 0.00

20 400.0 660.751/4 3600.75 0.67 647.40 274.15 0.00

25 577.0 NA NA NA 752.20 479.15 0.00

8 5 127.2 427.00 0.16 0.00 426.80 0.40 0.00

10 190.0 507.20 98.30 0.00 506.90 10.26 0.00

15 315.0 843.600/5 3600.26 0.48 841.10 150.59 0.00

20 427.8 967.332/3 3600.13 0.57 1052.40 542.60 0.00

25 540.4 1466.004/1 3614.05 0.64 1320.30 1255.55 1.26

3 4 5 98.6 206.60 0.40 0.00 206.60 0.21 0.00

10 205.8 425.600/4 3297.84 0.31 425.60 6.80 0.00

15 336.0 642.600/5 3605.24 0.65 640.60 79.30 0.00

20 447.6 864.800/5 3600.71 0.75 859.801 897.30 0.00

25 506.8 824.003/2 3601.27 0.73 841.602 1895.17 0.00

6 5 125.0 247.80 0.16 0.00 247.80 0.15 0.55

10 237.8 401.400/1 1449.26 0.08 401.40 8.70 0.00

15 299.0 482.400/1 3600.39 0.50 482.00 539.06 0.00

20 476.6 625.501/4 3600.50 0.65 613.801 778.93 0.00

25 542.6 988.002/3 3600.22 0.74 855.604 2938.55 0.00

8 5 112.4 418.20 0.22 0.00 418.20 1.27 0.00

10 232.4 655.20 449.44 0.00 655.20 26.02 0.00

15 329.2 894.600/5 3600.45 0.47 881.50 160.79 0.00

20 422.0 1272.001/4 3611.86 0.63 1112.701 1524.57 0.38

25 NA NA NA 1381.903 2681.45 2.87

solution to an instance with a high optimal value. These cases are flagged by
superscripts of the form x/y, where x is the number of infeasible and y is the
number of suboptimal solutions in that average. The superscripts for CP indicate
the number of suboptimal solutions. An entry ‘NA’ in the table means that the
MIP cannot find a feasible solution to any of the five instances. For the MIP, the
tables also report the optimality gap on termination, i.e., the gap in percentage
between the best lower and upper bounds.

For CP, the experiments were also run with a CPU limit of 600 s. The relative
percentage deviations (RPD%) from the 1-h runs are listed to assess CP’s ability
to find high-quality solutions quickly. The RPD is computed as follows:

RPD% =
(Obj. in 600 s − Obj. in 3600 s) ∗ 100

(Obj. in 3600 s)
.
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Table 3. Results for import-export rate 50%

MIP CP

U-L Ratio # of Bays # of Shp. # of Cont. Obj. CPU (sec.) GAP% Obj. CPU (sec.) RPD%

2 4 5 101.2 217.80 0.43 0.00 217.80 0.07 0.00

10 214.8 439.600/5 3600.16 0.51 439.60 5.35 0.00

15 349.0 711.400/5 3601.40 0.68 710.80 723.95 0.00

20 394.2 801.003/2 3600.28 0.75 743.602 1997.88 0.00

25 552.0 NA NA NA 1030.604 3368.38 0.00

6 5 103.8 236.00 0.40 0.00 236.00 0.20 0.00

10 228.4 364.000/5 3600.26 0.30 363.40 3.62 0.00

15 331.4 513.000/5 3600.72 0.58 512.40 143.53 0.00

20 428.2 684.672/3 3601.16 0.69 698.002 1554.96 0.00

25 523.8 1341.004/1 3600.61 0.82 762.404 2953.04 0.00

8 5 107.0 400.40 0.31 0.00 400.00 1.40 0.00

10 229.6 719.400/2 1702.43 0.08 719.10 21.13 0.00

15 318.0 870.751/4 3600.88 0.49 861.40 96.71 0.00

20 457.6 1315.503/2 3600.31 0.60 1125.10 384.26 0.00

25 570.2 4250.004/1 3601.03 0.91 1373.101 1692.20 2.51

3 4 5 110.8 255.00 0.36 0.00 255.00 0.42 0.00

10 218.8 390.200/5 3603.10 0.47 390.20 6.56 0.00

15 333.2 746.000/5 3600.78 0.76 743.60 123.28 0.00

20 462.0 1355.003/2 3600.50 0.83 836.601 1025.25 0.00

25 526.6 NA NA NA 857.204 3103.01 0.00

6 5 118.4 244.80 0.46 0.00 244.80 0.08 0.00

10 226.0 401.600/4 3491.75 0.34 401.00 6.73 0.00

15 303.2 481.600/5 3600.90 0.55 481.00 129.67 0.00

20 444.6 25557.003/2 3600.53 0.90 622.40 363.12 0.00

25 571.6 NA NA NA 798.404 3073.44 0.00

8 5 107.2 348.00 0.20 0.00 347.80 0.56 0.00

10 215.2 659.200/2 2262.06 0.09 659.20 33.83 0.00

15 329.4 771.001/4 3601.29 0.41 776.10 204.93 0.00

20 472.4 2430.672/3 3600.60 0.80 1184.801 1527.23 0.57

25 544.4 3798.004/1 3600.61 0.91 1315.201 2226.52 1683.57

MIP Versus CP. The experimental results indicate that CP is orders of magni-
tude more efficient than MIP on the IPCTP. This is especially remarkable since
this paper compares two black-box solvers. Overall, within the time limit, the
MIP model does not find feasible solutions for 71 out of 300 instances and cannot
prove optimality for 214 instances. On all but the smallest instances, the MIP
solver cannot prove optimality for all five instances of the same configuration.
In almost all configurations with 20 or more shipments, the MIP solver fails to
find feasible solutions on at least one of the instances. In contrast, the CP model
always find feasible solutions and proves optimality for 260 instances out of 300
instances. CP proves optimality on all but 16 instances in Table 3, and all but
24 in Table 2. On instances where both models find optimal solutions, the CP
model is almost always 1–3 orders of magnitude faster (except for the small-
est instances). Of course, the benefits are even more substantial when the MIP
fails to find feasible and/or optimal solutions. For instance, on instance 3/6/15,
CP proves optimality on all five instances in 2 min, while the MIP cannot find
the optimal solution to any of them in an hour. Finally, the CP model always
dominates the MIP model: It proves optimality every time the MIP does.



358 D. Kizilay et al.

Short Runs. On all configurations but one (3/8/15), the CP model finds optimal,
or near optimal, solutions within 10 min, which is significant in practice.

Sensitivity Analysis. The sensitivity analysis is restricted to the CP model for
obvious reasons. The sensitivity of each factor is analyzed by comparing their
respective run times and objective values. In general, the effect of the number
of bays on the solution values and on CPU times tend to be small. In contrast,
increasing the U-L ratio from 2 to 3 gives inbound shipments more alterna-
tives for yard locations, which typically increases CPU times. Increasing the
ratio of inbound-outbound containers also increases problem difficulty. This is
not a surprise, since inbound shipments are more challenging, as they require
a yard location assignment, while outbound shipments have both their yard
locations and vessel bays fixed. Nevertheless, the CP model scales reasonably
well when this ratio is increased. These analyses indicate that the number of
shipments/containers is by far the most important element in determining the
computing times in the IPCTP: The other factors have a significantly smaller
impact, which is an interesting result in its own right.

7 Conclusion

This paper introduced the Integrated Port Container Terminal Problem
(IPCTP) which, to the best of our knowledge, integrates for the first time, a
wealth of port operations, including the yard location assignment, the assign-
ment of quay and yard cranes, and the scheduling of these cranes under realistic
constraints. In particular, the IPCTP considers empty travel time of the equip-
ment and interference constraints between the quay cranes. The paper proposed
both an MIP and a CP model for the IPCTP of a configuration based on an
actual container terminal, which were evaluated on a variety of configurations
regarding the number of vessel bays, the number of yard locations, the ratio of
inbound-outbound shipments, and the number of shipments/containers. Exper-
imental results indicate that the MIP model can only be solved optimally for
small instances and often cannot find feasible solutions. The CP model finds
optimal solutions for 87% of the instances and, on instances where both mod-
els can be solved optimally, the CP model is typically 1–3 orders of magnitude
faster and proves optimality each time the MIP does. The CP model scales rea-
sonably well with the number of vessel bays and yard locations, and the ratio of
inbound-outbound shipments. It also solves large realistic instances with hun-
dreds of containers. These results contrast with the existing literature which
typically resort to heuristic or meta-heuristic algorithms, with no guarantee of
optimality.

Future work will be devoted to capturing a number of additional features,
including operator-based processing times, the stacking of inbound containers
using re-shuffling operations, the scheduling of the yard trucks, and larger con-
tainer operations.
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Abstract. A crucial component of a flight plan to be submitted for
approval to a control authority in the pre-flight phase is the prescription
of a sequence of airways and airway points in the sky that an aircraft has
to follow to cover a given route. The generation of such a path in the 3D
network that models the airways must respect a number of constraints.
They generally state that if a set of points or airways is visited then
another set of points or airways must be avoided or visited. Paths are
then selected on the basis of cost considerations. The cost of traversing
an airway depends, directly, on fuel consumption and on traversing time,
and, indirectly, on weight and on weather conditions.

Path finding algorithms based on A∗ search are commonly used in
automatic planning. However, the constraints and the dependency struc-
ture of the costs invalidate the classic domination criterion in these algo-
rithms. A common approach to tackle the increased computational effort
is to decompose the problem heuristically into a sequence of horizontal
and vertical route optimizations. Using techniques recently designed for
the simplified 2D context, we address the 3D problem directly. We com-
pare the direct approach with the decomposition approach. We enhance
both approaches with ad hoc heuristics that exploit the expected appeal
of routes to speed-up the solution process. We show that, on data resem-
bling those arising in the context of European airspaces, the direct app-
roach is computationally practical and leads to results of better quality
than the decomposition approach.

1 Introduction

The Flight Planning Problem (FPP) aims at finding, for a given aircraft, a sky
trajectory and an initial fuel load, minimizing the total cost determined by fuel
consumption and travel time. The sky is subdivided into airspaces where airway
points and airways between them are predefined. Thus, a route, denoted by ori-
gin and destination airports, corresponds to a path in a network that models the
3D space. The path starts at the origin airport, climbs to a favorable altitude
and finally descends to the destination airport while satisfying different types
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of constraints. There are clear operational, financial, and environmental motiva-
tions for aiming at feasible and cost-optimal paths. However, the size of airway
networks, the nature of a large number of the constraints, and the dependencies
among different factors that affect costs make the problem substantially more
difficult to solve compared with classic shortest path problems in road networks.
In addition, some of the constraints from central control authorities (Eurocontrol
in Europe or FAA in USA) are issued to take rapidly changing traffic conditions
into account. Thus, they are updated frequently, and airlines, and to an even
larger extent small private airplanes, tend to determine the precise flight route
only a few hours before take-off, when more constraints are available. Although
the route can be adjusted during operation, doing so will lead to a suboptimal
route compared with a complete route determined offline. As take-off approaches,
available processing time will be on the order of a few seconds.

The cost of flying through an airway depends on the time when the traversal
occurs and the fuel consumed so far. There is a direct dependency between
the two, because airlines calculate the total cost as a weighted sum of total
travel time and total fuel consumption. There is also an indirect dependency,
because the time spent and amount of fuel consumed on an arc depend on the
performance of the aircraft, which is influenced by: (i) the weather conditions,
which in turn depend on the time when the arc is traversed, and (ii) the weight,
which in turn depends on the fuel consumed so far. A consequence of these
dependencies is that the cost of each arc of the airway network is not statically
given but becomes known only when the path to a node is determined. A further
complication is that while the departure time is fixed, the initial amount of fuel
is to be decided. This cost structure leads to issues similar to time dependencies
in shortest path on road networks [1].

The indirect cost dependencies together with the impossibility of waiting at
the nodes, even at the departure airport, mean that it might be a disadvantage
to arrive cheaply at a node (and hence earlier or lighter than other alterna-
tives) since it may preclude obtaining high savings on the remaining path, due
to favorable weather conditions developing somewhere at a later time. In other
words, the so-called First-In-First-Out (FIFO) property cannot be assumed to
hold. For labeling algorithms typically used to approach routing problems, Dijk-
stra [2] and A∗ [3], this means that a total ordering of the labels at the nodes is
not available, which has a tremendous impact on efficiency.

Further complexity is added by the quantity and type of constraints. The
most challenging ones are Route Availability Document (RAD) constraints. They
include local constraints affecting the availability of airways and airspaces at cer-
tain times, but most of them are conditional constraints. For example, if the route
comes from a given airway, then it must continue through another airway. Or
some airways can only be used if coming from, or arriving to, certain airspaces.
Or flights between some locations are not allowed to cross certain airspaces at
certain flight levels. Or short-haul and long-haul flights are segregated in con-
gested zones.
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Due to increasing strain on the European airspace, the networks become
more heavily constrained to ensure safe flights. There are typically more than
16,000 constraints in the European network and they can be updated several
times a day. Some of the RAD constraints are generalizations of forbidden pairs,
which make the problem at least as hard as the path avoiding forbidden pairs
problem, shown to be NP-hard [4]. Additionally, RAD constraints invalidate the
FIFO assumption, with far-reaching effects in terms of complexity. Therefore,
a common approach in industry is to implement a first stage, where the algo-
rithms ignore some constraints that are difficult to formalize and check during
route construction, and enforce them later by somehow repairing the route. All
constraints are verified by the control authority when a route is submitted for
approval.

A common approach in industry is to solve the FPP in a decomposed form:
find a horizontal 2D route and then determine a vertical profile for it. While
this reduces the computation cost considerably, it does not guarantee optimal-
ity. However, due to the practical relevance, recent research has focused on these
two simplified problems. In [5], the authors address the horizontal 2D flight plan-
ning problem without constraints and study methods for calculating weather-
dependent estimates for the heuristic component of A∗ algorithms. They show
that with these estimates, A∗ achieves better experimental results in both prepro-
cessing and query time than contraction hierarchies [6], a technique from state-
of-the-art algorithms for shortest path on road networks. In [7], we proposed a
framework for handling the RAD constraints in the horizontal 2D problem. We
introduced a tree representation for constraints to maintain them during path
construction, and compared lazy techniques for efficiency. Experimental work
suggested that the best running times were obtained using an approach similar
to a logic-based Benders decomposition with no-good cuts, in which we ignore
constraints in the initial search and only add those that are violated in the
subsequent searches. In [8], we focused on the impact of the FIFO assumption
on the vertical route optimization problem, constrained to a given horizontal
route, but not considering constraints. We showed that wrt. cost considerations,
heuristically assuming the FIFO property in vertical routing is unlikely to lead
to suboptimal solutions.

We extend our work on constraint handling to the 3D context to show that an
A∗ approach can be practical in solving the FPP directly in a 3D network. With
respect to our 2D work [7], the networks we consider increase in size from 11,000
nodes and 1,000,000 arcs to 200,000 nodes and 124,000,000 arcs. We design
heuristics to improve the efficiency of the algorithms and empirically study the
quality loss that they imply. We focus on two types of heuristics: those affecting
the estimate of the remaining cost from a node to the goal in the A∗ framework
and those using the desired shape of the vertical profile to prune label expansion
in the A∗ algorithm. We present the comparison of the most relevant among
these heuristics and combinations. We include the comparison with the obvious
consequent outcome from our previous research, namely a two-phase approach
with constraints handled lazily by restart as in [7] and costs as in [8]. Our results
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demonstrate that a direct 3D approach leads to better results in terms of quality,
with computation times that remain suitable for practical needs.

There are elements from real-life problems we ignore: First, we do not con-
sider the initial fuel as a decision variable. We assume this value is given on
the basis of historical data. In practice, we would approach the problem using
a line-search method as in [8]. Second, we do not consider (possibly non-linear)
overflight costs associated with some airspaces. We refer to [9] for a treatment
of these issues; authors suggest a cost projection method to anticipate the cost
incurred by the overflight and then eliminate potential paths. Finally, not all
airspaces have predefined airway points; free route airspaces lead to algorithms
exploiting geometric properties, and they have been shown to be more efficient
than graph-based ones [10] in those scenarios. These algorithms could in princi-
ple be integrated with the framework presented here, calling them as subroutines
when an entry point to a free route airspace is expanded.

This work is in collaboration with an industrial partner. Many of its cus-
tomers are owners of private planes who plan their flights shortly before depar-
ture and expect almost immediate answers to the portable device. Thus, a query
should be answered in a few seconds.

2 The Flight Planning Problem

The 3D airspace is represented by waypoints that can be traversed at different
altitudes (flight levels). Waypoints are connected by airways. This gives rise to
a network in the form of a directed graph D = (V,A). The nodes in V represent
waypoints at different latitude, longitude, and altitude. The arcs in A connect all
nodes that can be traced back to two different waypoints connected by an airway
and whose implied difference in altitude can be operated by the aircraft. Each
arc has associated resource consumption and costs. The resource consumption
for flying via an arc a ∈ A is defined by a pair τ a = (τx

a , τ t
a) ∈ R

2
+, where the

superscripts x and t denote the fuel and time components, respectively. The cost
ca is a function of the resource consumption, i.e., ca = f(τ a).1 A 3D (flying)
route is an (s, g)-path in D, represented by n nodes, a departure node (source)
s, and an arrival node (goal) g, that is, P = (s, v1, . . . , vn, g), with s, vi, g ∈ V
for i = 1...n, vivi+1 ∈ A for i = 1...n−1, and sv1, vng ∈ A. The cost of the route
P is defined as cP = csv1 +

∑
i=1...n−1 cvivi+1 + cvng.

The route must satisfy a set C of constraints imposed on the path. These
constraints are of the following type: if a set of nodes or arcs A is visited, then
another set of nodes or arcs B must be avoided or visited. The visit or avoidance
of the sets A and B can be further specified by restrictions on the order of nodes
in the route, on the time window, and on the flight level range.

Definition 1 (Flight Planning Problem (FPP)). Given a network N =
(V,A, τ , c), a departure node s, an arrival node g, and a set of constraints C,
1 The total cost is calculated as a weighted sum of time and fuel consumed. In our

specific case, we have used 1.5$ per gallon of fuel and 1000$ per hour.
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find an (s, g)-path P in D = (V,A) that satisfies all constraints in C and that
minimizes the total cost, cP .

All constraints can be categorized into two classes: forbidden and mandatory.
Constraints consist of an antecedent and a consequent expression, p and q. A
constraint of the mandatory type is satisfied when p → q and violated otherwise;
one of the forbidden type is satisfied when p → ¬q and violated otherwise. The
expressions p and q give Boolean values. They contain terms that express possible
path choices, such as passing through a node (representing a specific flight level at
an airway point), traversing an arc (possibly belonging to an airspace), departing
or arriving at a node, or visiting a set of nodes in a given order.

3 A∗ Search with Constraints

We use A∗ search as our base algorithm, and the following strategy, detailed and
shown effective in [7], to handle the numerous constraints: First, we find a path
using A∗, ignoring all constraints. Then, the path obtained is checked against all
constraints. If no constraint is violated, the path is feasible and the procedure
terminates. Otherwise, the violating constraints are added to the input and a new
search is initiated. The new path will not violate any of the included constraints
but it could violate others. Thus, the procedure is repeated until a feasible path
is found. In the iterations that follow the initial one, the search must handle
the constraints during the construction. A template for A∗ modified to handle
constraints is given in Algorithm 1.

In Algorithm 1, the function FindPath takes the initial conditions as input:
a network N = (V,A, τ , c) built using information from the airspace, aircraft
performance data, and weather conditions; the query from s to g; the initial
fuel load τx

s and the departure time τ t
s ; an array h of values h(v) for every

node v ∈ V , indicating the precomputed, static, estimated cost of flying from
that node v to the destination node g; the set of constraints (see below). The
time and fuel consumptions for each arc τ depend on: (i) the flight level, (ii) the
weight, (iii) international standard atmosphere deviation (temperature), (iv) the
wind component, and (v) the cost index.2 Inputs (ii), (iii), and (iv) depend on
the time of arrival at the arc and hence on the partial path. We can regard these
values as retrieved from data tables but we refer to Sect. 5 for more details.

We represent partial paths under construction in Algorithm 1 by labels. A
label � is associated with a node φ(�) = u ∈ V and contains information about a
partial path from the departure node s ∈ V to the node u, that is, P� = (s, ..., u).

Labels also have constraints associated. We represent constraints as trees,
where leaves are terms and internal nodes are logical operators (AND, OR,
NOT). Constraint trees are, potentially, associated with each label. Initially, all
constraint terms are in an unknown state and labels have no constraints associ-
ated. Then, if during the extension of a path of a label, a term of a constraint

2 The cost index is an efficiency ratio between the time-related cost and the fuel cost,
decided upon at a strategic level and unchangeable during the planning phase.
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1 Function FindPath(N = (V, A, τ , c), s, g, (τx
s , τ t

s), h, Γ )
2 initialize the open list Q by inserting �s = ((s), 0, {})
3 initialize �r = ((), ∞, {})
4 while Q is not empty do
5 � ← retrieve and remove the cheapest label from Q
6 if (c� + h(φ(�)) > c�r ) then break � termination criterion
7 if (φ(�) = g) and (c� < c�r ) then
8 �r ← �
9 continue

10 foreach node v such that uv in A do
11 �′ ← label at v expanded from �
12 evaluate constraint trees in Δ�′

13 if one or more constraints in Δ�′ are violated then
14 continue

15 Insert(�′,Q)

16 return P�r and c�r

17 Function Insert(�′, Q)
18 foreach label � ∈ Q with φ(�) = φ(�′) do
19 if (c� > c�′) then
20 if (Δ� is implied by Δ�′) then � � is dominated
21 remove � from Q
22 else if (c′

� > c�) then
23 if (Δ� is implied by Δ�′) then return � �′ is dominated

24 insert �′ in Q
25 return

Algorithm 1. An A∗ search template for solving FPP.

is resolved, the corresponding constraint becomes active for that label. After
resolution, the term is removed from the constraint tree and the truth value is
propagated upwards. The evaluation of the constraint terminates when the root
node is resolved. The constraint is satisfied if the root node evaluates to false.

In practice, we translate the set of constraints C into a dictionary of constraint
trees Γ with constraint identifiers as keys and the corresponding trees as values.
For a constraint γ ∈ Γ , we let ι(γ) denote the constraint identifier and T (γ)
the corresponding tree. Then, for each node, v ∈ V , and each arc, uv ∈ A, we
maintain a set of identifiers of the constraints that have those nodes or arcs,
respectively, as leaves in the corresponding tree. We denote these sets Ev and
Euv, with Ev = {ι(γ) | γ ∈ Γ, v appears in γ} and Euv defined similarly.

We denote by Δ� the set of constraint trees copied from Γ to a label � when
they became active for �. These constraint trees may be reduced immediately
after copying because some terms have been resolved. Let ρ(γ, P�) be the tree
T (γ) after propagation of the terms in P�. Then, we can formally define, Δ� =
{ρ(γ, P�) | ι(γ) ∈ Eu ∪ Euv, u, v ∈ P�}.
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In Algorithm 1, each label � is thus the information record made of
(P�, c�,Δ�). We maintain all labels that are created in a structure Q, called
the open list. At each iteration of the while loop in Lines 5–15 of FindPath,
a label � is selected for extraction from the open list if its evaluation, given
by c(�) + h(φ(�)), is the smallest among the labels in Q. Successively, the
label � with φ(�) = u ∈ V is expanded along each arc uv ∈ A, and new
labels �′ = ((s, . . . , u, v), c� + cuv,Δ�′) are created (Lines 10–12).3 The new
set of constraint trees Δ�′ is obtained by copying the trees from Δ�, and the
trees from Γ identified by Ev and Euv. While performing these operations,
the trees are reduced based on the resolution of the terms u and/or uv. If
the root of a constraint tree in Δ�′ evaluates to true, then the label �′ is
deleted, because the corresponding path became infeasible (Lines 13–14). On
the other hand, if a root evaluates to false, then the corresponding constraint
tree is resolved but is kept in Δ�′ to prevent re-evaluating it if, at a later stage,
one of the terms that were logically deduced appears in the path. Formally,
Δ�′ = {ρ(γ, P�′) | γ ∈ Δ�} ∪ {ρ(γ, P�′) | ι(γ) ∈ Eφ(�′) ∪ Eφ(�)φ(�′)}.

If a new label �′ is not deleted, it is proposed for insertion in Q to the function
Insert. The function Insert takes care of checking the domination between the
proposed label �′ and the other labels in Q at the same node. The domination
criterion plays a crucial role in the efficiency of the overall algorithm.

The loop in the function FindPath terminates on Line 6 when the goal g
has been reached and the incumbent best path to g has total cost less than or
equal to the evaluation of all labels in Q. Under some well known conditions for
h that we describe in Sect. 4.1, the solution returned is optimal.

Label Domination: We motivate our specific choice for the definition of the
domination criterion using the following simple example taken from [7]. Let
C1 = ((a ∨ b) ∧ c) be the only constraint present. Let �1 = ((s, a, x), 3, {C1}),
�2 = ((s, d, x), 4, ∅) and �3 = ((s, b, x), 2, {C1}) be the only three labels at x.
Consider the labels �3 and �2. Although �3 is cheaper than �2, �2 has not activated
C1 and hence its path ahead is less constrained than �3. Indeed, �2 can use the
cheapest route to g, while �3 must avoid c. It is therefore good not to discard
�2, in spite of being more expensive. The labels �1 and �3 are identical with
regards to constraints. However, the cost of �1 is greater than the cost of �3.
Both labels will continue selecting the path through the arc with cost 5, and
�3 will end up being the cheapest. The only way for �1 to recover and become
the cheapest would be if the time it arrives at x is so different from the time of
�3 that a drastic change in the weather conditions could be experienced. This
seems unlikely, and the results of [8] seem to suggest that it is safe to assume
the FIFO property for costs and not to assume it for constraints.

Further, it is possible to define a partial order relation between the constraint
sets associated with labels. Intuitively, if �a has activated the same constraints as
�b but �b has activated fewer terms than �a, then we can say that the constraints

3 Although D contains cycles and although, theoretically, the cycles could be profitable
because of the time dependency of costs, we do not allow labels to expand to already
visited vertices because routes with cycles would be impractical.
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Fig. 1. Left, a domination example. The labels are �1 = ((s, a, x), 3, {C1}), �2 =
((s, d, x), 4, ∅) and �3 = ((s, b, x), 2, {C1}). Right, the setup for the SingleDescent esti-
mate.

of the label �b are implied by those of �a. We refer to [7] for a precise definition
of constraint implication and for implementation details.

Finally, we can state the domination criterion implemented in Lines 19–23.
A label �a is dominated by another label �b if φ(�a) = φ(�b), c�a > c�b and Δ�b

is implied by Δ�a . A label that is dominated is removed from (Line 21) or not
inserted into (Line 23) the open list. If φ(�a) = φ(�b), c�a > c�b but Δ�b is not
implied by Δ�a , then we say that �a is only partially dominated by �b. Partially
dominated labels cannot be removed from the open list.

4 Heuristics

We present novel heuristics designed to cope with the large sizes of networks
representing the 3D problem. We distinguish between two kinds of heuristics:
those that implement the estimation of the remaining cost from a node to the
goal, a crucial component of A∗ algorithms, and those that use the desired shape
of the vertical profile to add constraints and prune the search space.

Further, we describe a two-phase approach, inspired by the current practice
in industry, and we will use that as a benchmark for the heuristic 3D algorithms.

4.1 Remaining Cost Estimation in A∗

The estimated cost h is said to be admissible if, for any node u ∈ V , the value
h(u) does not overestimate the final cost from u to the goal. Further, it is said
to be consistent if for every node u ∈ V , h(u) is at most the cost of getting to a
successor v ∈ V plus h(v). Consistency can be shown to be the stronger property
as it also implies admissibility. If both properties hold, then Algorithm 1 is opti-
mal. If a heuristic is admissible, but not consistent, an optimal solution can be
guaranteed if the algorithm allows for more than one label to be expanded from
the same node. In standard A∗ search algorithms, labels expanded from a node
are moved to a closed list, which is used to avoid expanding labels again from the
same node. Instead, our Algorithm 1 allows more than one label to be expanded
from a node in order to handle the constraint-induced lack of FIFO property.
The use of an inconsistent rather than a consistent estimate increases the risk
of re-expansions occurring and thus lessens the efficiency of the algorithm.
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However, guaranteeing consistency, by ensuring that for all arcs uv ∈ A,
h(u) ≤ h(v)+cuv, can be challenging in the FPP setting. First, it is not possible
to compute a time-dependent estimate for each node of the network considering
all its three coordinates. This would require a full 3D backwards search, which
would be computationally heavy, quickly invalidated by the change of data, and
pose memory problems. Second, restricting to considering only the 2D positions
of the waypoints, say, the projection π(u) onto the Earth for any node u ∈ V ,
one could define an estimate based on the great circle distance from π(u) to the
goal. But choosing the additional weather conditions would be more challenging:
for example, assuming tailwind at cruise level everywhere would not only yield
quite optimistic (i.e., loose) estimates but also would not guarantee consistency
due to the ignored, possibility of cheaper descent of some levels. Other attempts
at defining the flying conditions might lead to violation of admissibility as well.

In this light, with the goal of allowing precomputation of the estimate when
a query is received and before the A∗ algorithm is started, we explore two direc-
tions: making the heuristic consistent in spite of worsening its tightness wrt. true
cost, and giving up consistency while trying to improve the tightness. In both
cases, we strive to maintain estimate admissibility, without which Algorithm 1
would not find the optimal solution. Both estimate procedures contain the fol-
lowing elements. They consider a 2D network obtained by the projection on the
ground of all points from V , they associate time and weight independent costs
with each arc, and they compute a cheapest path using a backwards Dijkstra
from the goal to each node of the 2D network. The estimate h(v) of each node
v ∈ V is then equal to the estimate of the projected node, i.e., h(v) = h(π(v)).
The two procedures differ in the way the resource independent cost is deter-
mined.

All Descents: We set the cost of an arc between any two projected nodes to
be equal to the cheapest possible cost of going between any pair of nodes that
project on those nodes. More formally, let x and y be two nodes in the 2D
network and let π−1(x) and π−1(y) be the set of nodes from V (D) that project
to x and y, respectively. We set the cost δxy between x and y in the 2D network
as follows: δxy = min{cuv | u ∈ π−1(x), v ∈ π−1(y), uv ∈ A}. Clearly, this is the
most conservative choice; it guarantees that the derived estimates are consistent
for all u, v ∈ V . Indeed, since h(x) − h(y) = δxy, for any pair of points u, v ∈ V
that project to x and y, respectively, the inequality h(u) − h(v) ≤ cuv will be
satisfied. We refer to this estimate as AllDescents. The algorithm described in
Sect. 3 with the AllDescents estimates is optimal, in the very likely case that the
FIFO assumption on costs holds.

Single Descent: While AllDescents is consistent and admissible, its estimates
are unrealistically cheaper than the real costs. Indeed, the cheapest arc between
any two connected waypoints is very likely a descent from the top-most allowed
flight level to the lowest flight level the aircraft can reach. The estimate asso-
ciated with a node at a given altitude then becomes the cost of the aircraft
descending between every two nodes in the shortest path to the destination.
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We design an estimate that is closer to the real cost by considering only
cruises between nodes. More specifically, between any pair of nodes x and y in
the projected network, we consider the cost δxy = min{cuv | u ∈ π−1(x), v ∈
π−1(y), uv ∈ A, uv is a cruise}. It is realistic in most scenarios as the cruising
phase is by far the most important and longest phase of a flight and thus the
estimated value will often be consistent. However, there are scenarios where it
is optimal for the aircraft to descend early on the route, which could lead to
inconsistent estimates. Unfortunately, the estimates could also be inadmissible
as the aircraft will have to descend at some point to reach the destination airport.
To decrease the chance of this occurring, we correct the estimate by including a
single direct descent to the goal when calculating the shortest path to the goal.
We achieve this by updating the estimate when it is needed. Thus, whenever
a label � at φ(�) needs to be evaluated, we subtract from its estimate h(φ(�))
the difference between the cost of a descent to the ground and a cruise of the
same length using the great circle distance of the potential descent. We retrieve
the cost of descending to the ground using the weather and weight conditions
of �. We denote this cost dc(�) and the distance required for the descent by
dd(�). From the tables, we then retrieve the cost of cruising for dd(�) under
the same weather and weight conditions of �. We denote this cost δdd(�). See
Fig. 1, right. Thus, formally, the updated estimate h′ for � at φ(�) becomes
h′(�) = h(π(φ(�)) − (δdd(�) − dc(�)). We refer to this estimate as SingleDescent.

4.2 Pruning Heuristics

Descent Disregard: Every aircraft has a flight level at which, under average
weather conditions, it is optimal for it to cruise. In industry, this flight level
is often enforced. We use the information on this desired flight level (DFL)
heuristically to avoid expanding unpromising labels at low flight levels, thus
reducing the search space of the A∗ search algorithm. We achieve this as follows.

Normally A∗ tries any possible climb, descent, and cruise along an arc when
expanding a label, but many labels created (especially descents and cruises at
low and inefficient flight levels) will not lead to optimal solutions. We aim for
the algorithm to reduce the number of irrelevant descent and cruise expansions.
Using the aircraft performance data we can determine the greatest descent dis-
tance (GDD), which is the greatest distance required to be able to reach the
ground level from any flight level under any weight and weather conditions. If
the distance to the destination airport is greater than the GDD, we do not need
to worry about being able to reach the ground in time and can focus on remain-
ing at an efficient flight level. We could therefore disallow descent and cruise
expansions for labels not yet at the DFL and outside of the GDD. We still need
to worry about constraints that could be blocking the DFL, so we must allow
some deviation. We therefore define a threshold for flight levels where, if the
aircraft is below this threshold and the distance to the destination is greater
than the GDD, descents and cruises are not allowed. The value of the threshold
determines a trade-off between missed optimality and speed-up. We have chosen
to set the threshold to 3/4 of the DFL, as experiments indicated that this value
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yields a large decrease in run-time and only a small decrease in solution quality.
We refer to this heuristic as DD.

Climb Disregard: Flight routes generally consist of three phases: climb, cruise,
and descent. It is desirable for passengers’ comfort to have only one of each of
these phases. Our algorithm does not take this into account as it allows for unlim-
ited climbs and descents in order to avoid constraints or to find better weather
conditions. Limiting the number of times the aircraft can alternate between
climbing and descending will result in more comfortable routes and speed up
the algorithm. On the other hand, as the routes will be more constrained, it will
lead to an increase in the total cost of the path.

We implement the rule that allows switching only once from climbing to
descending, so once a descent has been initiated, no further climbs are allowed.
We still allow paths to have a staircase shape, having climbs and descents inter-
leaved with cruising arcs. This could be advantageous when further climbing
becomes appealing only after some weight has been lost by consuming fuel.

To monitor the switches we equip the labels with a binary information indi-
cating whether or not a descent has been performed. The label �a of a path that
has already made a descent will be more constrained than the label �b of a path
that has not. Thus, �a should not be allowed to dominate �b, even if �b is more
expensive. The decreased effect of domination implies an increase in run-time
that may outweigh the reduction of labels expanded due to the restriction. In
order to assess the effect of this lack of domination experimentally, we include
two configurations in our tests: one where we ignore the switch constraint in
domination (thus, �a would have dominated �b), and one in which we treat the
switch constraint as any other constraint (thus, �a would be only partially dom-
inating �b and hence �b is not discarded). We refer to the former version as CD
and to the latter as CDS.

4.3 Two-Phase Approach

In this approach to the FPP, we first find a path through airway points, solving
a horizontal 2D routing problem, and then decide the vertical profile of the route
by solving a vertical path finding problem.

Solving the horizontal 2D problem, considering only a given altitude at every
airway point, does not work well with the second phase, because for many of
the routes found, it is then impossible to find a feasible vertical profile. Instead,
we “simulate” a horizontal 2D path finding problem by only considering one
arc between two airway points when expanding a label, namely the feasible arc
whose arrival node is closest to the DFL for the aircraft. Thus, for example,
the label at the departure node only expands through arcs going from 0 to 200
nominal altitude; at the next node a label only expands on arcs going from 200 to
400 nominal altitude; and, from there, if 400 is the DFL, the label only expands
through arcs to nodes at the same flight level. We only consider descents if it is
the only option. Thus, we consider any node, whose projection is the destination
airport, as goal nodes.
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Climbing and descending decisions are handled in the vertical routing, where
we restrict ourselves to the path through the airway points found in the previous
phase but reintroduce freedom to determine the altitude. During the search, all
possible climbs and descents from each node are allowed.

In both phases, we make use of the same constraint framework as in the 3D
solution, iterating the search until a feasible path is found. However, limiting
the search in the first phase to only one arc per pairs of waypoints can lead to
a route that cannot be made feasible in the second phase, because, for example,
of missing links for the descent phase. Hence, when the second phase fails to
find a feasible vertical profile, we analyze which combination of arcs caused the
problem, introduce a forbidden constraint containing those arcs, and restart the
first phase. This can lead to many restarts and even unsolvable instances, as the
constraints we introduce may be more severe than they are in reality.

We also include versions of the two-phase approach that use the DD and
the CD heuristics. These heuristics address the vertical profile and hence only
apply in the vertical optimization phase. We do not vary the estimate heuristics
because the conditions here are different from the 3D case: in the first phase,
we use an estimate heuristic similar to SingleDescent but without update. In
the second phase we do not use any estimate and hence the search corresponds
to a Dijkstra search. We were not able to come up with an A∗ estimate that
could be helpful because, with the main focus in this phase being on altitude,
estimates tend to be loose and pose computational problems due to the need of
calculating these values on the 3D network (or recalculating them every time a
new horizontal route is found).

5 Experimental Results

We have conducted experiments on real-life data to compare combinations of
the elements presented here. All algorithms used the template of Algorithm 1.
In the instantiated versions, the algorithms use the AllDescents or the SingleDes-
cent estimate heuristics combined with reasonable pruning heuristics: DD, CD,
CDS, DD + CD, DD + CDS. We also include the versions where AllDescents and
SingleDescent are not combined with any pruning heuristic. Finally, we compare
with the two-phase approach, which is closest to methods used in practice.

The real-life data is provided by our industrial partner. This data consists of
aircraft performance data, weather forecast data in standardized GRIB2 format,
and a navigation database containing the information for the graph. The graph
consists of approximately 200,000 nodes and 124,000,000 arcs. The aircraft per-
formance data refers to one single aircraft. The data for the weather forecast is
given at intervals of three hours on specific grid points that may differ from the
airspace waypoints. When necessary, we interpolate both in space and time.

In the calculation of the AllDescents and SingleDescent estimates, we assume
piece-wise linearity of the consumptions τ on the arcs. Consequently, the cheap-
est cost of an arc can be determined by looking only at the points where measure-
ments are available (e.g., at time intervals of three hours). Under this assumption,
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the AllDescents estimate is admissible. Note however that, as shown in [5], the
travel time function between data points is not piece-wise linear and so neither
is our cost function that includes fuel consumption. To get as close as possi-
ble to having an optimal algorithm as baseline for the comparison, we therefore
included an algorithm without pruning heuristics and with the AllDescents esti-
mate derived from costs on arcs given by a piece-wise linear function, whose
pieces in the time scale are reduced to five minutes intervals. This approach
would not be feasible in practice, as it took more than 40 h in our computational
environment (see below) to precompute the estimates.

A test instance is specified by a departure airport and time, and a destination
airport. A set of 13 major airports in Europe was selected uniformly at random
to explore a uniform coverage of the constraints in the network. Among the 156
possible pairings, 16 were discarded because of short distances, resulting in 140
pairs that were used as queries. The great circle distances of these instances
range from 317 to 1682 nautical miles. All algorithms were implemented in C#
and the tests were conducted on a Dell XPS 15 laptop with an Intel Core i7
6700HQ at 2.6 GHz with 16 GB of RAM. Each algorithm was run 3 times on
each instance and only the fastest run was recorded. All runs had a time limit
of one hour.

We visualize the results in Fig. 2. The plots are disposed such that column-
wise we distinguish the estimate heuristic and row-wise the performance measure
considered. The pruning heuristics are represented along the x-axis of each plot.
The quality of a route is its monetary cost. We show the percentage gap with
respect to the results found by the baseline algorithm (5 min pieces). The run-
time is the time spent for preprocessing (i.e., calculating the estimates) plus the
total time spent searching. The preprocessing times for any configuration (apart
from the baseline algorithm, which is not shown) are almost identical, so we do
not distinguish. Time is measured in seconds and a logarithmic transformation is
applied. We did not observe a clear dependency of the time on the mile distance
of the instances, hence this latter is not visualized. Points represent the results
of the selected runs. Points of results attained on the same instance are linked
by a gray line. The boxes show the first, second (median) and third quartile of
the distribution.

Comparison: The first observation is that the gap of AllDescents without prun-
ing heuristic is different from zero only in a couple of instances and only in one
making the gap worse than 1.5%. Hence, in practice assuming piece-wise linear-
ity of consumptions seldom deteriorates the results. However, this observation
might be dependent on our setting, as Blanco et al. [5] do show a relevant impact.
Comparing AllDescents with SingleDescent, we observe that the inadmissibility
of SingleDescent does not worsen the solution quality in any instance while wrt.
run-time, SingleDescent leads to a considerable save for most instances. Tighter
estimates allow for more restrictive search; a narrower area around the optimal
route. We give evidence of this in Fig. 3, where we show the search results for
one instance using the two estimate heuristics. The figure depicts the horizon-
tal section of the 3D network restricted to the arcs that were actually expanded
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Fig. 2. Solutions quality (top) and run-time (bottom) results on 140 queries.

during the search. SingleDescent is much better at narrowing the search compared
with AllDescents. However, the figure does not show the vertical dimension and
the several flight levels expanded from nodes nor the arcs that were expanded
more than once in SingleDescent. There are 14 instances where the extra expan-
sions to cope with the inconsistency outweigh the expansions saved from the
tighter estimate and make SingleDescent slower than AllDescents.

Considering pruning heuristics, DD leads to worse solution quality in only 5
instances for both estimate heuristics while improving the run-time for both. As
expected, solutions become more costly when including heuristics that restrict
the vertical profiles, CD and CDS. However, because these routes are more stable,
they are more comfortable, a quality component not included in the monetary
cost otherwise considered. If we include correct domination, as done in CDS,
the solution quality improves slightly over algorithm versions that use CD, but
considering the run-time, CDS is computationally more demanding than CD. In
general, profile-based heuristics have considerable impact on the run-time. The
CD and DD+CD heuristics contribute most to the speed-up. In a few instances,
however, they can perform worse than the variants with no pruning heuristic. In
these cases, finding a different solution (which might violate a constraint) can
cause the algorithm using CD to do extra passes. Finally, the configuration using
both DD and CD is the fastest. It has a median run-time slightly above 14 s and
a worst-case performance of 14 min.

Comparison with the Two-Phase Approach: The two-phase approach with
no pruning heuristics has a median quality gap of 1.9%, which is significantly
higher than any of the 3D algorithms. There are also a few heavy outliers with
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Fig. 3. Comparison of arcs expanded by AllDescents (left) and SingleDescent (right)
with no heuristics on a route from Innsbruck to Nantes.

5 instances having a gap over 10%. In these instances, the two-phase approach
returns a path through arcs where flying at the desired flight level is forbidden by
some constraints and thus the vertical optimization will not be able to repair and
obtain a good quality solution. There are also two instances where the two-phase
approach fails to find any solution at all. As far as run-time is concerned, the two-
phase approach does entail faster run-times than any of the 3D algorithms with
a median of 10 s and a worst-case performance of 47 min. In general, there are
some outliers caused by instances where the vertical optimization has trouble
finding a feasible solution causing a large number of restarts. Using the DD
heuristic does not yield any relevant effect, while using the CD heuristic does
decrease run-time but also worsens the cost of the final path further. CD also
increases the number of unsolved instances to 10.

6 Concluding Remarks

We found the SingleDescent estimate together with the DD heuristic partic-
ularly interesting. With respect to the near optimal solution of the baseline
algorithm, this algorithm leads to deterioration of solution quality in only a
few instances while it provides a considerable decrease in run-time. If further
speed-up is needed, the CD heuristic could be added at the cost of only a slight
increase in deterioration. The routes attained adopting the CD heuristic might
be preferable in practice anyway due to the more stable vertical profile.

Perhaps our most important contribution is that we demonstrate the practi-
cability of a direct 3D flight planning approach. Our comparison against the two-
phase approach, more commonly used in practice, shows that although median
results for the latter are better in terms of run-time, the solution quality and
the outliers in run-time and unsolved instances are considerably worse than the
results attainable with direct 3D approaches. The 3D approach exhibits fewer
outliers, terminates on every instance, and is therefore more robust. If run-time is
really an issue, we have shown that by combining the SingleDescent, the DD, and
the CD heuristics, competitive time performance can be achieved, while retain-
ing superior robustness and smaller reduction in solution quality relative to the
two-phase approach. The ideas tested here will be included in future releases of
software from our industrial partner.
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Abstract. Nonconvex mixed-integer nonlinear programs (MINLPs)
represent a challenging class of optimization problems that often arise
in engineering and scientific applications. Because of nonconvexities,
these programs are typically solved with global optimization algorithms,
which have limited scalability. However, nonlinear branch-and-bound has
recently been shown to be an effective heuristic for quickly finding high-
quality solutions to large-scale nonconvex MINLPs, such as those arising
in infrastructure network optimization. This work proposes Juniper, a
Julia-based open-source solver for nonlinear branch-and-bound. Leverag-
ing the high-level Julia programming language makes it easy to modify
Juniper’s algorithm and explore extensions, such as branching heuris-
tics, feasibility pumps, and parallelization. Detailed numerical experi-
ments demonstrate that the initial release of Juniper is comparable with
other nonlinear branch-and-bound solvers, such as Bonmin, Minotaur,
and Knitro, illustrating that Juniper provides a strong foundation for
further exploration in utilizing nonlinear branch-and-bound algorithms
as heuristics for nonconvex MINLPs.

1 Introduction

Many of the optimization problems arising in engineering and scientific disci-
plines combine both nonlinear equations and discrete decision variables. Notable
examples include the blending/pooling problem [1,2] and the design and opera-
tion of power networks [3–5] and natural gas networks [6]. All of these problems
fall into the class of mixed-integer nonlinear programs (MINLPs), namely,

minimize: f(x, y)
s.t.
gc(x, y) ≤ 0 ∀c ∈ C
x ∈ R

m, y ∈ Z
n

(MINLP)

where f and g are twice continuously differentiable functions and x and y rep-
resent real and discrete valued decision variables, respectively [7]. Combining
nonlinear functions with discrete decision variables makes MINLPs a broad and
challenging class of mathematical programs to solve in practice. To address this
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challenge, algorithms have been designed for special subclasses of MINLPs, such
as when f and g are convex functions [8,9] or when f and g are nonconvex
quadratic functions [10,11]. For generic nonconvex functions, global optimiza-
tion algorithms [12–15] are required to solve MINLPs with a proof of optimality.
However, the scalability of such algorithms is limited and remains an active area
of research. Although global optimization algorithms have been widely successful
at solving industrial MINLPs with a few hundred variables, their limited scala-
bility precludes application to larger real-world problems featuring thousands of
variables and constraints, such as AC optimal transmission switching [16].

One approach to addressing the challenge of solving large-scale industrial
MINLPs is to develop heuristics that attempt to quickly find high-quality feasi-
ble solutions without guarantees of global optimality. To that end, it has been
recently observed that nonlinear branch-and-bound (NLBB) algorithms can be
effective heuristics for the nonconvex MINLPs arising in infrastructure systems
[4–6] and that they present a promising avenue for solving such problems on
real-world scales. To the best of our knowledge, Bonmin and Minotaur are
the only open-source solvers that implement NLBB for the most general case
of MINLP, which includes nonlinear expressions featuring transcendental func-
tions. Both Bonmin and Minotaur provide optimized high-performance C++
implementations of NLBB with a focus on convex MINLPs.

The core contribution of this work is Juniper, a minimalist implementa-
tion of NLBB that is designed for rapid exploration of novel NLBB algorithms.
Leveraging the high-level Julia programming language makes it easy to mod-
ify Juniper’s algorithm and explore extensions, such as branching heuristics,
feasibility pumps, and parallelization. Furthermore, the solver abstraction layer
provided by JuMP [17] makes it trivial to change the solvers used internally by
Juniper’s NLBB algorithm. Detailed numerical experiments on 300 challenging
MINLPs are conducted to validate Juniper’s implementation. The experiments
demonstrate that the initial release of Juniper has comparable performance
to other established NLBB solvers, such as Bonmin, Minotaur, and Knitro,
and that Juniper finds high-quality solutions to problems that are challenging
for global optimization solvers, such as Couenne and Scip. These results illus-
trate that Juniper’s minimalist implementation provides a strong foundation
for further exploration of NLBB algorithms for nonconvex MINLPs.

The rest of the paper is organized as follows. Section 2 provides a brief
overview of the NLBB algorithms. Section 3 introduces the Juniper NLBB
solver. The experimental validation is conducted in Sect. 4, and Sect. 5 concludes
the paper.

2 The Core Components of Nonlinear Branch-and-Bound

To provide context for Juniper’s implementation, we begin by reviewing the core
components of an NLBB algorithm. NLBB is a natural extension of the well-
known branch-and-bound algorithm for mixed-integer linear programs (MIPs)
to MINLPs. The algorithm implicitly represents all possible discrete variable



Juniper: An Open-Source Nonlinear Branch-and-Bound Solver in Julia 379

assignments in a MINLP by a decision tree that is exponential in size. The algo-
rithm then searches through this implicit tree (i.e., branching), looking for the
best assignment of the discrete variables and keeping track of the best feasi-
ble solution found thus far, the so-called incumbent solution. At each node in
the tree, the partial assignment of discrete variables is fixed and the remaining
discrete variables are relaxed to continuous variables, resulting in a nonlinear
program (NLP) that can be solved using an established solver, such as Ipopt

[18]. If the solution to this NLP is globally optimal, then it provides a lower
bound to the MINLP’s objective function, f(x, y). Furthermore, if this NLP
bound is worse than the best solution found thus far, then the NLP relaxation
proves that the children of the given node can be ignored. If this algorithm is
run to completion, it will provide the globally optimal solution to the MINLP.
However, if the MINLP includes nonconvex constraints, the NLP solver provides
only local optimality guarantees, and the NLBB algorithm will be only a heuris-
tic for solving the MINLP. The key to designing this kind of NLBB algorithm
is to develop generic strategies that find feasible solutions quickly and direct the
tree search toward higher-quality solutions. We now briefly review some of the
core approaches to achieve these goals.

Branching Strategy: In each node of the search tree, the branching strategy
defines the order in which the children (i.e., variable/value pairs) of that node
should be explored. The typical branching strategies are (1) most infeasible,
which branches on the variables that are farthest from an integer value in the
NLP relaxation; (2) pseudo cost, which tracks how each variable affects the
objective function during search and then prioritizes variables with the best
historical record of improving the objective value [19]; (3) strong, which tests
all branching options by brute-force enumeration and then takes the branch
with the most promising NLP relaxation [20]; and (4) reliability, which uses a
threshold parameter to limit strong branching to a specified amount of times for
each variable [21].

Traversal Strategy: At any point during the tree search there are a number of
open nodes that have branches that remain to be explored. The traversal strat-
egy determines how the next node will be selected for exploration. The typical
traversal strategies include (1) depth first, which explores the most recent open
node first; and (2) best first, which explores the open node with the best NLP
bound first. The advantage of depth first search is that it only requires a mem-
ory overhead that is linear in the number of discrete variables. In contrast, best
first search results in the smallest number of nodes explored but can consume
an exponential amount of memory.

Incumbent Heuristics: In some classes of MINLPs, finding an initial feasible
solution can be incredibly difficult, and the NLBB algorithm can spend a pro-
hibitive amount of time in unfruitful parts of the search tree. Running dedicated
feasiblity heuristics at the root of the search tree is often effective in mitigating
this issue. The most popular such heuristic is the feasibility pump, which is a
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fixed-point algorithm that alternates between solving an NLP relaxation of the
MINLP for assigning the continuous variables and solving a MIP projection of
the NLP solution for assigning the discrete variables [22,23].

Code Block 1 Installing and Solving a MINLP with JuMP and Juniper
Pkg.add("JuMP"); Pkg.add("Ipopt"); Pkg.add("Cbc"); Pkg.add("Juniper")

using JuMP, Ipopt, Cbc, Juniper

ipopt = IpoptSolver(print_level=0); cbc = CbcSolver()

m = Model(solver=JuniperSolver(ipopt, mip_solver=cbc))

v = [10,20,12,23,42]; w = [12,45,12,22,21]

@variable(m, 0 <= x[1:5] <= 10, Int)

@objective(m, Max, dot(v,x))

@constraint(m, sum(x[i] for i=1:5) <= 6)

@NLconstraint(m, sum(w[i]*x[i]^2 for i=1:5) <= 300)

status = solve(m); getvalue(x)

Relaxation Restarts: In traditional branch-and-bound algorithms, the continuous
relaxation is convex and guaranteed to converge to the global optimum or prove
that the relaxation is infeasible. However, in the case of nonconvex MINLPs, a
local NLP solver provides no such guarantees. Thus, it can be advantageous to
restart the NLP solver from a variety of different starting points in the hopes of
improving the lower bound or finding a feasible solution [8,24].

3 The Juniper Solver

The motivation for developing Juniper [25] is to provide relatively simple and
compact implementation of NLBB so that a wide variety of algorithmic modi-
fications can be explored in the pursuit of developing novel heuristics for non-
convex MINLPs. To that end, Julia is a natural choice for the implementation
for two reasons: (1) Julia provides high-level programming, similar to Matlab
and Python, that is preferable for rapid prototyping; and (2) the mathematical
programming package JuMP [17] provides an AMPL-like modeling layer, which
makes it easy to state MINLP problems, and a solver abstraction layer, which
makes a wide range of NLP and MIP solvers available for use in Juniper. To
demonstrate these properties, Code Block 1 provides a simple Julia v0.6 exam-
ple illustrating the software installation, stating a JuMP v0.18 MINLP model,
and solving it with Juniper. In this example, the NLP solver Ipopt is used for
solving the continuous relaxation subproblems and the MIP solver Cbc is used
in the feasibility pump heuristic.

From Code Block 1, it is clear how Juniper can be reconfigured to use dif-
ferent NLP and MIP solvers at runtime. As is typical for solvers, Juniper also
features a wide variety of parameters for augmenting the NLBB algorithm. These
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include options for selecting the branching strategy, tree traversal strategy, feasi-
bility pump, parallelized tree search, and numerical tolerances, among others. A
complete list of algorithm parameters is available in Juniper’s documentation.
After rigorous testing on hundreds of MINLP problems, the following default
settings were identified: Strong branching is performed at the root node, and
pseudo-cost branching is used afterward. Typically, complete strong branching
is conducted; however, if the NLP runtime combined with the number of branches
will require more than 100 s, the number of branches explored is reduced to meet
this time limit. If the NLP relaxation fails in the root node, it will be restarted
up to three times. Best first search is used for exploring the decision tree, and
the runtime of the feasibility pump is limited to 60 s.

4 Experimental Evaluation

This section conducts a detailed numerical study of Juniper’s performance
under a variety of configurations and compares its performance to established
MINLP solvers. Five points of comparison were considered for solving MINLPs.
Bonmin v1.8 [8], Minotaur v0.2 [26], and Knitro v10.3 [24] were included
as alternative NLBB implementations, whereas Couenne v0.5 [13] and Scip

v5.0 [10,27] were used for a global optimization reference. All of the open-source
solvers utilize Ipopt v3.12 [18] compiled with HSL [28] for solving NLP sub-
problems and their respective default LP and MIP solvers. All of the solvers,
except Juniper, were accessed through their AMPL NL file interface. All of
the computations were conducted on a cluster of HPE ProLiant XL170r servers
featuring two Intel 2.10 GHz 16 Core CPUs and 128 GB of memory. All solvers
were configured with an optimality gap of 0.01% and a runtime limit of 1 h. It
is important to note that Julia’s JIT takes around 3–10 s the first time Juniper

is run; this time is not reflected in the runtime results.

MINLP Problem Selection: The first step in performing this evaluation is to
select an appropriate collection of MINLP test problems. We began with 1500
MINLP problems from MINLPLIB2 [29], which are available in Julia via the
MINLPLibJuMP package [30]. Second, all of the problems with no discrete
variables or fewer than ten constraints were eliminated, resulting in about 700
problems that focus on the constrained mixed-integer problems that Juniper is
intended for. Through a preliminary study, it was observed that more than half
of these cases are solved to global optimality or are proven to be infeasible by
Scip or Couenne in less than 60 s, suggesting that these are relatively easy cases
for state-of-the-art global optimization methods and that they are not of interest
to this work. The final collection of test problems consists of 298 MINLPs that
are challenging for both NLBB and global optimization solvers.

Solver Comparison: The first and foremost goal is to demonstrate that
Juniper has comparable computational performance to Bonmin and Mino-

taur. Figure 1 (top) provides an overview of the runtime for each solver to
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Fig. 1. Runtime profiles on 298 instances for all different solvers (top) using different
MIP solvers (bottom left) and parallelized tree search (bottom right).

complete its tree search procedure. This figure highlights two key points: (1)
Juniper is slower for small models that can be solved in less than 30 s; however,
it consistently solves more models after 30 s; and (2) the search completes in no
more than 50% of the cases considered, demonstrating that the selected MINLP
instances present challenging tree search problems for both the NLBB and global
optimization solvers.

Table 1 provides further details on the performance of each solver, including
problem sizes, objective gaps from the best-known solution, and runtime results.
The table begins with summary statistics. The first row shows the number of
feasible solutions found by each solver as well as the number of test cases where
the runtime limit was reached. The following three rows show the average opti-
mality gaps and runtime for each solver. The first average is for all instances
where the specific solver was able to find a feasible solution. The second average
is for instances where all six solvers were able to find feasible solutions. The third
average is for instances where all four NLBB solvers were able to find feasible
solutions. These summary results indicate two key points: (1) Juniper is one
of the most robust solvers (only Scip had a higher feasible solution count); and
(2) for cases where all NLBB algorithms have feasible solutions, Bonmin has the
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highest solution quality, and Juniper, Minotaur, and Knitro have similar
quality, on average. The remaining rows in the table provide a representative
sample of the 298 problems considered. The first five columns describe each
problem by name, number of variables V , number of constraints C, number of
discrete variables I, and number of nonlinear constraints NC. The general trends
are summarized as follows: (1) there is a great diversity among which solver is the
best on the MINLP instances considered; and (2) in most cases, the solutions
found by the NLBB solvers tie or improve those found by the global solvers;
however, there are a few notable cases where global solvers find the best solu-
tions. Overall, these results indicate that Juniper in its default configuration is
comparable with the NLBB solvers considered here.

Subsolver Selection: One of the key features of Juniper is that it can use dif-
ferent solvers for the NLP relaxation and for the MIP aspect of the feasibility
pump heuristic. Figure 1 (bottom left) shows a performance profile for a number
of subsolver variants of Juniper, both with and without a MIP solver (i.e., Glpk

[31], Cbc [32], Gurobi [33]), as indicated by Juniper-ipopt. Juniper-Knitro-
Cbc shows the result of using Knitro as the NLP solver instead of Ipopt. The
runtime difference between using the feasibility pump and using no heuristic is
quite notable in some cases; however, given sufficient time, Juniper solves a
similar number of cases even without a feasibility pump. To our surprise, there
was little difference in using Cbc as the MIP solver compared to using Gurobi,
suggesting that Cbc is a suitable default solver. We also observed that Glpk is
not a suitable choice because it was typically unable to terminate in less than
60 s, which is the preferred feasibility pump time limit.

Parallel Tree Search: A key feature of Julia is native and easy-to-use support
for parallel processing. Juniper leverages this capability to implement a parallel
tree search algorithm. Figure 1 (bottom right) illustrates the benefits from this
simple parallelization of the algorithm, where the first thread orchestrates the
computation and all additional worker threads process open nodes in the search
tree. The figure indicates that having two worker threads (instead of using the
sequential algorithm) is about 1.7 times faster and having four worker threads is
about 3.3 times faster. The difference between eight and sixteen worker threads
is not that notable (both increase speed by around 5.8 times).

5 Conclusion

This work has highlighted the potential for leveraging NLBB algorithms as
heuristics for solving challenging nonconvex MINLPs. To assist in the design
of such algorithms, a new Julia-based solver, Juniper, is proposed as the base
implementation for future exploration in this area. A detailed experimental study
demonstrated that, despite its minimalist implementation, Juniper performs
comparably to established NLBB solvers on the class of MINLPs for which it
was designed. We hope that Juniper will provide the community with a valuable
reference implementation for collaborative open-source research on heuristics for
large-scale nonconvex MINLPs.
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C.D., Lee, J., Lodi, A., Margot, F., Sawaya, N., Wächter, A.: An algorithmic
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Abstract. This paper presents the concept of objective landscape in the
context of Constraint Programming. An objective landscape is a light-
weight structure providing some information on the relation between
decision variables and objective values, that can be quickly computed
once and for all at the beginning of the resolution and is used to guide the
search. It is particularly useful on decision variables with large domains
and with a continuous semantics, which is typically the case for time or
resource quantity variables in scheduling problems. This concept was
recently implemented in the automatic search of CP Optimizer and
resulted in an average speed-up of about 50% on scheduling problems
with up to almost 2 orders of magnitude for some applications.

Keywords: Constraint Programming · Scheduling · Search
Optimization

1 Introduction

Motivations. A recognized weakness of Constraint Programming (CP) for solv-
ing combinatorial optimization problems (when compared to Mixed Integer Lin-
ear Programming for instance) is the lack of a global vision of the problem and
in particular of the influence of decision variables on the objective function.

This paper presents the concept of objective landscape in the context of CP.
The purpose of objective landscapes is to capture some information on the rela-
tion between decision variables and objective values. They help answering ques-
tions like: How much does a given decision variable contribute to the cost? What
is the impact on the cost of modifying the value of a variable? What is the ideal
value of a variable with respect to the cost function? An objective landscape is
a light-weight structure that can be quickly computed once and for all at the
beginning of the resolution by exploiting constraint propagation and is used to
guide the search. It is particularly useful on decision variables with large domains
and with a continuous semantics, which is typically the case for time or resource
quantity variables in scheduling problems.

Although validated mostly on scheduling problems, the concept is generic and
in this paper we consider a general combinatorial optimization problem defined
as:
c© Springer International Publishing AG, part of Springer Nature 2018
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minimize f(x)
subject to c(x, y)

Variables x = [x1, ..., xn], y = [y1, ..., ym] are decision variables. The objec-
tive function f functionally depends on a subset of decision variables x that we
will call objective decision variables.1

Comparison with Existing Approaches. The idea of measuring the inter-
actions between variables and objective function is not new in CP. Impact-based
search (Ibs) [12] incrementally maintains during the search an impact measure-
ment for each possible variable assignment (xi = a) that estimates the impact
of the assignment on the other variables domain. In Activity-based search (Abs)
[8], the activity of an assignment (xi = a) estimates the number of affected vari-
ables when it is propagated. As we will see, objective landscapes share a common
feature with the above techniques in that they are computed by exploiting con-
straint propagation. But there is also a number of differences:

– In Ibs, impacts on cost are measured by modifying the domain of a variable xi

and measuring its impact on the cost whereas objective landscapes work the
other way round: it modifies the bounds of the cost function and measures
the impact on the variables xi.

– Impacts and activity measurements are mostly designed for discrete variables
with reasonably small domains whereas objective landscapes were initially
designed for continuous domains: their complexity does not depend on domain
size.

– Impacts are continuously updated during the search and are based on some
averaging assumption whereas objective landscapes are computed once and for
all at the beginning of the search and make some kind of optimistic assumption
about the values of variables.

Objective landscapes differ from the cost-based solution densities introduced
in [11] in that (1) they are parameter-free (no parameter ε related with the
optimality corridor), (2) they do not require specific (and potentially complex)
computation algorithms for each constraint, (3) they can scale to large domain
size with almost no computational overhead and (4) they estimate the impact
of a variable’s value on the cost rather than on the number of solutions.

Some approaches in CP use a linear relaxation of the problem to guide the
search with a more global view on the objective. In [1], a linear relaxation (Lr)
of a sub-problem using only objective decision variables is solved at each search
node and the solution of this relaxation is used to guide the search. In [9] the
Lr is computed with specific algorithms and integrated in a global constraint.
The automatic search of CP Optimizer also uses a Lr of the problem at the
root node of each Large Neighborhood Search move [7]. As we will see, objective
landscapes differ from Lr in several points:
1 The distinction between objective decision variables x and the other variables y

clearly depends on the formulation of the problem and may be considered as a bit
arbitrary. This will be discussed in Sect. 7.
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– Lr does not give the contribution of different values of a variable to the cost
whereas objective landscapes do (in a certain sense).

– Lr heavily exploits the constraints of the problem (their linearization) and is
usually computed several times during the search whereas objective landscapes
focus on the cost function only and are computed once and for all.

– Lr needs to convexify the objective function f(x) whereas objective landscapes
make less assumption about the convexity of objective terms and are related
to the more general notion of quasiconvexity.

– Lr needs building and solving a linear program or running specific algorithms
whereas objective landscapes are much lighter to compute and exploit.

Example. All along the paper we will use a flow-shop scheduling problem with
earliness-tardiness cost inspired from [10] for illustration. Using the scheduling
concepts of CP Optimizer, an instance of this problem for n jobs and m machines
can be formulated with a set of interval variables oi,j of fixed length (processing
time), one for each operation, as follows:

minimize
n∑

i=1

endEval(oi,m, ETi)

subject to endBeforeStart(oi,j , oi,j+1) ∀i ∈ [1, n],∀j ∈ [1,m − 1]
noOverlap({oi,j}i∈[1,n]) ∀j ∈ [1,m]

In the formulation above, ETi is a piecewise linear function representing the
earliness-tardiness cost for finishing job i at a date t as illustrated on Fig. 1. In
this example, objective decision variables are the end values of interval variables
oi,m representing the last operation of job i.

t
0
0 RDi DDi

ETi

Earliness

Tardinesscost

Fig. 1. Example of earliness-tardiness cost function

Paper Organization. Objective landscapes are formally defined in Sect. 2
whereas Sect. 3 presents some of their properties. From a more practical point of
view, Sects. 4 and 5 respectively describe how landscapes can be computed and
exploited to guide the search. Objective landscapes have been implemented in
CP Optimizer (in version 12.7.1). Section 6 presents an experimental study on a
large number of scheduling problems showing the practical interest of landscapes.
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2 Objective Landscape Definition

We consider a general combinatorial optimization problem defined as:

minimize z = f(x)
subject to c(x, y)

With x = [x1, ..., xn], y = [y1, ..., ym]. Let xi be a decision variable and S a
feasible solution to the problem, we denote:2

– Di the initial domain of variable xi

– D = D1 × ... × Dn

– XL
i a lower bound on the value of variable xi

– XU
i an upper bound on the value of variable xi

– XS
i the value of variable xi in solution S

– ZL a lower bound on the objective function f
– ZU an upper bound on the objective function f .

Let xi be an objective variable, we define function f∗
i : Di → R such that

f∗
i (v) denotes the optimal objective value one can obtain when xi = v if one

only considers the objective function f . That is:

f∗
i (v) = min

x∈D s.t. xi=v
f(x)

Value f∗
i (v) gives, in a certain sense, the contribution of the assignment

xi = v to the cost under the optimistic assumption that all the other variables
xj,j �=i are fixed to values minimizing their overall contribution to the cost.

The idea of objective landscapes is to build, for each decision variable xi, a
function that approximates f∗

i and that we will call the objective landscape of
variable xi.

We suppose the existence of a given propagation algorithm P that is able to
propagate constraints like f(x) ≤ z in order to reduce the domain of variables xi.
It is important to note that in the context of landscapes, propagation algorithm
P ignores the constraints of the problem c(x, y). We suppose that propagation
algorithm P is monotonous (if z′ < z, the propagation of f(x) ≤ z′ does not
lead to larger domains for variables xi than the propagation of f(x) ≤ z) and,
of course, that it is sound (it does not remove feasible values). Let xi be an
objective variable, we define:3

– ZL the smallest value of z ∈ R such that the propagation of objective cut
f(x) ≤ z does not fail

– XL
i (z) for z ≥ ZL as the lower bound on variable xi obtained after the

propagation of an objective cut f(x) ≤ z

2 Through the paper, we use lower cases for variables and upper cases for constants.
3 By abuse of notation, as P is supposed to be given, we do not use it in the notations

of these bounds although they clearly depend on the propagation algorithm.
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– XU
i (z) for z ≥ ZL as the upper bound on variable xi obtained after the

propagation of an objective cut f(x) ≤ z.

Clearly, by monotonicity of the propagation, for any z ≥ ZL, XL
i (z) (resp.

XU
i (z)) is a non-increasing (resp. non-decreasing) function of z and XL

i (z) ≤
XU

i (z). An example of these two functions is shown on the left part of Fig. 2.
Informally speaking, the objective landscape function of an objective variable

xi is a function Li whose graph is the 90◦ rotate of the union of the graphs of
the two functions XL

i (z) and XU
i (z), as illustrated on the right part of Fig. 2.

Objective landscapes can now be defined more formally.

ZL

XL
i (z)

XU
i (z)

Objective upper bound z

Range of variable xi

ZL

Landscape function
Li(xi)

Variable xi

Objective value

Fig. 2. Left: decision variable ranges as a function of objective upper-bound z. Right:
objective landscape function of an objective variable xi

Definition 1 (Objective landscape). Given a propagation algorithm P, the
objective landscape function of an objective variable xi is a function Li :
Di → [ZL,+∞) defined as follow:

– For v ∈ [XL
i (ZL),XU

i (ZL)] : Li(v) = ZL

– For v < XL
i (ZL) : Li(v) = min {z | XL

i (z) ≤ v}
– For v > XU

i (ZL) : Li(v) = min {z | XU
i (z) ≥ v}.

3 Objective Landscape Properties

We first recap the notion of a quasiconvex function [3].

Definition 2 (Quasiconvex function). A function f : S → R defined on a
convex subset S of a real vector space is quasiconvex if for all x, y ∈ S and
λ ∈ [0, 1] we have f(λx + (1 − λ)y) ≤ max

{
f(x), f(y)

}
.

Informally, along any stretch of the curve the highest point is one of the
endpoints. Examples of quasi convex and non-quasiconvex functions are shown
on Fig. 3.

We can now present some properties of objective landscapes.
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Fig. 3. Examples of quasi convex and non-quasiconvex functions

Proposition 1 (Quasiconvexity of landscape functions). For any objec-
tive variable xi, landscape function Li is quasiconvex.

Proof. Proof is a direct consequence of the fact XL
i (z) (resp. XU

i (z)) is a non-
increasing (resp. non-decreasing) function of z and XL

i (z) ≤ XU
i (z). �	

Proposition 2 (Landscape functions as lower bounds). For any objective
variable xi, Li ≤ f∗

i .

Proof. Proof is a direct consequence of the soundness of propagation. �	
Definition 3 (Exact landscape function). A landscape function Li for an
objective variable xi is said to be exact if and only if Li = f∗

i .

The proposition below gives a sufficient condition for a landscape function
to be exact.

Proposition 3. If function f∗
i is quasiconvex and if the propagation of f(x) ≤ z

performs bound-consistency on variables x then Li is exact.

Proof. By Property 2, we know Li ≤ f∗
i . The proof that f∗

i ≤ Li exploits
bound-consistency (and quasiconvexity of f∗

i where bounding functions XL
i (z)

and XU
i (z) are discontinuous). See Appendix for details. �	

Proposition 3 is interesting because its condition holds in many practical
cases. In particular, it holds as soon as the objective function is an aggregation
Θn

i=1

(
fi(xi)

)
(where Θ is a sum, min, max, or product of non-negative terms) of

individual quasiconvex terms fi(xi) as it is easy for these expressions to provide
a bound-consistent propagation algorithm. The flow-shop scheduling problem
with earliness-tardiness cost presented in the introduction is clearly an example
as soon as the earliness-tardiness cost function is quasiconvex like the one on
Fig. 1. Note that on this example, as the minimal value of the cost functions ETi

is 0, the landscape function Li of a job i is exactly its earliness-tardiness cost
function ETi.

In fact we can also show that the condition of Proposition 3 is a necessary
condition leading to the following theorem that characterizes exact landscapes.
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Theorem 1 (Characterization of exact landscapes). A landscape function
Li is exact if and only if function f∗

i is quasiconvex and the propagation of
f(x) ≤ z performs bound-consistency on variables x.

Proof. Proof combines Propositions 1 and 3 and the fact that if propagation does
not perform bound-consistency, one can easily exhibit cases where Li(v) > f∗

i (v)
for a given v. �	

It is important to keep in mind that objective landscapes are used as a
heuristic to guide the search so in practice, even if the conditions of Theorem 1
are not met, the landscape functions can still convey some relevant information
and be useful. This is in particular the case when the same variable xi appears
several time in the formulation of objective function f so that the propagation
algorithm is not guaranteed to achieve bound consistency.

4 Objective Landscape Computation

Principles of the Computation. Given a range [ZL, ZU ] for the objective
function, coming for instance from the propagation at the root node, a simple
way of computing landscape functions consists in discretizing the objective values
by selecting m values in the domain z1 = ZU > z2 > · · · > zj > · · · > zm−1 >
zm = ZL and recording the bounds XL

i (zj) and XU
i (zj) for each variable xi

as shown in Algorithm 1. Note that the objective bounds zj are traversed by
decreasing value so, by propagation monotony, the domains of variables xi will
only decrease and no reversibility/backtrack is needed.

Algorithm 1. Objective landscapes basic computation
1: for j in 1...m do
2: propagate(f(x) ≤ zj)
3: for i in 1...n do
4: XL

i (zj) ← current lower bound of xi

5: XU
i (zj) ← current upper bound of xi

The discretized values of the objective landscape functions computed in Algo-
rithm 1 can be interpolated by a linear approximation or by a lower bounding
step function that would preserve the lower bound property of Proposition 2.

It is of course important to select some objective values zj that are repre-
sentative of the values explored during the search. In a minimization problem,
we can expect that small objective values are more useful than large ones, this
is why in our implementation in CP Optimizer we decided to use a logarith-
mic scheme. More precisely, before the model is actually solved (see [6] for an
overview of the automatic search), the landscape computation step extracts only
the objective function f(x) and performs mLOG logarithmic steps of Algorithm 1
using zj = ZU−ZL

2j−1 +ZL. It records the first objective value Z = zj in the descent
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such that the next one (zj+1) has an impact on the bounds of some variable xi

and then performs a new run of Algorithm 1, this time with a linear sampling
with mLIN steps of interval [ZL, Z]. This process is illustrated on Fig. 4.
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Fig. 4. Objective landscape computation

Complexity. In practice, just a few tens of points (value m in Algorithm 1) are
needed to represent a landscape function Li with sufficient precision. The land-
scape function structure can be as simple as an array of pairs [vj , Li(vj)]j∈[1...m]

and estimating its value Li(v) for a given v can be performed in O(log(m))
with a binary search. The algorithmic cost of computing the landscapes is in
O(m(n + p)) if n is the number of objective variables and p the cost of propa-
gating an objective upper bound f(x) ≤ z. This is negligible compared to the
typical resolution time of the optimization problem.

Examples. Some examples of computed objective landscapes using a linear
interpolation are illustrated on Figs. 5, 6, 7 and 8. On these figures, each function
describes the landscape of a decision variable of the problem. Note that in these
problems, objective decision variables are time variables (start/end of a time
interval or temporal delay on a precedence constraint).

– On Fig. 5 the problem is a one-machine problem with V-shape earliness-
tardiness costs and a common due date for all activities [2]. We see that
the common due date (actual value is 2171 on this instance) as well as the
different weights for the earliness-tardiness costs are effectively captured by
the landscapes.

– On Fig. 6 the problem is the flow-shop scheduling with earliness-tardiness cost
of our example with some particular V-shape costs, we observe in particular
the different due-dates of the jobs.

– Fig. 7 illustrates a semiconductor manufacturing scheduling problem
described in [4] whose objective function is the weighted sum of two types
of cost: some weighted completion times of jobs (the linear functions) and
some delays on precedence constraints between operations that incur a large
quadratic cost.
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– On Fig. 8 the problem is a resource-constrained project scheduling problem
with maximization of net present value [13]. The landscape functions clearly
distinguish between the tasks with positive cash flow (increasing landscape
function) and the ones with negative one (decreasing landscape function) and
reveal the exponential nature of the objective terms (e−αt).

Fig. 5. Objective landscapes for a problem with common due dates [2]

5 Objective Landscape Exploitation

Once available, the objective landscape functions could be used in several ways
during the search. In this article we focus on their use in the context of Large
Neighborhood Search (LNS) but they could be used in variable/value order-
ing heuristic in a classical CP search tree, and more generally in Constrained
Optimization Problems. In an LNS framework as the one used in the automatic
search of CP Optimizer [6], landscapes can be used:

– To prevent cost degradation for some variables in LNS moves
– To define new types of neighborhoods
– To select variables and values in LNS completion strategies.

At the root node of an LNS move, if we are trying to improve an incumbent
solution S of cost Z, once the selected fragment has been relaxed and given that
constraint f(x) ≤ Z has been propagated, there are three values of interest for
a given objective variable xi:

– XL
i the current lower bound of the variable

– XU
i the current upper bound of the variable

– XS
i the value of the variable in solution S.
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Fig. 6. Objective landscapes for a flow-shop with earliness-tardiness cost [10]

Fig. 7. Objective landscapes for a problem in semiconductor manufacturing [4]

We have of course XL
i ≤ XS

i ≤ XU
i as solution S is consistent with the current

bounds. Thanks to the landscape function Li of the variable, we can compute
some interesting indicators illustrated on Fig. 9:

– li = Li(XS
i ) is the objective landscape value of variable xi at solution S.

– As function Li is quasiconvex, the set {v ∈ [XL
i ,XU

i ]|Li(v) ≤ li} is a convex
interval denoted [XS−

i ,XS+
i ], one of its endpoint (XS−

i or XS+
i ) being equal

to XS
i . This interval represents the values v in the current domain of xi that

do not degrade the landscape function value compared to solution S.
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Fig. 8. Objective landscapes for an RCPSP with net present value [13]

– oi = li−minv∈[XL
i ,XU

i ] Li(v) is an optimistic bound on how much the objective
landscape value of the variable could be improved by choosing the best value
in the current domain.

– pi = maxv∈[XL
i ,XU

i ] Li(v) − li is a pessimistic bound on how much the objec-
tive landscape value of the variable could be degraded by choosing the worse
value in the current domain.

– ωi is the derivative of landscape function Li evaluated at value XS
i in direction

of the improvement of the landscape value. It measures how much a small
change from the solution value could improve the landscape function.

– πi is the derivative of landscape function Li evaluated at value XS
i in direction

of the degradation of the landscape value. It measures how much a small
change from the solution value could degrade the landscape function.

We are far from having investigated all the above indicators and, more gen-
erally, all the potentialities of landscapes during the search. In our initial imple-
mentation in CP Optimizer 12.7.1, landscapes are exploited as follows.

– At a given LNS move, the landscape strategy described below is used with a
certain probability that is learned online as described in [5]

– Landscape strategy:
• A certain number of objective variables are randomly selected. The ratio

of selected variables is learned online from a set of possible ratio values
in [0, 1].

• For each selected objective variable xi, a constraint v ∈ [XS−
i ,XS+

i ] is
added to ensure that the landscape value of these variables is not degraded
during the LNS iteration.

This type of strategy focuses the search on the improvement of a subset of
the objective terms, it is particularly useful for objective expressions that are not
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Fig. 9. Some objective landscape indicators

well exploited by constraint propagation, typically like sum expressions which
are extremely common in scheduling problems.

In the flow-shop scheduling example, when the landscape strategy is used at
an LNS move, it will randomly select a subset of jobs and for each selected job i,
post the additional constraint on the job end time that it must not degrade its
earliness-tardiness cost ETi compared to what it was in the incumbent solution.

6 Results

In this section, we compare the performance of CP Optimizer V12.7.1 (contain-
ing the implementation of landscapes as described in Sects. 4 and 5) with the
same version that do not compute and use landscapes4. The comparison was
performed on the IBM scheduling benchmark which, as of today, consists of 135
different families of scheduling problems collected from different sources (clas-
sical instances for famous scheduling problems like job-shop or RCPSP, bench-
marks proposed in academic papers, industrial scheduling problems modeled by
our consultants, partners or end-users, problems submitted on our Optimiza-
tion forums, etc.). The performance comparison between the two versions of the
automatic search is measured in terms of resolution time speed-up. As the engine
is not able to solve all instances to optimality in reasonable time, the time speed-
up estimates how many times faster the default version of the automatic search
(using landscapes) is able to reach similar quality solutions to the version with-
out landscapes. Results are summarized on Fig. 10. The 135 different families
are sorted on the x-axis by increasing speed-up factor. Each point is the average
speed-up over the different instances of the family. The geometrical mean of the
speed-up over the 135 families is around 1.5. On Table 1, the families are classi-
fied by objective types, depending on the aggregation function (usually, a sum or
a max) and the nature of the aggregated terms. These objective types are also
4 A specific parameter can be used to switch off objective landscapes.
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shown with different marks on Fig. 10. As expected, the objective landscapes
have a strong added value in the case of sums of terms involving expressions
with large domains (like start/end of intervals with an average speed-up of 2.62,
interval lengths with a speed-up larger than 3 or resource capacities (height)).
As an illustration, for the flow-shop scheduling example with earliness-tardiness
cost described in the introduction, the average speed-up factor is larger than 18.
Note that for some families of scheduling problems the speed-up factor is close
to two orders of magnitude. The speed-up is much more modest for objectives
like makespan (max of ends) or total resource allocation costs (sum of presence
of intervals).
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Fig. 10. Average speed-up when using objective landscapes measured on 135 different
families of scheduling problems.

Table 1. Average speed-up by objective type

Aggregation type Main variables
type

Number of
families

Average
speed-up

Mark on
Fig. 10

Max Start/end 55 1.05

Sum Start/end 40 2.62

Sum Presence 29 0.98

Sum Length 7 3.31

Sum Height 4 1.88

7 Conclusion and Discussion

This paper introduces the notion of objective landscapes in CP. Objective land-
scapes are light-weight structures that can be fast computed before the search
by exploiting constraint propagation on the objective function expression. We
show some formal properties of landscapes and give some results about their



400 P. Laborie

implementation in the automatic search of CP Optimizer: an average speed-up
of 50% on a large panel of scheduling problems, with up to almost 2 orders of
magnitude for some applications.

We have only explored a small part of the potentials of objective landscapes
and there are still many interesting open questions:

– Landscapes are currently defined by only considering the objective expression
f(x) and the objective variables x. The definition of objective variables clearly
depend on how the problem is formulated. There may be many different
subsets of decision variables x such that the objective functionally depends
on x. Some may be more interesting than others. There is here an evident
link with the notion of functional dependency heavily studied in relational
databases but much less in CP [14].

– In fact functional dependency is not strictly required. We could also compute
some landscapes on non-objective variables by considering the constraints
c(x, y) of the problem. But this messes up the theoretical framework about
exact landscape computations mostly because achieving bound-consistency is
in general impossible on the whole problem. It also results in a phenomenon
that tends to hide the lowest part of landscape functions Li as, because of
constraint propagation, the model including constraints c(x, y) will start to
fail for larger values of z resulting in a larger value for ZL.

– Objective landscapes can be extended without too much difficulty to han-
dle holes in the domains. The landscape structure would be slightly more
complex, looking like a tree describing how values or intervals of values are
removed from the domain of a variable xi when the objective z is decreasing.
This type of landscape could be useful for variables with a discrete semantics.

– As mentioned in Sect. 5, we only explored the tip of the iceberg as about how
to exploit objective landscapes to guide the search.

Appendix: Proof of Proposition 3

Let v ∈ Di, we want to prove that Li(v) = f∗
i (v). We distinguish 3 cases depend-

ing on the position of v with respect to XL
i (ZL) and XU

i (ZL).

Case 1: v ∈ [XL
i (ZL),XU

i (ZL)]
By definition of the landscape function we have Li(v) = ZL.
We first note that by definition of ZL, for every objective value z < ZL

as the propagation of f(x) ≤ z fails, it means that ZL is a lower bound on
Z∗ = minx∈D f(x).

As by definition of function f∗
i we have ∀v ∈ Di, Z

∗ ≤ f∗
i (v). We can deduce:

Li(v)(= ZL) ≤ f∗
i (v).

We will now use the bound-consistency property of propagation to show that
f∗

i (XL
i (ZL)) ≤ ZL and f∗

i (XU
i (ZL)) ≤ ZL. By definition XL

i (ZL) is the minimal
value in the domain of xi after propagation of f(x) ≤ ZL. Because propagation
is bound-consistency on xi, it means that there exist some x with xi = XL

i (ZL)
such that f(x) ≤ ZL (otherwise, this value would have been filtered from the
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domain). Furthermore, by definition of function f∗
i , we have f∗

i (XL
i (ZL)) ≤ f(x),

thus f∗
i (XL

i (ZL)) ≤ ZL. The proof that f∗
i (XU

i (ZL)) ≤ ZL is symmetrical.
Finally, the quasiconvexity of f∗

i implies that for all v ∈ [XL
i (ZL),XU

i (ZL)],
f∗

i (v) ≤ ZL(= Li(v)).

Case 2: v < XL
i (ZL)

By definition of the landscape we have Li(v) = min {z|XL
i (z) ≤ v}.

We first prove that f∗
i (v) ≥ Li(v). By contradiction, suppose that f∗

i (v) <
Li(v) and let z′ = f∗

i (v). This would mean that there exist x with xi = v such
that f(x) = z′. For such a z′ we would have XL

i (z′) ≤ v because x supports
objective value z′ and thus value v cannot be removed from the domain of xi.
Such a value z′ < Li(v) such that XL

i (z′) ≤ v contradict the fact Li(v) is the
smallest z satisfying XL

i (z) ≤ v. This proves f∗
i (v) ≥ Li(v).

For proving that f∗
i (v) ≤ Li(v), we distinguish 2 sub-cases depending on

whether or not there exist an objective value z such that XL
i (z) = v.

Case 2.1: There exist a value z such that XL
i (z) = v so that Li(v) = z.

By definition of XL
i , this means that v is the minimal value in the domain of

xi after propagating f(x) ≤ z. Because propagation is bound-consistent on xi,
it means that there exist some x with xi = v such that f(x) ≤ z (otherwise, this
value would have been filtered from the domain). Furthermore, by definition of
function f∗

i , we have f∗
i (v) ≤ f(x), thus f∗

i (v) ≤ z(= Li(v)).

Case 2.2: There does not exist any value z such that XL
i (z) = v.

This is the case of a discontinuity of function XL
i (z). Let v+ = XL

i (Li(v))
denote the value of XL

i at the discontinuity. By definition of Li, we have Li(v) =
Li(v+). Furthermore, as v+ satisfies case 2.1 above, we also know that f∗

i (v+) ≤
Li(v+). We have seen in case 1 that f∗

i (XL
i (ZL)) ≤ ZL and, of course, ZL ≤

Li(v+). To summarize: v ∈ [XL
i (ZL), v+], f∗

i (XL
i (ZL)) ≤ Li(v+) and f(v+) ≤

Li(v+). Thus, by quasiconvexity of f∗
i : f(v) ≤ Li(v+)(= Li(v)).

Case 3: v > XU
i (ZL)

This case is the symmetrical of Case 2. �	
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Abstract. We consider a well known resource allocation and scheduling
problem for which different approaches like mixed-integer programming
(MIP), constraint programming (CP), constraint integer programming
(CIP), logic-based Benders decompositions (LBBD) and SAT-modulo
theories (SMT) have been proposed and experimentally compared in the
last decade. Thanks to the recent improvements in CP Optimizer, a com-
mercial CP solver for solving generic scheduling problems, we show that
a standalone tiny CP model can out-perform all previous approaches and
close all the 335 instances of the benchmark. The article explains which
components of the automatic search of CP Optimizer are responsible for
this success. We finally propose an extension of the original benchmark
with larger and more challenging instances.
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1 Introduction

We consider the well known resource allocation and scheduling problem proposed
in [6]. After recapping the problem definition (Sect. 2) and giving an overview
of the state-of-the-art methods that have been proposed for solving it (Sect. 3),
we present a very concise formulation of the problem in CP Optimizer (Sect. 4).
Experimental results (Sect. 5) show that, using this model together with a param-
eter focusing the search on optimality proofs, CP Optimizer 12.7.1 outperforms
all existing approaches and closes all the 335 instances of the benchmark. We
finally propose an extension of the original benchmark (Sect. 6) with larger and
more challenging instances.

2 Problem Definition

The problem proposed in [6] is defined by a set of jobs J and a set of facilities I.
Each job j ∈ J must be assigned to a facility i ∈ I and scheduled to start after
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its release date rj , end before its due date dj , and execute for pij consecutive time
units. Each job j has a facility assignment cost fij and a resource requirement
cij when allocated to facility i. Each facility i ∈ I has a capacity Ci and the
constraint that the resource capacity must not be exceeded at any time. The
problem is to minimize the total facility assignment cost.

A time-indexed MIP formulation of the problem where Boolean variable xijt

is one if job j starts at discrete time t on facility i is:

min
∑

i∈I

∑

j∈J

∑

t∈T
fijxijt

s.t.
∑

i∈I

∑

t∈T
xijt = 1, ∀j ∈ J

∑

j∈J

∑

t′∈Tijt

cijxijt′ ≤ Ci, ∀i ∈ I, t ∈ T

xijt = 0, ∀i ∈ I, j ∈ J , t ∈ T ,
t < rj or t > dj − pij

xijt ∈ {0, 1}, ∀i ∈ I, j ∈ J , t ∈ T .

In the above formulation, Tijt denotes the set of time values t′ such that if
job j is allocated to resource i and starts at t′ then it is executing at time t:

Tijt = {t′ ∈ T |t − pij < t′ ≤ t}

3 State of the Art

Although the problem can be considered as being simple compared to many
real-world scheduling problem, it is clearly of interest because it mixes resource
allocation and scheduling and it is NP-Hard in the strong sense. This problem
has received a lot of attention in the combinatorial optimization community and
several approaches have been studied and evaluated on the benchmark proposed
in [6,7]. We give a short review of these approaches below.

Mixed Integer Programming (MIP). The time-indexed formulation described in
Sect. 2 is often used as a baseline method to compare with [4,7]. As reported
in [1], other MIP formulations were tried (like the event based ones, see [13]
for a review) but on this particular problem, time-indexed formulations seem to
perform better. In [5], a time-indexed MIP model using some redundant formu-
lation was used and the reported results are, to the best of our knowledge, the
best MIP results on the benchmark.

Constraint Programming (CP). Results using an OPL model on top of ILOG
Scheduler were reported in [6,7]. In [4] the authors used an early version of IBM
ILOG CP Optimizer (V2.3). More recently [12] has been using IBM ILOG CP
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Optimizer 12.7 but the details of the model are not provided. All the experi-
ments so far suggested that standalone CP is not really competitive with hybrid
methods or even a standalone MIP.

Logic-Based Benders Decomposition (LBBD). An LBBD approach was origi-
nally proposed in [6,7] and shown to outperform both CP and MIP. In this
approach, the master problem consists of the facility allocation problem whereas
sub-problems consist in scheduling the jobs given a facility allocation provided
by the master problem. A relaxation of the scheduling problem inspired from
energetic reasoning [2] is also included in the master problem. In the original
work, the scheduling sub-problems were solved using ILOG Scheduler. These
results were updated in [1] by using IBM ILOG CP Optimizer (V12.4) for solving
the scheduling sub-problems. Other results with LBBD on top of CP (denoted
LBBD-CP in this paper) are also reported in [5].

Constraint Integer Programming (CIP). CIP is a resolution paradigm that
exploits both the constraint propagation traditionally used in CP and the linear
relaxations used in MIP in the same search tree. CIP models were studied in
[3–5] showing that they were competitive with LBBD.

Satisfiability Modulo Theories (SMT). More recently, an SMT approach combin-
ing SAT with the theory of real arithmetics has been studied in [12] for solving
the problem, together with a more efficient hybrid LBBD approach that uses
SMT for solving the sub-problems (denoted LBBD-SMT).

4 CP Optimizer Model

CP Optimizer extends classical CP on integer variables with a few mathematical
concepts (intervals, functions) that make it easier to model scheduling problems
while providing interesting problem structure for its automatic search algorithm
[10]. The complete CP Optimizer formulation of the resource allocation and
scheduling problem proposed in [6] is shown on Fig. 1 (using OPL).

Lines 2–8 read data using similar notations as the ones introduced in Sect. 2.
Line 10 creates one interval variable job[j] for each job j that is constrained
to start after rj and end before dj . For each possible allocation of a job j on
a facility i, line 11 creates an optional interval variable mode[i][j] of size pij .
This interval variable will be present if and only if job j is allocated to facility i.
The objective at line 13 is to minimize the weighted sum of the selected modes.
Constraints on line 15 state that a job j is allocated to one facility: only one
of the interval variables mode[i][j] is present and the start and end value of
interval job[j] are the same as the ones of the selected mode. Finally at line 16,
a cumul function expression on the left hand side represents the facility usage
over time and is constrained to be lower than the facility capacity Ci.
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1 using CP;
2 tuple ModeData { int p; int c; int f; }
3 tuple JobData { int r; int d; }
4 int n = ...; range J = 1..n;
5 int m = ...; range I = 1..m;
6 ModeData M[I,J] = ...;
7 JobData Job[J] = ...;
8 int C[I] = ...;
9

10 dvar interval job[j in J] in Job[j].r..Job[j].d;
11 dvar interval mode[i in I][j in J] optional size M[i][j].p;
12
13 minimize sum(i in I, j in J) (M[i][j].f * presenceOf(mode[i][j]));
14 subject to {
15 forall(j in J) { alternative(job[j], all(i in I) mode[i][j]); }
16 forall(i in I) { sum(j in J) pulse(mode[i][j],M[i][j].c) <= C[i]; }
17 }

Fig. 1. Complete CP Optimizer model

5 Results

5.1 Benchmark Description

The benchmark proposed in [7] is composed of 4 families of instances (c, e, de,
df) with slightly different characteristics resulting in a total of 335 instances. For
all instances the cost is such that faster facilities tend to be more expensive. In
each families there are 5 instances for every combination (n,m) where n is the
number of jobs and m the number of facilities.

Results in this section were obtained on an IBM blade with 20 GB RAM and
an Intel R© Xeon R© X5570 2.93 GHz running GNU/Linux with CP Optimizer
V12.7.1. Unless stated otherwise, we are using 4 parallel workers (Workers=4).

5.2 Experimental Evaluation of CP Optimizer Search Components

As explained in [10], the automatic search of CP Optimizer consists of two com-
ponents run in concurrence: (1) a Large Neighborhood Search (LNS) heuristic
that tries to improve the current solution by successively unfreezing and re-
optimizing a part of the solution [8] and (2) a Failure-directed Search (FDS)
that aims at proving optimality of the current solution [15].

CP Optimizer targets in priority industrial scheduling problems that are in
general much larger than the ones of the benchmark. This explains why, by
default, the automatic search spends more effort on LNS than on FDS but, as
explained in [15], this behavior can be changed thanks to a search parameter
FailureDirectedSearchEmphasis.

In a preliminary experimental study, using a 1 h time limit, we compare three
variants of the CP Optimizer search: the default version (default), a version
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with a strong focus on FDS with 3.5 out of the 4 workers dedicated to FDS1

(fds) and a version that do not use FDS2 (no fds). Results are shown on Table 1.

Table 1. Comparison of different CP Optimizer variants.

no fds default fds

Number of feasible solutions found 335/335 335/335 335/335

Maximal time for finding a feasible solution 0.33 s 0.33 s 0.33 s

Number of optimal solutions found 305/335 320/335 334/335

Maximal gap of best solution found 1.18% 0.92% 0.16%

Number of optimality proofs 143/335 309/335 330/335

First, it is to be noted that, whatever variant is used, CP Optimizer finds an
initial feasible solution or prove infeasibility3 for all 335 instances of the bench-
mark in less than 0.5 s. This is to be compared with LBBD approaches that, by
construction, do not provide any feasible solution before the optimal solution
is eventually found. For 309 instances, the default version finds the optimal
solution and proves optimality, for the remaining 26 instances, the gap with
respect to the optimal solution is less than 1%. The main difference between the
3 variants concerns the capability to prove optimality: as expected, the more
FDS is used and the more optimality proofs we get. Within the 1 h time limit,
the variant with a strong focus on FDS closes all but 5 instances of the bench-
mark. In next section, we compare the results of this variant with state-of-the-art
approaches.

5.3 Comparison with Previous Results

Table 2 compares the results of CP Optimizer 12.7.1 (with a focus on optimality
proofs through FDS) on the most challenging instances of the ‘c’ family using
a time limit of 1 h with the best known results compiled for the main four
approaches (MIP, LBBD-CP, LBBD-SMT, CIP-CP). For MIP and LBBD-CP,
we compare with the results of [5] that are on average better than the ones
reported in [1,7,12]. For LBBD-SMT we compare with the results of [12]4 and
for CIP-CP with the ones of [5]. As in [5], the columns geom denote the shifted
geometrical mean with a shift of 10 s over the 5 instances, taking any time lower
than 1 s as being equal to 1s. Experiments in [5] were run using a single thread
with a 2 h time-limit on a slightly slower machine (2.50 GHz v.s. 2.93GHz) so
for a more fair comparison we also provide results of our model using one worker
but still using a 1 h time-limit. CP Optimizer easily solves all the instances of
the other families.
1 Using FailureDirectedSearchEmphasis=3.5.
2 Using FailureDirectedSearch=Off.
3 All instances of the benchmark are feasible except for 5 instances of the de family.
4 Computed from the detailed results the authors gratefully sent us.
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Table 2. Comparison with state-of-the-art approaches.

#I #J MIP LBBD-CP LBBD-SMT CIP-CP CPO (fds) 1W CPO (fds) 4W

opt geom opt geom opt geom opt geom opt geom opt geom

2 16 5 8.0 5 1.0 5 2.82 5 4.7 5 1.05 5 1.00

18 5 16.9 5 1.3 5 1.64 5 1.7 5 2.72 5 1.60

20 5 29.0 5 3.7 5 1.47 5 1.5 5 2.01 5 1.62

22 4 812.4 5 51.4 5 72.06 3 382.5 5 7.37 5 4.06

24 3 883.0 4 214.8 5 196.72 2 573.4 5 10.17 5 6.54

26 4 1069.2 5 209.0 3 554.03 4 464.9 5 22.33 5 11.28

28 4 378.9 5 536.5 4 38.58 4 42.0 5 48.39 5 17.00

30 3 861.2 3 401.2 1 1147.84 2 587.6 5 122.21 5 92.30

32 3 792.1 0 - 3 332.85 2 1140.5 5 235.81 5 120.14

34 3 879.7 2 1745.1 3 509.45 1 1995.3 3 419.24 3 253.09

36 2 1534.1 1 4770.2 2 450.68 3 548.4 3 1199.91 3 491.11

38 2 4980.2 1 5848.7 4 428.51 2 1334.0 4 390.86 4 127.07

3 18 5 46.0 5 5.8 5 2.43 5 4.8 5 2.08 5 1.56

20 4 98.5 5 1.5 5 1.33 5 6.9 5 2.21 5 1.75

22 4 554.6 5 2.3 5 2.17 5 6.6 5 4.55 5 2.90

24 5 304.5 5 6.7 5 9.41 5 78.6 5 11.05 5 6.24

26 3 1652.8 5 19.8 5 44.50 5 40.2 5 21.71 5 10.28

28 3 987.6 5 35.4 5 70.54 3 194.9 5 34.14 5 15.13

30 3 3100.2 4 178.3 3 540.18 4 520.9 5 158.48 5 54.17

32 2 3601.3 4 1951.8 2 665.42 3 559.0 5 220.02 5 117.26

4 20 5 25.3 5 1.8 5 1.15 5 4.3 5 1.65 5 1.09

22 5 60.0 5 3.7 5 2.48 5 15.0 5 3.22 5 2.29

24 4 1399.0 5 12.1 5 19.22 5 42.9 5 9.58 5 4.95

26 3 2787.8 5 14.9 5 17.12 5 112.7 5 20.56 5 12.44

28 3 2124.2 5 9.6 5 29.15 5 200.0 5 17.30 5 10.32

30 2 3253.6 5 31.7 5 110.23 5 581.1 5 153.54 5 53.10

32 1 4691.0 5 118.3 5 450.84 5 1519.1 5 93.22 5 44.09

As we see, CP Optimizer generally outperforms existing approaches, both in
terms of number of instances solved to optimality and in terms of solve time.
With 130 instances solved out of 135, it is better than the virtual best solver of
the 4 approaches studied in [5] (127 solved instances). In fact, the 5 remaining
open problems could be closed with the same model by using a larger time limit
(up to 160 h for the hardest one). Detailed list of optimal costs can be found at
http://ibm.biz/AllocSched.

We think that an important ingredient of the success of Failure-Directed
Search on these instances is its capability to opportunistically mix allocation
and scheduling decisions in the same decision tree based on its decision rating
system. In the CP Optimizer model, both allocation decisions (presence status
of interval variables) and scheduling decisions (interval variables start and end
values) hold on the same decision variables that are efficiently pruned by con-
straint propagation on optional intervals. The search space explored by the FDS
is reduced by using strong pruning (like timetable edge finding [14]) and efficient
propagation of conditional bounds on alternative constraints [11].

http://ibm.biz/AllocSched
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6 Benchmark Extension

Given the progress achieved until now on the original benchmark, we propose
an extension with more challenging instances. In particular we want to address
the following limitations:

– The current instances are small (up to 50 jobs and 10 facilities) and not really
representative of the typical size of actual scheduling problems. We propose
to generate new problems with a size up to 1000 jobs and 20 facilities.

– The time granularity is coarse, as the maximal duration of jobs is less than a
few tens of units. We propose a grain 100 times finer.

– On a similar line, the granularity of facilities capacity (maximal capacity is
10) is also made 100 times finer.

– In the current benchmark, a given job j always requires the same quantity
cij of the different facilities i. In our extension they can use different capac-
ity. Instead of being roughly inversely proportional to the job duration, the
facility cost is roughly inversely proportional to the job energy (product of
the duration by the demanded quantity).

– As in the original version of the benchmark, we generated some precedence
constraints between jobs. These precedences can be used optionally. Prece-
dence constraints are ubiquitous in real-life scheduling but, as highlighted in
[5], they destroy the independent sub-problem structure that LBBD and, to
a lesser extend, the other approaches (CP Optimizer apart) exploit.

In the new instances, the capacity of each facility is 1000. As in the existing
instances, we suppose that the facilities get in average slower as their index
i increases. The duration pij is drawn uniformly from [100

√
i, 1000

√
i]. The

required capacity cij is drawn uniformly from [1, 1000]. The cost fij for exe-
cuting job j on machine i is roughly proportional to the inverse of the energy
eij = pijcij with a variability αj that depends on the job j and is drawn
uniformly from [0.5, 1]. More precisely, the cost fij is drawn from [αjFij , Fij ]
where Fij = 107

√
m/eij . As for the original instances of the ‘c’ family, the

release dates are all 0 and the deadlines are all equal to αL where α = 1/3 and
L =

∑
ij pij/m2 is the average total processing time per facility. A set of prece-

dence constraints can also optionally be considered: we generated n/2 precedence
constraints between random pairs of predecessor/successor jobs while ensuring
the resulting precedence graph is acyclic. We selected 20 different combinations
(n,m) ∈ [20, 1000] × [2, 20]. As in the original benchmark, 5 instances are gen-
erated for each different combinations (n,m) they are denoted fnjmmk.dat for
k ∈ [1, 5], so the benchmark extension consists of 100 new instances. In this paper
we only report results without precedence constraints. The new benchmark is
available at http://ibm.biz/AllocSched together with the detailed results dis-
cussed in this section as well as results with precedence constraints.

We experimented with 3 variants of the CP Optimizer search with a time limit
of 1 h: the one with a focus on FDS (col. fds), the default search without any
parameter change (col. default) and a version not using the temporal linear

http://ibm.biz/AllocSched
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relaxation5 [9] (col. no tlr). The results are summarized on Table 3. We see
that the first feasible solutions are produced, even for the largest instances, in
less than 1 s (column fst). Some optimality proofs could be provided only for
the smallest instances with 20 or 30 jobs and 2 facilities. The s gap columns
(for ‘scheduling gap’) measure the average gap of the produced solutions with
respect to the lower bound of a MIP formulation of the allocation part of the
problem with energetic resource relaxation (this is basically the MIP of the initial
iteration of the master problem in LBBD approaches). As we see for problems
with 20 jobs and 2 facilities for which CP Optimizer proves optimality of the
global problem, this gap is significant (21.8%) meaning that the allocation part
of the problem does not dominate the scheduling part6. As expected, when the
size of the problem grows, the FDS becomes less useful and the performance is
better when not using it7. Interestingly, for these problems, the temporal linear
relaxation does not seem to be very helpful and, for the largest instances, it
is penalized by the cost of running the LP relaxation at the root node of LNS
moves. This would deserve a more detailed analysis.

Table 3. Comparison of CP Optimizer variants on the new instances.

#J #I fst fds default no tlr #J #I fst fds default no tlr

(s) opt s gap s gap s gap (s) opt s gap s gap s gap

20 2 0.0 5 21.8% 21.8% 21.8% 200 10 0.1 0 20.4% 18.2% 16.8%

30 2 0.0 1 10.6% 11.0% 11.3% 200 20 0.2 0 25.2% 23.3% 20.2%

40 2 0.0 0 10.7% 8.9% 8.7% 500 2 0.1 0 12.8% 13.2% 14.1%

50 2 0.0 0 11.3% 9.8% 9.0% 500 5 0.1 0 19.8% 22.6% 20.3%

50 5 0.1 0 15.8% 14.4% 14.5% 500 10 0.2 0 27.0% 26.3% 23.7%

100 2 0.1 0 10.9% 8.5% 8.1% 500 20 0.4 0 33.2% 35.0% 24.4%

100 5 0.1 0 14.7% 13.1% 13.0% 1000 2 0.2 0 18.8% 19.2% 17.8%

100 10 0.1 0 18.5% 16.3% 15.3% 1000 5 0.3 0 30.6% 28.1% 22.8%

200 2 0.1 0 14.5% 9.8% 9.3% 1000 10 0.5 0 35.4% 36.2% 33.4%

200 5 0.1 0 17.2% 14.4% 13.5% 1000 20 1.0 0 35.7% 35.1% 35.0%

7 Conclusion

This paper provides an update on the comparison of different approaches for
solving a well known allocation and scheduling problem. We show that with the
recent advances in the automatic search algorithm of CP Optimizer, a standalone
simple CP model outperforms all existing approaches. This simple declarative
5 Using TemporalRelaxation=Off.
6 As a comparison, this scheduling gap is only 0.77% in average for the instances of

the ‘c’ family with 20 jobs and 2 facilities.
7 Note that FDS is automatically switched off for large problems. Here, it is not being

used for problems with 500 and 1000 jobs.
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model allows to close the benchmark. We proposed an extension of the origi-
nal benchmark with larger and more challenging instances for future research
and provide a preliminary analysis of the results of CP Optimizer on the new
instances.
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Abstract. This paper defines a novel transportation problem, the
Senior Transportation Problem (STP), which is inspired by the elderly
door-to-door transportation services provided by non-profit organiza-
tions. Building on the vehicle routing literature, we develop solution
approaches including mixed integer programming (MIP), constraint pro-
gramming (CP), two logic-based Benders decompositions (LBBD), and
a construction heuristic. Empirical analyses on both randomly generated
datasets and large real-life datasets are performed. CP achieved the best
results, solving to optimality 89% of our real-life instances of up to 270
vehicles with 385 requests in under 600 s. The best LBBD model can
only solve 17% of those instances to optimality. Further investigation of
this somewhat surprising result indicates that, compared to the LBBD
approaches, the pure CP model is able to find better solutions faster
and then is able to use the bounds from these sub-optimal solutions to
reduce the search space slightly more effectively than the decomposition
models.

1 Introduction

As the world population ages, there is an increasing demand for transit options
for elderly people who have difficulties accessing the regular public transit sys-
tem but yet do not have disabilities that qualify them for specialized transit
services. As a consequence, there are non-profit organizations that provide such
“senior transportation” services in many communities. However, the resources
for these services are often limited and many elders are put on waiting lists.
Furthermore, due to lack of expertise and decision support tools, the schedules
assigned to the drivers are often sub-optimal as many vehicles do not operate at
full capacity. Therefore, finding optimal schedules is crucial for organizations to
meet increasing demands.

The Senior Transportation Problem (STP) is a static optimization problem in
which a fixed fleet of heterogeneous vehicles from multiple depots must satisfy
as many door-to-door transportation requests as possible within a fixed time
horizon. Due to the limited resources, not all requests can be met within the given
time and, therefore, the problem is to select a subset of requests such that the
total weight of all served requests is maximized. As some of the drivers operate on
c© Springer International Publishing AG, part of Springer Nature 2018
W.-J. van Hoeve (Ed.): CPAIOR 2018, LNCS 10848, pp. 412–428, 2018.
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a volunteer basis, the problem includes characteristics such as multiple depots,
heterogeneous vehicles, and time windows on both locations and vehicles.

Our primary contributions are to formally define the STP and to provide
solution techniques for the STP. Four exact methods based on mixed integer pro-
gramming (MIP), constraint programming (CP), and two logic-based Benders
decomposition (LBBD) models plus a construction heuristic are developed. We
define and present detailed experimental results and analyses for each approach.
On real-world data from a non-profit organization, CP performs substantially
better than the other approaches, solving over 89% of the problems to optimality.

2 Problem Definition

Let G = (V,A) be a directed complete graph with vertex set V = D ∪ N ,
where D represents the depot vertices and N represents the client vertices. Each
vertex i ∈ V is associated with a time window [Ei, Li] and a service duration Si

corresponding to the time to be spent at location i. Each arc (i, j) ∈ A has a
non-negative routing time Ti,j satisfying the triangular inequality.

Let K = {1, . . . , |K|} represent the set of vehicles. Each vehicle k ∈ K is
associated with a starting and ending depot ik+ , ik− ∈ D where the vehicle must
start and end, respectively. Multiple vehicles can share a depot but relocation of
vehicles between depots is not allowed. Each vehicle also specifies its availability
via time windows: [Eik+ , Lik+ ] and [Eik− , Lik− ]. If the vehicle is used, it must
leave its starting depot during the first interval, perform all pickup and delivery
requests assigned to it, and arrive at its ending depot during the second interval.
Furthermore, vehicles differ in capacity, with each vehicle k ∈ K associated with
a maximum capacity Ck.

Let R = {1, . . . , |R|} represent the set of requests. Each request r is paired
with a positive weight, Wr, denoting its importance. The total weight of served
requests is the basis of the objective function. A request r ∈ R has an associated
pickup location i+ ∈ N and a delivery location i− ∈ N . In addition, each client
is restricted to a maximum ride time, F , on any vehicle. The time horizon is
denoted by Z. The load size is positive for a pickup location vertex and negative
for a delivery vertex, Qi = −Q|R|+i,∀i ∈ R+.

A route for vehicle k is a sequence of vertices, [ik+ , . . . , ik− ] and a request is
served when it is part of a route. The set of routes must satisfy the following
constraints:

1. The pickup and delivery vertices of any request must be on the same route;
2. The pickup vertex must precede the delivery vertex;
3. A vertex is visited by at most one vehicle;
4. The load of a vehicle k cannot exceed its maximum capacity Ck at any point;
5. A route must start and end within the vehicle’s availability window;
6. No sub-tours are allowed in any route;
7. The ride time of a client cannot exceed the maximum ride time F ;
8. All pickups and deliveries must be served within their time windows.
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3 Related Work

There are three levels of decisions in the STP: the selection of requests, the
assignment of vehicles to requests, and the routing of vehicles. Each decision
problem is a well-studied problem on its own.

The selectivity and routing aspects of STP can be viewed as a Team Ori-
enteering Problem (TOP) [10]. Alternatively, the routing and assignment of
requests can be seen as a Pickup and Delivery Problem with Time Windows
(PDPTW) [5,6] or a Dial-a-Ride Problem (DARP) [2]. In addition to minimizing
total travel cost in the classical DARP, Cordeau and Laporte [2] noted that there
can be other objectives, such as maximizing the number of fulfilled demands or
overall quality of service, but did not provide any formulation or references.
The PDPTW has been solved to optimality for loosely constrained instances of
sizes up to 100 requests [9] while the DARP has only been solved to optimality
for problems with 24 requests [2]. The most common solution approaches are
heuristic.

The combination of the three decisions has only been looked at by two groups.
Baklagis et al. [1] proposed a branch-and-price framework to tackle this problem
and Qiu et al. [7] investigated a graph search and a maximum set packing formu-
lation specially tailored for homogeneous fleets. These works however are missing
three components that are critical to the STP: multiple depots, maximum ride
times for clients, and heterogeneous fleets.

4 Models for the Senior Transportation Problem

We present four exact methods (MIP, CP, and two LBBD approaches) and one
heuristic to solve the STP. Both LBBD approaches employ a CP sub-problem
while they use MIP and CP for the master problem, respectively.

4.1 Mixed Integer Programming

In Fig. 1, we present a MIP formulation adapted from the PDPTW formulation of
Ropke and Cordeau [9]. The formulation uses three variables: a binary variable
xk,i,j and two continuous variables uk,i and vk,i. xk,i,j = 1 if vehicle k visits
location j immediately after visiting location i and 0 otherwise. uk,i indicates
the time when vehicle k leaves location i ∈ V. It is non-negative and less than or
equal to the maximum time horizon Z. Variables vk,i indicate the load of vehicle
k after visiting location i ∈ V. They are non-negative and less than or equal to
the vehicle capacity Ck.

The objective function (1) maximizes the sum of the weights of served
requests. Constraints (2) and (3) ensure that each vehicle leaves from its starting
depot and ends at its ending depot. Constraint (4) allows for the selectivity of
requests. Constant flow is enforced with Constraint (5). Constraint (6) speci-
fies that the pickup and delivery locations of a request must be visited by the
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max
∑

k∈K

∑

r∈R

∑

j∈V

(
Wr × xk,i

r+ ,j

)
(1)

s.t.
∑

j∈N+

xk,i
k+ ,j + xk,i

k+ ,i
k− = 1 ∀k ∈ K (2)

∑

i∈N−
xk,i,j

k− + xk,i
k+ ,i

k− = 1 ∀k ∈ K (3)

∑

k∈K

∑

j∈V
xk,i

r+ ,j ≤ 1 ∀r ∈ R (4)

∑

j∈V
(xk,i,j − xk,j,i) = 0 ∀k ∈ K, i ∈ N (5)

∑

j∈V

(
xk,i

r+ ,j − xk,j,i
r−

)
= 0 ∀k ∈ K, r ∈ R (6)

uk,j ≥ (uk,i + Ti,j + Sj) − M × (1 − xk,i,j) ∀k ∈ K, i, j ∈ V (7)

uk,i ≥ Ei − M ×
(
1 −

∑

j∈V
xk,i,j

)
∀k ∈ K, i ∈ V (8)

uk,i ≤ Li − Si + M ×
(
1 −

∑

j∈V
xk,i,j

)
∀k ∈ K, i ∈ V (9)

uk,i
r+

≤ uk,i
r− ∀k ∈ K, r ∈ R (10)

(
uk,i

r− − uk,i
r+

)
≤ F ∀k ∈ K, r ∈ R (11)

vk,j ≥ (vk,i + Qi) − M × (1 − xk,i,j) ∀k ∈ K, i, j ∈ V (12)

xk,i,j ∈ {0, 1} ∀k ∈ K, (i, j) ∈ A (13)

0 ≤ uk,i ≤ Z ∀k ∈ K, i ∈ V (14)

0 ≤ vk,i ≤ Ck ∀k ∈ K, i ∈ V (15)

Fig. 1. MIP model for the Senior Transportation Problem.

same vehicle. In Constraint (7), the travel time and service time of visited loca-
tions are enforced. Constraints (8) and (9) make sure that each location that
is visited must be visited within its time window. Constraint (10) imposes that
pickup locations must precede delivery locations. Constraint (11) enforces that
each ride does not exceed the maximum ride time. Constraint (12) keeps track
of the load of each vehicle after visiting the location.

4.2 Constraint Programming

The CP formulation (Fig. 2) employs optional interval variables [4] that are
linked using cumulative functions and sequence expressions. Each location i ∈ N
is an optional interval variable xi that is bounded by its time windows and the
length of its service time. We assume that each vehicle visits its depot locations
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max
∑

r∈R
Wr × PresenceOf(xi

r+
)
)

(16)

s.t. Alternative(xi, Xi) ∀i ∈ N (17)

Before(X̄k,i
r+

, X̄k,i
r− ) ∀k ∈ K, ∀r ∈ R (18)

PresenceOf(X̄k,i
r+

) = PresenceOf(X̄k,i
r− ) ∀k ∈ K, ∀r ∈ R (19)

StartOf(xi
r− ) − EndOf(xi

r+
) ≤ F ∀r ∈ R (20)

vk,i = StepAtStart(X̄k,i, Qi) ∀k ∈ K, ∀i ∈ N (21)
∑

i∈N
vk,i ≤ Ck ∀k ∈ K (22)

First(uk, xi
k+ ) ∀k ∈ K (23)

Last(uk, xi
k− ) ∀k ∈ K (24)

NoOverlap(uk, T ) ∀k ∈ K (25)

Fig. 2. CP model for the Senior Transportation Problem.

regardless of whether it is assigned requests or not. The presence of xi in the
final solution implies that the location is visited by a vehicle. Auxiliary interval
variables Xi,k and X̄k,i are transpositions of each other (i.e., Xi,k = X̄k,i), and
link the xi variables to vehicles through the use of the Alternative constraint.
The presence of Xi,k and X̄k,i indicates that location i is visited by vehicle k.
Cumulative functions vk,i are expressions that model the load of vehicle k after
visiting location i. Finally, each route is modelled by a sequence variable uk

whose value is a permutation of locations visited by vehicle k.
The objective function (16) maximizes the total weight of fulfilled requests.

The Alternative constraint in Constraint (17) indicates that if a variable (xi) is
present, then exactly one variable in the set of variables Xi (a vector of variables
Xi,k) can be present, ensuring that at most one vehicle can visit location i.
In Constraint (18), the Before constraint ensures that each pickup location is
visited before its corresponding delivery location. Constraint (19) enforces that
if the pickup location is served by vehicle k, then its associated delivery location
must also be served by the same vehicle k. The difference between the end time of
a delivery location variable and the start time of the respective pickup location
variable must be less than the maximum ride time and is enforced through
Constraint (20). In Constraint (21), the cumul function vk,i is defined such that
for each vehicle k, the variable changes by the load size of location i, Qi, at
the start of the location variable of vehicle k (X̄k,i) where the size is positive
for a pickup and negative for a delivery. Constraint (22) enforces that the sum
of the load variables does not exceed the capacity of the vehicle. Constraints
(23) and (24) indicate that each route must start at its associated start depot
and end at its associated end depot. The CP model uses the NoOverlap global
constraint (25) to prevent sub-tours on each route; it specifies that all present
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max
∑

r∈R

∑

k∈K
(Wr × ϕk,r )62()

s.t.
∑

k∈K
yk,i ≤ 1 ∀i ∈ N (27)

ζr = Si
r+

+ Ti
r+ ,j

r− + Si
r− ∀r ∈ R (28)

Qr × ϕk,r ≤ Pk ∀k ∈ K, r ∈ R (29)

(Ei
r+

+ ζr) × ϕk,r ≤ Li
k− ∀k ∈ K, r ∈ R (30)

(Ei
k+ + ζr) × ϕk,r ≤ Li

r− ∀k ∈ K, r ∈ R (31)
∑

i∈N
(yk,i i + Si) + i

k+ + Si
k+

≤ Li
k− − Ei

k+ ∀k ∈ K (32)

yk,r = yk,r+|R| = ϕk,r ∀k ∈ K, r ∈ R (33)

yk,i, ϕk,r ∈ {0, 1} ∀k ∈ K, i ∈ N , r ∈ R (34)

Benders Cuts

Fig. 3. A MIP model for the LBBD master problem of the STP.

interval variables on the sequence variable uk must not overlap in operation times
while considering the transition time between all locations defined through the
transition distance matrix T .

4.3 Logic-Based Benders Decompositions

For the LBBD approaches [3], we decompose the STP into a relaxed master
problem and a number of sub-problems. The master problem finds the optimal
relaxed assignment of requests to vehicles. Each sub-problem is, then, an opti-
mization problem to find the optimal route given the assigned requests. If the
optimal route for each sub-problem satisfies all requests assigned to it, then the
global optimal solution has been found, otherwise, a Benders cut is produced.
The LBBD models find a feasible global solution at every iteration since the
route found in each sub-problem is feasible when the master objective value is
ignored. We present one MIP and one CP formulation of the master problem
and a single CP model for the sub-problem.

MIP Master Problem. The master problem assigns each request into a vehicle
using integer decision variables ϕk,r which equal 1 if request r is assigned to
vehicle k and 0 otherwise, and yk,i which equal 1 if location i is visited by
vehicle k and 0 otherwise. Instead of modelling the exact travel distance between
consecutive locations, we compute the minimum travel time from each location
i to any other, denoted with Ti. The sum of minimum travel time of all locations
assigned to a vehicle must be less than or equal to the time availability of the
vehicle. All other routing constraints are ignored in the master problem.
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max Objective (16)

s.t. Constraints (17), (19)

EndBeforeStart(xi
k+ , Xi,k) ∀k ∈ K, i ∈ N (35)

EndBeforeStart(Xi,k, xi
k− ) ∀k ∈ K, i ∈ N (36)

EndBeforeStart(xi
k+ , xi

k− ) ∀k ∈ K (37)
∑

i∈N
(PresenceOf(Xi,k) × i + Si)

+ i
k+ + Si

k+ ≤ Li
k− − Ei

k+ ∀k ∈ K (38)

Benders Cuts

Fig. 4. A CP model for the LBBD master problem of the STP.

Figure 3 presents the model. The objective function (26) maximizes the total
weight of all the requests served. Constraint (27) ensures all locations are visited
at most once. The approximate length of a request, ζr is modelled in Constraint
(28) and Constraints (29)–(31) remove all infeasible requests from a specific
vehicle. The relaxed total travel time for a vehicle is restricted to the time
availability of the vehicle through Constraint (32). The relationship between the
yk,i and ϕk,r variables is established in Constraint (33) which also specifies that
a corresponding pickup and delivery must be served by the same vehicle.

CP Master Problem. The CP formulation presented in Fig. 4 uses signifi-
cantly fewer of variables than the full STP model in Fig. 2. Since we are relaxing
all the temporal constraints in the master problem, there is no need for sequence
variables. In this CP formulation of the LBBD master problem, we only employ
interval variables xi and Xi,k as defined in Sect. 4.2.

The objective and a number of constraints remain the same as in the full STP
model (Fig. 2). Since sequences are relaxed, no sequence variables are modelled
but Constraints (35)–(37) ensure that each vehicle visits its starting depot and
ending depot first and last, respectively. Finally, the distance relaxation is the
same as in the MIP master problem represented by Constraint (38).

CP Sub-problem. After the master problem allocates the requests, a sub-
problem is created for each vehicle with at least two assigned requests.1 Each sub-
problem is a single vehicle STP maximizing the total weight of served requests of
those assigned by the master problem. If the sub-problem is able to schedule all
the requests given to it, then the vehicle has a feasible assignment. Otherwise,
the requests assigned to the vehicle are not feasible and the solution of the sub-
problem is the optimal assignment for a proper subset of the assigned requests.
The objective value of the sub-problem is then used in a Benders cut. With

1 The master problem guarantees a solution for a vehicle with only one request.
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max
∑

r∈R∗
Wr × PresenceOf(xi

r+
)
)

(39)

s.t.

Before(u, xi+ , xi−) ∀i ∈ R∗ (40)

StartOf(xi−) − EndOf(xi+) ≤ F ∀i ∈ R∗ (41)

vi = StepAtStart(vi, Qi) ∀i ∈ N ∗ (42)

0 ≤
∑

i∈N∗
vi ≤ Ck∗ (43)

First(u, xik∗+) (44)

Last(u, xik∗−) (45)

NoOverlap(u) (46)

Fig. 5. A CP model for the LBBD sub-problem of the STP.

optimization sub-problems, at each iteration of the LBBD, the algorithm finds
a globally feasible solution.

Let k∗ represent the vehicle and R∗ the subset of requests assigned to k∗ by
the master problem. The CP formulation of the sub-problem uses three decision
variables. For each location i ∈ V∗, the optional interval variable xi represents
the time interval in which location i is served and is not present if it is not
visited. This variable is bounded by the time window of the specific location.
Cumulative functions yi represent the load of the vehicle after visiting location
i. Finally, a sequence variable u represents the sequence of visits of the vehicle.

Figure 5 presents the CP model for the subproblems. The objective function
(39) maximizes the sum of weights of served requests. Constraint (40) makes sure
that the pickup location is visited before the delivery location. The maximum
ride time is enforced through Constraint (41). Constraints (42) and (43) keep
track of the load of the vehicle after visiting each location and make sure that
the load does not exceed the capacity of the vehicle at any location. Constraints
(44) and (45) force the start and end of the sequence to be at the starting and
ending depot, respectively. Finally, Constraint (46) takes into account the travel
distances between locations for the sequence and eliminates sub-tours.

Benders Cut. If a sub-problem schedules all the requests assigned to it, then
it is feasible. Otherwise, an optimality cut is returned to the master problem.
The cut specifies that, given the subset of requests R∗ to vehicle k∗ in iteration
h, denoted by Jh,k, the objective value cannot be larger than the sub-problem’s
optimal value denoted by z∗. This cut is modelled in a MIP formulation as in
Inequality (47) and in a CP formulation as in Inequality (48).
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∑

r∈Jh,k

(ϕk,r × Wr) ≤ z∗ ∀k ∈ K, h ∈ {1, ...,H − 1} (47)

∑

r∈Jh,k

(
PresenceOf(Xir+ ,k × Wr)

)
≤ z∗ ∀k ∈ K, h ∈ {1, . . . , H − 1} (48)

4.4 A Construction Heuristic

We designed a simple heuristic for the STP. It is used both as a basis of com-
parison with and as a warm-start solution for the exact techniques.

Since the objective function is to maximize the weight of served requests, it is
reasonable to first schedule the requests that have the highest ratio of weight to
length (i.e., Wr/ζr with ζr as defined in Constraint (28)). Furthermore, vehicles
are sorted in ascending order of the size of their interval of availability so that
requests are spread out amongst all vehicles and not concentrated on a single
vehicle with a large time window. The algorithm schedules the highest weight
ratio request to the first vehicle that can perform the request. If no currently
available vehicle can satisfy a request, then the request is not scheduled. The
algorithm is outlined in Algorithm1.

Algorithm 1. Construction Heuristic for the STP
Data: Set of requests R and set of vehicles K
Result: A set of scheduled routes

1 Sort R based on descending order of Wr
ζr

;

2 Sort K based on ascending time window size;
3 for all requests r in R do
4 for all vehicles v in K do
5 if r can be served by v then
6 assign r to v and set start time of r as earliest start time on r that

is after the earliest pickup time of r;
7 split v into 2 vehicle pieces, v1 and v2;
8 set start and end locations and start and end times for v1 and v2;
9 insert v1 and v2 into K based on the new time window sizes;

10 break;

11 end

12 end

13 end
14 Regroup all pieces of the same vehicle to make scheduled routes;

5 Experimental Results

In this section, we discuss the datasets used in our experiments and present the
performance of the five approaches proposed above, including using the con-
struction heuristic to provide a starting solution for the exact techniques. All
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approaches are coded using IBM’s CPLEX Studio 12.7 in C++. The experi-
ments are run on a computer with Intel Xeon E3-1226 v3 @ 3.30 GHz, 16 GB
RAM using a single thread and a 600 s runtime limit. The CP Optimizer solver
is set to use its default search.

5.1 Datasets

We generated 75 random datasets and extracted 280 problem instances from
real world data provided by a partnering organization. In the generated problem
instances, we varied the number of requests and vehicles, and the sizes of the
time window (TW) of each request and vehicle. We also experimented with three
different time window sizes: big, normal and small. All other characteristics are
generated randomly following normal distributions. Table 1 outlines the lower
and upper bounds of each characteristic.

Table 1. Bounds on problem characteristics for generated datasets.

Characteristic Lower bound Upper bound

Vehicle Number of vehicles 2 20

Capacity 2 6

Start and end depot
service time

2 16

Request Number of requests 6 50

Size 1 3

Weight 1 5

Pickup and delivery
location service time

2 16

Travel time 1 60

Time windows Small 80 180

Normal 180 360

Big 600 900

From the historical records of our partnering organization, we extracted
72,883 requests and 54,494 vehicle records over 280 operating days from Jan-
uary 2015 to January 2016. A total of 280 datasets were created. On average,
there are 260 requests per day and the maximum number of requests per day is
554. There are on average 187 vehicles available each day.

5.2 Results

Table 2 summarizes the results of all approaches on the generated datasets. CP
solved all 75 (100%) instances to optimality in an average of 1.02 s, MIP/CP
LBBD solved 71 (95%) instances with an average runtime of 21.78 s, CP/CP
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LBBD solved 49 (65%) instances with an average runtime of 110.14 s, and MIP
solved 35 (48%) instances with an average of 90.00 s. The heuristic was able to
find, but of course not prove, the optimal solution for 45 (60%) of the instances.
In terms of relative solution quality compared to the optimal solutions, CP is
again the best performer with the heuristic finding, on average, better solutions
than both the MIP and CP/CP LBBD models.

Each of the four exact methods were then run with the heuristic solution as
a warm start. Both MIP and CP/CP LBBD have a substantial improvement
with the heuristic start. However, the only additional instances that they were
able to solve to optimality were those for which the heuristic found an optimal
solution. The heuristic start only improves MIP/CP LBBD a little while it has
very minimal effects on CP. CP/CP LBBD exhibits lower solution quality than
the heuristic, even when warm-started. Recall that the relaxed master problem
often has better (but globally infeasible) solutions and so the warm start solution
is replaced by a better master problem incumbent before the subproblems are
solved.

Table 2. Number of instances solved to optimality, average runtime, and average
optimality gap for generated datasets. The ‘*’ indicates the heuristic found but did not
prove optimal solutions.

Approach # instances solved
to optimality

% solved to
optimality

Average
runtime

Average
optimality gap

Heuristic 45∗ 60.00%∗ 0.01 4.13%

MIP 35 46.67% 90.00 30.68%

MIP H 52 69.33% 22.36 1.80%

CP 75 100.00% 1.02 0.00%

CP H 75 100.00% 2.38 0.00%

MIP/CP LBBD 71 94.67% 21.78 0.15%

MIP/CP LBBD H 73 97.33% 2.54 0.09%

CP/CP LBBD 49 65.33% 110.14 18.95%

CP/CP LBBD H 61 81.33% 42.58 10.85%

Given the good performance of CP and MIP/CP LBBD, we apply them to
the real world datasets. As shown in Table 3, out of 280 instances, 250 instances
are solved to optimality with an average of 126.74 s using the pure CP model
while the MIP/CP LBBD could only solve 47 instances in 331.31 s.

The evolution of runtime of the CP model as the problem sizes of the real
instances increase is shown in Fig. 6. It can be observed that there is an approx-
imately linear increase in runtime up to about 400 nodes (with some outliers)
but with larger problems, the runtime substantially increases.

We also ran CP with an 8-h time limit. An additional 21 instances were
solved to optimality but nine instances are still open. Thus Table 4 reports the
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Table 3. Number of instances solved to optimality, average runtime, and average
optimality gap for real world datasets.

Approach # instances solved
to optimality

% solved to
optimality

Average
runtime

Average
optimality gap

CP 250 89.29% 126.74 3.03%

MIP/CP LBBD 47 16.79% 331.31 18.38%

Table 4. Average optimality gap summary for CP and MIP/CP LBBD on CHATS
instances.

Instances CP avg. gap MIP/CP LBBD
avg. gap

All 280 instances 5.25% 11.84%

233 instances not solved by
MIP/CP LBBD

6.31% 14.23%

30 instances not solved by CP 49.02% 18.38%

Fig. 6. CP runtime of real world instances over number of vertices.

solution quality relative to the best known solution for the real world datasets.
The overall mean optimality gap for CP is 5.25% and 11.84% for MIP/CP LBBD.

6 Analysis

The strong results for CP compared to the LBBD approaches differ from much
of the literature. Here, we explore three, non-mutually exclusive, hypotheses.

1. The default search of CP Optimizer is particularly suited to our problems.
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2. The first feasible solutions found by the CP model are better and found more
quickly than those found by the LBBD approaches.

3. Good solutions result in strong back-propagation from the lower-bound on
the objective function, creating greater impact of search space reduction [8].

6.1 CP and Depth First Search

CP Optimizer’s default search employs a combination of Large Neighbourhood
Search (LNS) and Failure-directed Search (FDS) [11]. To observe its impact, we
ran CP on the generated dataset using depth-first search (DFS). All instances
were solved to optimality by DFS with an increase in the average runtime from
1.016 s to 1.873 s, a decrease in the average optimality gap of the first feasible
solution from 29.14% to 24.14%, and an increase on the mean time to find the
first solution from 0.163 s to 0.207 s.

The difference when using DFS appears marginal, perhaps due to using a sin-
gle thread in all experiments. However, it does not appear that we can attribute
the strong performance of our CP model, relative to the LBBD approaches, to
the sophisticated default search of CP Optimizer.

6.2 First Solution Quality and Time

We recorded the time to find the first feasible solution and its quality for the
CP model and both LBBD approaches on the generated dataset. The objective
value, z′, is compared to the known optimal solution, z∗ via the optimality gap
computed as (z∗ − z′)/z∗. Figures 7 and 8, respectively, compare the MIP/CP
LBBD approach and the CP/CP LBBD approach to the CP model.

Fig. 7. First solution quality of MIP/CP LBBD compared to CP.

For the LBBD approaches, the first feasible solution is often the actual opti-
mal solution and therefore is usually better than the CP model. However, the
time to find these solutions for the LBBD approaches is much longer.
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Fig. 8. First solution quality of MIP/CP LBBD compared to CP.

To further analyze the effect of the first solution, we used the first solution
found in CP as a starting solution for the better performing LBBD approach,
MIP/CP LBBD. We then let the algorithm run and report the change of run-
time with and without the warm start. The warm start solution consists of an
assignment of requests to vehicles which is a solution to the master problem of
the MIP/CP LBBD but it does not contain any temporal information. For this
experiment, the runtime does not include the time to compute the warm start
solution. The results are shown in Fig. 9.

For big time windows, some instances are solved more quickly with the warm
start solution. However, on average, the run-times with or without the warm-
start are the same. As with the CP/CP LBBD H results in Table 2, in many
cases, the warm start solution provided by the CP model is not as good as the
first master problem solution and thus is discarded.

We conducted the inverse experiment, inserting the MIP/CP LBBD first
solution into the CP model as a warm start with the results shown in Fig. 10.
In most cases, given the assignment of the warm start solution, the CP model
performs slightly slower. Examination of the vehicle assignments of the first
solutions showed that MIP/CP LBBD’s assignment often clusters requests onto
few vehicles. When CP is warm-started with such solutions, it needs to backtrack
and reassign many requests to different vehicles in order improve the solution
and/or prove optimality.

6.3 Search Space Reduction

The next set of experiments measures the impact of search space reduction of
artificial lower bounds. If we denote the set of possible values that a variable xi

can take as Dxi
, then the logarithm of the size of the search space log(|P |) is

computed as in Eq. (49) [8].

log(|P |) = log(|Dxi
|) + . . . + log(|Dxn

|) (49)

For interval variables, the domain size is simply the size of the interval minus
the duration of the variable, or |Dxi

| = Li − Ei − Si + 1. For optional interval
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Fig. 9. Runtime difference of pure
MIP/CP LBBD minus MIP/CP LBBD
with CP starting solution.

Fig. 10. Runtime difference of pure CP
minus CP with MIP/CP LBBD start-
ing solution.

variables, there is an additional boolean value to represent the presence of the
variable, thus the domain size is multiplied by 2. We focus on the CP/CP LBBD
model so as to not conflate the comparison with fundamentally different problem
solving bases (e.g., back-propagation is less important for MIP solving).

From the known optimal solutions, we compute five different lower bounds
for each dataset that are 100%, 80%, 60%, 40%, and 20% of the optimal solution.
Note that since we are maximizing, a lower bound on the objective function still
results in a feasible solution. We then add this lower bound as a constraint on
the objective function for both the CP model and the CP/CP LBBD approach.
The search space is calculated before and after propagation of the root node.
Table 5 presents how many instances show search space reduction and the aver-
age percentage reduction over those instance which showed non-zero reduction,
given the different lower bounds for both CP and CP/CP LBBD.

Table 5. Number of instances (out of 25 in each row) that show a reduction in search
space and the average percentage reduction after applying the artificial lower bound.
The average only includes instances with non-zero reduction.

TW Type
Lower Bound Percentage

100% 80% 60% 40% 20%

CP

small 8 (9.53%) 3 (23.56%) 2 (34.55%) 0 (-) 0 (-)
normal 3 (1.50%) 1 (0.30%) 0 (-) 0 (-) 0 (-)
big 0 (-) 0 (-) 0 (-) 0 (-) 0 (-)

CP/CP LBBD

small 1 (5.61%) 1 (5.61%) 0 (-) 0 (-) 0 (-)
normal 0 (-) 0 (-) 0 (-) 0 (-) 0 (-)
big 0 (-) 0 (-) 0 (-) 0 (-) 0 (-)



Modelling and Solving the Senior Transportation Problem 427

There are several instances that show a search space reduction for CP, after
applying a lower bound, indicating back-propagation. Only one instance demon-
strated search space reduction for the CP/CP LBBD showing a poor propagation
of the first solution quality to the entire search space.

The average percentage reduction should be interpreted carefully. Since we
are taking the mean the over instances with non-zero reduction, it may increase
even when the lower bound decreases due to fewer problems showing any reduc-
tion (i.e., a smaller denominator).

7 Conclusion

Inspired by a real-world problem, we define the Senior Transportation Problem
(STP), a problem encountered by organizations responsible for providing elder
transportation. We show that it is a challenging combination of Pickup-and-
Delivery with Time Windows, the Dial-a-Ride Problem, and the Team Orien-
teering Problem. In this paper, a formal problem definition for the STP was
proposed, illustrating multiple constraints in real life problems.

Five different approaches using mixed integer programming, constraint pro-
gramming, logic-based Benders decomposition, and a construction heuristic are
developed to solve the STP. Each method is tested on 75 instances from a gener-
ated dataset and 280 real-world instances from our industrial partner. Constraint
programming proves to be the best performing approach on both problem sets
in terms of the number of instances solved to proven optimality, faster runtime,
and solution quality. An LBBD approach combining mixed integer programming
and constraint programming achieves the second best performance, though sub-
stantially worse than the pure constraint programming model. Our subsequent
analysis lends support to the hypotheses that the strong performance of the CP
model stems from the ability to quickly find feasible solutions and then to use
the bounds on those solutions to reduce the search space.

While our conclusion is that the current CP model is superior, we plan to
try to improve the logic-based Benders models in order to further challenge the
pure CP approach and, more importantly, develop at a deeper understanding of
the problem characteristics that favor CP or decomposition approaches.
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Abstract. The rotating workforce scheduling problem aims to schedule
workers satisfying shift sequence constraints and ensuring enough shifts
are covered on each day, where every worker completes the same sched-
ule, just starting at different days in the schedule. We give two solver
independent models for the rotating workforce scheduling problem and
compare them using different solving technology, both constraint pro-
gramming and mixed integer programming. We show that the best of
these models outperforms the state-of-the-art for the rotating workforce
scheduling problem, and that solver independent modeling allows us to
use different solvers to achieve different aims: e.g., speed to solution or
robustness of solving (particular for unsatisfiable problems). We give the
first complete method able to solve all of the standard benchmarks for
this problem.

1 Introduction

Rotating workforce scheduling is a specific personnel scheduling problem arising
in many spheres of life such as, e.g., industrial plants, hospitals, public institu-
tions, and airline companies. Table 1 shows a workforce schedule for 7 employees
during one week, in which a row represents the weekly schedule of one employee.
There are three shifts: day shift (D), afternoon shift (A), and night shift (N).
The first employee works from Monday till Thursday in the afternoon shift and
has days-off in the remaining week. The second employee has a day-off on Thurs-
day and Friday and works in the day shift in the other days. The last employee
starts the week with 3 night shifts, then rests for two days, and ends the week
with 2 day shifts. A schedule must meet many constraints such as workforce
requirements for shifts and days, minimal and maximal length of shifts, and
shift transition constraints, which are described in detail in the next section. For
rotating workforce scheduling, the schedule is rotating (or cyclic), i.e., the ith

employee has the schedule of the (((i − 1 + k) mod n) + 1)th employee after the
kth week, where n is the number of employees. Due to that, no personal prefer-
ences of employees can be considered. The aim is to find a schedule satisfying
all the constraints. Rotating workforce scheduling problems are NP-complete [7].

c© Springer International Publishing AG, part of Springer Nature 2018
W.-J. van Hoeve (Ed.): CPAIOR 2018, LNCS 10848, pp. 429–445, 2018.
https://doi.org/10.1007/978-3-319-93031-2_31
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Table 1. A typical week schedule for 7 employees.

Employee Mon Tue Wed Thu Fri Sat Sun

1 A A A A - - -

2 D D D - - D D

3 D - - N N N N

4 - - - - A A A

5 D D D D D - -

6 N N N N N - -

7 N N N - - D D

According to [1,26], the problem studied can be characterized as a single-activity
tour scheduling problem with non-overlapping shifts and rotation constraints.

Many practical real-life rotating workforce scheduling problems have been
solved by complete techniques [2,12,19,22,28] and heuristic algorithms [20,21],
but solving large problems is still a challenging task. Balakrishnan and Wong [2]
formulate the problem as a network flow problem. Laporte [18] proposes a Inte-
ger Linear Programming approach. Methods based on Constraint Programming
(CP) techniques are studied in [19,22,28]. Recently, Erkinger and Musliu [12]
propose a Satisfiability Modulo Theory (SMT) approach, which—to our best
knowledge—defines the state of the art complete method. All methods have
been evaluated on the benchmark set with 20 instances [20,21], which are based
on real life problems from different business areas, or on a sub-set of them. The
state of the art complete method [12] was able to solve 18 of them, whereas the
state-of-the-art heuristic approach [20,21] based on min-conflicts heuristic and
tabu search (MC-T) found a solution for all of them. Other research studies focus
at the creation of efficient rotation schedules by hand [17], and the design and
the analysis of rotating schedules with an algebraic computational approach [13].

There are various variants of personnel scheduling (see, e.g., the surveys [4,
5]), one group of them is the (multi-activity) shift scheduling problem, which is
generally concerned about a finer schedule of the shifts over a planning horizon of
one day considering, e.g., meal breaks and more workforce regulations. Because of
the finer nature, there has been a great deal of work in formalizing languages and
their automata or network flows for capturing most of the regulations (see, e.g.,
[9,11,16,25,27]). Beside the technologies mentioned in the previous paragraph,
researchers has been investigating in Column Generation based methods (see,
e.g., [15,26]) to tackle large personnel scheduling problems.

We define two solver-independent models for rotating workforce scheduling,
and compare them using a CP and a Mixed-Integer Programming (MIP) solver.
The first model is rather direct, where each constraint is separately stated.
The second model attempts to model as much as possible of the regulations
using a single regular constraint [24], which models the regulations as a deter-
ministic finite automaton. We consider redundant constraints, and symmetry
breaking constraints that can be added to the model to possibly improve them.
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We compare the variations of the models experimentally using the two solvers,
and explore good search strategies to be used with the CP solver. Moreover,
we generated 1980 additional instances and show that our two best methods
outperform the state of the art approaches [12,20,21], on both the standard 20
benchmark instances and the extended 2000 instances.

2 The Rotating Workforce Scheduling Problem

We focus on a specific variant of a general workforce scheduling problem, which
we formally define in this section. The following definition is from Musliu et
al. [22] and proved to be able to satisfactorily handle a broad range of real-
life scheduling instances in commercial settings. A rotating workforce scheduling
problem as discussed in this paper consists of:

– n: Number of employees.
– A: Set of m shifts (activities). There is also a “day-off” activity denoted O.

We let A+ = A ∪ {O}.
– w: Length of the schedule. A typical value is w = 7, to assign one shift type

for each day of the week to each employee. The total length of a planning
period is n × w due to the schedule’s cyclicity as discussed below.

– R: Temporal requirements matrix, an m×w-matrix where each element Ri,j

shows the required number of employees that need to be assigned shift type
i ∈ A during day j. The number oj of day-off “shifts” for a specific day j is
implicit in the requirements and can be computed as oj = n − ∑m

i=1 Ri,j . In
an abuse of notation we let RO,j = oj .

– Sequences of shifts not permitted to be assigned to employees. We consider
two kinds of forbidden sequences: length 2 sequences, e.g., ND (Night Day):
after working in the night shift, it is not allowed to work the next day in the
day shift; and length 3 sequences, e.g., DON (Day Off Night): after working
a day shift and then having a day off, it is not allowed to work the next day
in the night shift. In length 3 sequences the middle shift is always O (Off). A
typical rotating workforce instance forbids several shift sequences, often due
to legal reasons and safety concerns. These two kinds are sufficient for all the
cases we have met in practice. We represent the forbidden sequence as two
sets of pairs (sh1, sh2) ∈ F2 if it is forbidden to take shift sh2 directly after
sh1; and (sh1, sh2) ∈ F3 if it is forbidden to take shift sh2 directly after a
single O shift after sh1.

– ls and us: Each element of these vectors shows, respectively, the required
minimal and permitted maximal length of periods of consecutive shifts s ∈
A+ of the same type.

– lw and uw: Minimal and maximal length of blocks of consecutive work shifts.
This constraint limits the number of consecutive days on which the employees
can work without having a day off.

The task in rotating workforce scheduling is to construct a cyclic schedule,
which we represent as an n × w matrix Si,j ∈ A+, 1 ≤ i ≤ n, 1 ≤ j ≤ w. Each
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element Si,j denotes the shift that employee i is assigned during day j in the
first period of the cycle, or whether the employee has time off on that day. In a
cyclic schedule, the schedule for one employee consists of a sequence of all rows
of the matrix S.

The task is called rotating or cyclic scheduling because the last element of
each row is adjacent to the first element of the next row, and the last element of
the matrix is adjacent to its first element. Intuitively, this means that employee
i (i < n) assumes the place (and thus the schedule) of employee i+ 1 after each
week, and employee n assumes the place of employee 1. This cyclicity must be
taken into account for the last three constraints above.

In the present paper, we consider the satisfaction problem satisfying all con-
straints given in the problem definition, which is usually sufficient in practice.
This means the generation of one schedule is sufficient. The commercial software
FCS [14,22] uses the same constraints for generating rotating workforce sched-
ules. This system has been used since 2000 in practice by many companies in
Europe and the scheduling variant we discuss in this paper proved to be sufficient
for a broad range of uses.

3 Direct Model

The direct model of the problem asserts each of the constraints individually. To
make it easy to handle the cyclic nature of the schedule we define a new view on
the schedule Tk = Sk÷w+1,k mod w+1, 0 ≤ k ≤ n×w − 1 which simply maps the
days of the schedule to a list of length n×w indexed from TT = {0, . . . , n×w−1}.
Let t(x) = x mod (n × w) be a map from days to indexes of the list. We can
then assert the constraints individually

∑uw

k∈0
(Tt(j+k) = O) > 0, j ∈ TT (1)

∑lw

k∈1
(Tt(j+k) = O) = 0, j ∈ TT, Tj = O ∧ Tt(j+1) �= O (2)

∑uO

k∈0
(Tt(j+k) �= O) > 0, j ∈ TT (3)

∑lO

k∈1
(Tt(j+k) �= O) = 0, j ∈ TT, Tj �= O ∧ Tt(j+1) = O (4)

∑ush

k∈0
(Tt(j+k) �= sh) > 0, j ∈ TT, sh ∈ A (5)

∑lsh

k∈1
(Tt(j+k) �= sh) = 0, j ∈ TT, sh ∈ A, Tj �= sh ∧ Tt(j+1) = sh (6)

Tj = sh1 → Tt(j+1) �= sh2, j ∈ TT, (sh1, sh2) ∈ F2 (7)
Tj = sh1 ∧ Tt(j+1) = O → Tt(j+2) �= sh2, j ∈ TT, (sh1, sh2) ∈ F3 (8)

Constraint (1) enforces there are no sequences of length uw + 1 with no O
shift, i.e., the maximum length of a work block. Constraint (2) enforces there are
no sequences of length less than lw of work shifts, i.e., the minimum length of a
work block. Constraint (3) enforces there are no sequences of length uO+1 of just
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O shifts, i.e., the maximum length of an off block. Constraint (4) enforces there
are no sequences of length less than lO of off shifts, i.e., the minimum length of
an off block. Constraint (5) enforces there are no sequences of length ush + 1 of
just sh shifts, i.e., the maximum length of an sh block. Constraint (6) enforces
there are no sequences of length less than lsh of sh shifts, i.e., the minimum
length of an sh block. Constraint (7) enforces no forbidden sequences of length
2. Constraint (8) enforces no forbidden sequences of length 3.

To complete the model, we enforce that each day has the correct number of
each type of shift.

∑

i∈1..n
(Si,j = sh) = Rsh,j , j ∈ 1..w, sh ∈ A (9)

We can do the same for the off shifts as follows. Note that it is a redundant
constraint. ∑

i∈1..n
(Si,j = O) = oj , j ∈ 1..w (10)

Note that this model appears to consist entirely of linear constraints (at
least once we use 01 variables to model the decisions Si,j = sh, sh ∈ A+).
This is misleading, since Eqs. (2), (4) and (6) are all contingent on variable
conditions. The entire model can be easily expressed with linear constraints,
and (half-)reified linear constraints.

4 Alternative Model Choices

The direct model (1–10) described in the previous section simply uses linear-
styled constraints. However, there are alternative ways to model the shift tran-
sitions and the temporal requirements using global constraints. In addition, we
can add more redundant constraints and symmetry breaking constraints to the
model. In this section, we look at these choices except for the shift transition,
for which we devote a separate section after this one.

4.1 Temporal Requirements

Instead of using the linear constraints in (9) and (10), we can respectively use
these global cardinality constraints for each week day j ∈ 1..w.

gcc low up([Si,j |i ∈ 1..n],A, [Rsh,j |sh ∈ A], [Rsh,j |sh ∈ A]) (11)

gcc low up([Si,j |i ∈ 1..n],A+, [Rsh,j |sh ∈ A+], [Rsh,j |sh ∈ A+]) (12)

They state that the number of shifts of each type in sh ∈ A (or sh ∈ A+)
occurring in each day j must exactly equal the requirement Rsh,j .

4.2 Redundant Constraints

In a cyclic schedule, we know that there are equal numbers of work blocks and
off blocks. We exploit this knowledge to create redundant constraints for each
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week by ensuring the lower bounds and upper bounds of these blocks do not
cross.

Let twl =
∑

sh∈A

∑n
j=1 Rsh,j be the total workload over the planning period.

Then we can define the number of days-off owi at the end of the week i from
the beginning of the schedule as

owi =

⎧
⎨

⎩

0 i = 0
owi−1 +

∑
j∈1..w(Si,j = O) i ∈ 1..n − 1

n × w − twl i = n

Define roi to be the number of days-off remaining after the end of week i, and
similarly rwi to be the number of work days remaining after the end of week i

roi = n × w − twl − owi, rwi = twl − w × i + roi.

We can determine a lower bound loi for the number of remaining off blocks
starting from week i, and similarly an upper bound uoi for the number of remain-
ing off blocks as:

loi = �roi/uO	 − (S1,1 �= O ∧ Si+1,1 = O)
uoi = 
roi/lO� + (S1,1 = O ∧ Si,w = O)

Note that the potential additional minus and plus one from the evaluation of
the conjunction accounts for the fact that the number of work and off blocks can
differ by one in the remaining schedule. For the lower bound, when the schedule
starts with a work day and the week after the week i with a day-off then there
might be one off block more in the remaining schedule than the number of
remaining work blocks. For the upper bound, if the schedule starts with an off
day and the week i ends with a day-off then there might be one off block less in
the remaining schedule than the number of remaining work blocks.

Similarly, we can compute a lower bound lwi for the number of the remaining
work blocks after the end of week i, and similarly an upper bound uwi for the
number of remaining work blocks as:

lwi = �rwi/uw	 − (S1,1 = O ∧ Si+1,1 �= O)
uwi = 
rwi/lw� + (S1,1 �= O ∧ Si,w �= O)

Finally, we constrain these bounds to agree.

loi ≤ uwi ∧ lwi ≤ uoi, i ∈ 1..n (13)

4.3 Symmetry Breaking Constraints

Given a schedule S a symmetric solution can easily be obtained by shifting the
schedule by any number of weeks. If there must be at least one off day at the
end of the week then we impose that the last day in the schedule is an off day.
Note that it happens for all instances used.

ow > 0 → Sn,w = O (14)
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Note that we could have chosen any day and possible shift for breaking this
symmetry, but we choose this one because it aligns with our other model choice
for the shift transitions described in the next section.

Another symmetry occurs when all temporal requirements are the same for
each day and each shift. In this case, a symmetric schedule can be obtained by
shifting the schedule by any number of days. Thus, we can enforce that the work
block starts at the first day in the schedule. The same constraint can be enforced
if the number of working days in the first day is greater than in the last day of
the week, because there must be at least one work block starting at the first day.

(
∀sh ∈ A,∀j ∈ 1..w − 1 : Rsh,j = Rsh,j+1 ∨

∑

sh∈A
Rsh,1 >

∑

sh∈A
Rsh,w

)

→ S1,1 �= O ∧ Sn,w = O (15)

In comparison to (14), (15) also enforces an off day on the last day and thus it
is stronger symmetry breaking constraint, but less often applicable. Note that
there might be further symmetries, especially instance specific ones, but here we
focus on more common symmetries.

5 Automata Based Model

The automata-based model attempts to capture as much of the problem as
possible in a single regular [24] constraint.

In order to enforce the forbidden sequences constraints we need to keep track
of the last shift taken, and if the last shift was an O shift then the previous shift
before that. In order to track the lower and upper bounds for each shift type, we
need to track the number of consecutive shifts of a single type (including O). In
order to track the lower and upper bounds for consecutive work shifts, we need
to track the number of consecutive work shifts.

We define an automata M with Q = m + uo +
∑

sh∈A(uw × ush) states.
We bracket state names to avoid ambiguity with shift types. They represent in
sequence: an artificial start state [start]; states for the first O shift in a sequence,
recording the type of the previous work shift [sO]; states for 2 or more O shifts in
sequence (2 ≤ i ≤ uo) [Oi], states encoding that the last 1 ≤ j ≤ us consecutive
shifts are type s ∈ A directly after a sequence of 0 ≤ j < uw consecutive work
shifts (not O) [wisj ]. Note each state effectively records a sequence of previous
shifts. Note that some of the states may be useless, since, e.g., a state encoding
3 consecutive D shifts after a sequence of 4 other works shifts with ow = 6 is not
possible (it represents 7 consecutive work shifts).

The transition function d for the states is defined as follows (missing transi-
tions go to an error state):

– [start]: on sh ∈ A goto [sh], on O goto [OO]. Note that transitions assume
that the previous shift was O.

– [sO]: on O goto [OO] (assuming uO ≥ 2), on sh ∈ A goto [sh] unless s O sh
is forbidden ((s, sh) ∈ F3) or lO > 1.
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– [Oi], 2 ≤ i ≤ uO: on O goto [Oi+1] unless i = uO, on sh ∈ A goto [sh] unless
i < lO.

– [wisj ], 0 ≤ i ≤ uw − 1, 1 ≤ j ≤ us: on O goto [sO] unless j < ls, on s goto
[wisj+1] unless j = us or i + j ≥ uw, on sh ∈ A − {s} goto [wi+jsh] unless
s sh is forbidden ((s, sh) ∈ F2) or i + j ≥ uw or j < ls.

Each state is accepting in this automata.
An example automata with two shifts D (Day) and N (Night) with forbidden

sequences ND and DON and limits lD = 2, uD = 3, lN = 1, uN = 2, lO = 1,
uO = 3 and lw = 2, uw = 4 is shown in Fig. 1. Unreachable states are shown
dotted, and edges from them are usually omitted, except horizontal edges which
do not break the total work limit. Edges for D shifts are full, N are dashed and
O are dotted.

Fig. 1. The automaton capturing correct shift sequences for a problem with work shifts
D and N , and forbidden sequences ND and DON . D shifts are indicated by full arrows,
N shifts by dashed arrows, and O shifts by dotted arrows.

In order to define a cyclic schedule the regular constraint is applied on a
sequence that duplicates the first w shifts at the end. This is safe assuming that
uw < w, which occurs in all our examples.
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Fig. 2. A two week sequence DDNOONNODDDOOD with the first week repeated
illustrating how the regular constraint can be in different states in the two copies of
the first week.

The remaining constraints simply enforce the correct number of each shift
type on each day. In summary the total model consists of either Eqs. (11) or (12)
together with

regular([S1,1, . . . , Sn,w, S1,1, . . . , S1,w], Q,m + 1, d, [start], 1..Q) (16)

that is a regular constraint over the n + 1 week extended shift list, using an
automata defined by Q states, m + 1 shift possibilities, transition function d,
start state [start] will all states being final states.

Note that the states in the first week, and the copy need not be the same. For
example, given the automaton of Fig. 1, Fig. 2 shows a two week schedule, with
the first week repeated, giving the state of the automata across the schedule. The
two bold subsequences show where the states are different for the two copies of
the first week. The sequence is accepted.

A simpler model would be possible if we had a regular constraint that
included start and end states as variable arguments. We could then simply con-
strain the original array of shifts (with no duplication of the first week) and
constrain the start and end states to be identical. Current solvers do not sup-
port such a regular constraint.

Note that while the start state ambiguity means that we make assumptions
about the previous state when evaluating the automata on the states until we
reach a first O shift, because the constraints are applied twice on the first week of
shifts the proper constraints are satisfied. Note also that the regular constraint
may actually remove solutions, since the first shift is assumed to be the first
after an off, for the problems we tackle this simply removes symmetric solutions.
This can be incorrect for corner cases, e.g., when

∑
s∈A Rs,w = n (so there can

be no O shift in the last day of the week). In these cases we can rotate the shift
requirements for the days (effectively starting the cycle on a different day) to
overcome the problem (it does not occur in any of the benchmarks).

We tried an alternate automata M ′ which ignores constraints until it can
be sure of which state it is in, i.e., a work shift followed by an O shift, or
two consecutive O shifts. This proved to be terrible since it allowed erroneous
schedules in the first week which then only detected as unsatisfiable when we
finish labeling the last week.

6 Search Strategies

Beside the solver’s default search strategy, we tested several others for the CP
solver used, which are briefly described in this section.
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The strategies studied consist of a variable and value selection part, which
can be combined freely.

6.1 Variable Selection

Variable selection is critical for reducing the search space for any combinatorial
problem. We need to balance the criteria of driving quickly towards failure, with
getting the most possible inference from the solver. The key decisions of the
model are the schedule variables Si,j . We define our variable selection over these
variables unless stated otherwise. Ties are broken by input order.

default: Solver’s default selection.
random: Randomly select a variable.
worker: Select the variables in the chronological order over the planning horizon,

i.e., S1,1, . . . , S1,w, S2,1, . . . , S2,w, . . . , Sn,1, . . . , Sn,w.
day: Select the variables in the following order the first day of the week from

the first to the last week in the planning horizon and then the next day and
so on, i.e., S1,1, . . . , Sn,1, S1,2, . . . , Sn,2, . . . , S1,w, . . . , Sn,w.

wd: Select the variables of the first day in the weeks in the chronological order,
i.e., S1,1, . . . , Sn,1, and then use the variable selection worker.

ff: Select the variable with the smallest domain (first fail).
first: Create new Boolean variables bk ↔ Tt(k−1) �= Tt(k), k ∈ TT . These rep-

resent where a change of shift type occurs. Select the Boolean variables in
chronological order and assign the value true at first. Then use the variable
selection worker.

s1: Create new Boolean variables bk ↔ (Tk = O), k ∈ TT . These represent
where an off shift occurs. Select the Boolean variables in chronological order
and assign the value true at first. Then use the variable selection worker.

6.2 Value Selection

All instances in the benchmark set have these shift types (D) day, (A) afternoon,
and (N) night, as well as the day-off (O) shift. Hence we could consider any of
the 24 different static value ordering amongst these four. We consider 4 static
orderings: DANO, default ordering of the model indomain min; ODAN , off shifts
first; ONAD, reversed default ordering indomain max; NADO, reversed ordering
of shifts.

We also consider static orderings that are computed from features of the
instance to be solved. Let maxb be the maximal number of work or off blocks,
calculated as

maxb = max(�(
∑

sh∈A,j∈1..n
Rsh,j)/lw	, �(

∑

j∈1..n
RO,j)/lO	).

We consider two variants of ordering shift types in terms of the tightness of
the number of shifts required compared to the minimum number required to be
scheduled. Both variants are in ascending order.



Solver Independent Rotating Workforce Scheduling 439

slack1: For each shift in A+, we compute the slack between maximal available
space, i.e., number of shift blocks times the maximal shift length, and the
required workload or “days-off-load”, i.e., sl1O = uO × maxb − ∑w

j=1 oj , and
sl1sh = min(maxb,

∑w
j=1 Rsh,j/lsh) × ush − ∑w

j=1 Rsh,j , sh ∈ A.
slack2: This variant refines slack1 for the work shifts. In addition, it considers

when the maximal space is restricted by the high block requirement of the
other work shifts, i.e., sl2O = sl1O, and sl2sh = min(sl1sh, tish), sh ∈ A where
tish = uw × (maxb − ∑

z∈A\{sh}�
∑w

j=1 Rz,j/uz	) − ∑w
j=1 Rsh,j .

7 Experiments

To evaluate our methods, we took all 20 instances from a standard benchmark
set1 and further 30 hard instances from 1980 additional generated instances, for
which the heuristic MC-T [20,21] either did not find a solution or required a
long time for it. The instances generated consist of 9 to 51 employees, 2 to 3
shift types, 3 to 4 minimal and 5 to 7 maximal length of work blocks, 1 to 2
minimal and 2 to 4 maximal length of days-off blocks, and minimal and maximal
length of periods of consecutive shifts (D: 2 to 3 and 5 to 7, A: 2 to 3 and 4 to
6, N : 2 to 3 and 4 to 5). The same forbidden sequences as for real-life examples
are used. Initially the temporal requirements for shifts are distributed randomly
between shifts based on the total number of working days and days-off (the
number of days-off is set to 
n×w×0.2857�). With probability 0.3 the temporal
requirements during weekend are changed (half of these duties are distributed
to the temporal requirements of the weekdays).

Experiments were run on Dell PowerEdge M630 machines having Intel Xeon
E5-2660 V3 processors running at 2.6 GHz with 25 MB cache, unless otherwise
stated. We imposed a runtime limit of one hour and a memory limit of 16 GB,
unless otherwise stated. We tested Gurobi as a MIP solver and Chuffed [6] as a
CP solver.2 The development version of MiniZinc was used for modeling.

Table 2 compares the impact of the different model combinations for the
temporal requirement and shift transition constraints for Gurobi and Chuffed
using the solvers’ default search strategy. The columns show in this order the
solver, the constraints used (model), the total number of solved instances (#tot),
the average number of nodes (avg. nd), the average runtime (avg. rt) (includ-
ing time-outs for unsolved instances), the number of instances for which the
solver found a solution (#sat), the average runtime of feasible instances (avg.
rt), the number of instances for which the solver proved infeasibility (#uns),
and the average runtime of infeasible instances (avg. rt). The results for Gurobi
are clear. The shift transition constraints are the key constraints for its perfor-
mance. Using the regular constraint (16), it solves all 50 instances regardless
of the constraints for the temporal requirements. Its superiority over the direct
representation results because MiniZinc transforms the regular constraint into

1 Available at http://www.dbai.tuwien.ac.at/staff/musliu/benchmarks/.
2 We also tried Gecode as a constraint programming solver, but it was not competitive.

http://www.dbai.tuwien.ac.at/staff/musliu/benchmarks/
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Table 2. Results on different constraint choices.

Solver Model #tot avg. nd avg. rt #sat avg. rt #uns avg. rt

Gurobi (1–8), (9) 46 3.2 k 780.6 s 40 587.5 s 6 1794.2 s

Gurobi (1–8), (9, 10) 44 2.4 k 789.2 s 39 533.5 s 5 2131.6 s

Gurobi (1–8), (11) 42 3.3 k 891.8 s 38 629.7 s 4 2268.0 s

Gurobi (1–8), (12) 43 3.5 k 841.0 s 38 639.7 s 5 1897.7 s

Gurobi (16), (9) 50 177 50.1 s 42 53.6 s 8 32.0 s

Gurobi (16), (9, 10) 50 471 92.7 s 42 105.9 s 8 23.2 s

Gurobi (16), (11) 50 177 49.5 s 42 52.8 s 8 32.1 s

Gurobi (16), (12) 50 113 45.0 s 42 48.6 s 8 26.3 s

Chuffed (1–8), (9) 33 9.1 m 1323.8 s 33 890.1 s 0 3600.6 s

Chuffed (1–8), (9,10) 44 2.8 m 505.3 s 39 342.5 s 5 1360.3 s

Chuffed (1–8), (11) 37 9.9 m 1070.6 s 36 644.2 s 1 3308.9 s

Chuffed (1–8), (12) 44 4.9 m 482.8 s 39 315.5 s 5 1361.2 s

Chuffed (16), (9) 30 5.7 m 1539.2 s 30 1146.5 s 0 3600.8 s

Chuffed (16), (9,10) 44 1.6 m 521.1 s 39 303.2 s 5 1665.6 s

Chuffed (16), (11) 34 4.3 m 1304.5 s 34 867.2 s 0 3600.4 s

Chuffed (16), (12) 42 1.8 m 615.5 s 37 469.2 s 5 1383.7 s

a network flow for mixed-integer solvers [3,10] and hence almost the entire model
is totally unimodular. The overall best combination is achieved with the global
cardinality constraint (12).

By contrast, Chuffed is not able to solve all instances in any combination
and there are two important model choices. As opposed to Gurobi, Chuffed
performs better when using the direct constraints (1–8) for the shift transition
constraints, even though weaker propagation is achieved. The average number of
nodes indicate that a stronger propagation of the regular does not convert into
runtime savings. This probably results from the fact that the direct constraints
introduce intermediate variables which are valuable for learning, whereas the
regular constraint introduces no intermediate variables. For Chuffed, it is also
important to choose temporal constraints covering the days-off. The overall best
combination are the direct constraints (1–8) for the shift transition constraints
and the global cardinality constraint (12).

Table 3 shows the impact on the performance of Gurobi and Chuffed when
adding the redundant and symmetry breaking constraints to the best model com-
bination. Gurobi’s performance drastically deteriorate when using the redundant
constraints. This is unsurprising since these are mainly linear combinations of
constraints the solver already has. Its performance significantly improves when
using the symmetry breaking constraints, but only for infeasible instances, which
is expected because it makes the search space smaller. For feasible instances, it
does not have any impact. For Chuffed, both set of constraints are important
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Table 3. Results with redundant (13) and symmetry breaking (14, 15) constraints.

Solver Model (13) (14, 15) #tot avg. nd avg. rt #sat avg. rt #uns avg. rt

Gurobi (16), (12) 50 113 45.0 s 42 48.6 s 8 26.3 s

Gurobi (16), (12) × 50 84 41.4 s 42 48.4 s 8 4.5 s

Gurobi (16), (12) × 50 271 93.5 s 42 108.2 s 8 16.0 s

Gurobi (16), (12) × × 49 374 107.6 s 41 127.3 s 8 4.5 s

Chuffed (1–8), (12) 44 4.9 m 482.8 s 39 315.5 s 5 1361.2 s

Chuffed (1–8), (12) × 44 5.1 m 489.1 s 39 323.9 s 5 1356.2 s

Chuffed (1–8), (12) × 48 1.6 m 190.1 s 42 51.9 s 6 915.4 s

Chuffed (1–8), (12) × × 48 1.8 m 172.5 s 42 32.2 s 6 909.2 s

Table 4. Results on best value and variable selections for the search strategies.

Solver Search #tot avg. nd avg. rt #sat avg. rt #uns avg. rt

Chuffed default+DANO 48 1.8 m 172.5 s 42 32.2 s 6 909.2 s

Chuffed worker+NADO 48 1.4 m 169.7 s 42 28.4 s 6 911.1 s

Chuffed ff+NADO 48 1.4 m 166.7 s 42 25.1 s 6 909.8 s

Chuffed s1+DANO 47 1.3 m 236.4 s 41 109.0 s 6 905.2 s

to increase its performance. Still it cannot solve all instances in the given run-
time limit, but could find a solution for all feasible instances. Interestingly, the
average runtime over all feasible instances is lower than Gurobi’s best time.

Table 4 shows the best pairing of value and variable selections for the search
strategies for Chuffed.3 Chuffed alternates between the given search strategy and
its default one on each restart. This is important since it allows the powerful
default activity based search to be utilized.

Using a search strategy was beneficial for the performance, but either for
feasible or infeasible instances, and not both together. For feasible instances,
the variable selections ff and worker were the best two in combination with
a value ordering NADO, because first fail makes the search space small and
worker explores it in chronological order of the schedule allowing removal of
impossible values for the next decision. The value ordering NADO works best,
because of the structure of the instances. The night shift is the most restricted
one for the shift transitions and then the afternoon. In addition, the temporal
requirements tends to be the least for the night shift and then the afternoon
shift. For infeasible instances, deciding work and days-off at first and then which
work shift is performed using the value ordering DANO performed best.

Because the instances all have very similar relations between the different
types of shifts, we took the 50 instances and reversed the order of the forbidden
sequences to check that the value ordering NADO is not necessarily the best one.

3 We ran preliminary experiments on all possible combinations with a five minutes
runtime limit.
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Table 5. Results on instances with reversed forbidden sequences (runtime limit 300 s).

Solver Search #tot avg. nd avg. rt #sat avg. rt #uns avg. rt

Chuffed ff+ODAN 45 304 k 49.2 s 34 33.7 s 11 85.4 s

Chuffed ff+DANO 45 303 k 40.5 s 34 21.0 s 11 86.1 s

Chuffed ff+ONAD 44 277 k 45.1 s 33 27.5 s 11 86.1 s

Chuffed ff+NADO 45 260 k 40.1 s 34 20.6 s 11 85.6 s

Chuffed ff+slack1 45 244 k 40.1 s 34 20.4 s 11 85.8 s

Chuffed ff+slack2 45 235 k 37.9 s 34 17.0 s 11 86.9 s

Fig. 3. Runtime comparison between Chuffed (y-axis) and Gurobi (x-axis).

Table 6. Comparison to the state of the art methods on all 2000 instances (runtime
limit 200 s).

Solver #fastest #tot avg. rt #sat avg. rt #uns avg. rt

Gurobi 31 1988 10.3 s 1320 13.0 s 668 4.9 s

Chuffed 513 1845 19.4 s 1322 5.0 s 523 47.8 s

MathSAT - BV 3 1470 63.8 s 1198 32.1 s 272 126.7 s

MC-T 781 1212 82.7 s 1212 23.3 s 0 200 s

We set a runtime limit to 300 s for this experiment. Table 5 clearly shows that
the dynamic criteria slack2 performs the best, which looks at the tightness of
the temporal requirements for each shift including the days-off. In comparison
to slack2, Chuffed is about 20% slower when using NADO, which confirms
our previous observation that this order is well-suited for the instances in the
benchmark library, due to the fact that the night shifts and then the afternoon
shifts are normally the most-restrictive ones.

Figure 3 shows the runtime comparison between Chuffed and Gurobi on the
50 instances. Runtimes are given in seconds and the axis use a logarithmic scale.
Points below the diagonal line express that Chuffed solved the instance quicker
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than Gurobi, and vice-versa for points above the line. Except for 5 feasible and
3 infeasible instances, Chuffed solved the instances in a similar speed or faster,
even by order of a magnitude for many instances. However, Gurobi is more
robust, especially for infeasible instances, which were solved within 10 s.

Table 6 compares the best Chuffed and Gurobi outcome on all 2000 instances
to the state-of-the-art heuristic approach based on min-conflicts heuristic and
tabu search (MC-T) [20,21] and the state-of-the-art complete SMT approach [12]
using bit vectors for modeling and the SMT solver MathSAT 5.5.1 [8] for solving.
Note that the results of MC-T reported in this paper were obtained on a Lenovo
T440s machine having Intel(R) Core(TM) i5-4200U CPU @ 1.60 GHz 2.30 GHz
with 8 GB RAM. To be conservative, we consider that these machines are twice
as slow as the machines on which Gurobi, Chuffed and MathSAT were executed.
For this comparison we set the runtime limit to 200 s and recorded the number of
instances (#fastest), for that each method was the fastest, we halved the runtime
of MC-T for computing #fastest. Chuffed and Gurobi significantly outperform
the state-of-the-art complete methods in all aspects. The heuristic solver per-
forms better than the SMT method on feasible instances, even though it runs on
a slower machine. It is the fastest solver on almost 59% of the feasible instances
followed by Chuffed with 39%. However, it cannot compete with Chuffed and
Gurobi in term of the number of solved feasible instances. Chuffed and Gurobi
were respectively able to solve more feasible instances within 10 s and 30 s than
MC-T within 200 s. On top of that, our methods are able to detect infeasibility.
Thus, both our methods are more robust than MC-T, whereas Gurobi is the
most robust one. Together, both our methods could solve all instances within
200 s, except two instances.

8 Conclusion

We investigated different solver-independent models for solving the rotating
workforce scheduling problem using MiniZinc [23]. Surprisingly the best model
combination resulted when using regular constraints with Gurobi, even though
the regular constraint is native to constraint programming. This shows the
advantages of solver-independent modeling, where we do not commit to a sin-
gle solver. While regular and network-flow models have been used previously
for this problem, they made use of multiple regular constraints instead of one
large regular. The advantage of using a high level modeling language was that
we could generate a complex automata fully automatically that encoded almost
all of the problem. Indeed a simple first version of the automata based model
was constructed in under an hour. We tested our approaches on the standard
benchmark set and created more challenging instances for our evaluation. Inter-
estingly, Gurobi and Chuffed excelled on different model combinations. On the
majority of instances Chuffed is the quickest solver, but Gurobi the most robust
one, because of its superiority in proving infeasibility.
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Abstract. This paper investigates the performances of a greedy ran-
domized algorithm to optimize the realization of nearest-neighbor com-
pliant quantum circuits. Current technological limitations (decoherence
effect) impose that the overall duration (makespan) of the quantum cir-
cuit realization be minimized. One core contribution of this paper is
a lexicographic two-key ranking function for quantum gate selection:
the first key acts as a global closure metric to minimize the solution
makespan; the second one is a local metric acting as “tie-breaker” for
avoiding cycling. Our algorithm has been tested on a set of quantum
circuit benchmark instances of increasing sizes available from the recent
literature. We demonstrate that our heuristic approach outperforms the
solutions obtained in previous research against the same benchmark,
both from the CPU efficiency and from the solution quality standpoint.

Keywords: Quantum computing · Optimization · Scheduling
Planning · Greedy heuristics · Random algorithms

1 Introduction

In this work, we investigate the performances of greedy randomized search (GRS)
techniques [1–3] to the problem of compiling quantum circuits to emerging
quantum hardware. Quantum Computing represents the next big step towards
power consumption minimization and CPU speed boost in the future of com-
puting machines. The impact of quantum computing technology on theoreti-
cal/applicative aspects of computation as well as on the society in the next
decades is considered to be immensely beneficial [4].

While classical computing revolves around the execution of logical gates
based on two-valued bits, quantum computing uses quantum gates that manipu-
late multi-valued bits (qubits) that can represent as many logical states (qstates)
as are the obtainable linear combinations of a set of basis states (state superpo-
sitions). A quantum circuit is composed of a number of qubits and by a series of
quantum gates that operate on those qubits, and whose execution realizes a spe-
cific quantum algorithm. Executing a quantum circuit entails the chronological
c© Springer International Publishing AG, part of Springer Nature 2018
W.-J. van Hoeve (Ed.): CPAIOR 2018, LNCS 10848, pp. 446–461, 2018.
https://doi.org/10.1007/978-3-319-93031-2_32
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evaluation of each gate and the modification of the involved qstates according
to the gate logic.

Current quantum computing technologies like ion-traps, quantum dots,
super-conducting qubits, etc. limit the qubit interaction distance to the extent of
allowing the execution of gates between adjacent (i.e., nearest-neighbor) qubits
only [5–7]. This has opened the way to the exploration of possible techniques
and/or heuristics aimed at guaranteeing nearest-neighbor (NN) compliance in
any quantum circuit through the addition of a number of so-called swap gates
between adjacent qubits. The effect of a swap gate is to mutually exchange the
qstates of the involved qubits, thus allowing the execution of the gates that
require those qstates to rest on adjacent qubits. However, according to [8],
adding swap gates also introduces a time overhead in the circuit execution,
which depends on the quantum chip’s topology (see Fig. 2 for an example of
three different 2D topologies). In addition, the Achilles’ heel of quantum compu-
tational hardware is the problem of decoherence, which degrades the performance
of quantum programs over time. In order to minimize the negative effects of deco-
herence and guarantee more stability to the computation, it is therefore essential
to produce circuits whose overall duration (i.e., makespan) is minimal.

In this work, we present a GRS procedure that synthesizes NN-compliant
quantum circuits realizations, starting from a set of benchmark instances of
different size belonging to the Quantum Approximate Optimization Algorithm
(QAOA) class [9,10] tailored for the MaxCut problem, to be executed on top of a
hardware architecture proposed by Rigetti Computing Inc. [11]. We demonstrate
that the meta-heuristic we present outperforms the approach used in previous
research against the same benchmark, both from the CPU efficiency and from
the solution quality standpoint.

The paper is organized as follows. Section 2 provides some background infor-
mation. Section 3 proposes a formal statement of the solved problem, whereas
subsequent Sects. 4 and 5 describe the proposed heuristic solving algorithm and
the Greedy Randomized Search approach, respectively. Finally, an empirical val-
idation based on the results proposed in [12] and some conclusions close the
paper.

2 Background

Quantum computing is based on the manipulation of qubits rather than conven-
tional bits; a quantum computation is performed by executing a set of quantum
operations (called gates) on the qubits. A gate whose execution involves k qubits
is called k-qubit quantum gate. In this work we will focus on 1-qubit and 2-qubit
quantum gates. In order to be executed, a quantum circuit must be mapped on a
quantum chip which determines the circuit’s hardware architecture specification
[13]. The chip can be generally seen as an undirected weighted multigraph whose
nodes represent the qubits (quantum physical memory locations) and whose
edges represent the types of gates that can be physically implemented between
adjacent qubits of the physical hardware (see Fig. 1 as an example of three chip
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Fig. 1. Three quantum chip designs characterized by an increasing number of qubits
(N = 8, 21, 40) inspired by Rigetti Computing Inc. Every qubit is located at a different
location (node), and the integers at each node represent the qubit’s identifier. Two
qubits connected by an edge are adjacent, and each edge represents a 2-qubit gate (p-s
or swap) that can be executed between those qubits (see Sect. 3.1). p-s gates executed
on continuous edges have duration τp-s = 3, while p-s gates executed on dashed edges
have duration τp-s = 4. Swap gates have duration τswap = 2.

topologies of increasing size). Since a 2-qubit gate requiring two specific qstates
can only be executed on a pair of adjacent (NN) qubits, the required qstates must
be conveyed on such qubit pair prior to gate execution. NN-compliance can be
obtained by adding a number of swap gates so that every pair of qstates involved
in the quantum gates can be eventually made adjacent, allowing all gates to be
correctly executed. Figure 2 shows an example of quantum circuit that only uses
the first three qubits of the chip (N = 8) of Fig. 1, which assumes that qstates
q1, q2 and q3 are initially allocated to qubits n1, n2 and n3. The circuit is com-
posed of four generic 2-qubit gates and one generic 1-qubit gate. Note that the
circuit is not NN-compliant as the last gate involves two qstates belonging to
two non-adjacent qbits (n1 and n3). The right side of Fig. 2(b) shows the same
circuit made NN-compliant through the insertion of a swap gate.

According to the authors of [12], the problem of finding a sequence of gates
that efficiently realizes an NN-compliant quantum circuit fits perfectly into a
temporal planning problem, and their solution consists in modelling quantum
gates as PDDL2.1 durative actions [14], enabling domain independent temporal
planners [15] to find a quantum circuit realization in terms of a parallel sequence
of conflict-free operators (i.e., the gates), characterized by minimum comple-
tion time (makespan). In this work, we tackle the same problem following a
scheduling-oriented formulation, as described in the next sections. In particular,
our approach is related to a body of heuristic efforts available in the current liter-
ature, see [16,17] for two recent and representative works. Despite these papers
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Fig. 2. Example of quantum circuit: (a) not NN-compliant; (b) NN-compliant through
the insertion of a swap gate between qbits 1 and 3 just before the last gate, which
exchanges their respective qstates. It is implicitly supposed that at the beginning, the
i-th qubit is characterized by the i-th qstate.

pursue the same objective, i.e., optimizing the realization of nearest-neighbor
compliant quantum circuits, they focus on quantum circuits characterized by
pre-ordered non-commutative gates. On the contrary, our approach leverages the
parallel nature of the considered planning/scheduling problem, and proposes a
greedy randomized algorithm that exploits an original lexicographic double-key
ranking function for quantum gate selection.

3 Problem Definition

The problem tackled in this work consists in compiling a given quantum circuit
on a specific quantum hardware architecture. To this aim, we focus on the same
framework used in [12]: (i) the class of Quantum Approximate Optimization Algo-
rithm (QAOA) circuits [9,10] to represent an algorithm for solving the MaxCut
problem (see below); (ii) a specific hardware architecture inspired by the one
proposed by Rigetti Computing Inc. [11]. The QAOA-based benchmark prob-
lems are characterized by a high number of commuting quantum gates (i.e., gates
among which no particular order is superimposed) that allow for great flexibil-
ity and parallelism in the solution, which makes the corresponding optimization
problem very interesting and guarantees greater makepan minimization poten-
tial for decoherence minimization [12]. Moreover, the Rigetti hardware architec-
ture (see Fig. 1) allows for two types of nearest-neighbor relations characterized
by different durations, making the temporal planning/scheduling problem even
more challenging. The rest of this section is devoted to: (i) describing the Max-
Cut problem and (ii) providing a formulation of the Quantum Gate Compilation
Problem (QGCP).

3.1 The MaxCut Problem

Given a graph G(V,E) with n = |V | nodes and m = |E| edges, the objective is to
partition the node set V in two subsets V1 and V2 such that the number of edges
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that connect every node pair 〈ni, nj〉 with ni ∈ V1 and nj ∈ V2 is maximized.
The following formula: U = 1

2

∑
(i,j)∈E(1 − sisj) describes a quadratic objective

function U for the MaxCut problem, where si is a binary variable corresponding
to the i-th node vi of the graph G, that takes the value +1 if vi ∈ V1 or −1 if
vi ∈ V2 at the end of the partition operated by the algorithm.

The compilation process of the MaxCut problem on QAOA circuits is rather
simple, and is composed of a phase separation (P-S) step and a mixing step
(MIX), which entails the execution of a set of identical 2-qubit gates (one 2-qubit
gate for each quadratic term in the above objective function U) called p-s gates,
followed by the execution of a set of 1-qubit gate for each node of the graph G,
called mix gates [9]. Figure 3 (left side) shows an example of the graph G upon
which the MaxCut problem is to be executed, corresponding to the problem
instance #1 of the N8 u0.9 P2 benchmark set analyzed in the experimental
section of this paper (Sect. 6). The list of p-s and mix quantum gates that must
be executed during the compilation procedure is shown on the right side of the
figure. The compilation problem depicted in the figure requires the execution
of two phase (p = 2) separation steps (P-S 1 and P-S 2 ), interleaved by two
mixing steps (MIX 1 and MIX 2 ).

q1 

q2 q5 

q3 

q7 

q4 

q6 

P-S 1 

p-s(q1,q5) 
p-s(q2,q3) 
p-s(q2,q5) 
p-s(q2,q7) 
p-s(q3,q7) 
p-s(q4,q5) 
p-s(q4,q6) 
p-s(q5,q6) 

MIX 1 

mix(q1) 
mix(q2) 
mix(q3) 
mix(q4) 
mix(q5) 
mix(q6) 
mix(q7) 

P-S 2 

p-s(q1,q5) 
p-s(q2,q3) 
p-s(q2,q5) 
p-s(q2,q7) 
p-s(q3,q7) 
p-s(q4,q5) 
p-s(q4,q6) 
p-s(q5,q6) 

MIX 2 

mix(q1) 
mix(q2) 
mix(q3) 
mix(q4) 
mix(q5) 
mix(q6) 
mix(q7) 

Fig. 3. MaxCut problem instance on a graph with 7 nodes. Each node is associated
with a particular qstate qi and such associations define the compilation objectives as a
set of p-s and mix gates to be planned for and executed (note that the qstate q8 does
not appear in this instance, and therefore it will not participate to any gate). On the
right side, the list of p-s gates under the P-S 1 and P-S 2 labels correspond to the
phase separation steps, while the list of mix gates under the MIX 1 and MIX 2 labels
correspond to the mixing steps.

3.2 Quantum Gate Compilation Problem

Formally, the Quantum Gate Compilation Problem (QGCP) is a tuple P =
〈C0, L0, QM〉, where C0 is the input quantum circuit, representing the execution
of the MaxCut algorithm, L0 is the initial assignment of the i-th qstate qi to
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the i-th qubit ni, and QM is a representation of the quantum hardware as a
multigraph.

– The input quantum circuit is a tuple C0 = 〈Q,P-S,MIX, {gstart, gend}, TC0〉,
where Q = {q1, q2, . . . , qN} is the set of qstates which, from a plan-
ning & scheduling perspective (see for example [15], Chap. 15) represent the
resources necessary for each gate’s execution. P-S and MIX are, respec-
tively, the set of p-s and mix gate operations such that: (i) every p-s( qi, qj)
gate requires two qstates for execution; (ii) every mix( qi) gate requires one
qstate only. gstart and gend are two fictitious reference gate operations requir-
ing no qstates. The execution of every quantum gate requires the unin-
terrupted use of the involved qstates during its processing time, and each
qstate qi can process at most one quantum gate at a time. Finally, TC0

is a set of simple precedence constraints imposed on the P-S, MIX and
{gstart, gend} sets, such that: (i) each gate in the two sets P-S, MIX occurs
after gstart and before gend; (ii) according to the total order imposed among
the steps P-S1,MIX1,P-S2,MIX2, . . . ,P-Sp,MIXp (see the example in Fig. 3
with p = 2), all the gates belonging to the step P-Sk (MIXk) involving a
specific qstate qi must be executed before all the gates belonging to the next
step MIXk (P-Sk+1) involving the same qstate qi, for k = 1, 2, . . . , p (for
k = 1, 2, . . . , (p − 1)).

– L0 is the initial assignment at the time origin t = 0 of qstates qi to qubits ni.
– QM is a representation of the quantum hardware as an undirected

multi-graph QM = 〈VN , Ep-s, Eswap, τmix, τp-s, τswap〉, where VN =
{n1, n2, . . . , nN} is the set of qubits (nodes), Ep-s (Eswap) is a set of undi-
rected edges (ni, nj) representing the set of adjacent locations the qstates qi
and qj of the gates p-s( qi, qj) (swap( qi, qj)) can potentially be allocated to.
In addition, the labelling functions τp-s : Ep-s → Z

+ and τswap : Eswap → Z
+

respectively represent the durations of the gate operations p-s( qi, qj) and
swap( qi, qj) when the qstates qi and qj are assigned to the corresponding
adjacent locations. Similarly, the labelling function τmix : V → Z

+ repre-
sents the durations of the mix gate (which can be executed at any node ni).
Figure 1 shows an example of quantum hardware with gate durations.

A feasible solution is a tuple S = 〈SWAP, TC〉, which extends the initial
circuit C0 with: (i) a set SWAP of additional swap( qi, qj) gates added to guar-
antee the adjacency constraints for the set of P-S gates, and (ii) a set TC of
additional simple precedence constraints such that:

– for each qstate qi, a total order �i is imposed among the set Qi of operations
requiring qi, with Qi = {op ∈ P-S ∪ MIX ∪ SWAP : op requires qi}.

– all the p-s( qi, qj) and swap( qi, qj) gate operations are allocated on adjacent
qubits in QM .

Given a solution S, the makespan mk(S) corresponds to the maximum com-
pletion time of the gate operations in S. A path between the two fictitious
gates gstart and gend is a sequence of gates gstart, op1, op2, . . . , opk, gend, with



452 A. Oddi and R. Rasconi

Algorithm 1. Find Feasible Plan
Require: A problem P = 〈C0, L0, QM〉

S ← InitSolution(P );
while not all the P-S and MIX operations are inserted in S do

op ← SelectExecutableOperation(P , S);
S ← InsertOperation(op, S);

end while
return S

opj ∈ P-S ∪ MIX ∪ SWAP, such that gstart � op1, op1 � op2, . . . , opk � gend ∈
(TC0 ∪TC). The length of the path is the sum of the durations of all the path’s
gates and mk(S) is the length of the longest path from gstart to gend. An optimal
solution S∗ is a feasible solution characterized by the minimum makespan.

4 A Greedy Procedure

Algorithm 1 takes in input a QGCP problem P = 〈C0, L0, QM〉, and proceeds
by chronologically inserting in the partial solution S one gate operation at a time
until all the gates in the set P-S ∪ MIX are in S.

As stated earlier, let op ∈ Qi be a general gate operation that involves qstate
qi, and let us define n(op) as the QM node at which gate op terminates its
execution. Let us also define a chain chi = {op ∈ Qi : op ∈ S} as the set of
gates involving qi and currently present in the partial solution S, among which
a total order is imposed (see Fig. 4 for a graphical representation of a complete
solution composed of a set of chains, one for each qstate qi). Let us now define
last(chi) as the last operation in the chain chi according to the imposed total
order. Finally, let us define the current state LS of a partial solution S as the
tuple LS = 〈n(last(ch1)), n(last(ch2)), . . . , n(last(chN ))〉 containing the N last
gate operations according to each chain chi ordering.

As a first step, Algorithm 1 initialises the partial solution S; in particular,
it sets the current state LS to the init value L0 by initializing the locations of
every qstate qi (i.e., for every chain chi) at the time origin t = 01. The core of
the algorithm is the function SelectExecutableOperation(), which returns
at each iteration either one of the gates in the set P-S ∪ MIX or a swap( qi, qj)
gate necessary to guarantee NN-compliance as described in the previous Sect. 3.
It should be noted that p-s( qi, qj) and mix( qi) gates leave unchanged the loca-
tions of the qstates qi and qj , whereas swap( qi, qj) gate swaps their locations.
We remark that the duration of the p-s( qi, qj) gates change depending on the
particular quantum chip edge they are executed on (see Fig. 1).

Then, the algorithm proceeds as follows: starting form the current state LS =
L0, Algorithm 1 ranks the set of potentially executable gates according to a
determined evaluation function (described below). The gate op with the lowest

1 It is implicitly supposed that at the beginning, the i-th qstate is initialized at the
i-th location.
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(minimal) evaluation is selected and inserted in the partial solution S as the last
operation of the chains2 relative to the qstates involved in op: last(chi) ← op;
subsequently, the state LS of the partial solution is updated accordingly. The
process continues iteratively until all the P-S and MIX gates are inserted in S.
At the end, the produced solution will contain a set of additional swap( qi, qj)
gates necessary to satisfy the NN-constraints.

Given the multi-graph QM introduced in Sect. 3.2, we consider the dis-
tance graph Gd(V,Ep-s), so as to contain an undirected edge (ni, nj) ∈ Ep-s

when QM can execute a p-s gate on the pair (ni, nj). In the graph Gd, an
undirected path pij between a node ni and a node nj is the list of edges
pij = ((ni, nj1), (nj1, nj2), . . . , (njk, nj)) connecting the two nodes ni and nj

and its lenght lij is the number of edges in the path pij . Let dij represent the
minimal length among the set of all the paths between ni and nj . The distance
dij between all nodes is computed only once at the beginning, by means of all-
pairs shortest path algorithm, whose complexity is O(|V |3) in the worst case [18].
The distance dLS associated to a given p-s(qi, qj) gate that requires two qstates
qi and qj w.r.t. the state LS of the partial solution S is defined as:

dLS (p-s(qi, qj)) = d(n(last(chi)), n(last(chj))) (1)

Two qstates qi and qj are in adjacent locations in the state LS if dLS (p-s
(qi, qj)) = 1. Intuitively, given a p-s(qi, qj) gate and a partial solution S, the
value dLS (p-s(qi, qj)) yields the minimal number of swaps (in excess of 1) for
moving the two qstates qi and qj to adjacent locations on the machine QM .
The concept of distance defined on a single gate operation p-s(qi, qj) can be
extended to a set of gate operations. In particular, let S be a partial solution
and P-S

S
the set of p-s(qi, qj) gates that are not yet scheduled in S and such

that all predecessors according to the temporal order imposed by the set TC0

have already been scheduled. We propose two different functions to measure the
distance separating the set P-S

S
from the adjacent state. The first sums the set

of the distances dLS (p-s(qi, qj)):

DS
sum(P-S

S
) =

∑

p-s∈P-S
S

dLS (p-s(qi, qj)) (2)

The second returns the minimal value of the distance dLS (p-s(qi, qj)) in the set
P-S

S
:

DS
min(P-S

S
) = MIN

p-s∈P-S
SdLS (p-s(qi, qj)) (3)

Given the functions (2) and (3), we can now evaluate the impact of the selection
of a gate operation op on the whole solution S by means of the following ranking
function that aggregates them lexicographically:

Δ(S, op,P-S
S
) =

⎧
⎪⎪⎨

⎪⎪⎩

(DS′
sum(P-S

S \ {op}), 1) op is a p-s;

(DS′
sum(P-S

S′
), 1) op is a mix;

(DS′
sum(P-S

S′
),DS′

min(P-S
S′

)) op is a swap.

(4)

2 Note that in general, a k-qubit gate occupies k chains.
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where S′ is the new partial solution after the addition of the selected gate oper-
ation op. In particular, the function SelectExecutableOperation() returns
one gate operation op (p-s, mix or swap) that minimises the Δ(S, op,P-S

S
)

value, using the resource (i.e., the qstates) lowest indexes as a tie-break cri-
terium. When all the P-S and MIX operations are inserted in S a full solution
is returned.

We observe that the two-dimension distance function used for the gate selec-
tion ranking has a twofold role. The Dsum component acts as a global closure
metric; by evaluating the overall distance left to be covered by all the qstates
still involved in gates yet to be executed, it guides the selection towards the gate
that best favours the efficient execution of the remaining gates. Conversely, the
Dmin component acts as a local closure metric, in that it favours the mutual
approach of the closest qstates pairs. In more details, the role played by the
Dmin component is essential as a “tie-breaker”, to avoid the selection of swap
gates that may induce deadlock situations (cycles), which are possible in case
we based our ranking solely on the Dsum component.

The overall time complexity of Algorithm 1 is polynomial. In fact, we can
always generate a solution by incrementally inserting each gate operation P-S∪
MIX according to any total ordering consistent with the input quantum circuit
C0 constraints, after making each p-s( qi, qj) gate NN-compliant through the
insertion of the necessary swap gates. If dmax is the maximal shortest path
length in the distance graph Gd(V,Ep-s), the number of added swap gates is
clearly bounded by the value dmax − 1; if ng is the total size of the two sets
P-S ∪ MIX, it can be proved that the overall time complexity is O(n3

g).

5 A Randomized Approach

To provide a capability for expanding the search cases without incurring the
combinatorial overhead of a conventional backtracking search, we now define a
random counterpart of our conflict selection heuristic (in the style of [1–3]), and
embed the result within an iterative random sampling search framework. Note
that randomization is also beneficial in systematic and complete approaches, see
for instance [19] where randomized restart in backtracking is used. In order to
make FindFeasiblePlan() suitable to random greedy restart, the SelectEx-

ecutableOperation() function is modified according to the following ratio-
nale: (1) at each solution step, a set of “equivalent” gate operations (p-s, mix
or swap) are first identified, and then (2) one of these is randomly selected.
As in the deterministic variant, the selected gate operation op is then inserted
in the current partial solution. The set of equivalent operations is created by
identifying one operation op∗ associated with the minimal lexicographic value
Δ(S, op∗,P-S

S
) = (D∗

sum,D∗
min) and by considering equivalent to op∗ all the

operations op such that Δ(S, op,P-S
S
) = (Dsum,Dmin) with Dsum = D∗

sum and
Dmin = D∗

min. Subsequently, the operation to be inserted in the partial solution
is randomly selected from this set, allowing a non-deterministic yet heuristically-
biased choice. Successive calls to FindFeasiblePlan() are intended to explore
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Algorithm 2. Greedy Random Sampling
Require: An proplem P , stop criterion

Sbest ← FindFeasiblePlan(P );
while (stopping criterion not satisfied) do

S ← FindFeasiblePlan(P )

if (makespan(S) < makespan(Sbest)) then
Sbest ← S;

end if
end while
return (Sbest)

Table 1. Aggregated results obtained from the N8 u∗ P2, N21 u∗ P2, and
N40 u∗ P1 sets

Benchmark Planner # Imprvd % Avg.
Δ (MK)

# Unchgd # Unprvd % Avg.
Δ (MK)

CPU (mins)

N8 u0.9 P2 TFD 37/50 9.76 10/50 3/50 −3.43 1 Vs. 10

N8 u1.0 P2 TFD 41/50 9.95 7/50 2/50 −4.95 1 Vs. 10

N21 u0.9 P2 TFD 46/50 10.83 1/50 3/50 −1.87 15 Vs. 60

N21 u1.0 P2 TFD 40/50 13.82 3/50 7/50 −7.13 15 Vs. 60

N40 u0.9 P1 SGPlan 50/50 38.56 0/50 0/50 0.0 1 Vs. 60

LPG 10/10 18.88 0/50 0/50 0.0

N40 u1.0 P1 SGPlan 50/50 35.42 0/50 0/50 0.0 1 Vs. 60

LPG 14/14 16.7 0/50 0/50 0.0

heuristically equivalent paths through the search space. Algorithm2 depicts the
complete iterative sampling algorithm for generating an optimized solution,
which is designed to invoke the FindFeasiblePlan() procedure until a stop
criterion is satisfied.

6 Experiments

In this section, we present the results obtained with our GRS procedure against
the same quantum circuit benchmark set utilized in [12]. The benchmark is
composed of instances of three different sizes, based on quantum chips with
N = 8, 21 and 40 qubits, respectively (see Fig. 1). In [12], the authors base their
experimentation on two problem classes for each chip size, depending on the
number of passes (p = 1 or p = 2) to be performed during circuit execution.
In this work, we will mostly focus on the p = 2 problem class because it is the
most computationally challenging; we will analyze the p = 1 case for the N = 40
qubit size only, exclusively for comparison purposes with the results obtained
in [12].
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The utilized benchmark3 contains 100 different problem instances for each
chip size, where each instance is representative of a graph G to be partitioned by
the MaxCut procedure to be realized (an example of graph is given in Fig. 3). The
benchmark instances are divided in two subsets composed of 50 instances each,
depending on the “utilization level” (u) of the available qstates over the circuit.
In particular, the 50 instances characterized by u = 0.9 are built randomly
choosing 90% of the available qstates to allocate over the N edges of the instance
graph G, while the other 50 instances (u = 1.0) are built by possibly allocating
all the qstates over the N edges of the graph G. Larger sizes and higher p values
will lead to more complex problem instances.

Our experimental campaign is organized as follows. As anticipated earlier,
we will mainly focus on the complete benchmark instances, i.e., those charac-
terized by two compilation passes (p = 2), as they represent the hardest com-
putational challenge. In particular, in our analysis we tackle 8 instance sets
labelled Nx uy Pz , each composed of 50 instances, where N marks the number
of qubits, u marks the occupation level, and P marks the number of compilation
passes. The first 6 sets are characterized by x ∈ [8, 21, 40], y ∈ [0.9, 1.0], and
z ∈ [2], while the remaining 2 sets are characterized by x ∈ [40], y ∈ [0.9, 1.0]
and z ∈ [1].

Given that the previous sets are characterized by problem instances of
increasing size, we have allotted different CPU time limits for each set, as fol-
lows. All runs relatively to the N8* and N40 u ∗ P1 sets are limited to max 60 s
each; all runs relatively to the remaining N21 and N40 sets are limited to max
900 s each. All experiments have been performed on a 64-bit Windows10 O.S.
running on Intel(R) Core(TM)2 Duo CPU E8600 @3.33 GHz with 8GB RAM.

6.1 Results

Table 1 exhibits the performances obtained with our GRS procedure. The results
are presented in aggregated form for reasons of space; however, the complete set
of makespan values, together with the complete set of solutions are available at
http://pst.istc.cnr.it/∼angelo/qc/. In the table, each row compares the results
returned by the GRS procedure using the benchmark set highlighted in the
Benchmark column, with the results returned by the planner(s) that achieved
best performance among those reported in [12] (Planner column). The # Imprvd
column shows the number of improved solutions obtained by our GRS w.r.t.
the set of solutions solved in [12]. Similarly, the # Unchgd column shows the
number of unmodified solutions, while the # Unprvd column shows the number
of solutions that GRS was not able to improve. The % Avg.Δ(MK) columns show
the percentage of the average makespan difference computed over the solution set
of interest (i.e., the improved and the unimproved set). Note that such percentage
is negative when computed on the unimproved solutions set. Lastly, the CPU
(mins) column reports the maximum CPU time (in minutes) allotted to our
GRS procedure Vs. the competitor procedure, for each run.
3 The benchmark is available at: https://ti.arc.nasa.gov/m/groups/asr/planning-and-

scheduling/VentCirComp17 data.zip.

http://pst.istc.cnr.it/~angelo/qc/
https://ti.arc.nasa.gov/m/groups/asr/planning-and-scheduling/VentCirComp17_data.zip
https://ti.arc.nasa.gov/m/groups/asr/planning-and-scheduling/VentCirComp17_data.zip
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The results clearly show a marked superiority of our procedure w.r.t. the
counterparts, for all benchmark sets. In the N8 u0.9 P2 case, the GRS proce-
dure improved 37/50 solutions (74%), left 10/50 (20%) unchanged, and was out-
performed on 3/50 (6%) solutions, against the Temporal FastDownward (TFD)
planner (see [20]) i.e., the planner that returned the best results among those
reported in [12]. The average makespan difference computed over the improved
solutions (average makespan improvement) is 9.86%, while the average makespan
difference over the unimproved solutions is −3.43% only, demonstrating that the
quality of the few unimproved solutions is indeed not too distant from the best
results. By inspecting the subsequent row in the table, it is clear that equally
strong results have also been obtained in the N8 u1.0 P2 case.

The same kind of analysis has been carried out for the N21 u0.9 P2 and the
N21 u1.0 P2 benchmark sets, respectively. As a summary of the performances,
in the u = 0.9 case the GRS procedure improved 46/50 solutions (92%), left 1/50
(2%) unchanged, and was outperformed on 3/50 (6%) solutions. The average
makespan difference computed over the improved solutions (average makespan
improvement) is 10.83%, while the average makespan difference over the unim-
proved solutions is −1.87%, again demonstrating that the quality of the unim-
proved solutions is not too distant from the best results. Equally convincing
results can also be easily appreciated in the u = 1.0 case.

In order to test the performances of our GRS procedure against the results
obtained in [12] for the N40 instances, the last two rows of Table 1 show the
results for the N40 u0.9 P1 and the N40 u1.0 P1 benchmark sets respectively
(i.e., relative to the p = 1 case only). In particular, the table compares our results
with those obtained with the SGPlan planner [21,22] and the LPG planner
[23], respectively. Note that the LPG planner achieves better results over the
SGPlan planner, even though it succeeds in solving only a strict minority of
the instances (see # Imprvd column). However, as a remarkable result, all the
50 instances have been improved by the GRS procedure, in both the u = 0.9
and the u = 1.0 case. To summarize the performances, the average makespan
improvement obtained by GRS over SGPlan is 38.56% and 35.42% for u = 0.9
and u = 1.0 respectively, while the average makespan improvement obtained by
GRS over LPG (computed on the subset of instances solved by LPG) is 18.88%
and 16.7% for u = 0.9 and u = 1.0 respectively.

As opposed to the previous experiments, no comparative analysis is possible
in the N40 u0.9 P2 and N40 u1.0 P2 benchmark case, as no planner in [12]
succeded in solving any instance within the max allotted time of 60 min. How-
ever, our GRS procedure solved all such instances within a max allowed time
of 15 min. In order to provide a numerical assessment of the efficacy of GRS’s
random optimization procedure, we compared the makespan values of the initial
solutions found against the makespan values at the end of the optimization pro-
cess, acknowledging an average makespan improvement of 21.15% and 19.25%,
in the u = 0.9 and u = 1.0 case, respectively.

Before concluding, we present an example of solution in Fig. 4. In particular,
the figure shows a Gantt representation of the solution relative to the prob-
lem instance no.1 belonging to the N8 u0.9 P2 benchmark set. Each qi row
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represents the set of activities executed by the i-th qstate (i.e., the chain chi).
At the beginning of the execution, it is assumed that the i-th qstate starts from
the i-th location. The swap gates convey the information relative to the desti-
nation locations only (i.e., → i is to be intended as “towards location ni”), since
the start locations are implicitly known as those in which the previous activity
on the same chain has terminated. Note that the both the swap gates and the p-s
gates are always executed in pairs. Note also that the p-s gates are characterized
by two different durations (τp-s = 3 or τp-s = 4) depending on the location pair
on which they are executed. For instance, the gates p-s(2, 5) involving qstates
q2 and q5 have τp-s = 4 in the first pass (the gates are executed on locations n3

and n2), and τp-s = 3 in the second pass (the gates are executed on locations n2

and n1). The previous durations can be checked by visual inspection of Fig. 1.
All mix gates have duration equal to 1. Lastly, note that the depicted solution
is complete in the sense that it contains also the mix gates pertaining to the
second pass (p = 2).

7 Conclusions

In this work we propose a greedy random search heuristic to solve the quantum
circuit compilation problem, where the objective is essentially to synthesize a
quantum gate execution plan characterized by a minimum makespan. We test
our procedure against a number of instances from a benchmark repository pub-
licly available, and compare our results with those obtained in a recent work
where the same problem is solved by means of PDDL-based planning technol-
ogy, showing that our procedure is more performing in the vast majority of
cases. Despite the very good results, we consider our present contribution to the
quantum compilation problem complementary to the PDDL approach. The take-
home message from this comparison can in fact be wrapped up as follows. On the
one hand, it is confirmed that tackling a problem with a general technique such
as PDDL can be less rewarding in terms of overall solution quality than employ-
ing heuristics more tailored on the problem; such heuristics, though very simple,
can remain extremely efficient when the problem size scales up significantly. On
the other hand, it remains true that in more complex domains, a general app-
roach such as PDDL-based planning could still represent a winning factor, also
considering that some of the solutions we compared against have demonstrated
to be of very high quality. Our conclusion is that an integration between the
two techniques might be beneficial in order to appreciate the representational
generality of PDDL planning, without renouncing the exploration/exploitation
power of state-of-the-art constraint-based metaheuristics.
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Abstract. Despite the existence of efficient solution methods for bin
packing problems, in practice these seldom occur in such a pure form
but feature instead various considerations such as pairwise conflicts or
profits between items, or aiming for balanced loads amongst the bins.
The Wedding Seating Problem is a combinatorial optimization prob-
lem incorporating elements of bin packing with conflicts, bin packing
with profits, and load balancing. We use this representative problem to
present and compare constraint programming, integer programming, and
metaheuristic approaches.

1 Introduction

In the optimization version of the classical bin packing problem, a set of items of
various weights must be packed into as few bins of limited capacities as possible.
Despite the existence of efficient solution methods for bin packing problems, in
practice these seldom occur in such a pure form. They instead feature various
considerations such as pairwise conflicts or profits between items, or aiming for
balanced loads amongst the bins. The objective then becomes to minimize some
scoring function by selecting an optimal distribution of items in the available
bins.

In our representative problem, the Wedding Seating Problem (WSP) [1],
groups of guests of different sizes must be seated at tables of limited capacities.
Some of these groups may or may not like each other, thus some relation is
defined over each pair of them. Pairs of groups whose relation is definitely apart
can never be seated at the same table. While not strictly necessary, pairs of
groups whose relation is either rather together or rather apart should, if possible,
be seated together or apart, respectively. Pairs which have no specific relation are
indifferent. Note that an implicit relation, definitively together, is baked into the
problem as groups of guests, the smallest indivisible entity that can be assigned
to a table.

Section 2 gives a formal definition of our problem, and Sect. 3 reviews cur-
rent methods of solving the WSP and similar problems. Sections 4, 5 and 6
introduce, respectively, our constraint programming (CP) model as well as our
c© Springer International Publishing AG, part of Springer Nature 2018
W.-J. van Hoeve (Ed.): CPAIOR 2018, LNCS 10848, pp. 462–476, 2018.
https://doi.org/10.1007/978-3-319-93031-2_33
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two integer programming (IP) models. Sections 7 and 8 present the results of
our experiments.

2 Description of the Problem

Let

– I = {1, . . . , n} be the index set of items,
– B = {1, . . . , m} be the index set of bins,
– � and u be, respectively, the lower and upper bounds on the load of a bin,
– wi denote the weight of item i with w =

∑
i∈I wi representing the combined

weight of all the items,
– cij the cost incurred if items i and j are packed into the same bin.

Entries in the cost matrix C can take any integer value. Namely,

cij

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

= ∞, if i and j are in conflict and must be packed into separate bins,
= 0, if i and j have no cost,
< 0, if i and j should rather be packed into the same bin,
> 0, if i and j should rather be packed into separate bins.

Since a conflict is expressed as being a prohibitive cost, the initial cost matrix
can be enhanced by adding this prohibitive cost for each pair of items whose
combined weights is greater than u, since they can never be packed together.

The problem consists of packing all items into the available bins such that
conflicting items are packed into separate bins, while optimizing cost and balance
objectives. The cost objective f is to minimize the combined cost of all available
bins. The balancing objective is to maximize the balance of loads amongst the
bins, which is somewhat abstract as balancing loads with different norms will
yield incomparable results. The L0-norm will minimize the number of values
different from the mean bin load (which is not useful unless the mean is an
integer). The L∞-norm will minimize the maximum deviation from the mean.
In this paper, we will focus on the L1- and L2-norms which will, respectively,
minimize the sum of deviations and the sum of squared deviations from the
mean.

The correct way to compare solutions with one another is debatable. Both
objectives use different units, so at the very least they should be weighted in order
to obtain some sort of solution ranking. In this paper, we have instead opted
to construct a Pareto set using the ε-constraint method [2]: We bounded the
cumulative deviation at successively higher values, each time solving the problem
by minimizing objective f . The correspondence between multiple objectives is
often not directly proportional in practice. As such, presenting the balancing
objective with a Pareto set has the advantage of offering decision-makers multiple
optimal solutions to choose from depending on their perception of the trade-offs
amongst them.
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The problem of packing items into bins is the same as that of seating groups
of guests at tables, as described by Lewis and Carroll. It has been shown to be
NP-hard as it generalizes two other NP-hard problems: the k-partition problem
and the graph k-coloring problem [3].

3 Related Work and Existing Methods

The problem of constructing seating plans was originally introduced by Bellows
and Peterson [4]. The authors used an IP model to solve various instances of this
problem for their own wedding. They were able to solve small instances of 17
guests in a few seconds. For a larger instance of 107 guests, however, no optimal
solution could be found in reasonable time.

This seating assignment problem was later formally described as the Wedding
Seating Problem by Lewis [1]. The author solved the problem with a metaheuris-
tic model based on a two-stage tabu search. In a further paper [3], Lewis and
Carroll devised their own quadratic IP model (of which our close variant is dis-
cussed in Sect. 5) to be compared with the metaheuristic approach. This latter
approach outperformed their IP model both in solution quality and in running
time in most cases. The authors also reimplemented the IP model of Bellows
and Peterson, which they found performed poorly.

A fairly recent survey of CP work on bin packing and load balancing can be
found in [5]. Most research on bin packing with conflicts, such as [6], focuses on
minimizing the number of bins used as in the classical problem (albeit with the
added conflict dimension). In contrast, the WSP uses a fixed number of bins of
dynamic capacities, the objective being to optimize a scoring function subject
to additional balancing constraints. The notion of pairwise costs between items
used in the WSP is somewhat unconventional, but a similar idea can be found
in some bin packing games where selfish agents (items) strive to maximize their
payoffs by packing themselves into the most profitable bin, which is determined
by its item composition [7].

4 CP Model

For each item i we define a decision variable bi whose value is the bin in which
the item will be packed. For each bin k we define an auxiliary variable ok whose
value is the load of the bin. To pack the items into the bins, the model uses a
binpacking constraint [8]. The balancing objective represented by variable σ is
taken care of by a balance constraint [9], which can handle L1- and L2-norms.

binpacking (〈bi〉, 〈wi〉, 〈ok〉) (1)
balance ({ok}, w/m, σ) (2)
� ≤ ok ≤ u (3)
bi ∈ B, i ∈ I (4)
�, u, ok ∈ N, k ∈ B (5)
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The model uses a conflict graph to infer alldifferent constraints, similar
to what has been used by Gualandi and Lombardi in their decomposition of the
multibin packing constraint [10]. In a conflict graph, each item is represented
by a vertex, and an edge joins two vertices if they are conflicting. By extracting all
the maximal cliques of this graph, it is possible to add alldifferent constraints
to the model for each one of those cliques. Furthermore, the maximum clique of
an instance (the largest of all the maximal cliques) determines a lower bound
on the number of bins necessary to find a feasible solution to that instance. The
Bron-Kerbosch algorithm is an exact method which can be used to find all the
maximal cliques of the conflict graph [11]. Let M be the set of all maximal
cliques (maximal clique x being, for example, Mx = {bx1 , . . . , bxk}):

alldifferent ({Mx}) , ∀x ∈ {1, . . . , |M|} (6)

While we have not explored all specific edge cases in this paper, if we were
to solve highly constrained instances of the problem (i.e., with a dense conflict
graph) these could be intractable for the Bron-Kerbosch algorithm. A heuristic
for finding cliques could instead be applied, or simple binary disequality con-
straints could be used in lieu of the conflict graph.

Some symmetry is broken by fixing items of weights strictly greater than
u/2 to separate bins. In theory, better symmetry breaking could be achieved
first by fixing each item in the maximum clique of the conflict graph to a sep-
arate bin, and then by forcing an order on the loads of the remaining bins. In
practice, however, symmetry breaking for the CP model is tricky as it interferes
with the branching heuristic, whose strength lies in finding very good solutions
very quickly. While the overall time needed to solve an instance to optimality
decreases with the use of symmetry breaking, the downside is that early solutions
will be worse with it than without. Without symmetry breaking, the branching
heuristic basically packs the heaviest items at the bottom of the bins (i.e., they
are assigned to a bin near the top of the tree). The top items of the bins are thus
of lighter weights, and it is naturally less constraining to swap them around and
pack them more profitably. Symmetry breaking forces some packings of lighter
items at the bottom of the bins, constraining the swapping of items at the top
of the bins.

Finally the objective is to minimize f subject to a constraint bounding the
value of the cumulative deviation of the bins. Considering disjoint intervals of
deviation ensures that the trees explored in each step of the construction of the
Pareto set are nonoverlapping, preventing identical solutions from being found in
different steps. Let dmin and dmax be, respectively, the lower and upper bounds
on the cumulative deviation of a solution:

dmin < σ ≤ dmax (7)

min
n∑

i=1

n∑

j=1

(bi = bj) cij (8)

The model branches on the decision variables according to a heuristic which
was inspired by the standard best fit decreasing strategy used to solve the bin
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packing problem. It first chooses the item of the greatest weight yet unassigned
and will pack it into an empty bin, if one is available. Otherwise, the heuristic
will pack the item into the bin which would most increase the f value. This
heuristic tends to find a good first solution very early in the search.

We have also further tested the CP model by including a large neighborhood
search (LNS) strategy [12]. The model finds a good initial solution, after which
the LNS strategy takes over. The LNS will iteratively freeze different parts of the
solution and search afresh from there for a set amount of time. About a third
of the bins are frozen as such, with the most profitable bins having the most
chance of being frozen.

5 IP Model A

The first IP model (IPA) is a generalization of the natural quadratic IP model
proposed by Lewis and Carroll [3]. A n × m matrix of decision variables x rep-
resents packing assignments of items into bins (9)

xik :=

{
1, if item i is packed in bin k,

0, otherwise.
(9)

min
∑

k∈B

n−1∑

i=1

n∑

j=i+1

xikxjkcij (10)

s.t.
∑

k∈B
xik = 1 ∀i ∈ I (11)

xik + xjk ≤ 1 ∀i, j ∈ I : cij = ∞, ∀k ∈ B (12)
∑

i∈I
xikwi ≥ � ∀k ∈ B (13)

∑

i∈I
xikwi ≤ u ∀k ∈ B (14)

∑

i∈I
xikwik − w/m ≤ ok ∀k ∈ B (15)

∑

i∈I
xikwik − w/m ≥ −ok ∀k ∈ B (16)

∑

k∈B
ok ≥ dmin (17)

∑

k∈B
ok ≤ dmax (18)

xik = 0 ∀i ∈ I, ∀k ∈ {i + 1, . . . , m} (19)
xik ∈ {0, 1} ∀i ∈ I, ∀k ∈ B (20)
ok ∈ {�, . . . , u} ∀k ∈ B (21)
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This model minimizes the sum of all pairwise costs between items in each
bin (10). The items are required to be packed into one and only one bin (11),
and conflicting items may not be packed into the same bin (12). Constraints (13)
and (14) require that the load of every bin be within bounds � and u. This
model computes the deviation according to an L1-norm; Constraints (15)−(16)
emulate an absolute value function and constraints (17)−(18) stipulate that the
cumulative deviation of the solution must be bounded by dmin and dmax (since
we are constructing a Pareto set). Some symmetry breaking is achieved with
constraints (19).

This model has been constructed to handle deviation according to an L1-
norm. Integrating convex relaxation with McCormick envelopes [13] to the model
would allow the use of the L2-norm.

6 IP Model B

Our second IP model (IPB) is based on the definition of an exponential-size
collection of possible bin compositions as for the classical bin packing problem.
Indeed, as for bin packing, the resulting formulation can be solved by column
generation with either a set covering (SC) or set partitioning (SP) model. Let S
be the collection of all subsets of items that can be packed into the same bin

S :=

{

S ⊆ {1, . . . , n} : � ≤
∑

i∈S

wi ≤ u, ∀i, j ∈ S : cij 
= ∞
}

.

We can observe that it may not be possible to only construct maximal sets
with regards to the bin capacity due to conflicts between items and the con-
straints enforcing them. There is a binary variable for each subset S ∈ S repre-
senting a combination of items, or pattern, to be packed into the same bin

xS :=

{
1, if pattern S is selected,
0, otherwise.

(22)

The sum of all pairwise costs for the items of a pattern and the deviation of
the weight of that pattern from the mean bin load are represented by α and β,
respectively. In regards to the balancing objective, using a fixed number of bins
has two major advantages over using a variable number of bins. First, the values
of α and β need to be computed only once per pattern (when it is generated) and
remain constant throughout the process. Second and more importantly, since β
is computed outside of the program, the norm according to which it is computed
does not complexify the problem (i.e., the program remains linear even when
balance is computed according to an L2-norm).

While the solution of a SP model is always directly feasible, that of a SC
model must be transformed in order to be feasible for our problem (i.e., we must
remove all duplicate items from the bins). This has the unfortunate effect of
potentially worsening the objective funtion. Example 1 illustrates the underlying
issue of using a SC model to solve our problem.
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Example 1. Assume an instance of the problem with 2 bins and 4 items A, B,
C, and D. The pairwise costs of AB, BC, CD, and DA are 0, while the pairwise
cost of AC is 1 and that of BD is −2. We also have � = 2 and u = 3. The
two most profitable maximal subsets are ABD and BCD which both have a
value of −2 and cover all the items. The initial solution of the SC model would
be (−2) + (−2) = −4, which must be rendered feasible for our problem by
removing B from one bin and D from the other. This modified solution would
have a value of (0) + (0) = 0, while the solution of a SP model would be to
pack AC and BD in separate bins, for a value of (1) + (−2) = −1.

The master problem (MP) is thus based on a SP model.

min
∑

S∈S

αSxS (23)

s.t.
∑

S∈S:i∈S

xS = 1 ∀i ∈ I (24)

∑

S∈S

xS = m (25)

∑

S∈S

βSxS ≥ dmin (26)

∑

S∈S

βSxS ≤ dmax (27)

xS ∈ {0, 1} ∀S ∈ S (28)

The MP minimizes the combined costs of all bins (23), under the conditions
that each item be packed into one and only one bin (24), that a total of m
bins be used (25), and that the cumulative deviation of a solution be within
bounds dmin and dmax (26)−(27). In order to begin solving the problem, the
column generation algorithm needs m columns making up an initial feasible
solution of the problem and of the continuous relaxation obtained by replacing
constraints (28) with xS ≥ 0,∀S ∈ S. These columns are generated by a compact
CP model defined by (1)−(5), (7), and

bi 
= bj , bi, bj ∈ B, ∀i, j ∈ I : cij = ∞ (29)

which searches for the first feasible solution safisfying these constraints. The m
columns found by this CP model make up the initial restricted master prob-
lem (RMP). The dual of the MP is

max
n∑

i=1

yi + mζ + dminγ + dmaxδ (30)

s.t.
∑

i∈S

yi + ζ + βS(γ + δ) ≤ αS ∀S ∈ S (31)
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yi free ∀i ∈ S (32)
ζ free (33)
γ ≥ 0 (34)
δ ≤ 0 (35)

which is all that is needed for the column generation algorithm to take over:

1. Solve the continuous relaxation of the RMP to get the dual values.
2. Solve the subproblem, or pricing problem (PP), to generate S∗ ⊆ {1, . . . , n}

(the most promising new column). Let

zi :=

{
1, if item i is packed into the new bin/pattern,
0, otherwise.

(36)

max
n∑

i=1

y∗
i zi + ζ∗ + β(γ∗ + δ∗) −

n−1∑

i=1

n∑

j=i+1

cijzizj if γ∗ + δ∗ < 0 (37)

max
n∑

i=1

y∗
i zi + ζ∗ − β(γ∗ + δ∗) −

n−1∑

i=1

n∑

j=i+1

cijzizj if γ∗ + δ∗ > 0 (38)

s.t.
zi + zj ≤ 1 ∀i, j ∈ I : cij = ∞ (39)
n∑

i=1

wizi ≥ � (40)

n∑

i=1

wizi ≤ u (41)

n∑

i=1

wizi − w/m ≤ β (42)

n∑

i=1

wizi − w/m ≥ −β (43)

zi ∈ {0, 1} ∀i ∈ I (44)

The PP minimizes the value of a bin (37)/(38) under the conditions that no
conflicting items be packed into it (39), and that its load be within bounds
� and u (40)−(41). Constraints (42)−(43) work in the same manner as con-
straints (15)−(16) and ensure that deviation β is always positive.

3. Determine if S∗ should be added to the RMP. If the inequality
∑

k∈S∗ y∗
k +

ζ∗ + β(γ∗ + δ∗) >
∑

i∈S∗
∑

j∈S∗ cij (or
∑

k∈S∗ y∗
k + ζ∗ − β(γ∗ + δ∗) >∑

i∈S∗
∑

j∈S∗ cij , alternatively) is true, compute αS∗ and βS∗ , and add col-
umn S∗ to the RMP before going back to step 1. Otherwise, the current
solution of the continuous relaxation of the RMP is the lower bound of the
initial problem.
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The optimal solution of the continuous relaxation of the RMP provides a
lower bound to the problem. We subsequently enforce constraints (28) and solve
the RMP with the columns which were previously generated by the algorithm
in order to find an integral solution. We know such an integral solution exists
since we started off with one with our initial columns. While this final integral
solution offers no proof of optimality, it is most often relatively close to the lower
bound.

Depending on the norm used to balance the bins and on the value of
bound dmax, we can make arithmetic deductions to determine the optimal �
and u bounds which should help prematurely prune nodes leading to infeasible
solutions, without eliminating any feasible solution:

� ≥ max{0, �w/m − dmax/2�} (45)
u ≤ w/m + dmax/2� (46)

� ≥ max{0,
⌈
w/m −

√
dmax × (m − 1)/m

⌉
} (47)

u ≤
⌊
w/m +

√
dmax × (m − 1)/m

⌋
(48)

For the L1-norm, in the worst case a single bin can account for at most half
of the deviation, since the cumulative weight in excess of the mean bin load will
always be equal to the cumulative weight short of the mean bin load (45)−(46).
For the L2-norm we must also take the number of bins into account in order
to tightly bound the most deviative bin (47)−(48). This offline optimization of
bin load bounds makes a noticeable difference for both IP models, cutting the
execution time by half on average. This optimization is of no use for the CP
model, as the balancing constraint already ensures that bin loads be consistent
with dmax.

7 Benchmark Results

Our testbed includes instances of 25 and 50 items, of weights chosen uniformly
at random from 1 to 8 (in a similar fashion as Lewis [1]). Costs and conflicts are
introduced according to probability p of a pairwise negative cost, probability q
of a pairwise positive cost, and probability r of a conflict (i.e., p+q+r ≤ 1, with
the remainder being the probability that the pair incurs no cost). Costs range
from −5 to 5, and the number of bins has been chosen so that the mean load is
closest to 10.

The experiments were performed on dual core AMD 2.2 GHz processors with
8 GB of RAM running CentOS 7, and all models were constructed with IBM
ILOG CPLEX Optimization Studio v12.5. Pareto sets are constructed for the
smallest integral ranges of deviations (i.e., min/max deviations of 0/1, 1/2, . . .,
19/20). Time limits cover only one range of deviations, meaning that the results
for one method, for one figure, involve solving 20 independent problems. This
also means that construction of the Pareto sets is easily parallelizable and can be
scaled to limited resources by modifying its resolution (e.g., if 4 instances can be
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solved in parallel, a lower-resolution Pareto set can be constructed with min/max
deviations of 0/5, 6/10, 11/15, 16/20). Each data point shows the average results
of 5 different cost matrices applied to the same set of items. All figures show the
results for instances of 25 or 50 items with the deviations computed according
to an L1-norm. For Figs. 1, 2 and 3 the cost probabilities are p = 0.25, q = 0.25,
and r = 0.25.

Fig. 1. Instances of 25 items with a time limit of 600 s.

Fig. 2. Instances of 50 items with a time limit of 6 s.

We can observe in Fig. 2 that the CP model finds the best early solutions
of all methods. However it quickly reaches a plateau from which it is hard to
further improve (notice the similarity between the CP solutions of Fig. 2 with a
time limit of 6 s, and those of Fig. 3 with a time limit of 600 s). The introduction
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Fig. 3. Instances of 50 items with a time limit of 600 s.

of LNS for the CP model always improves the solution quality. For the small
instances of Fig. 1, the CP model with LNS does better than IPB since the
latter only solves the relaxation of the RMP to optimality and tries to get the
best integral solution from these limited columns, with no proof of optimality.
IPA does particularly poorly compared with the other models. The results of
IPB are usually off to a slow start, but given enough time this model does better
than both previous ones. Similar to the CP model, this model reaches a plateau
of its own before the 600 s mark. Further improvements could be achieved via
branch and price. Average computation times are shown in Table 1 (owing to
details in the implementation of the models, the execution time may be slightly
higher than the time limit in some cases).

Table 1. Average computation times for Figs. 1, 2 and 3

25 items 50 items

600 s 6 s 600 s

CP 510.00 3.90 390.00

CP+ LNS 508.49 3.90 379.02

IPA 589.06 6.96 602.04

IPB 8.35 8.32 178.46

For the CP and IPA models, infeasibility or optimality can sometimes be
proven when the maximum cumulative deviation is low enough. IPB does well
especially when the time limit is high, although its solutions cannot be proven
optimal without a branch-and-price scheme (but the CP model generating its
initial columns can determine if an instance is infeasible). We have further tried
solving instances with conflicts only (p = 0, q = 0, r = 0.25) and every method
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could find a solution within the time limit. In Fig. 4 we show the results of
instances without conflicts and only with costs (p = 0.25, q = 0.25, r = 0).
Table 2 shows the computation times for instances with either only conflicts or
only costs.

Fig. 4. Instances of 50 items with a time limit of 600 s. (costs only)

Table 2. Average computation times

50 items

Conflicts only Costs only

CP 0.03 420.00

CP+ LNS 0.03 390.78

IPA 601.11 600.62

IPB 4.64 28.65

It is interesting to notice that with only conflicts, the CP model very easily
proves optimality for all instances in a fraction of a second, whereas both IP
models are orders of magnitude behind it. The weakness of the CP model lies
in the optimization of objective f , even with LNS. IPA appears to generally do
better without conflicts, while the performance and results of IPB are largely
unaffected by the parameters of the instances.

A CP/IPB hybrid could be constructed: The CP part would generate the
initial columns, those columns being the current CP solution once the model
reaches its plateau; From there, the IP part would take over and improve this
solution by bringing it to near-optimality. Experimentation would be necessary
to see if such a model would be an improvement over current methods. We
have not integrated the CP and IPB models into a hybrid in this paper, as our
objective was to compare individual methods to each other. Furthermore, our



474 P. Olivier et al.

simple approach to the generation of the Pareto sets for both IP models could
be improved [14].

8 Practical Applications

The metaheuristic approach developed by Lewis [1] is used on the commercial
website www.weddingseatplanner.com as a tool to generate seating plans. The
problem is similar to ours which is described in Sect. 2 of this paper, with a few
exceptions: Bin loads are unbounded, negative costs are always equal to −1 and
positive costs are always equal to 1, and the deviation is computed according to
an L1-norm and directly added to the objective (i.e., the objective is to minimize
f plus the deviation). The objective functions of our models have been adapted
for these tests.

One of the design goals of the website was to solve the problem quickly since
their clients could easily grow impatient after waiting just a few seconds in front
of a seemingly unresponsive browser window. As such, their tool usually solves
the problem in less than 5 s, a time limit which cannot be specified by the user.
Because of this short time limit, we have bounded the maximum deviation of our
models at 20 in order to find better results. For the CP model, since the balancing
constraint and the branching heuristic are very effective, we have further decided
to solve the instances two more times by bounding the maximum deviation at
10 and 5, respectively (since we are solving thrice as many problems, we have
also divided the time limit by three). We will be considering only the best of
those three solutions.

Due to an error in the website’s implementation of the algorithm, all negative
costs are considered to be conflicts. In order to provide a fair comparison, the
instances we have generated for these tests do not include negative costs. The
cost probabilities are thus p = 0, q = 0.3̄, and r = 0.3̄ (which implies that the
probability of a cost of 0 is also 0.3̄). Since the website always solves the instances

0

10

20

30

40

Fig. 5. All methods compared with a time limit of 5 s.

www.weddingseatplanner.com
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in under 5 s, this is what we have chosen as our time limit. Tests have been run
with 10, 20, 30, 40, and 50 items, and are again averaged for five cost matrices.
The histograms shown in Fig. 5 represent the distance in score of a solution from
the lower bound.

When solving small instances, exact methods have a distinct advantage over
metaheuristics, often proving optimality. Both IP models scale poorly with an
increasing number of items as they usually require some time to find decent
solutions. While it can find the best solutions given enough time, IPB does
particularly badly with a short time limit as the quality of its solutions improves
relatively slowly. The metaheuristic model scales very well, with its solution
quality being constant with a varying number of items. The CP model does
well all-around, proving optimality for small instances as well as having good
solutions for all instances.

9 Conclusion

In this paper we have compared how various methods can be used to solve multi-
objective constrained bin packing problems with an aspect of load balancing. A
metaheuristic model can find good solutions in a short time and scales well to an
increasing number of items but will most likely not find optimal solutions. A CP
model can also find good solutions quickly, but for large instances it will not reach
the best solutions in reasonable time even with the help of LNS. A natural IP
model is probably not the best choice, as it scales poorly while its strenghts can
also be found in other models. An IP model using column generation does very
well given enough time but is not a good contender to solving instances quickly.
It would be interesting to see if a CP/IP hybrid using column generation and
branch and price could prove optimality in reasonable time for larger instances
of the problem.
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Abstract. Energetic reasoning is a strong filtering technique for the
Cumulative constraint. However, the best algorithms process O(n2)
time intervals to perform the satisfiability check which makes it too
costly to use in practice. We present how to apply the energetic rea-
soning by processing only O(n logn) intervals. We show how to compute
the energy in an interval in O(log n) time. This allows us to propose a
O(n log2 n) checker and a filtering algorithm for the energetic reasoning
with O(n2 logn) average time complexity. Experiments show that these
two algorithms outperform their state of the art counterparts.

1 Introduction

There exist many filtering rules for the Cumulative constraint. Among them,
the energetic reasoning rule [3,7,14] dominates the overload check [8,23], the
time-tabling [4], the edge-finder [15], and the time-tabling-edge-finder [22]. To
apply the energetic reasoning, one needs to process O(n2) time intervals, which
might be too slow in practice.

We introduce a technique based on Monge matrices to explicitly process only
O(n log n) of the O(n2) intervals. The remaining intervals are processed implic-
itly. This allows us to propose the first subquadratic checker for the energetic
reasoning, with a O(n log2 n) running time. We also propose a new filtering algo-
rithm that filters allsks with an average running time complexity of O(n2 log n)
and a worst case running time complexity of O(n2 log2 n). However, we do not
know whether the bound O(n2 log2 n) is tight as we did not succeed in finding
an instance requiring that much time to filter.

The next section formally presents the Cumulative constraint and the ener-
getic reasoning rule. Section 3 presents some algorithmic background, including
the Monge matrices that we use to design our algorithms. Section 4 introduces
an adaptation of the range trees that is used in Sect. 5 to compute the energy
in a time interval. Section 6 presents the subquadratic checker, and Sect. 7, the
O(n2 log n) filtering algorithm. Section 8 shows the performance of these algo-
rithms on classic benchmarks.
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2 Scheduling Background

Let I = {1, . . . , n} be the set of task indices. Each task i is defined with four
integer parameters: the earliest starting time esti, the latest completion time
lcti, the processing time pi, and the resource consumption rate hi. From these
parameters, one can compute the earliest completion time ecti = esti +pi, the
latest starting time lsti = lcti −pi, and the energy ei = pihi of the task. The
horizon spans from time estmin = mini∈I esti to time lctmax = maxi∈I lcti. A
task i starts executing at time Si and executes for pi units of time without
interruption. The starting time Si is unknown but must belong to the time
interval dom(Si) = [esti, lsti]. The task is necessarily executing during the time
interval [lsti, ecti) if lsti < ecti. This time interval is called the compulsory part.
A cumulative resource can simultaneously execute multiple tasks as long as the
total resource consumption rate of the tasks executing at any time t does not
exceed the capacity C of the resource. The constraint Cumulative [1] ensures
that the starting times of the tasks do not overload the capacity of the resource.

Cumulative([S1, . . . , Sn], [p1, . . . , pn], [h1, . . . , hn], C) ⇐⇒ ∀t
∑

i:Si≤t<Si+pi

hi ≤ C

Deciding whether the constraint Cumulative is satisfiable is NP-Complete.
For that reason, there are no polynomial time filtering algorithms that can
achieve bounds consistency for this constraint. However, there exist multiple
filtering rules that partially remove the inconsistent values from the domains of
the starting variables. The overload check [8,23], the time-tabling [4], the edge-
finder [15], the time-table-edge-finder [22], and the not-first not-last [10,17,18]
are popular filtering rules. With the exception of not-first not-last, all these rules
are dominated by the energetic reasoning that detects more inconsistencies and
filters more values [3]. The energetic reasoning is incomparable to the not-first
not-last.

A task i that starts at its earliest starting time spends, during the time inter-
val [l, u), an amount of energy equal to LS(i, l, u) = hi max(min(ecti −l, pi, u −
l), 0). This energy is called the left-shift. If task i starts at its latest completion
time, it spends, during the time interval [l, u), an amount of energy equal to
RS(i, l, u) = hi max(min(u − lsti, pi, u − l), 0). This energy is called the right-
shift. Finally, regardless of its starting time, a task i must spend during the
time interval [l, u) an amount of energy called left-shift/right-shift and denoted
LSRS(i, l, u).

LSRS(i, l, u) = min(LS(i, l, u), RS(i, l, u)) (1)
= hi max(min(ecti −l, u − lsti, pi, u − l), 0) (2)

By abuse of notation, we define the left-shift/right-shift for a set of tasks
Θ: LSRS(Θ, l, u) =

∑
i∈Θ LSRS(i, l, u). The slack S(Θ, l, u) is the amount of

remaining energy, for a cumulative resource of capacity C over an interval [l, u),
after spending the left-shift/right-shift of a set of tasks Θ.

S(Θ, l, u) = C · (u − l) − LSRS(Θ, l, u) (3)
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The energetic reasoning tests [3], for every time interval [l, u), whether the slack
is non-negative: S(I, l, u) ≥ 0.

Baptiste et al. [3] showed that not all time intervals [l, u) need to be tested.
Let O1, O2, and O(t) be such that

O1 = {esti | i ∈ I} ∪ {ecti | i ∈ I} ∪ {lsti | i ∈ I}
O2 = {lcti | i ∈ I} ∪ {ecti | i ∈ I} ∪ {lsti | i ∈ I}

O(t) = {esti + lcti −t | i ∈ I}
Only the time intervals [l, u) that fall into one of these three situations are
considered of interest: (1) l ∈ O1 and u ∈ O2; (2) l ∈ O1 and u ∈ O(l); (3)
l ∈ O(u) and u ∈ O2.

The energetic reasoning filtering consists in increasing esti and decreasing
lcti to ensure that the energetic reasoning check would pass if the tasks was
executed at its earliest starting time or latest starting time. The filtering rule
for the est states that if the left-shift of the task i is greater than the slack of the
remaining tasks in an interval [l, u), esti must be adjusted to

⌈
u − S(I\{i},l,u)

hi

⌉
.

S(I \ {i}, l, u) < LS(i, l, u) =⇒ est′i =
⌈

u − S(I \ {i}, l, u)
hi

⌉

(4)

Derrien and Petit [7] show that it is sufficient to test a subset of the intervals
of Baptiste et al. to reach the fix point. To filter the est of a task i, one has to
apply the filtering rule on all intervals in OC ∪ Li. The set OC contains at most
two intervals for each pair of tasks and thus has a cardinality in O(n2). The
set Li contains 2n + 1 intervals. Similarly, to filter the lct of a task, one has to
apply the filtering rules on intervals in OC ∪ Ri, where Ri is symmetric to Li.
The definitions of OC , Li, and Ri are based on a long enumeration of cases, but
are straightforward to compute. By lack of space, we refer the reader to [7] for
a complete definition of these sets.

While the energetic reasoning achieves a strong level of filtering, it is not
commonly used in practice due to its slow computation time. Baptiste et al. [3]
proposed a checker with a running time complexity of O(n2). Their algorithm
asymptotically remains the fastest checker in the literature. Nevertheless, Der-
rien and Petit [7] reduced the number of intervals to check by a constant. This
improvement led to a checker with equivalent running time complexity, but faster
in practice.

Baptiste et al. [3] also present an algorithm in O(n3) to filter the constraint.
Bonifas [5] introduced an algorithm that filters at least one task in O(n2 log n)
time. Tesch [21] presents an algorithm that achieves a weaker level of filtering
in O(n2 log n) time which is later improved to perform an exact filtering in
O(n2 log2 n) time [20].

3 Algorithmic Background

We present algorithms and data structures that will be used to design a sub-
quadratic checker for the Energetic Reasoning.
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3.1 Partial Sums

Let A[1..n] be an array of n integers. A partial sum query is defined such as

Partial-Sum(A, i, j) =
j∑

k=i

A[k] (5)

To efficiently answer such a query, one preprocesses in O(n) time the array
A by creating an array B[0..n] such that B[0] = 0 and B[i] = B[i − 1] + A[i].
Partial-Sum(A, i, j) returns B[j] − B[i − 1] in constant computation time.

3.2 Range Trees

Consider a set of n weighted points P in a two-dimensional Cartesian plan.
Each point i has two coordinates, xi and yi, and a weight wi. A sum query
Qpoints(χ, γ, P ) computes the weighted sum of all points delimited by the quater-
plane χ ≤ x and y ≤ γ.

Qpoints(χ, γ, P ) =
∑

{i∈P |χ≤xi∧yi≤γ}
wi (6)

Such queries can be answered by two-dimensional range-trees [6]. If the
fractional cascading technique is used, each query can be answered online in
O(log |P |) time after a O(|P | log |P |) pre-processing time of P is completed.

Each node of a range tree is associated to a set of points that serves as its
label. The root P of a range tree contains all the points in P . The set of points
of a node v is partitioned into two subsets left(v) and right(v), one for the left
subtree and one for the right subtree. For each node v, the points contained in
the left child have an abscissa smaller than or equal to the abscissa of the points
contained in the right child: i ∈ left(v) ∧ j ∈ right(v) ⇒ xi ≤ xj . Each node v
of a range-tree has an attribute xmid

v such xmid
v = maxi∈left(v) xi is the largest

abscissa of a point in the left subtree.
Each node v of the range-tree has a vector Yv of dimension |v| which contains

the ordinates yi of the points i ∈ v sorted in non-decreasing order. Three other
vectors characterize the nodes. The vector Wv is a partial sum such that Wv[i] is
the sum of the weights of the i points in v with the smallest ordinates. The vector
Lv and Rv link the points in v with the points in the left and right subtrees.
There are Lv[i] points in left(v) whose ordinate is no greater than Yv[i]. Similarly,
there are Rv[i] points in right(v) whose ordinate is no greater than Yv[i].

If v is a leaf, v contains a single point i. Thus, the vectors Yv,Wv, Lv, and
Rv have length 1. The vectors Yv = [yi] and Wv = [wi] contain the ordinate and
the weight of that point. The vectors Lv = Rv = [0] are the null vectors. The
value xmid

v is undefined.
Range-trees are built using a bottom-up approach similar to the merge sort.

By definition, the leaves of range-tree are sorted in non-decreasing order of
abscissa xi. Therefore, one sorts the points in P by abscissa which gives the
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leaves of the tree. Then the upper level is computed by merging the vectors
Yv,Wv, Lv, and Rv from the lower level. Since creating the node v can be done
in O(|v|) time, building the range-tree is done in O(|P | log |P |) times.

The query Qpoints(χ, γ, P ) can be answered by traversing the tree from the
root to a leaf. Let v be the current node initialized to the root. Let i be an index
such that Yv[i] ≤ γ < Yv[i+1]. This index is initialized by doing a binary search
over the vector YP . If χ > xmid

v , then Qpoints(χ, γ, v) = Qpoints(χ, γ, right(v)).
The current node v becomes right(v) and the index i becomes Rv[i]. If χ ≤ xmid

v ,
Qpoints(χ, γ, v) = Qpoints(χ, γ, left(v)) + Wright(v)[Rv[i]]. The current node v

becomes left(v) and the index i becomes Lv[i]. When the current node v = {j}
is a leaf, we return wj if xj ≥ χ and yj ≤ γ and zero otherwise. This computation
is done in O(log |P |) time.

3.3 Monge Matrices

A Monge matrix M is an n × m matrix such that for any pair of rows 1 ≤ i1 <
i2 ≤ n and any pair of columns 1 ≤ j1 < j2 ≤ m, the inequality (7) holds.

M [i2, j2] − M [i2, j1] ≤ M [i1, j2] − M [i1, j1] (7)

An inverse Monge matrix satisfies the opposite inequality: M [i2, j2]−M [i2, j1] ≥
M [i1, j2] − M [i1, j1].

Consider the functions: fi(x) = M [i, x]. Inequality (7) imposes the slopes of
these functions to be monotonic. By choosing i1 = i, i2 = i + 1, j1 = x, and
j2 = x + 1 and substituting in (7), one can observe the monotonic behavior of
the slopes.

fi+1(x + 1) − fi+1(x)
(x + 1) − x

≤ fi(x + 1) − fi(x)
(x + 1) − x

. (8)

It follows that the functions of two distinct rows of a Monge matrix cross each
other at most once. Monge matrices satisfy many more properties [19].

Property 1. The submatrix obtained from a subset of rows and columns of a
Monge matrix is a Monge matrix.

Property 2. The transpose of a Monge matrix is a Monge matrix.

Property 3. If M is a Monge matrix, v and w are two vectors, then M ′[i, j] =
M [i, j] + v[i] + w[j] is a Monge matrix.

Properties 1 to 3 also hold for inverse Monge matrices.

Property 4. M is a Monge matrix if and only if −M is an inverse Monge matrix.

Sethumadhavan [19] presents a survey about Monge matrices.
The envelope of a Monge matrix M is a function l∗(j) = arg miniM [i, j]

that returns the row i on which appears the smallest element on column j. The
envelope l∗(j) of a (inverse) Monge matrix is non-increasing (non-decreasing).
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A partial Monge matrix is a Monge matrix with empty entries. Empty entries
are not subject to the inequality (7) and are ignored when computing the enve-
lope. In this paper, we only consider partial (inverse) Monge matrices where
M [i, j] is empty if and only if i > j. The envelope of such an n × m partial
(inverse) Monge matrix is non-increasing (non-decreasing) on the interval [1, i]
and non-decreasing (non-increasing) on the interval [i,m] where M [i, l∗(i) − 1]
is empty. Kaplan et al. [11] compute the envelope of a n × m partial (inverse)
Monge matrix in O(n log m) time. Their algorithm uses binary searches over the
columns to find the intersection of the row functions fi(x).

4 Adapting the Range-Trees

We adapt the range-tree data structure to perform a query on a set of weighted
segments S instead of a set of points. Such an adaptation is required for the
algorithms we present in the next sections. A segment i of weight wi, noted
〈xi, x

′
i, yi, wi〉, spans from coordinates xi to x′

i on the abscissa, at yi on the
ordinate. The query Qsegments(χ, γ,S) computes the weighted sum of all segment
parts inside the quater-plane of the query. A segment accounts for its weight
times the length of the sub-segment that is within the query range.

Qsegments(χ, γ,S) =
∑

〈xix
′
i
,yi,wi〉∈S
yi≤γ

wi(max(x′
i − χ, 0) − max(xi − χ, 0))

We can simplify the problem by replacing each segment by two rays i′ and
i′′: 〈−∞, x′

i, yi, wi〉 and 〈−∞, xi, yi,−wi〉. Since ray i′′ cancels ray i′ when i
begins, the result of the query is unchanged.

We adapt the range-tree data structure to answer queries on weighted rays
instead of weighted points. We add an attribute xv to each node v of the tree that
represents the smallest abscissa of a ray 〈−∞, xi, yi, wi〉 in v. In other words,
each ray in v ends at x or after. We also add a vector Σv to each node v such
that Σv[i] = Qsegments(xv, Yv[i], v) is a precomputed result of a query. If rays in
v are sorted by ordinates, we have Σv[i] = Σv[i − 1] + wi(xi − xv).

Similar to the original range-tree, the query Qsegments(χ, γ,S) is computed
by traversing the tree from the root S to a leaf. Let v be the current node ini-
tialized to the root. Let i be an index such that Yv[i] ≤ γ < Yv[i + 1]. This
index is initialized by doing a binary search over the vector YS . If χ > xmid

v ,
then Qsegments(χ, γ, v) = Qsegments(χ, γ, right(v)). The current node v becomes
right(v) and the index i becomes Rv[i]. If χ ≤ xmid

v , Qsegments(χ, γ, v) =
Qsegments(χ, γ, left(v)) + Σv[Rv[i]] + (x − χ) · Wv[Rv[i]]. The current node v
becomes left(v) and the index i becomes Lv[i]. When the current node v = {j}
is a leaf, we return (xj − χ) · wj if yi ≤ γ and 0 otherwise. This computation is
done in O(log |S|) time.
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5 Computing the Left-Shift Right-Shift in O(logn) Time

We want to preprocess n tasks in O(n log n) time in order to compute the
left-shift/right-shift LSRS(I, l, u) of any time interval [l, u), upon request, in
O(log n) time. We decompose the problem as follows. For every task i, we let
ci = max(0, ecti − lsti) be the length of the task’s compulsory part. For every
task i, we define pi weighted semi-open intervals partitioned into two sets: the
ci compulsory intervals CIi that lie within the compulsory part [lsti, ecti) of the
task and the pi − ci free intervals FIi that embed the compulsory part. The
weight of all intervals is hi.

CIi = {〈[lsti +k, lsti +k + 1), hi〉 | 0 ≤ k < ci} (9)

FIi = {〈[esti +k, lcti −k), hi〉 | 0 ≤ k < pi − ci} (10)

For a set of tasks, we have: CIΩ =
⋃

i∈Ω CIi and FIΩ =
⋃

i∈Ω FIi. Computing
LSRS(I, l, u) consists of counting the weight of the intervals nested in [l, u).

LSRS(I, l, u) =
∑

〈[a,b),w〉∈CII
[a,b)⊆[l,u)

w +
∑

〈[a,b),w〉∈FII
[a,b)⊆[l,u)

w (11)

Figure 1a shows two tasks and their intervals as well as a request interval
[l, u) shown in gray. The number of intervals nested in [l, u) gives the amount
of processing time the tasks must spend executing in [l, u). When the number
of intervals is weighted by the task heights, we obtain the left-shift/right-shift.
Compulsory intervals have length 1 since the time at which compulsory energy
is spent is known. Free intervals are longer and nested into [l, u) only if the unit
of processing time it corresponds to belongs both to the left-shift and the right-
shift of the task. Equation (11) counts all intervals nested in [l, u) and weighted
by the task heights.
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CIA
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Fig. 1. (a) The intervals of two tasks: task A in gray with estA = 0, lctA = 5, pA = 3,
hA = 1 and task B in black with estB = 1, lctB = 9, pB = 5, hB = 1. (b) The
representation of the intervals on a Cartesian plan with lower bounds on the abscissa
and upper bounds on the ordinate. (c) First transformation. (d) Second transformation.
In all figures, the gray rectangle represents the query [l, u) = [1, 5) that contains exactly
3 intervals of weight 1, hence LSRS({A,B}, 1, 5) = 3.
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Figure 1b represents an interval [a, b) by a point (a, b) on the Cartesian plane
with the corresponding weight. The sums in (11) can be computed with the
queries Qpoints(l, u, CII) and Qpoints(l, u, FII) as explained in Sect. 3.2. These
queries are represented as gray rectangles on Figs. 1a and 1b. Since the points
associated to the intervals in FIi form segments with a slope of -1 and that points
in CIi form a segment on the line y = x+1, we can design efficient algorithms to
compute these queries with O(n log n) processing time and O(log n) query time.
Section 5.1 shows how to achieve these time bounds when computing the first
summation in (11) that we call the compulsory energy while Sect. 5.2 shows how
to compute the second summation that we call the free energy.

5.1 Computing the Compulsory Energy

We compute the compulsory energy that lies within an interval [l, u) as follows.
Let T = {ecti | i ∈ I} ∪ {lsti | i ∈ I} be the sorted time points where the
compulsory energy can increase or decrease over time. Let Yt be the amount
of compulsory energy spent at time Tt. We compute Yt using an intermediate
vector Y ′

t initialized to zero. For each task i, we increase by hi the component Y ′
t

such that Tt = lsti and decrement by hi the component Y ′
t such that Tt = ectt.

We obtain these relations:

Y ′
t =

∑

i∈I|lsti=Tt

hi −
∑

i∈I|ecti=Tt

hi, Y0 = Y ′
0 , Yt = Yt−1 + Y ′

t .

Let Zt be the amount of compulsory energy in the time interval [Tt, Tt+1), i.e.
Zt = Yt(Tt+1 − Tt). Let t1 and t2 be such that Tt1−1 < l ≤ Tt1 and Tt2 ≤ u <
Tt2+1. The amount of compulsory energy within the time interval [l, u) is given
below.

Qpoints(l, u, CII) =
∑

〈[a,b),w〉∈CII
[a,b)⊆[l,u)

w = Yt1−1(Tt1 − l) +
t2∑

t=t1

Zt + Yt2(u − Tt2) (12)

Once the tasks are sorted, in O(n log n) time, by ect and lst, the vector Y ′

can be computed in linear time. The vectors Y , and Z can also be computed
in linear time. The vector Z is preprocessed as a partial sum in linear time (see
Sect. 3.1). Overall, the preprocess time is O(n log n).

To answer a query Qpoints(l, u, CII), a binary search finds the indices t1 and
t2 in O(log n) time. Equation (12) is computed in constant time since the vector
Z was preprocessed as a partial sum. Overall, the query time is O(log n).

5.2 Computing the Free Energy

We use our adaptation of range trees to answer the query Qpoints(l, u, FII). Since
range trees process segments that are parallel to the x-axis, we use a geometric
transformation to align the points in a set FCi with the x-axis.
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We transform an interval [a, b) ∈ FII into an interval [a, a + b). The weights
of the intervals remain unchanged. The intervals in FII , when transformed, form
the following weighted segments.

T 1
I = {〈esti, esti +pi − ci, esti + lcti, hi〉 | i ∈ I}

We proceed to a second transformation where each interval [a, b) ∈ FII is trans-
formed into [−b,−a− b). The intervals from FII become the following weighted
segment.

T 2
I = {〈− lcti,− lcti +pi − ci,− esti − lcti, hi〉 | i ∈ I}

Figures 1c and d show the first and second transformations.

Lemma 1. Qpoints(l, u, FII) = Qsegments(l, l+u, T 1
I )+Qsegments(−u,−l−u−

1, T 2
I ).

Proof. Sketch: Qsegments(l, l + u, T 1
I ) computes the weights of the points inside

the gray box and under the dotted line in Fig. 1b or inside the gray box in
Fig. 1c. The query Qsegments(−u,−l −u− 1, T 2

I ) computes weights of the points
inside the gray box and above the dotted line in Fig. 1b or inside the gray box
in Fig. 1d.

From Lemma 1, it follows that two range trees can be constructed in
O(n log n) time with the segments in T 1

I and T 2
I . Computing the free energy

within the interval [l, u) is performed online in O(log n) time.

6 A Checker that Analyzes O(n logn) Time Intervals

We show that even though the energetic reasoning can fail in any of the O(n2)
time intervals mentioned in Sect. 2, this number of intervals can be reduced to
O(n log n) during the online computation. After analyzing a subset of O(n log n)
intervals, it is safe to conclude whether the check passes for all O(n2) intervals.

We define the matrix E such that E[l, u] is the left-shift/right-shift energy
contained in the interval [l, u) for estmin ≤ l < u ≤ lctmax. If the interval [l, u) is
reversed (l > u), the left-shift/right-shift is null. The matrix S[l, u] contains the
slack for the interval [l, u), i.e. the remaining amount of energy in that interval.

E[l, u] =
∑

i∈I
LSRS(i, l, u) S[l, u] = C · (u − l) − E[l, u]

Theorem 1. The matrix E is a Monge matrix.

Proof. Let estmin ≤ l1 < l2 ≤ lctmax and estmin ≤ u1 < u2 ≤ lctmax. The quan-
tity E[l2, u2]−E[l2, u1] is the amount of left-shift/right-shift energy that we gain
by enlarging the interval [l2, u1) to [l2, u2). By analyzing (2), we deduce that the
quantities u − lsti and u − l increase at the same rate when enlarging [l2, u1) to
[l2, u2) than when enlarging [l1, u1) to [l1, u2). However, the terms ecti −l and pi
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might prevent the left-shift/right-shift to increase when the interval is enlarged.
It turns out that ecti −l increases and pi remains constant as l decreases. Con-
sequently, the increase of energy from [l1, u1) to [l1, u2) is less limited than when
enlarging [l2, u1) to [l2, u2). Hence E[l2, u2] − E[l2, u1] ≤ E[l1, u2] − E[l1, u1]. ��
Corollary 1. The matrix S is an inverse Monge matrix.

Proof. Follows from S[l, u] = v[u] − v[l] − E[l, u] where v[i] = iC, Theorem 1,
Property 4, and Property 3. ��

The energetic reasoning test fails if and only if there exists a non-empty
interval [l, u) such that S[l, u] < 0. Inspired from [11], we design an algorithm
that finds the smallest entry S[l, u] for any l < u by checking only O(n log n)
entries in S. The algorithm assumes that the matrix S is not precomputed, but
that any entry can be computed upon request. Since in Sect. 5, we show how to
compute S[l, u] for any interval [l, u) in O(log n) time, we obtain an algorithm
with a running time complexity of O(n log2 n). Moreover, we do not need to
process the whole matrix S but submatrices containing a subset of rows and
columns from S. These submatrices contain all intervals of interest described in
Sect. 2 and by Property 1, are inverse Monge matrices.

We need to execute Algorithm 1 twice to correctly apply the energetic rea-
soning rule. The first execution processes all intervals of the form O1 × O2 ∪⋃

l∈O1
O(l). To do so, we call Algorithm 1 with the parameters O1, O2, and

O′ := O(0) = {esti + lcti | i ∈ I}. Moreover, we pass the function S := (l, u) →
S(I, l, u) that returns the slack in the interval [l, u). The sets O1, O2, and O′

contain O(n) elements (see Sect. 2) and are computed in linear time. For the
second execution, we execute the checker on the reversed problem, process-
ing intervals of the form O1 ∪ O′ × O2. Thus, the algorithm is called with
S := (l, u) → S(I,−u,−l), O1 := {−u | u ∈ O2}, O2 := {−l | l ∈ O1},
and O′ := {−(esti + lcti) | i ∈ I}. If neither execution leads to a failure, the
constraint is consistent according to the energetic reasoning rule.

Algorithm 1 is built around the data structure P that encodes the envelope
of the inverse Monge matrix S[l, u]. The algorithm proceeds in two phases. The
first phase initializes the data structure P while the second phase uses it to
perform the check.

Let P be a set of tuples such that 〈[u, u], l〉 ∈ P indicates that the smallest
element on any column u ∈ [u, u] occurs on row l (we ignore rows greater than
or equal to u as they correspond to empty time intervals). The intervals [u, u] in
P are sorted, disjoint, and contiguous. Upon the insertion of a tuple 〈[u, u], l〉,
the intervals in P must be altered in order to be disjoint from [u, u]. Intervals
in P that are nested in [u, u] must be deleted from P . Intervals that partially
overlap with [u, u] must be shrunk. An interval that embeds [u, u] needs to be
split.

Consider the sequence of tuples 〈[u, u], l′〉 ∈ P sorted by intervals. By prop-
erty of the envelope of an inverse Monge matrix, the rows l′ in the sequence
increase up to a maximum and then decrease. We store in a stack P1 the first
tuples of the sequence up to the tuple with the largest row (exclusively). We



A O(n log2 n) Checker and O(n2 logn) Filtering Algorithm 487

Algorithm 1. MongeChecker(S,O1, O2, O
′)

P1 ← ∅, P2 ← {〈[minO2,maxO2],minO1〉}, F ← ∅;
for l ∈ O1 \ {minO1} in increasing order do

〈[u1, u2], l
∗〉 ← Top(P2);

1 while S(l, u2) ≤ S(l∗, u2) do
2 Pop(P2);

〈[u1, u2], l
∗〉 ← Top(P2);

3 b ← max({u | u1 ≤ u ≤ u2 ∧ u ∈ O2 ∧ S(l, u) < S(l∗, u)} ∪ {−∞});
4 c ← max({u | b ≤ u ≤ min(u2, succ(b,O2)) ∧ u+ l ∈ O′ ∧ S(l, u) <

S(l∗, u)} ∪ {−∞});
u ← max(b, c);
ul ← min(succ(u,O2), succ(u+ l, O′) − l);
ul∗ ← min(succ(u,O2), succ(u+ l∗, O′) − l∗);

5 d ←⌊
(ul−u)(S(l∗,u)·(ul∗ −u)−u(S(l,ul∗ )−S(l∗,u)))−(ul∗ −u)(S(l,u)(ul−u)−u(S(l,ul)−S(l,u)))

(ul∗ −u)(S(l,ul)−S(l,u))−(ul−u)(S(l∗,ul∗ )−S(l∗,u))

⌋
;

if d > min(ul, ul∗) then d ← max(b, c) ;
if d > l + 1 then PushInterval(P1, P2, l, d) ;

for 〈[u, u], l〉 ∈ P1 ∪ P2 in increasing order do
u1 ← u;
if S(l, u1) < 0 then F ← F ∪ {[l, u1)};
u3 ← min{u ∈ O2 | u > u1};
while u3 ≤ u do

if S(l, u3) < 0 then F ← F ∪ {[l, u3)};
6 Find u2 such that u2 + l ∈ O′, u1 < u2 < u3, and

S(l, u2 − 1) ≥ S(l, u2) < S(l, u2 + 1);
if such a u2 exists and S(l, u2) < 0 then F ← F ∪ {[l, u2)};
u1 ← u3;
u3 ← min{u ∈ O2 | u > u1};

if F = ∅ then return (Success, ∅) else return (Fail, F ) ;

store in a stack P2 the remaining tuple, i.e. the decreasing slice of the sequence.
The ends of the sequence are at the bottom of the stacks, the tuple with the
largest row l′ is at the top of P2 and the tuple before is at the top of P1. Algo-
rithm2 details the process of inserting an interval in the data structure while
maintaining the invariant. Lines 1–2 move intervals smaller than the current row
l from P2 to P1. Lines 3–4 remove overlapping intervals in P2. The remainder of
the algorithm splits the top interval of P2 and insert the new interval between it.
A tuple is always pushed onto P2 before being moved to P1 and is never moved
once in P1. Since Algorithm 2 pushes two tuples onto P2, it has a constant time
amortized complexity.

The intervals inserted into P are computed as follows. First, all columns
of S are associated to the first row min O1. Therefore, P is initialized to
{〈[estmin, lctmax],min O1〉}. We process the next rows in increasing order in
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the first for loop. Each time we process a row, we update the envelope func-
tion l∗ encoded with the data structure P . Let fl(x) = S(I, l, x) and fl∗(x) =
S(I, l∗(x), x) be two functions. Because S is an inverse Monge matrix, we know
that these two functions intersect at most once. We search for the greatest value
d where fl(d) < fl∗(d). Once the value d is computed for a row l, if d > l + 1,
we insert the tuple 〈[l + 1, d], l〉 in P . If d ≤ l + 1, the functions do not intersect
or intersect on an empty interval [l, d) which is not of interest.

We compute d by proceeding in four steps. The while loop on line 1 searches
the tuple 〈[u, u], l∗〉 in P2 such that fl(x) and fl∗(x) intersect in [u, u]. This tuple
can not be in P1 because l is greater than all intervals in P1 and we want d to
be greater than l. The intervals in which fl(x) is smaller than the functions of
the previous rows are removed from P on line 2. On line 3, we perform a binary
search over the elements of O2 within [u, u] to find the greatest column b ∈ O2

for which fl(b) < fl∗(b). Let succ(a,A) = min{a′ ∈ A | a′ > a) be the successor
of a ∈ A when A is sorted in increasing order. Once b is found, we narrow
the search for the intersection of the functions fl(x) and fl∗(x) to the interval
[b,min(u2, succ(b,O2))]. On line 4 we find the greatest column c ∈ O(l) that lies
in [b,min(u2, succ(b,O2))] where fl(c) < fl∗(c). In order not to compute O(l) for
each row l, we perform the search in O′ = O(0). We have that c ∈ O(l) if and
only if c + l ∈ O′. Therefore, rather than searching for the greatest c ∈ O(l),
line 4 searches for the greatest c + l ∈ O′.

Using the values b and c, we find the value d where fl(x) and fl∗(x) intersect.
The function fl(x) is piecewise linear with inflection points in O2 ∪ O(l). The
function fl∗(x) is piecewise linear with inflections points in O2 ∪ O(l∗). Let
d̄l = succ(max(b, c), O2 ∪ O(l)) and d̄l∗ = succ(max(b, c), O2 ∪ O(l∗(max(b, c))).
We know that max(b, c) ≤ d ≤ min(d̄l, d̄l∗), that fl(x) is linear over the interval
[max(b, c), d̄l), and that fl∗(x) is linear over [max(b, c), d̄l∗). We let d be the
intersection point of these segments, or let d = max(b, c) if that intersection
point does not satisfy max(b, c) ≤ d ≤ min(d̄l, d̄l∗). Once d is computed, we
insert 〈[l + 1, d], l〉 into P .

In the second part of the algorithm, we iterate on each tuple 〈[a, d], l〉 ∈ P
found in the first part. The while loop processes the columns in O2 that are
within the current interval. After checking that the slack of two consecutive
columns in O2, u1 and u3, does not yield a negative slack, we try to find a
column u2 ∈ O(l) such that u2 is between u1 and u3 and has a negative slack.

Derrien and Petit [7] showed that the slope of the slack increases at elements
in O(l). Therefore, there is a global minimum between u1 and u3 that can be
found using a binary search. If S[l, t] < S[l, t+1], the global minimum is before t.
Otherwise, it is at t or after t. Hence, the binary search finds the element in O(l)
between u1 and u3 where the slope of the slack shift from negative to positive.
If all columns in each interval are processed without causing a failure, we return
success.

Lines 3, 4, and 6 are executed O(n) times and perform binary searches over
O(n) columns of the matrix leading to O(n log n) comparisons. Each comparison
requires the computation of two entries of the matrix S which is done in O(log n)
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Algorithm 2. PushInterval(P1, P2, l, d)
〈[u, u], l∗〉 ← Top(P2);

1 while l + 1 > u do
Push(P1,Pop(P2));

2 〈[u, u], l∗〉 ← Top(P2);

if d > u then
3 u′ ← u;

l′ ← l∗;
while d > u do

Pop(P2);
4 〈[u, u], l∗〉 ← Top(P2);

Push(P1, 〈[u′, l], l′〉);
else

〈[u, u], l∗〉 ← Pop(P2);
Push(P1, 〈[u, l], l∗〉);

Push(P2, 〈[d+ 1, u], l∗〉);
Push(P2, 〈[l + 1, d], l〉);

times (see Sect. 5). This leads in an O(n log2 n) running time complexity. The
space complexity of the algorithm is dominated by the complexity of the range-
trees, which is O(n log n).

7 Filtering Algorithm

We present a filtering algorithm for the energetic reasoning with average com-
plexity of O(n2 log n) based on the checker we presented in Sect. 6 and inspired
by Derrien and Petit’s filtering algorithm [7]. We only show how to filter the est
of the tasks. To filter the lct, one can create the reversed problem by multiplying
by −1 the values in the domains. Filtering the est in the reversed problem filters
the lct in the original problem. We define the function S1

i (l, u) to be the amount
of slack in the interval [l, u) if i was assigned to its earliest starting time, i.e.
S1

i (l, u) = S(I, l, u)+LSRS(i, l, u)−LS(i, l, u). Similarly, S2
i (l, u) = S1

i (−u,−l)
represents the same concept on the reversed problem.

Algorithm 3 filters each task i by running the checker presented in Sect. 6
with S1

i and S2
i rather than S. We execute Algorithm 1 twice for each task. The

first execution handles intervals of the form O1×O2∪⋃
l∈O1

O(l) and the second,
intervals of the form O1 ∪ ⋃

u∈O2
O(u) × O2. On line 1, for each interval [l, u)

whose slack is negative when i starts at its earliest starting time, we filter esti

using the energetic reasoning rule.
Algorithm 3 reaches the same fix point as [7]. A task i needs to be filtered if

S(I \{i}, l, u)−LS(i, l, u) is negative on an interval [l, u). If such intervals exist,
our algorithm finds at least one since it necessarily processes the interval with the
minimum value. If not all negative intervals are found or if the filtering creates
new negative intervals, our algorithm processes them at the next iteration.
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Algorithm 3. MongeFilter(I)
est′i ← esti ∀i ∈ I;
for i ∈ I do

S1
i ← (l, u) �→ S(I, l, u) + LSRS(i, l, u) − LS(i, l, u);

S2
i ← (l, u) �→ S(I,−u,−l) + LSRS(i,−u,−l) − LS(i,−u,−l);

(r1, F1) ← MongeChecker(S1
i , O1, O2, {esti + lcti | i ∈ I});

(r2, F2) ← MongeChecker(S2
i , {−u | u ∈ O2}, {−l | l ∈ O1}, {−(esti + lcti) |

i ∈ I});
1 for [l, u) ∈ F1 ∪ {[l, u) | [−u,−l) ∈ F2} do

est′i ← min(est′i, �u − S(I,l,u)+LSRS(i,l,u)
hi

�)

7.1 Running Time Analysis

Algorithm 3 makes 2n calls to the checker that each makes O(n log n) slack
queries answered in O(log n) time, hence a running time in O(n2 log2 n). How-
ever, we use a memorization based on virtual initialization [13] with a space
complexity of O(maxi lct2i ). A hash table could also work with O(n log n) space.
When S(I, l, u) is computed, we store its value so that further identical queries
get answered in O(1). There are O(n2) intervals of interest. On line 5 of Algo-
rithm1, the slack for intervals that are not of interest is computed O(n) times
in the checker, hence O(n2) in the filtering algorithm. For these O(n2) intervals,
a total of O(n2 log n) time is spent thanks to memorization.

Line 4 performs a binary search over the elements u ∈ O(l) ∩ [b, succ(b,O2)]
and computes the slack S(l∗, u) which might not be an interval of interest. The
binary search could perform up to O(log n) slack evaluations and therefore lead
to O(n2 log n) distinct evaluations in the filtering algorithm. However, having n
elements in O(l) that occurs between two consecutive elements in O2 (namely b
and succ(b,O2)) seldomly happens. Suppose that |O2| = 3n and |O(l)| = n and
that the time points in these sets are evenly spread. We obtain an average of
1
3 elements in O(l) between two consecutive elements in O2. This number can
vary depending on the cardinalities of O2 and O(t), but in practice, we rather
observe an average of 0.141 elements when n = 16 and this number decreases as
n increases. To reach the worst time bound of O(n2 log2 n), one would need to
construct an instance that triggers O(n2) binary searches on line 4, each time
over O(n) elements. We did not succeed to construct such an instance. Assuming
that the number of elements in the search is bounded, in average, by a constant,
we obtain an average running time of O(n2 log n). Under these assumptions, the
binary search might as well be substituted by a linear search.

7.2 Optimization

As Derrien and Petit in [7], we improve the practical performance of Algorithm 3
by processing, for each task i, only intervals in OC and Li. We partition OC into
two sets: O1

C contains the intervals in OC with lower bound in O1 and O2
C



A O(n log2 n) Checker and O(n2 logn) Filtering Algorithm 491

contains the intervals in OC with lower bound in
⋃

u∈O2
O(u). Let lbs(A) =

{s ·a | [a, b) ∈ A} and ubs(A) = {s · b | [a, b) ∈ A} be the lower bound and upper
bounds of the intervals in A, multiplied by s. We execute Algorithm 3 as usual,
but the first call to the checker is done with parameters O1 := lb1(O1

C) and
O2 := up1(O1

C) while the second call is made with parameters O1 := ub−1(O2
C)

and O2 := lb−1(O2
C). The set O′ is empty and S is unchanged. Since we do not

process all elements in O2, we can’t use a binary search at line 6 of Algorithm 1
anymore and we must search linearly leading to a worse case complexity of
O(n3 log n) when there are O(n2) upper bounds in OC . However, this seldom
happens and the reduced constant outweighs the increased complexity.

To process intervals in Li for i ∈ I, we do as Derrien and Petit [7] by applying
the filtering rule on each of the O(n) intervals in Li. Since we compute the slack
in O(log n), we obtain a running time of O(n2 log n) for all tasks.

8 Experiments

We implemented the algorithms in the solver Choco 4 [16] with Java 8. We
ran the experiments on an Intel Core i7-2600 3.40 GHz. We used both BL [2]
and PSPLIB [12] benchmarks of the Resources Constrained Project Scheduling
Problems (RCPSP). An instance consists of tasks, subject to precedences, that
need to be simultaneously executed on renewable resources of different capac-
ities. We model this problem using one starting time variable Si for each task
i and a makespan variable. We add a constraint of the form Si + pi ≤ Si to
model a precedence and use one Cumulative constraint per resource. For these
constraints, we do not use other filtering algorithms than the algorithms being
tested. We minimize the makespan. All experiments are performed using the
Conflict Ordering Search [9] search strategy with a time limit of 20 min.

Figure 2 shows the time to optimally solve instances of benchmark BL using
the checker from Sect. 6 (on the y axis) and Derrien and Petit’s checker [7] (on

Table 1. Percentage of the time taken by
Monge Filter to optimally solve instances of n
tasks, compared to Derrien and Petit’s filtering
algorithm.

Benchmark n Instances solved % time

BL 20 20 0.92

BL 25 20 0.89

PSPLIB 30 445 0.94

PSPLIB 60 371 0.57

PSPLIB 90 369 0.44

PSPLIB 120 197 0.48 Fig. 2. Comparison of the time
to optimally solve instances of the
benchmark BL. Derrien et al.’s
checker vs the Monge Checker.
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Fig. 3. Comparison of the time to solve to optimality instances of BL (left) and PSPLIB
(right) benchmarks for Derrien and Petit’s filtering algorithm and Monge Filter.

the x axis). The Monge Checker is faster for most instances and takes, in average,
77% of the time required by Derrien and Petit’s checker to solve an instance to
optimality.

Figure 3 shows the time to optimally solve instances using the filtering algo-
rithm from Sect. 7 and Derrien and Petit’s filtering algorithm [7], for BL (left)
and PSPLIB (right) benchmarks. While our algorithm is only marginally faster
on BL instances, where the number of tasks is small (between 20 and 25), the
difference significantly increases as the number of tasks increases, as shown in
Table 1. This shows the impact of decreasing the complexity of the energetic
reasoning from O(n3) to O(n2 log n).

9 Conclusion

We introduced a new method to explicitly process only O(n log n) intervals for
the energetic reasoning using Monge matrices. We showed how to compute the
energy in an interval in O(log n). We proposed a checker in O(n log2 n) and
a filtering algorithm in O(n2 log n). Experiments showed that these algorithms
are faster in theory and in practice. Future work will focus on extending these
algorithms to produce explanations.

Acknowledgment. In memory of Alejandro López-Ortiz (1967–2017) who introduced
me to research, algorithm design, and even Monge matrices. – C.-G. Q
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Abstract. The travelling salesman problem is a well-known problem
that can be generalized to the m-travelling salesmen problem with min-
max objective. In this problem, each city must be visited by exactly
one salesman, among m travelling salesmen. We want to minimize the
longest circuit travelled by a salesman. This paper generalizes the Cir-
cuit and WeightedCircuit constraints and presents a new constraint
that encodes m cycles all starting from the same city and whose lengths
are bounded by a variable Lmax. We propose two filtering algorithms,
each based on a relaxation of the problem that uses the structure of the
graph and the distances between each city. We show that this new con-
straint improves the solving time for the m travelling salesmen problem.

1 Introduction

Constraint programming offers a large number of constraints to model and to
solve combinatorial problems [1]. These constraints serve two purposes: they
facilitate the modelling of a problem and they offer strong filtering algorithms
that reduce the search space. When solving an optimization problem with a
Branch & Bound approach, computing a tight bound on the objective function
is crucial to limit the size of the search tree. Global constraints can help compute
the bound by filtering the objective variable with respect to a large number of
variables in the problem.

We propose a new global constraint that helps to model and solve the m-
travelling salesman problem with a min-max objective. This problem consists in
planning the routes of m salesmen that start at the depot D, visit n − 1 cities
exactly once, and return to the depot. We want to minimize the longest route.
While there exist several global constraints that can be used to encode this prob-
lem, few include an optimization criterion, and none minimize the length of the
longest cycle. With the new global constraint WeightedCircuitsLmax, one
can easily model the m-travelling salesman problem and compute tight bounds
on the objective function.

The filtering algorithm we propose uses two relaxations both inspired by the
1-tree relaxation [2] used for the WeightedCircuit constraint. We name these
relaxations the 1-forest relaxation and the cluster relaxation. For each relaxation,
we develop a filtering algorithm that takes into account the minimization of the
longest cycle. We compare a model that uses this new constraint against a model
that does not use it and we show its efficiency.
c© Springer International Publishing AG, part of Springer Nature 2018
W.-J. van Hoeve (Ed.): CPAIOR 2018, LNCS 10848, pp. 495–511, 2018.
https://doi.org/10.1007/978-3-319-93031-2_35
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Section 2 describes the problem and the data structures used to design new
filtering algorithms. Section 3 presents the new constraint WeightedCircuit-
sLmax. Sections 4 and 5 each present a relaxation and a filtering algorithm.
Section 6 explains how to detect situations where the constraint is consistent
and filtering algorithms do not need to be executed. Finally, Sect. 7 presents the
experimental results.

2 Background

We present the m-travelling salesman problem. We follow with the presentation
of data structures, graph theory, and algorithms that we later use as tools to
design our filtering algorithms. We also present global constraints useful to model
the travelling salesman problem and its variants.

2.1 m-TSP

The m-travelling salesmen problem, denoted m-TPS, is a well-known general-
ization of the travelling salesman problem (TSP ) [3]. The problem’s input is a
graph G = (V,E, d) where V is a set of vertices (or cities), E a set of edges, and
d(i, j) = d(j, i) is a symmetric function that returns the distance between the
vertices i and j. The city n − 1 is called the depot D = n − 1. The goal is to
find m disjoint routes for the m salesmen leaving and returning to the depot.
All cities have to be visited exactly once by only one salesman. The objective is
to minimize the total distance. The min-max m-TSP [4–7] is the same problem
but the objective is to minimize the longest route. Lz is the sum of the distance
travelled by the zth salesman and Lmax the maximum of the Lz. Minimizing the
longest circuit is often sufficient to balance the workload between each salesman.

There are different ways to solve a m-TSP exactly. Exact methods based
on branch and bound [8,9] and integer programming are often used [10]. One
can also reduce the m-TSP to a TSP problem with one salesman and use exact
methods for this problem [11,12]. There are many heuristics that have been
developed to efficiently obtain good solutions for the m-TSP problem, without
providing guaranties about the optimality of the solution. We recommend a
survey by Bektas [13] for an overview of these techniques.

2.2 The Constraints Circuit and Cycles

Laurière [14] introduces the Circuit([X1, . . . , Xn]) constraint. This constraint
is satisfied if the directed graph composed of the vertices V = {1, . . . , n} and
the arcs E = {(i,Xi) | i ∈ V } contains exactly one cycle. The variable Xi is the
node that follows i on the cycle. This constraint models the Hamiltonian cycle
problem. Let G = 〈V,E〉 be an undirected graph. For every node i, one defines
a variable Xi with a domain containing the nodes adjacent to i. The constraint
Circuit([X1, . . . , Xn]) is satisfiable if and only if G contains a cycle visiting each
node exactly once, i.e. a Hamiltonian cycle. Therefore, it is NP-Hard to perform a
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complete filtering on this constraint. However, many algorithms [15–17] perform
a partial filtering in polynomial time.

Beldiceanu and Contejean [18] generalize the Circuit constraint into the
Cycles([N1, . . . , Nn],m) constraint to impose exactly m cycles rather than
one. The cycles must be disjoint, the salesmen do not leave from the same
depot. They generalize Cycles further by proposing Cycles([X1, . . . , Xn],
m, [W1, . . . , Wn],min,max) where Wi is a weight assigned to node i, not to an
edge. The variables min and max are weights of the smallest and largest cycles.
Further generalization can force nodes to belong to different cycles and control
the length of individual cycles. These constraints are primilarly introduced as
powerful modelling tools.

Benchimol et al. [19] present several filtering algorithms for the
WeightedCircuit([X1, . . . , Xn], d, L) constraint. Focacci et al. [20,21] also
study this constraint that is satisfied when the constraint Circuit([X1, . . . , Xn])
is satisfied and when the total weight of the selected edges is no more than L,
i.e.

∑n
i=1 w(Xi, i) ≤ L. They use different relaxations and reduced-cost based

filtering algorithms to filter the constraint, including the 1-tree relaxation that
we describe in Sect. 2.6.

Without introducing a new constraint, Pesant et al. [22] show how to combine
constraint programming and heuristics to solve the travelling salesman problem
with and without time windows.

2.3 Disjoints Sets

The algorithms presented in the next sections use the disjoint sets data structure.
This data structure maintains a partition of the set {0, . . . , n−1} such that each
subset is labelled with one of its elements called the representative. The function
Find(i) returns the representative of the subset that contains i. The function
Union(i, j) unites the subsets whose representatives are i and j and returns the
representative of the united subset. Find(i) runs in Θ(α(n)) amortized time,
where α(n) is Ackermann’s inverse function. Union(i, j) executes in constant
time [23].

2.4 Minimum Spanning Tree

A weighted tree T = (V,E,w) is an undirected connected acyclic graph. Each
pair of vertices is connected by exactly one path. The weight of a tree w(T ) =∑

e∈E w(e) is the sum of the weight of its edges. A spanning tree of a graph
G = 〈V,G〉 is a subset of edges from E that forms a tree covering all vertices
in V . A minimum spanning tree T (G) is a spanning tree of G whose weight
w(T (G)) is minimal [24].

Kruskal’s algorithm [25] finds such a tree in Θ(|E| log |V |) time. It starts with
an empty set of edges S. The algorithm goes through all edges in non-decreasing
order. An edge is added to S if it does not create a cycle among the selected
edges in S. The disjoint sets are used to verify this condition. The algorithm
maintains an invariant where the nodes of each tree form disjoint sets. The
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nodes that belong to the same sets are connected by a path of edges selected
by Kruskal’s algorithm. To test whether the addition of an edge (i, j) creates
a cycle, the algorithm checks whether the nodes i and j belong to the same
disjoint set. If not, the edge is selected and the disjoint sets that contain i and
j are united.

Let T (G) be the minimum spanning tree of the graph G = 〈V,E〉. Let Te(G)
be the minimum spanning tree of G for which the presence of the edge e is
imposed. The reduced cost of the edge e, denoted w̃(e), is the cost of using e
in the spanning tree: w̃(e) = w(Te(G)) − w(T (G)). The reduced cost w̃(e) of
an edge e = (i, j) ∈ E can be computed by finding the edge s with the largest
weight lying on the unique path between nodes i and j in T (G). We obtain
w̃(e) = w(e) − w(s) [26].

A spanning forest of a graph G = 〈V,E〉 is a collection of trees whose edges
belong to E and whose nodes span V . The weight of a forest is the sum of the
weights of its trees. A minimum spanning forest of m trees is a spanning forest of
m trees whose weight is minimum. Kruskal’s algorithm can be adapted to find
a spanning forest. One simply needs to prematurely stop the algorithm after
finding m trees, i.e. after |V | − m unions.

2.5 Cartesian Tree

The Path Maximum Query problem is defined as follows: Given a weighted tree
T = (V,E,w) and two nodes u, v ∈ V , find the edge with the largest weight that
lies on the unique path connecting u to v in T . This problem can be solved with
a simple traversal of the tree in O(|E|) time. The offline version of the problem
is defined as follows. Given a weighted tree T = 〈V,E,w〉 and a set of queries
Q = {(u1, v1), . . . , (u|Q|, v|Q|)}, find for each query (ui, vi) ∈ Q the edge with
the largest weight that lies on the unique path connecting ui to vi in T . This
problem can be solved in O(|E|+ |Q|) time using a Cartesian tree as we explain
below.

A Cartesian tree TC of a tree T = 〈V,E,w〉 is a rooted binary, and possi-
bly unbalanced, tree with |V | leaves and |E| inner nodes. It can be recursively
constructed following Demaine et al. [27]. The Cartesian tree of a tree contain-
ing a single node and no edge (|V | = 1 and |E| = 0) is a node correspond-
ing to the unique node in V . If the tree T has more than one node, the root
of its Cartesian tree corresponds to the edge with the largest weight denoted
emax = argmaxe∈E w(e). The left and right children correspond to the Carte-
sian trees of each of the two trees in E \ {emax}. Finding the largest edge on a
path between ui and vi in T is equivalent to finding the lowest common ances-
tor of u and v in the Cartesian tree TC . The Cartesian tree can be created in
O(|V |) time after sorting the edges in preprocessing [27]. Tarjan’s off-line lowest
common ancestor algorithm [23] takes as input the Cartesian tree TC and the
queries Q and returns the lowest common ancestor of each query in Q, i.e. the
edge with largest weight lying on the path from ui to vi in T for each i. When
implemented with the disjoint set data structure by Gabow and Tarjan [28], the
algorithm has a complexity of O(|V | + |Q|).
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2.6 1-Tree Relaxation

Held and Karp [2] introduce the 1-tree relaxation to solve the travelling sales-
man problem that Benchimol et al. [19] use to filter the WeightedCircuit con-
straint. The relaxation partitions the edges E into two disjoint subsets: the subset
of edges connected to the depot D, denoted ED = {(i, j) ∈ E | i = D ∨ j = D},
and the other edges denoted EO = E \ED. A solution to the travelling salesman
problem is a cycle and therefore has two edges in ED and the remaining edges in
EO form a simple path. In order to obtain a lower bound on the weight of this
cycle, Held and Karp [2] select the two edges in ED that have the smallest weights
and compute the minimum spanning tree of the graph G′ = 〈V \ {D}, EO〉. The
weight of the two selected edges in ED plus the weight of the minimum spanning
tree gives a lower bound on the distance travelled by the salesman. This relax-
ation is valid since a simple path is a tree and therefore, the minimum spanning
tree’s weight is no more than the simple path’s weight.

3 Introducing WeightedCircuitsLmax

We introduce the constraint WeightedCircuitsLmax that encodes the m cir-
cuits of the salesman that start from the depot D, visit all cities once, and return
to the depot. All circuits have a length bounded by Lmax.

WeightedCircuitsLmax([S0, . . . , Sm−1],
[N0, . . . , Nn−2], d[0, . . . , n − 1][0, . . . , n − 1], Lmax)

(1)

The variable Sk is the first city visited by the salesman k. The variable Ni

is the next city visited after city i. The symmetric matrix parameter d provides
the distances between all pairs of cities. The variable Lmax is an upper bound on
the lengths of all circuits. The constraint WeightedCircuitsLmax is designed
to be compatible with the Circuit constraint in order to take advantage of
its filtering algorithms. For that reason, the value associated to the depot is
duplicated m times. Each salesman returns to a different copy of the depot. The
integers from 0 to n − 2 represent the n − 1 cities and the integers from n − 1 to
n+m−2 represent the depot. If Ni ≤ n−2, the salesman visit city Ni after city i.
If n−1 ≤ Ni, the salesman returns to the depot after visiting city i. Consequently,
we have dom(Sk) ⊆ {0, . . . , n − 2} and dom(Ni) ⊆ {0, . . . , n + m − 2}.

While using the constraint WeightedCircuitsLmaxone can post the con-
straint Circuit([N0, . . . , Nn−2, S0, . . . , Sm−1]) to complement the filtering of the
WeightedCircuitsLmax constraint. The filtering algorithms we present in
Sects. 4 and 5 for the WeightedCircuitsLmax constraint are based on the
cost Lmax. On the other hand, the filtering algorithms of Circuit constraints
are based on the structure of the graph. The filtering algorithms are complemen-
tary.

Circuit is a special case of WeightedCircuitsLmax where m = 1 and
Lmax = ∞. Enforcing domain consistency on circuit is NP-Hard [14]. Therefore,
enforcing domain consistency on WeightedCircuitsLmax is NP-Hard.
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4 1-Forest Relaxation

We now describe a relaxation of the WeightedCircuitsLmax constraint. We
introduce two relaxations to the WeightedCircuitsLmax constraint. These
relaxations are used to compute a bound on the length of the longest cycle
and to filter the starting variables Si and the next variables Ni. As seen in the
previous section, it is possible to use the WeightedCircuitsLmax constraint
in conjunction with the Circuit constraint. The filtering algorithm that we
present is added to the filtering that is already done by the Circuit constraint.

4.1 Relaxation

The domains of the variables Si and Ni encode the following graph that we
denote G. Let the vertices be V = {0, . . . , n−1} where the depot is the node D =
n− 1. Let the edges E = ED ∪EO be partitioned into two sets. The set of edges
adjacent to the depot ED = {(D, i) | max(dom(Ni)) ≥ n − 1} ∪ ⋃m−1

k=0 dom(Sk)
and the edges that are not adjacent to the depot EO = {(i, j) | i < j ∧ (i ∈
dom(Nj)∨j ∈ dom(Ni))}. The weight of an edge is given by the distance matrix
w(i, j) = d[i][j].

We generalize the 1-tree relaxation to handle multiple cycles passing by a
unique depot D. We call this generalization the 1-forest. Rather than choosing
2 edges in ED, we choose the m shortest edges a0, . . . , am−1 ∈ ED. We do
not choose the 2m shortest edges because there could be a salesman that goes
back and forth to a node v using twice the edge ev,D. Choosing 2m different
edges is therefore not a valid lower bound. Rather than computing the minimum
spanning tree with the edges in EO, we compute the minimum spanning forest
of m trees T0, . . . , Tm−1 using the edges in EO. Then, Lmax has to be greater
than or equal to the average cost of the trees. The lower bound on Lmax is given
by c([a0, . . . , am−1], [T0, . . . , Tm−1]).

c([a0, . . . , am−1], [T0, . . . , Tm−1]) =
1
m

(

2
m−1∑

i=0

w(ai) +
m−1∑

i=0

w(Ti)

)

(2)

We show the validity of this relaxation.

Theorem 1. c([a0, . . . , am−1], [T0, . . . , Tm−1]) is a lower bound on Lmax for the
constraint WeightedCircuitsLmax([S0, . . . , Sm−1], [N1, . . . , Nn−1], d[0, . . . ,
n − 1][0, . . . , n − 1], Lmax).

Proof. Consider a solution to the constraint where the length of the longest
circuit is minimized. Let ES

D ⊆ ED be the edges of the circuits connected to the
depot and let ES

O ⊆ EO be the other edges.
There are 2 edges by circuit going or returning to the depot (with the possi-

bility of duplicates for salesmen visiting a single city). Therefore, there are 2m
edges in ES

D, counting duplicates. A lower bound for the cost of the edges in ES
D

is twice the cost of the m shortest edges in ED.
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The edges in ES
O form a forest of m trees. Hence, a lower bound of the cost

of the edges in ES
O is the cost of a minimum forest of m trees Ti.

c([a0, . . . , am−1], [T0, . . . , Tm−1]) =
1
m

(

2
m−1∑

i=0

w(ai) +
m−1∑

i=0

w(Ti)

)

≤ 1
m

⎛

⎝
∑

eD,i∈ES
D

w(eD,i) +
∑

ei,j∈ES
O

w(ei,j)

⎞

⎠

Since the average cost per salesman is smaller than or equal to the maximum
cost, we obtain: c([a0, . . . , am−1], [T0, . . . , Tm−1]) ≤ Lmax. �

The algorithm to compute c([a0, . . . , am−1], [T0, . . . , Tm−1]) works as follows.
First, we pick the m smallest edges in ED. Then, we compute a forest of m trees
with Kruskal’s algorithm in O(|E| log |V |) time.

4.2 Filtering the Edges in ED

We want to filter the edges e = (D, i) in ED that are not selected by the relax-
ation. We want to know whether c([a0, . . . , am−2, e], [T0, . . . , Tm−1]) is greater
than Lmax. If it is the case, then e cannot be in the solution because the cost of
using this edge is too large. The filtering rule (3) removes i+m from the domain
of all starting time variable Sk and removes all values associated to the depot
from the domain of Ni.

c([a0, . . . , am−1, ],[T0, . . . , Tm−1]) +
1
m
(w(e) − w(am−1)) > max(dom(Lmax))

=⇒ Sk �= i ∧ Ni < n − 1 ∀ k ∈ {0, . . . , m − 1}
(3)

4.3 Filtering the Edges in EO

We want to decide whether there exists a support for the edge e = (i, j) in EO.
In other words, we want to find a forest of m trees T ′

0, . . . , T
′
m−1 that contains e

such that c([a0, . . . , am−1, ], [T ′
0, . . . , T

′
m−1]) is no greater than max(dom(Lmax)).

If e belongs to the trees T0, . . . , Tm−1 computed in Sect. 4.1, e has as support
and should not be filtered. Otherwise, there are two possible scenarios: the nodes
i and j belong to the same tree in T0, . . . , Tm−1 or they do not.

Same Tree Tβ. Given the edge e = (i, j), if nodes i and j belong to a tree Tβ ,
the cost of adding the edge e is equal to its reduced cost w̃(e) (see Sect. 2.4),
i.e. the weight w(e) minus the largest weight of an edge lying on the unique
path in Tβ between i and j. If c([a0, . . . , am−1, ], [T0, . . . , Tm−1])+ w̃(e) is greater
than max(dom(Lmax)), then edge e must be filtered out from the graph, i.e. i is
removed from the domain of Nj and j is removed from the domain of Ni.

To efficiently compute the reduced costs, we construct a Cartesian tree (see
Sect. 2.5) for each tree in T0, . . . , Tm−1 in O(|V |) time. For each edge e = (i, j)
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such that i and j belong to the same tree, we create a query to find the edge with
the largest weight between i and j in the tree. Tarjan’s off-line lowest common
ancestor algorithm [23] answers, in batches, all queries in time O(|V |+Q) where
Q is the number of queries. For each edge, we compute the reduced cost and
check whether filtering is needed.

Different Trees Tε, Tδ. If the nodes i and j of the edge e = (i, j) do not belong
to the same tree, adding the edge e to the trees T0, . . . , Tm−1 connects two trees
together. In order, to maintain the number of trees to m, one needs to remove an
edge from any tree. To minimize the weight of the trees, the edge e′ we remove
must be the one with the largest weight, i.e. the last edge selected by Kruskal’s
algorithm. We obtain the reduced cost w̃(e) = w(e) − w(e′). Using this reduced
cost, we filter the variables Ni as we did when the nodes i and j belong to the
same tree.

5 Clusters Relaxation

The 1-forest relaxation is fast to compute, but its bound is not always tight.
Counting twice the m shortest edges is less effective than counting the 2m edges
that could be in the circuits. Moreover, for m = 2 salesmen, if the solution has
a long and a short circuit, the bound lies between the length of both circuits.
In that case, the lower bound for the longest circuit is not tight. We refine the
1-forest relaxation to better capture the structure of the graph and to obtain a
tight bound on the longest cycle when all variables are assigned.

5.1 Relaxation

We consider the m trees {T0, . . . , Tm−1} as computed in the 1-forest relaxation.
Let C1, . . . , Cr be a partition of the trees into clusters such that the trees that
belong to the same cluster are connected with each other with edges in EO and
are not connected to the trees from the other clusters. Figure 1 shows an example
of three trees partitioned into two clusters. Note that the number of clusters r is
between 1 and m. In a solution, cities visited by a salesman necessarily belong
to the same cluster. We compute a lower bound on Lmax for each cluster and
keep the tightest bound.

We choose two edges eCα
1 and eCα

2 in ED for each cluster Cα. If the cluster
contains a single node v, we choose twice the edge ev,D, i.e. eCα

1 = eCα
2 = ev,D. If

the cluster contains more than one node, we choose the two shortest edges that
connect the depot to a node in the cluster. The weight of a cluster Cα, denoted
w(Cα), is the weight of the two chosen edges eCα

1 and eCα
2 and the weight of the

trees in the cluster.

w(Cα) =
∑

Tβ∈Cα

w(Tβ) + w(eCα
1 ) + w(eCα

2 )
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Fig. 1. Three trees grouped into two clusters. Edges that belong to a tree are in bold.

The nodes that belong to a cluster can be visited by a maximum of λ = m−r+1
salesmen. In such a case, the average length of a circuit is given by the weight
of the cluster divided by λ and it constitutes a valid lower bound of Lmax.

μ({C1, . . . , Cr}) = 1
λ
max
Cα

w(Cα) (4)

Theorem 2. μ({C1, . . . , Cr}) is a lower bound for Lmax.

Proof. Consider a solution to the constraint where the length of the longest
circuit is minimized. Let ES

D ⊆ ED be the edges of the circuits connected to the
depot and let ES

O ⊆ EO be the other edges.

μ({C1, . . . , Cr}) = 1
λ
max
Cα

⎛

⎝
∑

Tβ∈Cα

w(Tβ) + w(eCα
1 ) + w(eCα

2 )

⎞

⎠ (5)

≤ max
Cα

1
λ

⎛

⎜
⎜
⎝

∑

ei,j∈ES
O

i∈Cα

w(ei,j) +
∑

ei,D∈ES
D

i∈Cα

w(ei,D)

⎞

⎟
⎟
⎠ (6)

Let c denote the longest circuit. Since the longest circuit is longer than or equal
to the average length circuit, we obtain:

≤
∑

ei,j∈ES
O

i∈c

w(ei,j) +
∑

ei,D∈ES
D

i∈c

w(ei,D) (7)

≤ Lmax (8)

�
To compute the lower bound μ({C1, . . . , Cr}), we need to compute the clus-

ters and select edges from EO. To do so, we adapt Kruskal’s algorithm as shown
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Algorithm 1. ComputeClusters(G,m)
Data: G = (V,E), m, the number of salesmen
Result: num_nodes_Eo, the number of nodes by clusters, max_edge_Eo, the

longest edge of each cluster, weight_Eothe weight of each cluster
begin

trees ← DisjointsSets(|V |)
clusters ← DisjointsSets(|V |)
num_clusters ← |V |
for i = 0..|V | − 1 do

weight_Eo[i] ← 0
max_edge_Eo[i] ← 0
num_nodes_Eo[i] ← 1

for e = (i, j) ∈ E in non-decreasing order of weight do
vi ← clusters.Find(i)
vj ← clusters.Find(j)
if vi �= vj then

if num_clusters < |V | − m then
vf ← trees.Union(vi, vj)

vf ← clusters.Union(v1, v2)
num_clusters ← num_clusters − 1

1 weight_Eo[vf ] ← weight_Eo[v1] + weight_Eo[v2]
2 max_edge_Eo[vf ] ← w(e)

num_nodes_Eo[vf ] ← num_nodes_Eo[v1] + num_nodes_Eo[v2]

return weight_Eo,max_edge_Eo, num_nodes_Eo

in Algorithm1. Kruskal already uses a disjoint set data structure where the
nodes of a tree are grouped into a set. We add another disjoint set data struc-
ture where the nodes of a cluster are grouped in a set. We process the edges in
non-decreasing order of weight. When processing the edge (i, j), if i and j belong
to two distinct clusters, we unite these clusters to form only one. The algorithm
also merges the tree that contains i with the tree that contains j, but only if
there are more than |V |−m trees in the current forest. While we create each set,
we keep three vectors that keep track of: the longest edge of each cluster, the
weight of each cluster, and the number of nodes in each cluster. As for Kruskal’s
algorithm, the running time complexity is dominated by sorting the edges by
weight which is done in O(|E| log |V |).

Using the clusters computed by Algorithm 1, Algorithm2 selects the edges
from ED by processing the edges in non-decreasing order of weight. When pro-
cessing the edge (i,D), the algorithm finds the cluster that contains the node i.
It selects the edge (i,D) only if fewer than two edges were selected for the cluster
that contains i. Lines 1 and 2 update the sum of the weights of the selected edges
for that cluster and the largest edge selected for the cluster. This information
will be used later in the filtering algorithm. The second for loop checks whether
there are clusters linked to the depot with a single edge. If it is the case and
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Algorithm 2. ComputeEdgesFromED(ED,num_nodes_Eo)
Data: ED, num_nodes_Eo
Result: max_weight_Ed, weight_Ed, num_edges_Ed
for i = 1..n − 1 do

max_weight_Ed[i] ← 0
weight_Ed[i] ← 0
num_edges_Ed[i] ← 0

for (i,D) ∈ ED in non-decreasing order of weight do
vi ← clusters.Find(i)
if num_edges_Ed[vi] < 2 then

weight_Ed[vi] ← weight_Ed[vi] + w(e)
num_edges_Ed[vi] ← num_edges_Ed[vi] + 1
max_weight_Ed[vi] ← w(e)

for i = 0..n − 1 do
rep ←clusters.Find(i)
if rep = i then

if num_edges_Ed[i] = 1 ∧ num_nodes_Eo[i] > 1 then
weight_Ed[i] ← 2 × weight_Ed[i]

else if num_edges_Ed[i] < 2 then Fail
return max_weight_Ed, weight_Ed

the cluster contains only one node, we make that edge count for double. If the
cluster has more than one node, the constraint is unsatisfiable.

To compute a lower bound on Lmax, we go through each cluster C. In (4), the
summation is given by the entry of the vector weight_Eo corresponding to the
cluster Cα as computed by Algorithm1. The weight of the edges w(eCα

1 )+w(eCα
2 )

is given by the entry in the vector weight_Ed corresponding to the cluster Cα.
Overall, the cluster relaxation complements the 1-forest relaxation as follows.

At the top of the search tree, when variable domains contain many values, this
cluster relaxation is not as tight as the 1-forest relaxation. There are very few
clusters and the cluster relaxation only selects two edges per cluster in the set
ED while the 1-forest relaxation selects m edges no matter how many clusters
there are. However, as the search progresses down the search tree, there are
fewer values in the domains and more clusters. Computing the maximum cycle
per cluster becomes more advantageous than computing the average tree of the
1-forest relaxation. The cluster relaxation provides an exact bound when all
variables are instantiated, which is not the case for the 1-forest relaxation.

5.2 Filtering the Edges in ED

We filter the edges in ED based on the cluster relaxation as follows. Let Cα(i)

be the cluster that contains the node i. For each edge e = (D, i) ∈ ED, we check
whether 1

λ

(
w(Cα) − e

Cα(i)
2 + w(e)

)
≤ Lmax. In other words, we check whether
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substituting the edge e
Cα(i)
2 by e induces a cost that is still below the desired

threshold. If not, we remove i from the domain of Sk for all k ∈ {0, . . . , m − 1}
and we remove D from the domain of Ni.

5.3 Filtering the Edges in EO

As for the 1-forest relaxation, we filter edges in EO differently depending they
connect two nodes of the same tree or from different trees.

Same Tree: Consider an edge e = (i, j) such that i and j belong to the same
tree and the same cluster that we denote Cα(i). We compute the reduced cost
w̃(e), using a Cartesian tree, exactly as we do for the 1-forest relaxation in
Sect. 4.3. If the inequality w(Cα(i)) + w̃(e) ≤ max(dom(Lmax)) does not hold,
we remove i from the domain of Nj and remove j from the domain of Ni.

Different Trees: Consider an edge e = (i, j) such that i and j do not belong
to the same tree. However, by definition of a cluster, i and j belong to the same
cluster that we denote Cα(i). Let e′ be the edge with the largest weight in a tree
of the cluster Cα(i), i.e. the last edge selected by Algorithm 1. We can substitute
e′ by e without changing the number of trees. The reduced cost of edge e is
w̃(e) = w(e) − w(e′). If w(Cα(i)) + w̃(e) > max(dom(Lmax)), we remove i from
the domain of Nj and remove j from the domain of Ni.

6 Special Filtering Cases

There exist conditions when the filtering algorithm, whether it is based on the 1-
forest or the cluster relaxation, does not do any pruning. Some of these conditions
are easy to detect and can prevent useless executions of the filtering algorithms.

We consider two consecutive executions of the filtering algorithm. The second
execution is either triggered by the instantiation of a variable or by constraint
propagation. We check which values are removed from the domains between
both executions. The removal of these values can trigger further filtering in two
situations:

1. The upper bound of dom(Lmax) is filtered;
2. An edge selected by the 1-forest or the cluster relaxation is filtered;

In situation 1, the edges selected by the 1-forest and cluster relaxations
remain unchanged. However, it is possible that the reduced cost of some edges
are too large for the new bound on Lmax and that these edges need to be filtered.
In such a case, we do not need to recompute the relaxation nor the Cartesian
trees, but we need to check whether the reduced cost of each edge is too high.

In situation 2, the trees and the clusters must be recomputed and the filtering
algorithm needs to be executed entirely. If neither situation 1 nor 2 occurs, for
instance if only an edge in EO that does not belong to a tree is filtered, no
filtering needs to be done and the algorithm does not need to be executed.
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Fig. 2. Model 1 for the m-TSP.

7 Experiments

We solve the m-TSP problem as defined in Sect. 2.1. We compare two differ-
ent models in our experimentation. The model 1 is presented in Fig. 2. The
variable Sv indicates the starting address for the salesman v. The variable Nv

indicates the address visited after address v. The integers between 0 and n − 2
represent the addresses while the integers from n − 1 to n + m − 2 represent
the arrival at the depot. The variable D[v] encodes the remaining distance
that a salesman needs to travel to reach the depot from address v. The con-
straint element connects the distance variables D[v] with the next variables
Nv. The model 2 is based on model 1 that we augment with the constraint
WeightedCircuitsLmax(S0, . . . , Sm−1, N1, . . . , Nn, d′, Lmax). In the model,
we make sure that the distance matrix can report the distances with the dupli-
cates of the depot. We define the matrix d′[i][j] = d[min(i, n− 1)][min(j, n− 1)].

Both models use the circuit constraint to exploit the graph’s structure and
to achieve a strong strucural filtering. In addition, Model 2 uses the Weighted-
CircuitsLmax constraint to perform an optimality filtering that is based on the
bound of the objective function. Our experiments aim at showing the advantage
the new algorithms offer by performing optimality filtering.

We use instances from the m-TSP benchmark developed by Necula et al. [29].
We also generate instances of {10, 20, 50} addresses in Quebec City with uni-
formly distributed longitude in [−71.20, −71.51] and latitude in [46.74, 46.95]
with the shortest driving time as the distance between the addresses. Experi-
ments are run on a MacBook Pro with a 2.7GHz Intel Core i5 processor and
8Gb of memory with the solver Choco 4.0.6 compiled with Java 8. We select
the variable Ni and assign it to value j such that the distance d(i, j) is minimal.
However, other heuristics could have been used [30]. We report the best solution
found after a 10-min timeout.
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7.1 Result and Discussion

The first experiment aims to determine which relaxation should be used: the
1-forest relaxation, the cluster relaxation, or both. We solved random instances
with 10 addresses with 1, 2, and 3 salesmen using model 2. Figure 3a shows that
the cluster relaxation is better than the 1-forest relaxation. However, all instances
except one were solved faster when combining both relaxations. For this reason,
for model 2, we combine both relaxations for the rest of the experiments.
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Fig. 3. Comparison of model 1 (without the WeightedCircuitsLmax) and model 2
(with WeightedCircuitsLmax) for instances with random addresses in Quebec City.

We compare model 1 against model 2. Figure 3b and c present the objective
function obtained by both models after 10min with instances of 20 and 50 ran-
dom addresses. Since we minimize, a point under the identity function indicates
that model 2 finds a better solution. No solutions were proved optimal. However,
we clearly see that model 2 finds better solutions and the gap increases as the
number of salesmen increase. As shown on Fig. 3d, for instances where solutions
of equivalent quality are returned by both models, model 2 finds the solution
faster in most of the cases.
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Some instances with 10 addresses are solved to optimality. Figure 3e reports
the solving times for these instances and model 2 is clearly faster. For unsolved
instances, both models return the same solutions (without proving their opti-
mality). Figure 3f shows that model 2 returns the solution instantaneously.

Table 1 compares models 1 and 2 using a standard benchmark from [29].
Model 2 either finds a better solution or finds an equivalent solution faster for
all instances.

Table 1. Result for TSPLIB instances

Model 1 Model 2
Instances n m Lmax Time last

solution
Lmax Time last

solution

Eil51 51 1 2307 6.0 2307 1.5
51 2 1183 13.9 1183 1.4
51 3 1906 0.5 1183 0.1
51 5 638 0.1 631 211.2
51 7 486 591.2 457 130

Berlin52 52 1 41534 3.1 41276 175.3
52 2 32316 599.6 20979 164.4
52 3 14629 599.3 14457 40.6
52 5 14543 599.4 13986 42.5
52 7 9668 347.4 9668 0.5

Eil76 76 1 3459 497.1 3458 307.0
76 2 3284 1.8 3278 466.7
76 3 2989 561.4 2988 375.2
76 5 847 585.7 730 578.9
76 7 651 34.9 651 0.3

Rat99 99 1 12093 68.8 12084 213.9
99 2 11946 69.1 11937 343.4
99 3 11881 78.2 11872 298.6
99 5 11863 64.9 11854 372.9
99 7 11813 108.4 11804 325.9

8 Conclusion

We presented a constraint that models the m-travelling salesmen problem. We
proposed two complementary filtering algorithms based on two relaxations.
Experiments show that these filtering algorithms improve the solving times and
the quality of the solutions. In future work, inspired from [19], we would like to
use additive bounding to reinforce the relaxations. We also want to consider the
number of salesman m as a variable instead of a parameter.
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Abstract. This paper presents a local search framework for construct-
ing and improving relaxed decision diagrams (DDs). The framework con-
sists of a set of elementary DD manipulation operations including a redi-
rect operation introduced in this paper and a general algorithmic scheme.
We show that the framework can be used to reproduce several standard
DD compilation schemes and to create new compilation and improvement
strategies. In computational experiments for the 0–1 knapsack problem,
the multidimensional knapsack problem and the set covering problem we
compare different compilation methods. It turns out that a new strategy
based on the local search framework consistently yields better bounds,
in many cases far better bounds, for limited-width DDs than previously
published heuristic strategies.

1 Introduction

Relaxed decision diagrams are pivotal components in the use of decision diagrams
for optimization [6]. In particular, they provide an adjustable approximation of
the solution space of a discrete optimization problem, supplying optimization
bounds for combinatorial problems [4,5,8] as well as serving as a constraint store
in constraint programming approaches [2,9]. The strength of these bounds, and
the speed at which they can be generated, are critical for the success of this area.

Previous methods for compiling relaxed decision diagrams, such as incre-
mental refinement [9] and top-down-merging [8], can be viewed as construction
heuristics that stop when a given limit on the size of the diagram is reached.
Typically these approaches emphasize the quality of the resulting optimization
bound by either (i) determining a good variable ordering [4]; (ii) by heuristically
selecting nodes to split [9]; or (iii) by heuristically selecting nodes to merge [8].
Recently, however, Bergman and Cire [7] proposed to consider the problem of
compiling a relaxed decision diagram as an optimization problem, specifically
by considering a mixed-integer linear programming formulation. While this app-
roach may be useful for benchmarking heuristic compilation methods, its com-
putational costs are too high for any practical application.
c© Springer International Publishing AG, part of Springer Nature 2018
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Contributions. We present a local search framework that serves as a general
scheme for the design of relaxed decision diagram compilation strategies. In par-
ticular, we focus on obtaining strong bounds within an acceptable computation
time. As in local search methods for combinatorial optimization (see, e.g., [1]),
the key ingredients of the framework are a set of “local” operations for obtain-
ing new diagrams from modifications of other diagrams (similar to the concept
of neighborhood), as well as strategies for guiding the local search. We identify
three elementary local operations, from which two (node splitting and merging)
have been used in previous works, and one (arc redirection) is introduced in
this paper. We demonstrate that several published compilation methods can be
cast in our local search framework, and demonstrate how it allows the design of
new compilation strategies for relaxed diagrams. In this context, we propose a
novel compilation strategy and provide a set of computational experiments with
instances of the 0–1 knapsack problem, the multidimensional knapsack problem,
and the set covering problem. The new compilation strategy can lead to consid-
erably stronger relaxations than those obtained with standard techniques in the
literature, often with faster computational times.

The remainder of the paper is organized as follows. In Sect. 2 we introduce
decision diagrams and the notation used in this paper. Section 3 describes a set
of local operations, and Sect. 4 presents the generic algorithmic scheme along
with a new compilation strategy. Section 5 discusses a preliminary experimental
evaluation, and a conclusion is provided in Sect. 6.

2 Preliminaries

A decision diagram (DD) M = (N ,A) is a layered acyclic arc-weighted digraph
with node set N and arc set A. The paths in M encode solutions to a dis-
crete optimization problem associated with a maximization objective and an n-
dimensional vector of decision variables x1, . . . , xn ∈ Z. To this end, the node set
N is partitioned into n+1 layers L1, . . . , Ln+1, where L1 = {r} and Ln+1 = {t}
for a root node r and a terminal node t. Each node u ∈ N belongs to the layer
�(u) ∈ {1, . . . , n + 1}, i.e., Li = {u | �(u) = i}. An arc a = (us(a), ut(a)) has a
source us(a) and a target ut(a) with � (ut(a)) − � (us(a)) = 1, i.e., arcs connect
nodes in adjacent layers. Each arc a is associated with a value d(a) which repre-
sents the assignment xus(a) = d(a). Thus, an arc-specified path p = (a1, . . . , an)
starting from r and ending at t encodes the solution x(p) = (d(a1), . . . , d(an)).
Moreover, each arc a has length v(a);

∑n
i=1 v(ai) provides the length of path p.

A DD M is relaxed with respect to a discrete maximization problem if (i)
every feasible solution to the problem is associated with some path in M; and
(ii) the length of a path p is an upper bound to the objective function value of
x(p). The longest path in M therefore provides an upper bound to the optimal
solution value of the discrete optimization problem.

We consider the framework proposed by Bergman et al. [5] for manipulating
relaxed DDs. Namely, the discrete problem is formulated as a dynamic program,
where each node u ∈ N refers to a state s(u), an arc a represents a transition
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from a source state ss(a) := s(us(a)) to a target state st(a) := s(ut(a)) according
to the action d(a), and an arc length v(a) represents the transition reward of a. If
during construction the DD exceeds a maximum number of nodes per layer (i.e.,
its maximum width), nodes are merged and their states according to a problem-
specific merge operator ⊕. Such an operator must ensure that the resulting M
is a valid relaxation (we refer to examples of operators in [5]).

Example 1. The DDs in Fig. 1 are examples of relaxed DD for the knapsack
problem max{4x1 + 3x2 + 2x3 : 3x1 + 2x2 + 2x3 ≤ 5, x ∈ {0, 1}3}. The dashed
and solid arcs represent arc values 0 and 1, respectively. Arc lengths are depicted
by the number above the arcs; the dashed arcs always have the length 0. The
longest paths of the diagrams are represented by the quantity “LP” below each
figure. We also depict the state of each node within the circles, in this case the
current weight of the knapsack; the merge operator applied in the example is
the minimum operator.

Fig. 1. Example DDs for knapsack problem illustrating operation RedirectArc.

3 Local Operations on Decision Diagrams

The standard compilation procedures for relaxed decision diagrams can be alter-
natively viewed as a sequence of elementary local operations applied to a given
DD M. For the purposes of our framework, we define three of such operations
below. The first two can be found in the literature, while the third operation is
proposed in this paper.

SplitNode. The operation SplitNode is key in the incremental refinement algo-
rithm for compiling relaxed DDs proposed in [9]. Such an algorithm starts with a
trivial relaxed DD with one node per layer. It then splits nodes one by one so as
to improve the approximation, observing that the maximum width is satisfied.

Formally, the operation splits a node u ∈ N according to a given partition
{E1, . . . , Em} of the incoming arcs at u. First, m − 1 new nodes are created on
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layer �(u) of M. Then, the arcs in each of the sets E2 to Em are redirected to
one of the new nodes; the arcs in E1 remain pointing to u. Finally, the outgoing
arcs of node u are copied to the new nodes, that is, for each out-arc a of u, an
out-arc a′ is added to each new node u′ with ut(a′) = ut(a) and v(a′) = v(a).
This operation increases the width of a layer by m − 1.

MergeNodes. The operation MergeNodes is key to the top-down compilation
algorithm proposed in [8]. Such an algorithm constructs a DD M one layer at
a time, starting at L1 and expanding layer i before starting layer i + 1, for
i = 2, . . . , n. If layer i exceeds the maximum width, nodes are merged and their
states are replaced according to the operator ⊕ as described previously.

Formally, the operation merges a set of nodes U = {u1, . . . , um} on the same
layer l by first redirecting all incoming arcs from the nodes U \ u1 to node u1,
and by then deleting the nodes in U \ {u1} along with their outgoing arcs. The
operation MergeNodes reduces the width of a layer by m − 1.

RedirectArc. The operation RedirectArc changes the target ut(a) of a given
arc a to an existing node u on the same layer, that is, �(u) = �(ut(a)). The
number of nodes in a decision diagram remains unchanged.

Intuitively, redirecting an arc a may strengthen the information at its ini-
tial target node since it reduces the number of states that are relaxed in that
node. Nonetheless, it may further relax its new target since it adds an incoming
arc to u, thereby forcing an additional application of ⊕. In general, carefully
selecting the target node u for the redirection is crucial for the efficiency of this
operation. Given that u is selected from w nodes in the target layer, the com-
plexity of RedirectArc is O(w) ∗ CompStates where CompStates is a state
comparison operation.

Example 2. Figure 1 depicts an example of arc redirection and its impact on the
quality of the bound. In particular, the dashed arc on the right-most node of
layer L2 is redirected, which changes the state of the node and the underlying
cost of the longest path.

Some notes concerning the operations above are in order. Applying a local
manipulation to a DD induces changes to the states of the involved nodes, as
well as on the nodes of subsequent layers. On the one hand, the new target
states may become infeasible with respect to the underlying dynamic program,
in which case the corresponding arcs are removed from the DD (i.e., filtered).
On the other hand, the converse is also true: After a RedirectArc, arcs that
were filtered before may be added back due to the new state of the target node,
so as to ensure that the modified DD is still a relaxation. These updating oper-
ations may be computationally expensive, thereby implying a trade-off between
the frequency of the updates and the quality of the relaxation one obtains.

4 Generic Local Search Scheme

We propose a local search framework for constructing relaxed DDs which alter-
nates local operations with node state updates. Namely, any valid compilation
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method is defined as a strategy that combines the operations described in Sect. 3
in a systematic way. This is typically written as an iterative procedure that can
be repeated until a stopping criterion is reached. To provide concrete examples,
we now show how three DD compilation methods from the literature can be
reproduced within this perspective. In addition, we present a new compilation
strategy using the operation RedirectArc that may improve the bound of a
given DD without affecting its maximum width.

As a first example, the incremental refinement algorithm presented in [9] is
an iterative sequence of SplitNodes, where the incoming arcs of a node are
partitioned according to a state distance threshold that decreases in each main
iteration. A filtering procedure is called after each sequence of modifications.

As a second example, consider the top-down merging algorithm proposed in
[8]. The local search framework can be employed to reproduce its behavior as
follows. Starting with a trivial one-width relaxed DD, the algorithm proceeds one
layer at a time beginning at L1. The single node on each layer is first completely
split by consecutive applications of the operation SplitNode. If the resulting
number of nodes exceeds the maximum width, the operation MergeNodes is
applied by selecting nodes heuristically. Since this algorithm proceeds top-down,
no filtering is needed – a fact contributing to its time efficiency.

As a third example, the longest path trimming algorithm presented in [3] can
also be expressed in terms of the local search framework. The procedure starts
with a one-width DD. The SplitNode operation is then applied on the longest
path of the diagram in a top-down order. That is, the procedure partitions the
incoming arcs of each node into two sets: The first set contains the incoming arcs
that belongs to a longest path, and the second set contains all remaining arcs.
Finally, the algorithm removes the last arc on the (possibly infeasible) longest
path pointing to the terminal node; if otherwise the longest path is feasible, the
associated solution is optimal. No state updates are performed.

An important characteristic of all three algorithms above is that they are
constructive heuristics, i.e., they are performed until a certain limit on the DD
size is reached. In order to obtain an improvement heuristic, one needs to design
a local search strategy in which the size of the DD does not increase. Given
the local operations described above, we present a new compilation strategy in
Algorithm 1 that employs all three operations SplitNode, MergeNode, and
RedirectArc for this purpose.

Algorithm 1 first computes a set U of nodes on the longest path that may
be subject to a split operation. A node is u is a candidate for a split operation
if splitting results in at least one new node u′ for which s(u′) �= s(u). If the
longest path does not contain any such node, it defines an optimal solution to the
optimization problem. Otherwise, three steps are considered: The application of
local operations on the nodes on the longest path, the state updates, and the re-
computation of the longest path. In particular, the sequence of local operations
can be summarized in terms of the combined operations SplitAndRedirect

and MergeSplitAndRedirect, described below.



A Local Search Framework for Compiling Relaxed Decision Diagrams 517

Algorithm 1. Longest Path Splitting and Redirecting
Data: Decision Diagram M
Result: Manipulated Decision Diagram M

1 Compute the set U of nodes on the longest path to be split
2 while U is not empty and time limit not reached do
3 for u ∈ U ordered by layer do
4 if width(�(u)) < maximum width then
5 SplitAndRedirect(u, M)
6 else
7 MergeSplitAndRedirect(u, M)

8 Update M
9 Compute the set U of nodes on the longest path to be split

SplitAndRedirect. This combined operation first applies SplitNode to a given
node u. Namely, the incoming arcs of u are partitioned into two subsets: One
subset defined by the single arc that belongs to the longest path to u, and
another subset containing the remaining arcs. For each outgoing arc of the new
node u′ with the longest-path incoming arc, the operation RedirectArc is
executed. Different strategies for selecting the new target node of such arc can
be applied. For instance, we can consider all nodes for which the addition of the
new incoming arc does not modify the associated state. Alternatively, one could
also select a node that results in the smallest state change.

The rationale behind this redirection is that, after the split operation, the new
node u′ traversed by the longest path is likely to have a considerably different
state than the original node u. In such a case the target nodes of the outgoing
arcs of the original node u may not reflect the states resulting from applying
the transitions associated with the outgoing arcs of u′, and thus, it is effective
to find a target node that “better reflects” those target states.

MergeSplitAndRedirect. The operation MergeSplitAndRedirect is applied
when the limit on the width w in layer �(u) of a node u has already been reached.
In such a case, the procedure searches for a pair of nodes in layer �(u) which can
be merged without increasing the value of the longest path. If such a pair has
been found, these nodes are merged and the operation SplitAndRedirect is
applied to node u; otherwise neither the merge nor the split is performed.

Finally, we note that the strategies above can be changed in a straightforward
way to consider a maximum number of nodes in M instead of a maximum width
as a stopping criterion.

5 Experimental Results

In this section, we evaluate of our new local search strategy in instances of the 0–1
knapsack problem, multidimensional knapsack, and set covering. All experiments
were run on an Intel Core i5 with 12 GB RAM, single core, implemented in C++.
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For the 0–1 knapsack problem (KP), we apply it to the same 180 instances
used in [7], consisting of 15 and 20 items and varying ratios between the knap-
sack right-hand side and the sum of item weights. Figure 2 depicts the aver-
age percentage optimality gap (i.e., (upper bound - lower bound)/lower bound)
obtained with different DD construction approaches for a maximum width of 8.
The x-axis indicates the knapsack ratio parameter. We compared the IP-based
approach (IP) by [7], the proposed local search heuristic (LS), the top-down
merging (MinLP) from [8] based on longest paths, and the best bound from 50
random DD constructions (MinRANDOM). The figure suggests that LS yields
much stronger bounds than the standard approaches and, in almost all cases, it
even results in better bounds than the exact IP approach after 1,800 s. In about
50% of the instances for which the IP was solved to optimality, LS also found an
optimal solution. The local search takes less than half a second to be performed.

Fig. 2. Percentage gap × Scaled ratio (r × 10) for |I| = 15 (left) and |I| = 20 (right)
for a maximum width of 8

We now report results from additional experiments with KP, the multi-
dimensional knapsack problem (MKP), and the set covering problem (SCP). For
each problem class, the results depicted in Fig. 3 are averages over 15 instances
obtained as follows: For the KP, we generated 15 instances uniformly at random
with 1,000 items and with three different ratios (0.25, 0.5, 0.75). For the MKP,
we used 15 ORlib instances with 100 items, 5 dimensions and with three different
ratios (0.25, 0.5, 0.75). For the SCP, we generated 15 instances uniformly at ran-
dom with 2,000 variables, 150 constraints, and with three different bandwidths.
In the experiments, we compare four different compilation strategies using a time
limit of two minutes: The top-down merging (TD-M) from [8], a variant of the
longest-path-trimming strategy (LP-Trim) proposed in [3], and two variants of
the longest-path-splitting-and-redirecting strategy proposed in this paper: The
first variant (LP-SR) does not try to improve a DD having reached the maximum
width, while the second (LP-MSR) does.

The left-hand side of Fig. 3 shows the percentage optimality gap obtained
for different maximum DD widths. For both the KP and the MKP instances,
the figure suggests that the bound obtained with the new local search strategies
are far superior to the bounds obtained with the existing algorithms, while this
difference is much smaller for the SCP instances. The right-hand side shows
the development of the bounds over time. The plot illustrates that for the local
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search strategies, the rate of bound improvement decreases over time, but a
significant improvement can be obtained in a short amount of time. In addition,
the top-down merging (single blue dot) is fast compared to the strategies based
on the longest path, possibly since this strategy does not require any filtering or
state update mechanism.

Fig. 3. Bound vs width and time averaged over instance sets for three problem classes
(Color figure online)

6 Conclusions and Future Work

This paper presents the first generic framework for designing local search strate-
gies for compiling relaxed DDs. We describe a set of local operations that can
be performed within a DD, showing that several strategies from the literature
can be perceived as a combination of these different operations. We leverage this
new framework to present a new strategy based on an arc redirection operation,
also novel to the area. Computational results with three different problem classes
show that the new strategy often yields much superior bounds than previously
published strategies.



520 M. Römer et al.

This paper provides the basis for several future research opportunities. Since
relaxed DDs are an important component of several constraint programming and
optimization approaches, providing better bounds may make these approaches
more efficient. Furthermore, the new search strategy proposed in this paper is
relatively simple in terms of how the local operations are combined. More sophis-
ticated strategies, e.g., based on meta-heuristics such as variable neighborhood
search, are promising research directions.
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Abstract. We propose a way to derive symmetry breaking inequalities
for a mixed-integer programming (MIP) model from the Schreier-Sims
table of its formulation group. We then show how to consider only the
action of the formulation group onto a subset of the variables. Computa-
tional results show that this can lead to considerable speedups on some
classes of models.

1 Motivation

An optimization problem is symmetric if its variables can be permuted without
changing the structure of the problem. Even for relatively small cases, symmetric
optimization problems can be difficult to solve to proven optimality by tradi-
tional enumerative algorithms, as many subproblems in the enumeration tree
are isomorphic, forcing a wasteful duplication of effort. Symmetry has long been
recognized as a challenge for exact methods in constraint and integer program-
ming, and many different methods have been proposed in the literature, see for
example the surveys in [6,14].

A common source of symmetry in a model is the underlying presence of
identical objects. Let’s consider a MIP model in which a subset of variables,
say x1, . . . , xk, corresponds to k identical objects, e.g., the k colors in a classical
graph coloring model [8]. A natural way to get rid of the symmetry implied by
those objects, which is well known and widely used by modelers, is to add to the
formulation the following chain of static symmetry breaking inequalities:

x1 ≥ x2 ≥ . . . ≥ xk (1)

The validity of (4) can be easily proved as follows. If the k objects are iden-
tical, then G acts on x1, . . . , xk as the full symmetric group Sk, and thus all
those variables are in the same orbit. As such, we can always permute the vari-
ables such that the first is not less than the others, which means adding the
inequalities x1 ≥ xi for all i > 1. This effectively singles out variable x1. Still,
what is left is the full symmetric group Sk−1 on the k − 1 variables x2, . . . , xk.
We can apply the very same reasoning and add the inequalities x2 ≥ xi for all
i > 2. Repeating the same argument till the bitter end we get that we added all
inequalities of the form xi ≥ xj for all i > j, which is equivalent to the chain
above after removing the redundant ones.
c© Springer International Publishing AG, part of Springer Nature 2018
W.-J. van Hoeve (Ed.): CPAIOR 2018, LNCS 10848, pp. 521–529, 2018.
https://doi.org/10.1007/978-3-319-93031-2_37
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The effectiveness of such a simple symmetry handling technique can vary
significantly. In particular, it depends on the distribution of the feasible solutions
of the model: if many symmetric solutions lie on the hyperplanes xi = xi+1,
then the method is usually rather ineffective, and not competitive with other
more elaborate symmetry handling techniques, like isomorphism pruning [12,13]
and orbital branching [15]. On the other hand, if there are no solutions with
xi = xi+1, e.g. because the variables are linked by some all-different constraint,
then (4) is equivalent to a chain of strict inequalities, and all symmetry in the
model is effectively broken [17].

Example 1. Let’s consider a simple 2D packing model1, in which we have k
squares of size 10 × 10 and a container of size 10(k − 1) + 1 × 11. As no two
squares can fit vertically in the container, clearly only k − 1 squares can be put
into the container. A typical MIP model for this problem has a pair of continuous
variables (xi, yi) for each square, encoding the coordinates of, say, the lower-left
corner of the squares, plus Θ(k2) binary variables to encode the non-overlapping
constraints among squares. Now, because of the shape of the container, we can
assume that w.l.o.g. yi = 0 for all squares in any feasible solution, while clearly
xi �= xj for any two squares in any feasible solution. So adding the symmetry
breaking inequalities x1 ≥ x2 ≥ . . . ≥ xk effectively removes all the symmetries
from the formulation—and indeed works very well in practice with most solvers—
while adding the chain y1 ≥ y2 ≥ . . . ≥ yk is totally ineffective, and actually
harms the solution process as it still destroys the symmetry in the formulation,
preventing other symmetry handling methods to kick in. ��

The example above confirms that inequalities (4) might or might not be an
effective way to deal with symmetry in MIP. Still, there are cases in which they
outperform all other symmetry handling techniques, so the question is: can we
derive those static symmetry breaking inequalities from the model automati-
cally? The answer is positive, as it turns out that inequalities (4) are a special
case of a wider class of symmetry breaking inequalities that can be derived from
the so-called Schreier-Sims table [19], a basic tool in computational group theory.

The outline of the paper is as follows. In Sect. 2 we review the basic concepts
of group theory needed for our discussion, and define the Schreier-Sims represen-
tation of a group. In Sect. 3 we show how to use the Schreier-Sims table to derive
symmetry breaking inequalities, and present some extensions/improvements over
the basic method in Sect. 4. In Sect. 5 we outline an algorithm to actually com-
pute the table. Computational results are given in Sect. 6, with conclusions and
future directions of research drawn in Sect. 7.

2 The Schreier-Sims Table

We follow the description of the Schreier-Sims [18,19] representation given
in [12]. Let G be a permutation group on the ground set N = {1, . . . , n}. A

1 This is a much simplified version of the pigeon models [2] in MIPLIB 2010 [9].
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permutation g ∈ G is represented by an n-vector, with g[i] being the image of i
under g. Consider the following chain of (nested) subgroups of G:

G0 = G

G1 = {g ∈ G0| g[1] = 1}
G2 = {g ∈ G1| g[2] = 2}
. . .

Gn = {g ∈ Gn−1| g[n] = n} (2)

In other words, Gi is the stabilizer of i in Gi−1. Note that no such subgroup
is empty, as the identity permutation is always contained in all Gi. For each
i = 1, . . . , n, let orb(i, Gi−1) = {j1, . . . , jp} be the orbit of i under Gi−1, i.e.,
the set of elements onto which i can be mapped according to Gi−1. Note that
the orbit is never empty, as it always contains at least i. By definition, for each
element jk of the orbit there exists a permutation in Gi−1 mapping i to jk, and
let hi,jk be any such permutation. Let Ui = {hi,j1 , . . . , hi,jp} be the set of these
permutations, called coset representatives. Again, Ui is never empty. We can
arrange the permutations in the sets Ui in an n × n table T , with:

Ti,j =

{
hi,j if j ∈ orb(i, Gi−1)
∅ otherwise

(3)

The table T is called the Schreier-Sims representation of G. The most basic
property of the table is that the set of permutations stored in the table form a
set of strong generators for the group G, i.e., any permutation of g ∈ G can be
expressed as a product of at most n permutations in the set. It is also worth
noting that the Schreier-Sims table not only provides a set of strong generators
for G but also for all the nested subgroups Gi: indeed, a set of strong generators
for Gi is obtained by taking all permutations in the table with row index k ≥ i.

Example 2. Let’s consider the simple permutation group G of the symmetries of
the 2×2 square, with cells numbered top to bottom and left to right. G contains
8 permutations. The corresponding Schreier-Sims table is depicted below, where
each permutation is written in cycle notation, and i is the identity. Note that
G is not equal to S4 because, e.g., no permutation exists maps cell 2 to cell 4
without affecting cell 1 as well.

1 2 3 4
1 i (1 2)(3 4) (1 3)(2 4) (1 4)(3 2)
2 i (2 3)
3 i
4 i ��

Note that the Schreier-Sims table is always upper triangular, and it is fully
dense iff G = Sn, so constructing the table is sufficient to detect whether a group
G is the full symmetric group Sn. Given an arbitrary set of generators for G,
the Schreier-Sims table can be constructed in polynomial time (more details are
given in Sect. 5).
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3 Deriving Symmetry Breaking Inequalities

Consider a MIP model P with n variables and let G = 〈g1, . . . , gr〉 be its for-
mulation symmetry group, i.e., the group of permutations of the variables that
lead to an equivalent formulation, see [11,12] for a formal definition. Let T be
the Schreier-Sims representation of G. Then it follows that:

Theorem 1. The set of symmetry breaking inequalities xi ≥ xj for all Tij �= ∅
is valid for P .

Proof. The proof is a simple generalization of the argument used to prove the
validity of chain (4). Let us consider the orbit O1 of variable x1 according to G.
By definition we can always permute the variables such that x1 takes a value
which is no less than the values taken by the other variables in the orbit, so the
set of inequalities corresponding to the first row of T , namely x1 ≥ xj ∀xj ∈ O1

is valid for P . Now, let’s add those inequalities to the model. The formulation
group of the resulting model contains G1, i.e., the stabilizer of x1 in G, so we
can proceed to the second row of the table, which gives exactly the orbit of x2 in
G1. Thus we can reiterate the argument and conclude that the set of inequalities
corresponding to the second row of T is valid for P . By induction we can continue
until the very last row of T , which proves the theorem. ��

It is worth noting that the addition of symmetry breaking inequalities can in
principle result in new symmetries in the formulation, as shown by the following
example:

Example 3. Consider the LP:

min{x1 + x2 + x3 + x4 : x3 − x4 ≥ 0} (4)

The corresponding formulation group has only one symmetry, namely (x1 x2).
However, adding x1 − x2 ≥ 0 we get the additional symmetry (x1 x3)(x2 x4),
while the stabilizer of x1 according to G would contain the identity permutation
only. ��

Note that Theorem 1 only proves that we can derive a valid set of symmetry
breaking inequalities from the Schreier-Sims table T , but not that the inequalities
above are in general sufficient to break all the symmetries in the model. Indeed,
the latter statement would be false in general. What we can state however is that
(i) adding those inequalities breaks all symmetries in the original formulation,
and (ii) all solution symmetries of the original formulation are broken if the
variables of the model are linked by an all-different constraint, a result already
proved in [17]. The fact that in any case formulation symmetries are broken is
a double-edged sword: if solution symmetries are also broken then everything is
fine, otherwise the addition of those inequalities is not only ineffective but also
prevents other methods from being applied, as they would find no (or very little,
see Example 3) symmetries to exploit, as shown in Example 1.
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4 Improvements

Suppose we are interested in how the formulation group G acts on a subset T
of variables of the model. For example, we might want to check whether G acts
as S|T | on T , despite G possibly not being Sn. This can easily be achieved by a
small extension of the Schreier-Sims construction, in which we do not consider
the variables in order from x1 to xn when constructing the table, but in a different
order, say β, such that the variables in T are considered first. Such order β is
called the base of the table, and the construction can easily be extended to deal
with an arbitrary base. Once the table is constructed, then we can conclude
that G acts as S|T | on T iff the upper left |T | × |T | submatrix of T is (upper
triangular) fully dense.

Constructing the complete Schreier-Sims table of order n when we are actu-
ally interested only in its upper left corner of size |T | × |T | can potentially be
a big waste of computing resources. For example, in Example 1, the model has
size Θ(k2), while the continuous variables that encode the placing of each object
are only O(k). In general the full computation is needed if the set T has no
structure. However, if we assume that T is an orbit according to the original
group G, then we have a much better alternative: intuitively, we can project the
generators of G and work with a new group GT whose ground set is just T . Then
we can construct the Schreier-Sims table of GT which is exactly of size |T |× |T |.
Let us formalize this argument.

Any generator g of G (as any permutation for that matter), can be written in
cycle notation. Because of our choice of T , by construction all cycles in g either
move only variables in T or only variables in N \ T , as there is no permutation
in G moving an element from T into N \ T , otherwise T would not be an orbit.

Define the operator ϕ : Sn ↔ S|T | as the operator that drops from a per-
mutation written in cycle notation all the cycles not in T . For example, if
g = (13)(25)(789) and T = {1, 2, 3, 4, 5}, then ϕ(g) = (13)(25).

Let t1, . . . , tr be the permutations obtained by applying ϕ to the generators of
G and let GT = 〈t1, . . . , tr〉. It is not difficult to prove that ϕ is a homomorphism
from G to GT : let a = γ1 · · · γkδ1 . . . δp and b = σ1 · · · σlω1 . . . ωq, where we used
γ and σ to indicate the cycles moving variables in T and δ and ω to indicate
the cycles moving variables in N \ T (and we can always write a and b into this
form as the cycles can be written down in any order). Then:

ϕ(ab) = ϕ(γ1 · · · γkδ1 . . . δpσ1 · · · σlω1 . . . ωq) (5)
= ϕ(γ1 · · · γkσ1 · · · σlδ1 . . . δpω1 . . . ωq) (6)
= γ1 · · · γkσ1 · · · σl (7)
= ϕ(a)ϕ(b) (8)

where the first rearrangement of the cycles is allowed because they are disjoint.
In addition, as a homomorphism from G to GT , ϕ is surjective. Indeed, let π

be a permutation in GT . By definition it can be obtained by the generators of
GT and their inverses. But for each generator ti of GT we know a permutation
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h of G such that ϕ(h) = ti, namely h = gi and the same is true for the inverses,
because ϕ(g−

i ) = t−i . Thus we can always construct a permutation g ∈ G such
that ϕ(g) = π. For example, let π = t1t

−
2 t5. Then g = g1g

−
2 g5.

Thus, by working directly with the group GT we are not introducing (nor
removing) any symmetry among the variables in T that was not already in G,
hence we can use GT to study how G acts on T . The results still holds if T is
not just a single orbit but a union of orbits of G.

5 Constructing the Schreier-Sims Table

A recursive algorithm to compute the Schreier-Sims table is described in [10],
and used in [12,13]. However, in our computational experience, we found a dif-
ferent iterative algorithm to perform better in practice. The iterative algorithm
constructs the Schreier-Sims table one row at the time, and works as follows. At
any given iteration i, the algorithm assumes that a set of generators for Gi−1 is
readily available (this condition is trivially satisfied for the first row, where we
can just use the generators of G). Then, it computes the orbit Oi and the set of
coset representatives Ui for element i. This is a basic algorithm in computational
group theory, called Schreier vector construction [3]. Note that this is enough to
fill row i of the table. Then we need to compute the generators for Gi, in order
to be ready for the next iteration. This is achieved in two steps:

1. Compute a set of generators for Gi applying the Schreier’s lemma. In details,
given Gi−1 = 〈g1, . . . , gr〉 and the coset representatives Ui = {r1, . . . , rk}, we
can obtain a set of generators for Gi as 〈r−1

s gr〉, with g ∈ Gi, r ∈ Ui, and rs
chosen such that (r−1

s gr)[i] = i.
2. Reduce the set of generators for Gi applying the Sims’ filter. This leaves at

most O(n2) generators for Gi. This is needed in order to obtain a polynomial
algorithm for the Schreier-Sims table construction. Note that other filters
are known, such as for example Jerrum’s filter [4]. However, those are more
complicated to implement.

The overall complexity of the construction is O(n6). As noted already in [12],
an algorithm with a worst-case complexity of O(n6) might seem impractical
even for reasonable values of n. However, we confirm that those bounds are very
pessimistic and that the actual runtime of the algorithm was always negligible
w.r.t. to the overall solution process. Still, care must be taken in the implemen-
tation, allowing the construction to be interrupted in case it becomes too time
consuming.

6 Computational Results

We implemented the separation of the static symmetry breaking inequalities
described in Theorem 1 during the development cycle between IBM ILOG
CPLEX 12.7.0 and 12.7.1 [7]. In particular, at the end of presolve, we use the
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generators of the formulation group, freshly computed with AUTOM [16], to con-
struct the Schreier-Sims table on the orbit of continuous variables with largest
domain. While the approach can in principle be applied to binary and general
integer variables as well, we decided to apply the method very conservatively.
The choice of continuous variables with large domains is intuitively justified by
the fact that it is “less likely” to have solutions lying on the xi = xi+1 in this
case. If the table is sufficiently dense, we add the symmetry breaking inequalities
and erase the generators (they are no longer valid), otherwise we forget about
the table and continue.

We tested the method on the CPLEX internal testbed, which consists of
approximately 3270 models, coming from a mix of publicly available and com-
mercial sources. Tests were executed on a cluster of identical machines, each
equipped with two Intel Xeon E5-2667v4 CPUs (for a total of 16 cores) run-
ning at 3.2 GHz, and 64 GB of RAM. Each run was given a time limit of 10.000
seconds. To limit the effect of performance variability [5,9], we compared the
two methods, namely CPLEX defaults with (symbreak) and without (cpx) the
addition of the symmetry breaking inequalities derived from the Schreier-Sims
table, with 5 different random seeds. Aggregated results over the 5 seeds are
given in Table 1.

The structure of the table is as follows. Instances are divided in different
subsets, based on the difficulty of the models. To avoid any bias in the analysis,
the level of difficulty is defined by taking into account both methods under
comparison. The subclasses “[n, 10k}” (n = 1, 10, 100, 1k), contain the subset of
models for which at least one of the methods took at least n seconds to solve
and that were solved to optimality within the time limit by at least one of the
methods. Finally, the subclasses “[n, 10k)” (n = 1, 10, 100, 1k) contain all models
in “[n, 10k}” but considering only the models that were solved to optimality
by both methods. The first column of the table identifies the class of models.
Then the first group of 5 columns, under the heading “all models”, reports
results on all instances in the class, while the second group of columns, under
the heading “affected”, repeats the same information for the subset of models
in each class where the two methods took a different solution path. Within each
group, column “# models” reports the number of models in the class, columns
“#tl” the number of time limits for each method, and columns “time” and
“nodes” report the shifted geometric means [1] of the ratios of solution times
and number of branch-and-bound nodes, respectively. Ratios t < 1 indicate a
speedup factor of 1/t.

According to Table 1, the symmetry breaking inequalities affect only around
2% of the models, which is not unexpected given the conservative criteria that
trigger their generation. Still, they are so effective that they produce a non
negligible speedup also on the whole testbed, with speedups ranging from 1%
to 7% (for the subset of hard models in the “[100, 10k)” bracket). Also the
number of time limits is significantly reduced. Aggregated results seed by seed
(not reported) also confirm that the improvement is consistent across seeds.
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Table 1. Aggregated results.

all models affected

cpx symbreak cpx symbreak

class # models # tl # tl time nodes # models time nodes

[0, 10K} 16185 127 111 0.99 0.98 317 0.52 0.32
[1, 10K} 9475 82 66 0.98 0.96 303 0.50 0.30
[100, 10K} 2645 79 63 0.93 0.87 159 0.27 0.10

[0, 1) 6665 0 0 1.00 1.00 14 1.36 1.94
[1, 10) 3905 0 0 1.00 1.00 48 0.97 1.00
[10, 100) 2920 0 0 1.00 1.00 96 1.05 1.09
[100, 1K) 1765 0 0 0.99 0.97 86 0.73 0.51
[1K, 10K) 680 0 0 0.94 0.89 40 0.35 0.14

7 Conclusions

In this paper we investigated computationally the effectiveness of generating
static symmetry breaking inequalities from the Schreier-Sims table of the for-
mulation symmetry group. Computational results show that the approach can be
extremely effective on some models. The technique is implemented and activated
by default in the release 12.7.1 of the commercial solver IBM ILOG CPLEX.
Future direction of research include extending the classes of models on which
the method is tried, e.g., on pure binary models.

Acknowledgements. The author would like to thank Jean-François Puget for an
inspiring discussion about the Schreier-Sims table, and three anonymous reviewers for
their careful reading and constructive comments.
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18. Seress, Á.: Permutation Group Algorithms. Cambridge University Press, Cam-
bridge (2003)

19. Sims, C.C.: Computational methods in the study of permutation groups. In: Com-
putational problems in abstract algebra (Oxford 1967), pp. 169–183. Pergamon
Press, Oxford (1970)

https://doi.org/10.1007/978-3-540-68279-0_17
https://doi.org/10.1007/978-3-540-68279-0_17
https://doi.org/10.1007/11564751_36


Frequency-Based Multi-agent Patrolling
Model and Its Area Partitioning Solution

Method for Balanced Workload

Vourchteang Sea(B), Ayumi Sugiyama, and Toshiharu Sugawara

Department of Computer Science and Communications Engineering,
Waseda University, Tokyo 169-8555, Japan

vourchteang@asagi.waseda.jp,

sugi.ayumi@ruri.waseda.jp, sugawara@waseda.jp

Abstract. Multi-agent patrolling problem has received growing atten-
tion from many researchers due to its wide range of potential applica-
tions. In realistic environment, e.g., security patrolling, each location has
different visitation requirement according to the required security level.
Therefore, a patrolling system with non-uniform visiting frequency is
preferable. The difference in visiting frequency generally causes imbal-
anced workload amongst agents leading to inefficiency. This paper, thus,
aims at partitioning a given area to balance agents’ workload by consid-
ering that different visiting frequency and then generating route inside
each sub-area. We formulate the problem of frequency-based multi-agent
patrolling and propose its semi-optimal solution method, whose over-
all process consists of two steps – graph partitioning and sub-graph
patrolling. Our work improve traditional k-means clustering algorithm
by formulating a new objective function and combine it with simulated
annealing – a useful tool for operations research. Experimental results
illustrated the effectiveness and reasonable computational efficiency of
our approach.

Keywords: Frequency-based patrolling · Graph partitioning
Balanced workload · Multi-agent systems · Linear programming
k-means based · Simulated annealing

1 Introduction

Recent advances on autonomous mobile robots have been evident in the last
couple of decades. The patrolling problem with a team of agents, in particular,
has received much focus. Patrolling refers to the act of continuously walking
around and visiting the relevant area or important point of an environment, with
some regularity/at regular intervals, in order to protect, navigate, monitor or
supervise it. A group of agents is usually required to perform this task efficiently
as multi-robot systems are generally believed to hold several advantages over
single-robot systems. The most common motivation for developing multi-robot
c© Springer International Publishing AG, part of Springer Nature 2018
W.-J. van Hoeve (Ed.): CPAIOR 2018, LNCS 10848, pp. 530–545, 2018.
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system solutions in the real-world applications is that a single robot cannot
adequately deal with task complexities [9].

Multi-agent (multi-robot) patrolling, however, is not limited to patrolling
real-world areas, but they can be found in applications on several domains, such
as continuous sweeping, security patrolling, surveillance systems, network secu-
rity systems and games. In other word, patrolling can be useful in any domain
characterized by the need of systematically visiting a set of predefined points [17].
For instance, in many cases of real police works, there are services with human
such as electronic security services [22]. The benefits of those systems are the
cost-effectiveness against labor costs, and because it is monitored by sensors,
visual overlook and human error are less likely to occur [20]. However, most of
current studies assume that the frequency of visit to each node/location is uni-
form, yet in the realistic applications, the frequencies of visit differ; for example,
in security patrolling, each location has different visitation requirement or risk
status according to the required security level.

We divide multi-agent patrolling task into three steps: how to partition the
work into a number of sub-works, how to allocate the individual sub-task to one
of the agents and how to select the visiting sequence for each agent. We call
this the partition, allocation and sequencing problem respectively. In this paper,
we assume homogeneous agents that have the same capability and use the same
algorithms. This assumption makes the allocation problem trivial, and thus, we
only consider the algorithms for partitioning and sequencing. The combination
of the partition algorithm and the sequencing algorithm is referred as a strategy.

In this paper, we will model the problem of patrolling as a problem of visit-
ing vertices in a graph with visitation requirement by dividing it into a number
of clusters. Then, after clustering nodes in this graph, each agent is responsi-
ble for patrolling the allocated cluster, and its nodes must be visited to meet
the visitation requirement, that is, frequency of visit. In the partitioning step,
we applied k-means based algorithm as a clustering algorithm by modifying its
objective function and the initialization of centroids so as to make it fit to our
problem. Our goal in this step is to cluster a given graph so that the potential
workloads of individual clusters are balanced, which means trying to balance the
workload amongst all agents. Moreover, the sequencing step addressed how to
select the route (sequence of nodes) for each agent in its allocated cluster with a
minimized cost. We used the simulated annealing (SA) here as a sequencing algo-
rithm because our problem is similar to the multiple traveling salesman problem
(mTSP), which is a generalization of the well-known traveling salesman problem
(TSP) as mentioned in [2], and SA is often used to find the acceptable solutions
due to the fact that SA is considered to be a flexible meta-heuristic method for
solving a variety of combinatorial optimization problems. The difference between
our problem and mTSP is that in mTSP, a number of cities have to be visited by
m-salesman whose objective is to find m tours with minimum total travel, where
all the cities must be visited exactly once, while in our problem, all the locations
in a patrolled area must be visited to meet the required frequency of visit. We
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believe that our model of partitioning and sequencing with the frequency of visit
to each node is more fit to realistic environment.

The contributions of our paper are three folds. First, we introduced the model
of a frequency-based balanced patrolling problem for multi-agent systems to clar-
ify our problem and requirement. Then, we developed an effective and scalable
clustering algorithm based on the visitation requirement of each location by for-
mulating a new k-means based approach for multi-agent patrolling systems; our
main objective is to balance the workload amongst all patroller agents. Finally,
we generated the route for each agent to patrol in its allocated region, in which
the cost of visiting all nodes is minimized by taking into account the differ-
ence in each node’s frequency of visit. We also demonstrated the computational
efficiency of our proposed method that could be run in a short amount of time.

The remainder of this paper is organized as follows. We describe related work
in the next section and introduce our problem formulation in Sect. 3. Section 4
explains our proposed method where agents firstly cluster a given graph/area
by taking into account the non-uniform visitation requirement, and then find
a route for patrolling with a minimized cost. We then show our experimental
results in Sect. 5 indicating that agents with the proposed method achieves a
computationally efficient and effective clustering in term of balancing the work-
load for multi-agent patrolling systems, and thus state our conclusion in Sect. 6.

2 Related Work

Multi-agent patrolling problem has been investigated and studied by many
researchers. Initial researches [1,18,19] presented a theoretical analysis of vari-
ous strategies for multi-agent patrolling systems and an overview of the recent
advances in patrolling problems. Portugal and Rocha [10] proposed a multi-robot
patrolling algorithm based on balanced graph partition, yet this paper did not
consider when the required frequency of visit is not uniform. The same author,
then, addressed a theoretical analysis of how two classical types of strategies,
graph partition and cyclic-based techniques, perform in generic graphs [11]. A
survey of multi-agent patrolling strategies can be found in [12], where strate-
gies are evaluated based on robot perception, communication, coordination and
decision-making capabilities.

I-Ming et al. [5] presented a heuristic for the team orienteering problem in
which a competitor starts at a specified control point trying to visit as many
other control points as possible within a fixed amount of time, and returns to a
specified control point. The goal of orienteering is to maximize the total score
of each control point, while in our patrolling problem, the main goal is to min-
imize the difference in workload amongst all patroller agents. Sak et al. [17]
proposed a centralized solution for multi-agent patrolling systems by present-
ing three new metrics to evaluate the patrolling problem. Mihai-Ioan et al. [7]
addressed the problem of multi-agent patrolling in wireless sensor networks by
defining and formalizing the problem of vertex covering with bounded simple
cycles (CBSC). This approach consequently considered polynomial-time algo-
rithms to offer solutions for CBSC. Tao and Laura [16] investigated multi-agent
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frequency based patrolling in undirected circle graphs where graph nodes have
non-uniform visitation requirements, and agents have limited communication.

Elor and Bruckstein [3] introduced a novel graph patrolling algorithm by inte-
grating the ant pheromone and balloon models, where the region is segmented
into sub-regions that are individually assigned to a certain agent. However, this
method partitioned the region into equal-size sub-regions. As the characteristic
of the area is not always uniform, equal-size sub-areas are inappropriate. Yehuda
et al. [21] proposed a centralized algorithm which guarantees optimal uniform
frequency, i.e., all cells are visited with maximal and uniform frequency in a
non-uniform, grid environment. However, grid-based representation has a limi-
tation in handling partially occluded cells or cover areas close to the boundaries
in continuous spaces.

Sea et al. [13,14] proposed a decentralized coordinated area partitioning
method by autonomous agents for continuous cooperative tasks. Agents in this
approach could learn the locations of obstacles and the probabilities of dirt
accumulation and could divide the area in a balanced manner. However, these
papers considered the grid environment and mainly focused on specific appli-
cation in cleaning/sweeping domain. Sugiyama et al. [15] also introduced an
effective autonomous task allocation method that can achieve efficient cooper-
ative work by enhancing divisional cooperation in multi-agent patrolling tasks.
This paper addressed the continuous cooperative patrolling problem (CCPP), in
which agents move around a given area and visit locations with the required and
different frequencies for given purposes. However, this paper did not consider
area partitioning and was implemented in a 2-dimensional grid space.

The most relevant work to ours is the work of Jeyhun and Murat [6], which
introduced a new hybrid clustering model for k-means clustering, namely HE-
kmeans, to improve the quality of clustering. This proposed model integrated
particle swarm optimization, scatter search and simulated annealing to find good
initial centroids for k-means. Another relevant work is from Elth et al. [4], which
proposed a decentralized clustering method by extending the traditional k-means
in a grid pattern. These two approaches could produce a good quality of cluster-
ing. However, they did not consider when the frequencies of visit to each location
are different. As the frequencies of visit in the real-world environment are not
always uniform which makes the clustering imbalanced, a clustering method
that can take into account the non-uniform frequency of visit and at the same
time tries to balance the workload amongst all patroller agents is preferable for
realistic applications. Our proposed method, thus, aims at dealing with these
requirements.

3 Problem Formulation

This paper aims at proposing solutions for multi-agent patrolling under fre-
quency constraints, while trying to balance the workload amongst all patroller
agents and then minimize the cost for patrolling. First, we formulate our problem
in this section.
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Let G = (V,E) be a complete graph that can be embedded in R
2, where

V = {v1, v2, . . . , vn} is a set of nodes, and E = {(vi, vj) : vi, vj ∈ V, i �= j} is
a set of edges. The patrolled area is described as a graph G, where a location
vi ∈ V is represented by its (x, y) coordinates in the 2D plane, and E contains
n×(n−1)

2 edges. In our patrolling problem, a node represents a location to be
patrolled/visited, and an edge represents a path between nodes along which
agents move. Let A = {1, 2, . . . ,m} be a set of agents, and m = |A| denotes the
number of agents patrolling graph G, where m < |V |.

Each edge in G has its associated cost which is a traveling distance. Because G
is embedded in R

2, the distance between a pair of nodes is the Euclidean distance
between two spatial coordinates vi ∈ V and vj ∈ V denoted by ‖vi − vj‖ =√

(xi − xj)2 + (yi − yj)2, where (xi, yi) and (xj , yj) are the coordinates of nodes
vi and vj respectively.

In the general multi-agent patrolling problem, a team of m agents patrols
an area represented by a complete graph G = (V,E). Thus, there are n nodes
to be patrolled and |E| possible paths for m agents to move. Our multi-agent
frequency-based patrolling problem, however, consists of two main steps: graph
partitioning and sub-graph patrolling. Each node in graph G has its associated
visitation requirement, simply called frequency of visit. Let f(vi) ∈ Z

+ be the
frequency of visit to each location in G.

Firstly, we partition a patrolled area represented by a graph G into k disjoint
clusters, C = {C1, . . . , Cm}, and then allocate cluster Ci to agent i. The main
goal is to cluster G by taking into account the required frequency of visit to each
node in a balanced manner, such that the expected workload of each cluster is
not much different from one another.

Let WCs
be an expected workload of each agent in its allocated cluster,

denoted by:

WCs
=

∑

vi,vj∈Cs

f(vi)‖vi − vj‖
|Cs| − 1

, (1)

where |Cs| is the number of nodes in each cluster. The expected workload here
refers to an estimated amount of work a patroller agent has to do if they generate
the shortest (or near-shortest) path, which is the estimated total cost/length
agent i has to patrol in its allocated cluster/region, not the actual cost. We used
this as a metric to evaluate the clustering performance of our proposed method
in Sect. 4. If the value of WCs

for all patroller agents are not much different from
one another, we can conclude that the overall workload amongst all agents is
considered to be balanced.

After obtaining clusters from the first step, the next goal is to generate a route
for each agent to patrol in its allocated cluster based on the required frequency
of visit to each node. Let route s = 〈v1, v2, . . . , v�〉, ∀vi ∈ V be a sequence of
nodes agent j has to visit in Cj . In patrolling process, an agent tries to find a
route with a minimum cost. The route is defined as the selected path in which
an agent patrols in its allocated region. Then, the length of route s is denoted
by:
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�en(s) =
�−1∑

i=1

‖vi − vi+1‖ (2)

For all agents in A, let O(s, vi) be the number of occurence of node vi in
route s, where O(s, vi) is the number of nodes vi appear/exist in route s. Thus,
the following condition is satisfied.

{
O(s, vi) > 0, if vi ∈ s

O(s, vi) = 0, otherwise
(3)

Then, the route s must satisfy, ∀vi ∈ Ci, the following conditions:

O(s, vi) ≥ f(vi) (4)
minvi∈V f(vi) = 1, (5)

because clusters (C1, . . . , Cm) are disjoint.
Let S = {s1, . . . , sm} be a set of routes, and thus m routes must be generated

for all m agents to patrol G. Then, the multi-agent patrolling problem is to find
m routes, such that each node is visited at least f(vi) times and that the length
of total routes is the shortest. Thus, the objective function, R, is to minimize
the sum of all routes, denoted by:

R(s1, . . . , sm) = min

m∑

i=1

�en(si)

subject to:
m∑

i=1

O(si, vj) ≥ f(vj),∀vj ∈ V

(6)

Because Ci is disjoint and independent, and the shortest route in Ci is generated
independently so that it meets the requirement of frequency of visit, the cost
R(s1, . . . , sm) in Eq. 6 is identical to the sum of the cost of routes, (s1, . . . , sm).
Therefore, our goal is to minimize:

R(s1, . . . , sm) =
m∑

i=1

min �en(si)

subject to:
m∑

i=1

O(si, vj) ≥ f(vj),∀vj ∈ V

(7)

4 Proposed Method

Our proposed method is divided into two main steps: graph partitioning and
sub-graph patrolling. Because we improved the well-known unsupervised tradi-
tional k-means clustering algorithm by introducing a new k-means based app-
roach for clustering a given graph by taking into account the non-uniform visita-
tion requirement for each location, we called our proposed method an improved
frequency-based k-means, namely IF-k-means.
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4.1 Graph Partitioning

Clustering refers to the process of partitioning or grouping a given set of pat-
terns into disjoint clusters, P = {P1, P2, . . . , P|P |}. This step describes how agent
could cluster a given graph, G, by taking into account the different frequency of
visit to each node as well as balancing the workload of each cluster. We imple-
mented k-means based clustering algorithm by modifying its objective function
and centroids initialization so as to make it suit our problem. Each data point is
interpreted as a node in a complete graph G, where V = {v1, v2, . . . , vn} is a set
of nodes as mentioned in Sect. 3. The main goal is to partition V into k disjoint
clusters by taking into account the required frequency of visit to each node. We
denote C = {C1, C2, . . . , Ck} as its set of clusters, and c = {c1, c2, . . . , ck} as a
set of corresponding centroids.

Simply speaking, k-means clustering is an algorithm to classify or to group
the objects based on attributes/features into k number of group, where k is a
positive integer number. The grouping is done by minimizing the sum of square
of distances between data points and the corresponding cluster centroids [8].

The traditional k-means clustering algorithm aims at minimizing the follow-
ing objective function, which is a squared error function denoted by:

J = min

n∑

i=1

k∑

s=1

∑

vi∈Cs

‖vi − cs‖2

subject to: C1 ∪ . . . ∪ Cm = C

Ci ∩ Cj = ∅,∀ 1 ≤ i, j ≤ m, i �= j,

where cs =
1

|Cs|
∑

vi∈Cs

vi,

k is the number of clusters, and cs is the corresponding cluster centroid.
We modified the objective function of the above traditional k-means so as

to apply our problem framework with frequency of visit. This method is called
IF-k-means, and its objective function is denoted by:

Q = min

n∑

i=1

k∑

s=1

∑

vi∈Cs

f(vi)‖vi − cs‖2

subject to: C1 ∪ . . . ∪ Cm = C

Ci ∩ Cj = ∅,∀ 1 ≤ i, j ≤ m, i �= j,
(8)

where cs =

∑
vi∈Cs

vi · f(vi)∑
vi∈Cs

f(vi)
,
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f(vi) is the frequency of visit to node vi, and ‖vi − cs‖ is the Euclidean distance
between vi and cs.

Algorithm 1. Improved frequency-based k-means (IF-k-means)

Input : G = (V,E) and f(vi)
k (number of clusters), where k = |A|

Output: C = {C1, C2, . . . , Ck}
1: Sort |V | with f(vi) in descending order
2: Add them into a list N
3: time = 1
4: Select first k nodes from N [k(time − 1) + 1] to N [time ∗ k]
5: Place k initial centroids on selected k nodes in G
6: repeat
7: Assign each node to the cluster having the closest centroid
8: Recalculate(centroids)
9: until centroids no longer move

10: foreach cluster do
11: Calculate expected workload, WCs

12: Calculate difference in workload, Tdiff

13: if Tdiff satisfies condition (10) then
14: Accept(clusters)
15: else
16: Go to step(4)
17: time + +
18: end
19: end

The traditional k-means method has been shown to be effective in producing
good clustering results for many practical applications. Although it is one of the
most well-known clustering algorithm and is widely used in various applications,
one of its drawbacks is the highly sensitive to the selection of the initial centroids,
which means the result of clustering highly depends on the selection of initial
centroids. Therefore, proper selection of initial centroids is necessary for a bet-
ter clustering. Thus, instead of placing the initial centroids randomly as in the
traditional k-means, we place them on the nodes with the highest frequency of
visit, f(vi), because a node with higher frequency of visit should have a shorter
distance from its corresponding centroid than the node with lower frequency of
visit to make the cluster balanced.

The difference between our IF-k-means and the classical k-means is that we
incorporate f(vi) to both objective function and its constraint of the classical k-
means in order to make the cluster balanced. Adding f(vi) to the objective func-
tion of the classical k-means makes the distance between node vi and centroid
cs change causing the different size of clusters based on the visiting frequency
to each node. It is also important to incorporate f(vi) into the calculation of
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the centroids to generate the weighted centroids function for producing a better
centroids location for each cluster. By implementing our IF-k-means, the clus-
ters having more nodes with high frequency of visit tend to have smaller size
comparing to those with lower frequency of visit. At each step of the clustering,
the centroids move close to high-frequency nodes after the repeated calculation
using our modified centroids function. Thus, without incorporating f(vi) to both
objective function and its constraint, the inefficient clustering would happen due
to the inefficient centroids placement.

Let Tdiff be the difference in workload amongst all agents, where we define
Tdiff as follows:

Tdiff =
1

k(k − 1)

k∑

i=1

k∑

j=1

|WCi
− WCj

|, i �= j (9)

The workload amongst all agents is considered to be balanced if it satisfies
the following condition:

Tdiff ≤ M, (10)

where M ∈ Z
+ is not so large positive integer.

Algorithm 2. Pseudocode for constructing initial solution for SA

Input : V = {vk1 , vk2 , . . . , vkL
} for cluster Ck and f(vi)

Output: s0 = {vk1 , vk2 , . . . , vkL
} based on conditions (4) and (5), such

that ki �= ki+1

* function distMatrix return Euclidean distance between two nodes.
* ki is the index of node vi in cluster Ck.

1: s0 = ∅
2: Select a current node, curNode, randomly from V
3: Add curNode into s0

4: while (s0 is not filled up) and (V �= ∅) do
5: Find the shortest distance from curNode to another node in V :

shortestDist = min(distMatrix[curNode][j] for j in V )
6: curNode = distMatrix[curNode].index(shortestDist)

if ki �= ki+1 is not satisfied then
Regenerate new curNode

7: end
8: Let O(s0, curNode) be an occurence of new curNode in s0

9: if O(s0, curNode) < f(vi) then
10: Keep new curNode in V
11: else if O(s0, curNode) ≥ f(vi) and O(s0, curNode) ≤ 2.f(vi) then
12: Remove new curNode from V
13: end
14: Add new curNode to s0

15: end
16: return s0
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In this partitioning process of our proposed work, we calculated the expected
workload of each cluster, WCs

, by using Eq. 1. Then, we computed the difference
in each workload, Tdiff , by implementing the formula in Eq. 9. The process of
our proposed IF-k-means algorithm is described in Algorithm 1.

4.2 Sub-graph Patrolling

This step presents how agent selected the best route for patrolling in its allocated
sub-region with the shortest length by taking into account the required frequency
of visit to each location. The goal of this step aims at finding the shortest route
for each patroller agent in its allocated cluster with a semi-optimal solution.
Because our multi-agent frequency-based patrolling problem is considered to
be one of the combinatorial optimization problems and our main purpose is
to partition a given area so as to balance the workload amongst all patroller
agents, the optimal solution for the cost of visiting all nodes with their required
frequency of visit is difficult due to a trade-off between balancing the workload
and optimizing the cost of route, and thus, a semi-optimal solution is accepted
in our work as a reasonable solution.

Algorithm 3. Pseudocode for route generation using SA

Input : Initial temperature, T0 = 1e + 10
Final temperature, Tf = 0.0001
Cooling parameter, α = 0.95

Output: sbest

1: Obtain initial solution s0 = {vk1 , vk2 , . . . , vkL
} from Algorithm 2

2: Set initial temperature: T = T0

3: Cost function C(s) is defined as �en(s) in Eq. 2, where C(s) = �en(s)
4: Let current solution scur = s0 whose cost is C(scur), and the best

solution sbest = s0 whose cost is C(sbest)
5: repeat
6: Generate new solution snew by randomly swapping two nodes in s0

and get its cost C(snew)
if ki �= ki+1 is not satisfied then

Regenerate snew and C(snew)
7: end
8: Compute relative change in cost: δ = C(snew) − C(scur)
9: Acceptance probability: P (δ, T ) = exp(−δ/T ), where T > 0

10: if δ < 0 or P (δ, T ) > rand(0, 1) then
11: scur = snew and C(scur) = C(snew)
12: else if C(snew) < C(sbest) then
13: sbest = snew and C(sbest) = C(snew)
14: end
15: Compute new temperature: T = α × T

16: until T < Tf
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We use a simulated annealing here as a sequencing algorithm to find the
shortest route, si, for patrolling. As our problem is a multi-agent patrolling
problem, m routes will be generated in this step where m = |A|. However, in the
multiple traveling salesman problem, in order to solve it in an easier and simpler
way, a heuristic is formed to transform mTSP to TSP and then optimize the
tour of each individual salesman. Because our problem is similar to the mTSP
as mentioned in Sect. 1, we did the same by applying SA to each cluster to find
the best route for each patroller agent in order to make the problem simpler.

Although the SA algorithm has been widely used in mTSP, we have modified
and adapted it to our model with non-uniform frequency of visit to each node.
The classical SA algorithm in mTSP generates the best solution/route such
that each node must be visited exactly once, while our modified SA algorithm
constructs the best route for each patroller agent based on the required frequency
of visit, where each node is visited at least f(vi) times by taking into account the
conditions from Eqs. 4 and 5. Furthermore, we have also modified the process
of computing an initial solution in the SA by implementing a greedy approach
instead of random approach to find an initial feasible solution. The process of
how we applied SA to our model with non-uniform frequency of visit to find
the shortest route is described in Algorithm 3, and the computation of an initial
feasible solution with the implementation of greedy strategy is also described in
Algorithm 2.

Fig. 1. Clustering by proposed method with n = 400, m = 6
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Table 1. Numerical results with n = 400 and m = {6, 10}

400 nodes

No. of agent (m) Agent (A) Exp.
workload
(WCs)

Cost of
route
(�en(si))

Difference (Tdiff )

6 1 11635 11640 4.80

2 11630 11638

3 11632 11641

4 11640 11647

5 11634 11642

6 11629 11635

10 1 7136 7142 5.31

2 7130 7140

3 7135 7139

4 7125 7134

5 7137 7145

6 7136 7147

7 7127 7138

8 7132 7141

9 7139 7146

10 7134 7143

5 Experimental Evaluation

The proposed algorithms have been implemented in Python 3.5. All computa-
tional results are the averages of 20 trials, and are obtained on a personal com-
puter with Intel(R) Core(TM) i5-6200U CPU @2.30 GHz processor and 8 GB
RAM running on Windows 10 64-bit. To run experiments, we generated the
coordinates of all nodes and their corresponding frequencies of visit f(vi), which
are randomly distributed in the Euclidean space. We have tested our proposed
method with different number of nodes and number of agents to see how well our
algorithms can work when the number of nodes and agents increase respectively.
In this work, we had run our experiments with 5 different number of nodes,
n = |V | is 200, 400, 600, 800 and 1000. We had also tried these with different
number of agents, m = |A| is 4, 6, 8 and 10. Moreover, we set M = 10 in our
experiments. From the best of our knowledge, if M is too small, the solution may
not exist, and if it is too large, the solution is not acceptable because agents’
works are imbalanced. Therefore, we have to define M according to the problem
setting.
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Table 2. Numerical results with n = 600 and m = {6, 10}

600 nodes

No. of agent (m) Agent (A) Exp. workload

(WCs )

Cost of route

(�en(si))

Difference (Tdiff )

6 1 18825 18834 5.86

2 18823 18832

3 18827 18838

4 18829 18839

5 18838 18845

6 18826 18835

10 1 14326 14330 7.02

2 14328 14337

3 14333 14340

4 14336 14342

5 14324 14335

6 14338 14348

7 14323 14332

8 14329 14336

9 14321 14329

10 14334 14345

Table 3. Numerical results with n = 1000 and m = {6, 10}

1000 nodes

No. of agent (m) Agent (A) Exp. workload

(WCs )

Cost of route

(�en(si))

Difference (Tdiff )

6 1 30824 30834 7.40

2 30835 30840

3 30841 30849

4 30837 30848

5 30840 30851

6 30842 30853

10 1 26265 26273 8.02

2 26273 26278

3 26268 26276

4 26255 26266

5 26260 26269

6 26256 26264

7 26254 26262

8 26268 26275

9 26264 26273

10 26270 26281

After running 20 experiments, we randomly plot the result of one experiment
as shown in Fig. 1. Figure 1 presents the result of that plot amongst 20 plots
obtained from graph clustering using our proposed IF-k-means with n = 400
and m = 6, where the number on each node represents its required frequency of
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Fig. 2. Computation time of proposed method

visit. According to Fig. 1, we could see that the sizes of all clusters are varied
in accordance with the values of f(vi) in each cluster. Some clusters tend to
have small size due to the existence of many values of high visiting frequency in
their clusters, while others seem to have bigger size because there are less high
frequency of visit in their clusters comparing to those with smaller size. This
kind of phenomenon happened because we tried to balance the workload of each
cluster. We, thus, say that our proposed clustering algorithm could effectively
partition a given graph in a balanced manner.

To evaluate the effectiveness and performance of our proposed work, the
expected workload (WCs

), the cost of route (�en(si)) in each cluster and the
difference in workload (Tdiff ) are listed in Tables 1, 2 and 3. These tables show
the numerical results with the number of agents, m = 6 and m = 10 for 400, 600
and 1000 nodes respectively. All these tables demonstrate that the difference in
workload always satisfied the condition in Eq. 10, where Tdiff ≤ M and M = 10.
Thus, if IF-k-means cannot find the route whose Tdiff is less than 10, no solution
is generated.

Furthermore, the results from all the tables also clarified that the cost of
patrolling in each cluster, �en(si), has the value which is not much different
from its corresponding expected workload, WCs

. This means that the sequencing
algorithm in Sect. 4.2 produced a good result in term of generating the route for
patrolling and minimizing the cost of each route. Therefore, we conclude that our
proposed algorithms not only could balance the workload amongst all agents,
but also could generate the patrolling route with a reasonable cost. We only
show the results in Tables 1, 2 and 3 when m = 6 and 10 because other results
exhibit the similar features.
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Besides the effectiveness of performing area partition and sub-area patrolling,
we also considered the computation time as a significant factor to demonstrate
the efficiency of our proposed work. Figure 2 indicates the computation time of
our proposed method in second. According to Fig. 2, we could observe that the
computation time increased linearly in accordance with the number of nodes
and the number of agents. This shows that the proposed algorithms could be
computed in a short amount of time, and thus, we conclude that our proposed
method is computational efficiency.

6 Conclusion and Future Work

We have presented a new frequency-based area partitioning method for balanced
workload in multi-agent patrolling systems. This proposed work considered the
non-uniform visitation requirement for each location, where its frequency of visit
is high or low depending on the level of importance of that location. Because
non-uniform visiting frequencies of all locations could affect the quality of clus-
tering, the main goal of this paper, thus, aims at balancing the workload of each
cluster/agent so as to improve the workers morale. Besides the balance in work-
load, we also believe that computational cost plays a significant role in proving
the effectiveness and computational efficiency of the proposed work. Experimen-
tal results demonstrated that our proposed method could effectively generate
clusters of a given area regarding the non-uniform visitation requirements in a
balanced manner and in a satisfied short amount of time.

The study of this problem in a more realistic environment will be considered
in our future work. Moreover, we attempt to further extend our work in the
future by taking into account the corresponding minimum time interval between
the visits to a node that needs frequent patrolling. Also, we intend to incorporate
the penalty function into our method in order to prevent the patroller agent from
visiting nodes too often or too seldom.

Acknowledgments. This work is partly supported by JSPS KAKENHI grant number
17KT0044.
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Abstract. The problem of constructing k-monotone regression is to find
a vector z ∈ R

n with the lowest square error of approximation to a
given vector y ∈ R

n (not necessary k-monotone) under condition of
k-monotonicity of z. The problem can be rewritten in the form of a
convex programming problem with linear constraints. The paper pro-
poses two different approaches for finding a sparse k-monotone regres-
sion (Frank-Wolfe-type algorithm and k-monotone pool adjacent viola-
tors algorithm). A software package for this problem is developed and
implemented in R. The proposed algorithms are compared using simu-
lated data.

Keywords: Greedy algorithms · Pool-adjacent-violators algorithm
Isotonic regression · Monotone regression · Frank-Wolfe type algorithm

1 Introduction

Let z = (z1, . . . , zn)T be a vector from R
n, n ∈ N, and let Δk be the finite

difference operator of order k, k ∈ N ∪ {0}, defined by

Δkzi = Δk−1zi+1 − Δk−1zi, Δ0zi = zi, 1 ≤ i ≤ n − k.

A vector z = (z1, . . . , zn)T ∈ R
n is said to be k-monotone if and only if Δkzi ≥ 0

for each 1 ≤ i ≤ n − k. A vector z = (z1, . . . , zn)T ∈ R
n is called 1-monotone

(or monotone) if zi+1 − zi ≥ 0, i = 1, . . . , n− 1, and 2-monotone vectors are just
convex (see Fig. 1).

The recent years have seen an increasing interest in shape-constrained esti-
mation in statistics [4,11,13,16,30,37]. One of such problems is the problem
of constructing k-monotone regression which is to find best fitted k-monotone
vector to a given vector. The review of results on 1-monotone regression can
be found in the book by Robertson and Dykstra [42]. The papers of Barlow
and Brunk [5], Dykstra [20], Best and Chakravarti [6], Best [7] consider the
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problem of finding monotone regression in quadratic and convex programming
frameworks. Using mathematical programming approach, the works [1,28,49]
have recently provided some new results on the topic. The papers [12,21] extend
the problem to particular orders defined by the variables of a multiple regres-
sion. The recent paper [13] proposes and analyzes a dual active-set algorithm for
regularized monotonic regression.

k-monotone regression (and 1-monotone regression in particular) found its
applicability in many different areas: in non-parametric mathematical statis-
tics [3,16], in smoothing of empirical data [2,19,25,26,29,36,38,48], in shape-
preserving dynamic programming [14,15,32], in shape-preserving approximation
[10,18,24,43,46]. Moreover, k-monotone sequences and vectors have broad appli-
cations in solving different problems in many mathematical areas [8,9,33,35,39–
41,47,51].

Denote Δn
k the set of all vectors from R

n, which are k-monotone. The prob-
lem of constructing k-monotone regression is to find a vector z ∈ R

n with the
lowest square error of approximation to the given vector y ∈ R

n (not necessary
k-monotone) under condition of k-monotonicity of z:

(z − y)T (z − y) =
n∑

i=1

(zi − yi)2 → min
z∈Δn

k

. (1)

In this paper we present two different approaches for finding sparse
k-monotone regression. First, following [22,27] in Sect. 2.2 we propose a simple
greedy algorithm which employs the well-known Frank-Wolfe type approach. We
show that the algorithm should carry out O(n2k) iterations to find a solution
with error O(n−1/2). Finally, extending the ideas of [34] in Sect. 2.3 we pro-
pose the k-monotone pool-adjusted-violators algorithm. A software package was
developed and implemented in R. The proposed methods are compared using
simulated data. To the best of our knowledge, both of proposed algorithms are
the first algorithms for the construction of k-monotone regression in case k > 1.

2 Algorithms for Monotone Regression

2.1 Preliminary Analysis

The problem (1) can be rewritten in the form of a convex programming problem
with linear constraints as follows

F (z) =
1
2
zT z − yT z → min, (2)

where minima is taken over all z ∈ R
n such that

gi(z) := −Δkzi ≤ 0, 1 ≤ i ≤ n − k. (3)

The problem (2)–(3) is a quadratic programming problem and is strictly convex,
and therefore it has a unique solution.
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Let ẑ be a (unique) global solution of (2)–(3), then there is a Lagrange
multiplier λ′ = (λ′

1, . . . , λ
′
n−k)T ∈ R

n−k such that

∇F (ẑ) +
n−k∑

i=1

λ′
i∇gi(ẑ) = 0, (4)

gi(ẑ) ≤ 0, λ′
i ≥ 0, 1 ≤ i ≤ n − k, (5)

λ′
igi(ẑ) = 0, 1 ≤ i ≤ n − k, (6)

where ∇gi denotes the gradient of gi. The equations (4)–(6) are Karush–Kuhn–
Tucker optimality conditions which can be reduced to

ẑ − y =
n−k∑

i=1

λi

k∑

j=0

(
k

j

)
(−1)k+j+1ei+j , (7)

gi(ẑ) ≤ 0, λi ≤ 0, 1 ≤ i ≤ n − k. (8)

λi(Δk−1ẑi+1 − Δk−1ẑi) = 0, 1 ≤ i ≤ n − k, (9)

where es, 1 ≤ s ≤ n, are unit standard basis vectors of the Euclidean space R
n,

and λ = −λ′.
Preliminary analysis of (7)–(9) shows that the (k − 1)-th differences of the

optimal solution ẑ should be sparse, i.e. the sequence Δk−1ẑi, 1 ≤ i ≤ n − k,
should have many zeroes. For example, if k = 1 then the optimal solution should
be on a piecewise constant function, and if k = 2 then optimal points should lie
on a piecewise linear function (see Fig. 1).

2.2 Frank-Wolfe Type Greedy Algorithm

For computational convenience of the problem (1), we moved from points zi to
increments xk+i = Δk−1zi+1 − Δk−1zi, i = 1, . . . , n − k. It was shown in [50]
that z ∈ Δn

k if and only if there exists a vector x = (x1, . . . , xn)T ∈ R
n such that

zi, 1 ≤ i ≤ n − k, can be represented as

zi =
i∑

j1=1

j1∑

j2=1

. . .

jk−2∑

jk−1=1

jk−1∑

jk=1

xjk , (10)

where xj ≥ 0 for all k + 1 ≤ j ≤ n. It was proved in [50] by induction from
the simple observation that if z ∈ R

n is k-monotone then there is a vector
x = (x1, . . . , xn)T ∈ R

n with the property that x = (x2, . . . , xn)T ∈ R
n−1 is

(k − 1)-monotone and such that zi =
∑i

j=1 xj .
Then the problem (1) can be rewritten as follows:

E(x) :=
n∑

i=1

⎛

⎝
i∑

j1=1

j1∑

j2=1

. . .

jk−2∑

jk−1=1

jk−1∑

jk=1

xjk − yi

⎞

⎠
2

→ min
x∈S

, (11)
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where S denotes the set of all x = (x1, x2, . . . , xn) ∈ R
n such that x1, . . . , xk ∈ R,

(xk+1, . . . , xn) ∈ R
n−k
+ and

∑n
j=k+1 xj ≤ max Δk−1yi − min Δk−1yi.

Let ∇E(x) =
(

∂E
∂x1

, ∂E
∂x2

, . . . , ∂E
∂xn

)T

be the gradient of function E at a point

x. It was shown in [50] that if z ∈ Δn
k then there is a vector x = (x1, . . . , xn)T ,

xj ≥ 0 for j = k + 1, . . . , n, such that zi =
∑i

j=1 cik(j)xj , 1 ≤ i ≤ n, where
cik(j) are defined by

cik(j) :=

⎧
⎪⎨

⎪⎩

(
i−1
j−1

)
, if 1 ≤ i ≤ k − 1,(

k−1
j−1

)
, if k ≤ i ≤ n and 1 ≤ j ≤ k − 1,(

i+k−j−1
k−1

)
, if k ≤ i ≤ n and k ≤ j ≤ i.

Then
∂E

∂xs
= 2

n∑

i=s

cik(s)

⎛

⎝
i∑

j=1

cik(j)xj − yi

⎞

⎠ . (12)

For larger-scale problems obtaining the solution of the problem (11) could be
computationally quite challenging. In this regard, the present study proposes
to use the following Frank-Wolfe type greedy algorithm (k-FWA, Algorithm 1)
for finding an approximate sparse solution to the problem (11). The rate of
convergence for Algorithm 1 is estimated in Theorem 1.

Denote regm(ξ) the best fitted polynomial regression of order m to the values
ξ = (ξs1 , . . . , ξs2) at integer points s1, . . . , s2, and we will write

z = regm(ξ), (13)

where z = (zs1 , . . . , zs2) are the values predicted by the regression at the same
points s1, . . . , s2.

Algorithm 1. k-FWA
· Let y = (y1, . . . , yn)T be the input vector and N be the number of iteration;
begin

· Let z0 = regk−1(y);

· Let x0 = (x0
1, . . . , x

0
n)T be the start point obtained by (10) from z0;

· Let the counter t = 0;
· while t < N do

· Calculate the gradient ∇E(xt) at the current point xt, using (12);
· Let x̃t be the solution of the linear optimization problem
〈∇E(xt)T , x〉 → min

x∈S
, where 〈·, ·〉 is a scalar product of two vectors;

· Let xt+1 = xt + αt(x̃
t − xt), αt = 2

t+2
, t := t + 1;

· Recover the k-monotone sequence z = (z1, . . . , zn) from the vector xN ;

end
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Theorem 1. Let {xt} be generated according to Algorithm1. Then there is a
positive c(k, y) not depending on n such that for all t ≥ 2

E(xt) − E∗ ≤ c(k, y)n2k− 1
2

t + 2
, (14)

where E∗ is the optimal solution of (11).

Proof. It is know [23] that for all t ≥ 2

E(xt) − E∗ ≤ 2L(Diam(S))2

t + 2
,

where L is the Lipschitz constant of E and Diam(S) is the diameter of S. It is easy

to prove that Diam(S) is bounded. Let ∇2E(x) :=
(

∂2E
∂x2

1
, ∂2E

∂x2
2
, . . . , ∂2E

∂x2
n

)T

. It is
well known that if ∇E is differentiable, then its Lipschitz constant L satisfies the
inequality L ≤ supx ‖∇2E(x)‖2. It follows from (12) that ∂2E

∂x2
s

= 2
∑n

i=s c2ik(s).
Then

L ≤ sup
x

√√√√
n∑

s=1

(
∂2E

∂x2
s

)2

= 2

√√√√
n∑

s=1

(
n∑

i=s

c2ik(s)

)2

≤ 2

√√√√
n∑

s=1

(
n∑

i=s

(
i + k − s − 1

k − 1

)2
)2

= 2

√√√√
n∑

s=1

(
n−s+1∑

i=1

(
i + k − 2

k − 1

)2
)2

≤ 2

√√√√
n∑

s=1

(
n−s+k−1∑

i=1

(
ik−1

(k − 1)!

)2
)2

=
2

(k − 1)!2

√√√√
n∑

s=1

(
n−s+k−1∑

i=1

i2(k−1)

)2

.

(15)

It follows from the inequality
∑n

i=1 il ≤ 1
l n

l+1 that

L ≤ 2
(k − 1)!2

√√√√
n∑

s=1

(n − s + k − 1)4k−2 ≤ 2
(k − 1)!2

√√√√
n+k−2∑

s=1

s4k−2

≤ 2
(k − 1)!2

√
(n + k − 2)4k−1 (16)

The disadvantages of k-FWA are the slow convergence and the dependence
of the theoretical degree of convergence on the dimensionality of the problem.
Theorem 1 shows that we need O(n2k) iterations of Algorithm1 to obtain a
solution with error O(n−1/2). Another drawback of Algorithm 1 is that we do
not know the exact number of iterations that is necessary to achieve a desirable
accuracy. It may be helpful to follow the ideas of papers [31,44,45] and use the
values of duality gap as the stopping criterion for k-FWA.
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2.3 k-Monotone Pool-Adjusted-Violators Algorithm

Simple iterative algorithm for solving the problem (1) with k = 1 is called
Pool-Adjacent-Violators Algorithm (PAVA) [17,34]. The work [6] examined the
generalization of this algorithm. The paper [52] studied this problem as the
problem of identifying the active set and proposed a direct algorithm of the
same complexity as the PAVA (the dual algorithm). PAVA computes a non-
decreasing sequence of values z1, . . . , zn such that the problem (1) with k = 1 is
optimized.

In this section we propose the extension of PAVA for finding k-monotone
regression which we called k-monotone pool-adjacent-violators algorithm
(k-PAVA). Note that 1-PAVA (k-PAVA with k = 1) coincides with the PAVA.

Let y = (y1, . . . , yn)T be the input vector. At the zero iteration (t = 0) we
assign z[0] := y. The algorithm we propose is a simple iterative algorithm, where
at each step of the iteration t we bypass the points z[t] from left to right. The
result of each iteration t is a vector z[t] = (z[t]1 , . . . , z

[t]
n )T . The algorithm finishes

its work on the iteration t∗ in which z[t
∗] ∈ Δn

k .
Let t = 1 (the iteration counter), l = 1 (the point counter), j = 0 (the index

of a point at a block).
We calculate Δkz

[t−1]
l , the finite difference of order k at current point z

[t−1]
l .

If Δkz
[t−1]
l ≥ 0 then we let z

[t]
l := z

[t−1]
l , and move on to the next point z

[t−1]
l+1 .

If Δkz
[t−1]
l < 0 then using the procedure (13) we get Z

[t]
l,l+k := regk−1(

Z
[t−1]
l,l+k

)
, where Z

[t]
l,l+k :=

{
z
[t]
l , . . . , z

[t]
l+k

}
denotes the block of points. Then we

calculate Δkz′
l+1, where z′

l+1 = (z[t]l+1, . . . , z
[t]
l+k, z

[t−1]
l+k+1)

T , and if Δkz′
l+1 ≥ 0 then

we assign z
[t]
l+1 := z

[t−1]
l+1 , j := 0, l := l+1, and return to the first step of the algo-

rithm. If Δkz′
l+1 < 0 then we let j := j+1 and add the point z

[t−1]
l+k+j to the block

Z
[t]
l,l+k+j−1, and then we calculate Z

[t]
l,l+k+j := regk−1

(
Z

[t]
l,l+k+j−1 ∪ z

[t−1]
l+k+j

)
.

Having passed all the points z
[t−1]
l , l = 1, . . . , n − k, it may be turn out

that all the points are from the block Z
[1]
1,n. In this case the resulting vector

z[t] = (z[t]1 , . . . , z
[t]
n )T is our k-monotone solution. Otherwise, we obtain separate

blocks Z
[t]
l1,l1+k+j1

, Z
[t]
l2,l2+k+j2

, . . ., each of which is k-monotone.
Then we set t := t + 1 and we repeat the process described above until

Δkz
[t]
l ≥ 0 for all l = 1, . . . , n − k. When all the finite differences become non-

negative, we get the desired k-monotone sequence.
The proposed Pool-Adjacent-Violators Algorithm for finding k-monotone

solution of the problem (1) (k-PAVA) is described below (Algorithm 2). The
resulting vector z[t] of length n will be k-monotone.

3 Empirical Result

The algorithms have been implemented in R. We compared the performance of
the Frank-Wolfe type algorithm (k-FWA, Algorithm 1) with the performance of
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Algorithm 2. k-PAVA
begin

· Let y = (y1, . . . , yn)T ∈ R
n be the input vector and let z[0] := y;

· Let t := 1 and let k be the desirable order of monotonicity;
repeat

· Let j := 0, l := 1;
· while l ≤ n − k do

· if Δkz
[t−1]
l < 0 then

· Z
[t]
l,l+k := regk−1

(

Z
[t−1]
l,l+k

)

;

· if Δk(z
[t]
l+1, . . . , z

[t]
l+k, z

[t−1]
l+k+1)

T ≥ 0 then

z
[t]
l+1 := z

[t−1]
l+1 , j := 0 and l := l + 1;

· else j := j + 1 and Z
[t]
l,l+k+j := regk−1

(

Z
[t]
l,l+k+j−1 ∪ z

[t−1]
l+k+j

)

;

· else z
[t]
l := z

[t−1]
l , l := l + 1 ;

· t := t + 1;

until Δkz
[t]
l ≥ 0 for all l = 1, . . . , n − k;

return z[t] = (z
[t]
1 , . . . , z

[t]
n )

end

the pool-adjacent-violators algorithm for finding k-monotone solution (k-PAVA,
Algorithm 2) using simulated data sets.

Results show that the speed of convergence for k-PAVA is higher than for
k-FWA. Table 1 presents empirical results for k-PAVA and k-FWA for simulated
sets of points. In the case k = 1 the simulated points were obtained as the values
of logarithmic function with added normally distributed noise: yi = ln(1+i)+ϕi,
ϕi ∼ N (0, 1), i = 1, . . . , 10000. If k = 2 then the simulated points were taken
as yi = 0.001(i − 500)2 + ϕi, ϕi ∼ N (0, 1), i = 1, . . . , 1000. The table contains
mean errors 1

n

∑n
i=1(zi −yi)2, the cardinality (the number of nonzero increments

xk+i = Δk−1zi+1 − Δk−1zi, i = 1, . . . , n − k), the number of iteration and CPU
time (in seconds).

The results show that errors of k-FWA are getting closer to the errors of k-
PAVA with increased number of iterations for k-FWA. While k-PAVA is better
than greedy algorithm in terms of errors, the solutions of k-FWA have a better
sparsity for k = 1. Both algorithms obtain sparse solutions, but we can control
the cardinality in k-FWA as opposed to k-PAVA. Generally, k-FWA’s cardinality
increases by one at each iteration. Consequently, we should limit the number of
iterations to obtain sparser solutions.

Figure 1 (k = 1) shows simulated points (N = 100) with logarithm struc-
ture and isotonic regressions, obtained by 1-FWA (green line) and 1-PAVA (red
line). 1-FWA gives a solution with 14 jumps, and 1-PAVA with 16 jumps. Since
the solutions of the 1-FWA are sparser, the Frank-Wolfe type algorithm error
is slightly higher than the 1-PAVA. Figure 1 (k = 2) shows simulated points
(N = 100) drowned from a quadratic function by adding normally distributed
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noise and two 2-monotone regressions, obtained by 2-FWA (green line) and
2-PAVA (red line). The solution obtained by 2-FWA after 152 iterations has
the cardinality 11 and the value of mean error 1.295. The solution obtained by
2-PAVA after 23 iterations has the cardinality 7 and the value of mean error
1.241.

(k ()1= k = 2)

20 40 60 80 100
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2

4

6

20 40 60 80 100
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6 yi
k-PAVA
k-FWA

Fig. 1. Solutions obtained by k-PAVA and k-FWA (Color figure online)

Table 1. Comparison of algorithms k-PAVA and k-FWA on the simulated data

Algorithm k = 1 k = 2

# of
iterations

Error Card. CPU
time

# of
iterations

Error Card. CPU
time

k-PAVA 0.994 82 0.73 98 0.928 32 4.9

k-FWA 100 0.999 41 0.71 100 2.514 14 22.1

k-FWA 200 0.996 57 1.48 150 1.252 23 44.2

k-FWA 500 0.995 76 3.49 250 1.092 31 88.4

k-FWA 1000 0.994 79 6.99 450 1.009 62 176

k-FWA 2000 0.994 82 14.9 650 0.963 88 353

4 Conclusion

Our research proposes two algorithms (k-FWA and k-PAVA) for solving the
problem of constructing the best fitted k-monotone regression. One of the main
contributions of the paper is Theorem1, which provides a theoretical conver-
gence result for the Frank-Wolfe type algorithm. We compared the performance
of k-FWA with the performance of k-PAVA using simulated data sets. The soft-
ware was implemented in R. While k-PAVA gives smaller errors than k-FWA,
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the Frank-Wolfe type algorithm obtains sparser solutions. One of the advantages
of the Frank-Wolfe type algorithm is the potential for controlling cardinality of
the solution. On the other hand, the drawbacks of k-FWA are the slow con-
vergence and the dependence of the theoretical degree of convergence on the
dimensionality of the problem.
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Abstract. This paper revisits the Self-Adaptive Large Neighborhood
Search introduced by Laborie and Godard. We propose a variation in
the weight-update mechanism especially useful when the LNS operators
available in the portfolio exhibit unequal running times. We also propose
some generic relaxations working for a large family of problems in a
black-box fashion. We evaluate our method on various problem types
demonstrating that our approach converges faster toward a selection of
efficient operators.

1 Introduction

Back in 2004, Puget [1] said that CP technology was too complex to use and more
research efforts should be devoted to make it accessible to a broader audience. A
lot of research effort has been invested to make this vision become true. Efficient
black-box complete search methods have been designed [2–8] and techniques
such as the embarrassingly parallel search are able to select the best search
strategy with almost no overhead [9]. For CP, Puget argued that the model-and-
run approach should become the target to reach. The improvements went even
beyond that vision since for some applications, the model can be automatically
derived from the data [10,11].

This work aims at automating the CP technology in the context of Large
Neighborhood Search (LNS) [12]. This technique consists in iteratively applying
a partial relaxation followed by a reconstruction in order to gradually improve
the solution to the problem. The relaxation determines constraints to impose to
restrict the problem based on the current best solution. Then, the reconstruction
(or search) heuristic guides the search in the resulting search space by assigning
values to the remaining variables in order to find one or more new solution(s).

Example 1. For example, a random relaxation heuristic selects randomly a per-
centage of the variables to relax and fix the other ones to their assignment in the
current best solution. This heuristic can be parametrized by choosing the per-
centage to relax in a set of values such as {10%, 20%, 50%}. A first fail heuristic
with a fixed limit on the number of backtracks can be used as a reconstruction
heuristic which can also be parametrized by choosing a limit on the number of
backtracks in a set of values such as {50 bkts, 500 bkts, 5000 bkts}.
c© Springer International Publishing AG, part of Springer Nature 2018
W.-J. van Hoeve (Ed.): CPAIOR 2018, LNCS 10848, pp. 557–566, 2018.
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The relaxation and reconstruction process continues until some limit in terms
of iterations or time is reached. From a local search point of view, CP is thus used
as a slave technology for exploring a (large) neighborhood around the current
best solution. LNS has been successfully used on various types of problems: bin-
packing [13,14], vehicle-routing [15,16], scheduling [17–19], etc. Designing good
relaxation and reconstruction heuristics with the right parameters is crucial for
the efficiency of LNS. Unfortunately this task requires some experience and
intuition on the problem to solve.

In order to design an automated LNS, two approaches can be envisioned. A
first one would be to recognize the structure of the model in order to select the
most suited heuristic from a taxonomy of heuristics described in the literature.
This approach, which is used in [20] for scheduling problems, has two disadvan-
tages: (1) some problems are hybrids and thus difficult to classify or recognize,
(2) it requires a lot of effort and engineering to develop the problem inspec-
tor and to maintain the taxonomy of operators. Therefore, we follow a different
approach called Adaptive LNS (ALNS) introduced in [21] which uses a portfolio
of heuristics and dynamically learns on the instance which ones are the most
suitable. At each iteration, a pair of relaxation and reconstruction heuristics is
selected and applied on the current best solution. The challenge is to select the
pair having the greatest gradient of the objective function over time (evaluated
on the current best solution) based solely on the past executions.

We expand the usage of the Self Adaptive LNS (SA-LNS) framework pro-
posed in [22] on different optimization problems by considering the model as
a black-box. Our solver uses a set of generic preconfigured methods (opera-
tors) that hypothesize specificities in the problem and leverage them in order
to efficiently perform LNS iterations. Given that the operators available in the
portfolio are well diversified, we hope to provide a simple to use yet efficient
framework able to solve a broad range of discrete optimization problems.

Our contributions to the ALNS framework are: (1) An adaptation of the
weight update mechanism able to better cope with unequal running times of the
operators. (2) A portfolio of operators easy to integrate and implement in any
solver for solving a broad range of problems.

We first explain in Sect. 2 the principles of the ALNS framework. Then, in
Sect. 3 we present the heuristics implemented as part of our ALNS portfolio. We
present the experiments that we conducted and their results in Sect. 4. Finally,
we provide a few concluding remarks and evoke our further research prospects
in Sect. 5.

2 Adaptive Large Neighbourhood Search

Each ALNS operator as well as its possible parameters is associated to a weight.
These weights allow to dynamically reward or penalize the operators and their
parameters along the iterations to bias the operator selection strategy. Algo-
rithm 1 describes the pseudo-code for an ALNS search. Δc ≥ 0 is the objective
improvement and Δt is the time taken by the operator.
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Algorithm 1. Adaptive Large Neighborhood Search For a minimization problem
s∗ ← feasible solution
repeat

relax ← select relaxation operator
search ← select search operator
(s′, Δt) ← search(relax(s∗))
Δc ← cost(s∗) − cost(s′)
weightrelax ← updateWeight(relax)
weightsearch ← updateWeight(search)
if Δc > 0 then

s∗ ← s′

end if
until stop criterion met
return s∗

Roulette Wheel Selection. We use the Roulette Wheel selection mechanism as in
[22,23]. It consists in selecting the operators with probabilities proportional to
their weight. The probability P (i) of selecting the i-th operator oi with a weight
wi among the set of all operators O is P (i) = wi∑|O|

k=1 wk

Weight Evaluation. In [22], the authors evaluate the operators ran at each iter-
ation using an efficiency ratio r defined as: r = Δc

Δt . This ratio is then balanced
with the previous weight of the operator wo,p using a reaction factor α ∈ [0, 1]:
wo = (1−α) ·wo,p +α ·r. While the reaction factor is important to accommodate
the evolving efficiency of the operators during the search, this method does not
cope well with operators having different running times. Indeed, operators with
a small execution time will evolve faster as they will be evaluated more often.
This can lead less efficient operators to be temporally considered better as their
weight will decrease slower.

Example 2. Let us consider two operators A and B with running times of respec-
tively 2 and 4 s. Both operators start with an efficiency ratio of 10 but after some
time in the search, A has an efficiency of 1

2 and B of (14 ). If each operator is
separately run for 4 s, under a reaction factor of α = 0.9; as A will be evaluated
twice, its weight will decrease to 0.595 (0.1 · (0.1 · 10+0.9 · 1

2 )+0.9 · 1
2 ). Over the

same duration B would be evaluated once and its weight would become 1.225
(0.1 · 10 + 0.9 · 1

4 ). While both operators will eventually converge towards their
respective efficiency, for a short amount of time, B will have a higher score than
A and thus a higher probability to be selected.

This induces a lack of reactivity in the operator selection. In the following,
we propose a variation of the weight update rule, more aligned with the expected
behavior in case of different runtimes among the operators.

Evaluation Window. We evaluate the operator based on its performances
obtained in a sliding evaluation window [t∗ − w, now] where t∗ is the time at
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which the last best solution was found and w is the window size meta-parameter.
The window thus adapts itself in case of stagnation to always include a fixed part
of the search before the last solution was found. This ensures that the operator(s)
responsible for finding the last solution(s) will not have their score evaluated to
0 after a while in case of stagnation.

For each LNS iteration i, we record the operator used oi, the time ti at which
it was executed, the difference Δci of the objective and the duration of execution
Δti. We define the local/total efficiency ratio L(o)/T (o) of an operator and the
local/total efficiency L/T of all the operators as:

L(o) =

∑
i|oi=o∧ti∈[t∗−w,now] Δci

∑
i|oi=o∧ti∈[t∗−w,now] Δti

T (o) =

∑
i|oi=o∧ti∈[0,now] Δci

∑
i|oi=o∧ti∈[0,now] Δti

(1)

L =

∑
i|ti∈[t∗−w,now] Δci

∑
i|ti∈[t∗−w,now] Δti

T =

∑
i|ti∈[0,now] Δci

∑
i|ti∈[0,now] Δti

(2)

Intuitively, the local efficiency corresponds to estimating the gradient of the
objective function with respect to the operator inside the evaluation window. If
the operator was not selected during the window, its local efficiency is 0 which
might be a pessimistic estimate. Therefore we propose to smooth the estimate
by taking into account T (o) normalized by the current context ratio L/T . The
evaluation of an operator o is computed as:

weight(o) = (1 − λ) · L(o) + λ · L

T
· T (o) (3)

with λ ∈ [0, 1] a balance factor between the two terms. As we desire to evaluate
the operator mainly based on its local efficiency, we recommend that λ < 0.5.

3 Operator Portfolio

In this section, we present the relaxation and search operators that we propose to
be part of the portfolio. All of them operate on a vector of integer decision vari-
ables. This list is based on our experience and the features available in the solver
used for our experiments. Therefore it should not be considered as exhaustive.

Relaxation Heuristics

– Random: Relaxes randomly k variables by fixing the other ones to their value
in the current best solution. This heuristic brings a good diversification and
was demonstrated to be good despite its simplicity [24].

– Sequential: Relaxes randomly n sequences of k consecutive variables in the
vector of decision variables. This heuristic should be efficient on problems
where successive decision variables are related to each other, for instance in
Lot sizing problems [25,26].
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– Propagation Guided and Reversed Propagation Guided: Those heuristics
are described in [27]. They consist of exploiting the amount of propagation
induced when fixing a variable to freeze together sets of variables whose values
are strongly dependent on each other.

– Value Guided: This heuristic uses the values assigned to the variables. We
have five different variants: (1) Random Groups: Relaxing together groups of
variables having the same value. This variant should be efficient on problems
where values represent resources shared between variable such as bin-packing
problems. (2) Max Groups: This variant relaxes the largest groups of vari-
ables having the same values. It can be useful for problems such as BACP
or Assembly line balancing [28,29]. (3) Min Groups: This method relaxes
the smallest groups of variables having the same value (which can be sin-
gle variables). (4) Max Values: It consists in relaxing the k variables having
the maximum values. We expect this heuristic to be efficient with problems
involving a makespan minimization. (5) Min Values: This heuristic relaxes
the k variables having the minimum values. It should be efficient in case of
maximization problems.

– K Opt: This heuristic makes the hypothesis that the decision variables form
a predecessor/successor model (where variable values indicate the next or
previous element in a circuit). It is inspired by the k-opt moves used in local
search methods for routing problems. The principle is to relax k edges in the
circuit by selecting k variables randomly. The remaining variables have their
domain restricted to only their successor and their predecessor in the current
best solution in order to allow inversions of the circuit fragments.

– Precedency Based: This relaxation is useful for scheduling problems and
hypothesizes that the decision variables corresponds to starting times of activ-
ities. It imposes a partial random order schedule as introduced in [17].

– Cost Impact: This operator was described in [24]. The heuristic consists in
relaxing the variables that impact most the objective function when fixed.

Search Heuristics. A search heuristic explores the search space of the remaining
unbounded variables by iteratively selecting a variable and one of its values to
branch on. They can be separated into two components: a variable heuristic and
a value heuristic. Here are the variable heuristics used:

– FirstFail tries first variables that have the most chances to lead to failures in
order to maximize propagation during the search.

– Conflict Ordering proposed in [4] reorders dynamically the variables to select
first the ones having led to the most recent conflicts.

– Weighted Degree introduced in [30] associates a weight to each variable. This
weight is increased each time a constraint involving that variable fails.

In combination with these variable heuristics, we used different value heuris-
tics which select the minimum/maximum/median/random value in the domain
plus the value sticking [31] which remembers the last successful assigned values.
We also permit a binary split of the domain into ≤, > branching decisions.
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4 Experiments

As in [9] we use an oracle baseline to compare with ALNS. Our baseline consists
of a standard LNS with for each instance the best combination of operators
(the one that reached the best objective value in the allocated time), chosen a
posteriori. Notice that this baseline oracle is not the best theoretical strategy
since it sticks with the same operator for all the iterations.

We implemented our framework in the OscaR constraint programming solver
[32] where it is available in open-source. We tested our framework on 10 differ-
ent constraint optimization problems with two arbitrarily chosen medium-sized
instances per problem. We compare: (1) The original implementation from [22]
(denoted Laborie here after) with a reaction factor α of 0.9. (2) The variant
of [22] proposed in this article (denoted Eval window) with a sliding window
w = 10 seconds and a balance factor λ of 0.05. (3) The oracle baseline.

Each approach was tested from the same initial solution (found for each
instance using a first-fail, min-dom heuristic) with the same set of operators.
We used relaxation sizes of {10%, 30%, 70%} and backtracks limits of {50 bkts,
500 bkts, 5000 bkts}. We generated a different operator for each parameter(s)
value(s) combination but kept the relaxation and reconstruction operators sep-
arated. We have 30 relaxation and 36 reconstruction operators, which yields a
total of 1080 possible combinations to test for the baseline. Each ALNS vari-
ant was run 20 times with different random seeds on each instance for 240 s.
We report our results in terms of cost values of the objective function for each
instance. In order to compare the anytime behavior of the approaches, we define
the relative distance of an approach at a time t as the current distance from
the best known objective (BKO) divided by the distance of the initial solution:
(objective(t)−BKO)/(objective(0)−BKO). A relative distance of 0 thus indi-
cates that the optimum has been reached.

We report the final results in Table 1. For each instance, we indicate the
best known objective (BKO) and the results of the evaluated approaches after
240 s of LNS. For each approach, we report the average objective value (obj),
the standard deviation (std) if applicable and the relative distance to the best
known solution (rdist). The best results between the two evaluated approaches
are displayed in bold. Figure 2 plots the average relative distance to the best
known solution in function of the search time.

The results seem to indicate (at least on the tested instances) that the weight
estimation based on an evaluation window tends to improve the performances
of the original ALNS as described in [22]. The average relative distance to the
best known solution is of 0.12 at the end of the search using the evaluation
window, while it is of 0.18 using our implementation of [22]. None of the ALNS
approaches is able to compete with the baseline (except on a few instances), but
they obtain reasonably good solutions in a short amount of time. Furthermore,
their any-time behavior is good when compared to the baseline and tends to get
closer towards the end of the search.

Figure 1 shows a heat map of the relative selection frequency of the relaxation
operators for each problem in the Eval window approach. The darker an entry,
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Table 1. Experimental results

Instance Problem BKO
Baseline Eval window Laborie

obj rdist obj std rdist obj std rdist
la13 JobShop 1150.00 1150.00 0.00 1157.65 12.06 0.00 1195.65 156.4 0.01
la17 (Lawrence-84) 784.00 784.00 0.00 784.05 0.22 0.00 784.00 0.00 0.00
chr22b QAP 6194.00 6292.00 0.01 6517.80 115.16 0.04 6626.60 135.71 0.06
chr25a (Christofides-89) 3796.00 3874.00 0.00 4682.00 393.52 0.04 4982.30 342.88 0.06
j120 11 3 RCPSP 188.00 228.00 0.08 420.75 129.61 0.48 399.55 62.88 0.43
j120 7 10 (Kolisch-95) 111.00 374.00 0.49 160.60 113.23 0.09 127.70 1.42 0.03
bench 7 1 Steel 1.00 6.00 0.03 30.65 11.69 0.18 49.75 8.92 0.29
bench 7 4 (CSPLib) 1.00 9.00 0.04 24.30 5.83 0.12 42.05 8.05 0.21
kroA200 TSP 29368.00 31466.00 0.01 50022.35 11159.91 0.06 156239.10 12097.24 0.37
kroB150 (Krolak-72) 26130.00 26141.00 0.00 28596.20 872.77 0.01 61658.70 6051.92 0.14
C103 VRPTW 82811.00 82814.00 0.00 105876.10 5553.99 0.07 137749.30 17371.97 0.17
R105 (Solomon-87) 137711.00 137261.00 0.00 140162.30 1593.46 0.02 144273.05 2051.77 0.05
t09-4 Cutstock 73.00 73.00 0.00 76.65 3.38 0.10 77.10 1.73 0.11
t09-7 (XCSP) 161.00 161.00 0.00 161.00 0.00 0.00 161.00 0.00 0.00
qwhopt-o18-h120-1 Graph colouring 17.00 17.00 0.00 17.00 0.00 0.00 17.00 0.00 0.00
qwhopt-o30-h320-1 (XCSP) 30.00 30.00 0.00 541.40 51.90 0.59 653.20 32.46 0.72
PSP 100 4 Lot sizing 8999.00 9502.00 0.03 11796.85 1204.18 0.18 14682.45 847.30 0.36
PSP 150 3 (Houndji-2014) 14457.00 16275.00 0.23 18236.15 569.80 0.48 19482.20 339.11 0.63
cap101 Warehouse 804126.00 804126.00 0.00 804599.55 428.34 0.00 804556.50 430.50 0.00
cap131 (XCSP) 910553.00 910553.00 0.00 913147.60 2701.98 0.00 913240.40 3197.29 0.00
Average 0.05 1246.05 0.12 2156.88 0.18

Fig. 1. Heat map of the relaxation operators selection for the eval window approach

the more frequently this operator was selected for the problem instance. Two
interesting observations can be made. First, a subset of operators emerges more
frequently for most of the problems. Second, this set varies between problems
of different types, but is correlated between instances of the same problem. For
some problems this set of operators is more uniform than others. For example,
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Fig. 2. Average relative distance to BKO during the search

on the warehouse location and the cutting stock problems the operators are
selected rather uniformly. The job shop has a strong preference for the max-val
and precedency operators. On the contrary, cost-impact is almost useless for
the makespan objective of the job shop. Not surprisingly the RCPSP, also a
scheduling problem, selects the same two operators as the job shop. The random
operator is generally good except for scheduling problems. Due to space limita-
tions, the heat map for Laborie is not given. The selection frequency obtained by
the approach of [22] is more uniform, except for scheduling problems for which
the same two operators emerge.

The results highlighted by the heat map confirm our intuition and a priori
experience, of which operator would be the most successful on each problem.
This comforts us that self-adaptive LNS could reach the performances of an
expert that would select the operators manually for each problem.

5 Conclusion and Future Work

The weight update mechanism based on an evaluation window seems a promis-
ing adaptation for the original ALNS. In the future we would like to continue
researching new relaxation operators for other types of problems (time-tabling,
planing, etc) and experiment on a broader set of problems and instances. Par-
allelizing ALNS would also be an interesting challenge. We believe that ALNS
would perform well in solver competitions such as [33,34] where the set of prob-
lems is very broad.

Acknowledgements. We thank the reviewers for their feedback. This work was
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Abstract. A vertex cover (VC) of a graph G is a subset of vertices in
G such that at least one endpoint vertex of each edge in G is in this
subset. The minimum VC (MVC) problem is to identify a VC of min-
imum size (cardinality) and is known to be NP-hard. Although many
local search algorithms have been developed to solve the MVC problem
close-to-optimally, their applicability on giant graphs (with no less than
100,000 vertices) is limited. For such graphs, there are two reasons why
it would be beneficial to have linear-time-and-space algorithms that pro-
duce small VCs. Such algorithms can: (a) serve as preprocessing steps
to produce good starting states for local search algorithms and (b) also
be useful for many applications that require finding small VCs quickly.
In this paper, we develop a new linear-time-and-space algorithm, called
MVC-WP, for solving the MVC problem on giant graphs based on the
idea of warning propagation, which has so far only been used as a theoret-
ical tool for studying properties of MVCs on infinite random graphs. We
empirically show that it outperforms other known linear-time-and-space
algorithms in terms of sizes of produced VCs.

1 Introduction

Thanks to the advancement of technologies such as the Internet and database
management systems, datasets have been growing tremendously over the past
decade. Many of the resulting datasets can be modeled as graphs, such as
social networks, brain networks, and street networks. Therefore, it is essential
to develop algorithms to solve classical combinatorial problems on giant graphs
(with no less than 100,000 vertices).

A vertex cover (VC) on an undirected graph G = 〈V,E〉 is defined as a set of
vertices S ⊆ V such that every edge in E has at least one of its endpoint vertices
in S. A minimum VC (MVC) is a VC on G of minimum size (cardinality), i.e.,
there exists no VC whose size is smaller than that of an MVC. The MVC problem
is to find an MVC on a given graph G. Its decision version is known to be NP-
complete [18]. An independent set (IS) on G is a set of vertices T ⊆ V such that
no two vertices in T are adjacent to each other. The complement of a (maximum)
c© Springer International Publishing AG, part of Springer Nature 2018
W.-J. van Hoeve (Ed.): CPAIOR 2018, LNCS 10848, pp. 567–584, 2018.
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IS is a (minimum) VC and vice versa, i.e., for any (maximum) IS T , V \ T is
always a (minimum) VC.

The MVC problem has been widely used to study various real-world and theo-
retical problems. For example, in practice, it has been used in computer network
security [11], in crew scheduling [24], and in the construction of phylogenetic
trees [1]. In theoretical research, it has been used to prove the NP-completeness
of various other well-known problems, such as the set cover problem and the
dominating set problem [19]. It is also a fundamental problem studied in the
theory of fixed-parameter tractability [13].

Various researchers have developed exact solvers [10,21,27,29] for the MVC
problem and its equivalents. However, none of these solvers work well for large
problem instances of the MVC problem due to its NP-hardness. Furthermore,
solving the MVC problem within any approximation factor smaller than 1.3606
is also NP-hard [8].

To overcome the poor efficiency of exact algorithms and the high approx-
imation factor of polynomial-time approximation algorithms, researchers have
focused on developing non-exact local search algorithms [2,5,6,22] for solving
the MVC problem and its equivalents. These algorithms often require a prepro-
cessing step to construct a VC (usually the smaller the better) before starting
the local search. While polynomial-time procedures work well for the prepro-
cessing step on regular-sized graphs, they are prohibitively expensive on giant
graphs. On giant graphs, this preprocessing step needs to terminate fast and
should use only a moderate amount of memory. Therefore, it is important to
develop a linear-time-and-space algorithm to find a small VC.

In addition, many real-world applications on giant graphs require the identifi-
cation of small VCs but not necessarily MVCs. One example of such applications
is the influence-maximization problem in social networks [14]. Here, too, linear-
time-and-space algorithms for finding small VCs are important.

In this paper, we develop a new linear-time-and-space algorithm, called MVC-
WP, for solving the MVC problem on giant graphs based on the idea of warning
propagation, which has so far only been used as a theoretical tool for studying
properties of MVCs on infinite random graphs. We then empirically show that
MVC-WP has several advantages over other linear-time-and-space algorithms.
We also experiment with variants of MVC-WP to empirically demonstrate the
usefulness of various steps in it.

2 Background

In this section, we introduce relevant background on random graph models,
warning propagation, and existing linear-time-and-space MVC algorithms known
to the authors.

2.1 Random Graph Models

The Erdős-Rényi Model. An Erdős-Rényi model (ER model) [9] is charac-
terized by two parameters n and p. It generates random graphs with n vertices
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(a) u sends a message of 1 to v since all
other incoming messages from its other
neighbors are 0.

u v
0

1

0

0

(b) u sends a message of 0 to v since at
least one of its incoming messages from its
other neighbors is 1.

Fig. 1. Illustrates the update of a message from u ∈ V to v ∈ V in the warning
propagation algorithm for the MVC problem on graph G = 〈V, E〉. Only relevant parts
of G are shown, i.e., u, v, and all edges incident to u.

and connects every pair of vertices with probability p. We call a graph generated
by an ER model an ER graph. The degrees of the vertices of an ER graph follow
a Poisson distribution. The average degree of vertices is c = np.

The Scale-Free Model. A scale-free model (SF model) [4] is characterized by
two parameters n and λ > 2. It generates random graphs whose vertex degree
distribution follows a power law, i.e., P (d) ∼ d−λ. The average degree of vertices
is therefore

c =
+∞∑

d=1

P (d)d =
ζ(λ − 1)

ζ(λ)
, (1)

where ζ(x) =
∑∞

k=1
1

kx is the Riemann zeta function. For notational convenience,
we define Z(λ) = ζ(λ−1)

ζ(λ) . We call a graph generated by an SF model an SF graph.

2.2 Warning Propagation

The warning propagation algorithm is a specialized message passing algorithm
where information is processed locally and exchanged between relevant vari-
ables [20]. In the warning propagation algorithm, messages can only take one of
two values, namely 0 or 1. To analyze properties of MVCs on infinite random
graphs, [26] proposed an algorithm that uses warning propagation for solving
the MVC problem to help with their theoretical analysis. In their algorithm,
messages are passed between adjacent vertices. A message of 1 from u ∈ V to
v ∈ V indicates that u is not in the MVC and thus it “warns” v to be included in
the MVC. Otherwise, if u is in the MVC, this message would be 0. Based on this
intuition, the warning propagation algorithm updates messages according to the
following rules: A message from u to v is updated to 1 iff all incoming messages
to u from its other neighbors equal 0, i.e., no other adjacent vertices of u require
u to be in the VC. Otherwise, this message would be 0. Figure 1 illustrates these
rules. Upon convergence, vertices with at least one incoming messages equal to
1 are included in the VC, and other vertices are excluded from the VC. The
theoretical analysis in [26] mainly focuses on ER graphs. It shows that, on an
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infinitely large ER graph, a message is 1 with probability W (c)/c, where W (·)
is the Lambert-W function, i.e., the inverse function of f(x) = xex.

2.3 Known Linear-Time-and-Space MVC Algorithms

MVC-2. This well-known linear-time-and-space factor-2 approximation algo-
rithm for the MVC problem works as follows [25]: In each iteration, MVC-2 first
arbitrarily selects an uncovered edge, then marks it as well as the edges inci-
dent to its two endpoint vertices as being covered, and finally adds its endpoint
vertices to the VC. It terminates when all edges are marked as covered.

ConstructVC. Serving as a preprocessing step, this algorithm is a greedy
linear-time-and-space subroutine in the FastVC solver [5], that constructs a min-
imal VC1. It works as follows: In each iteration, ConstructVC first arbitrarily
selects an uncovered edge, then adds its endpoint vertex v with the larger degree
to the VC, and finally marks all edges incident to v as being covered. When all
edges are marked as covered, it removes all redundant vertices in the VC to
construct a minimal VC.

R. This algorithm is used as the preprocessing step to produce a maximal IS
(complement of a minimal VC) in the local search algorithm for solving the
maximum IS problem developed by [2]. R can be easily adjusted to produce a
minimal VC, and the adapted algorithm works as follows: R first adds all vertices
into the VC. In each iteration, R randomly removes a vertex v from the VC if it
continues to be a VC after the removal. It terminates when the VC is minimal.

MVC-MPL and MVC-L. MVC-MPL is a linear-time-and-space MVC algo-
rithm based on some theoretical results of warning propagation on ER graphs.
It works as follows [28]: In each iteration, MVC-MPL first arbitrarily selects a
vertex v, then adds it to the IS with probability (1 − W (c)/c)κ(v), where κ(v) is
the degree of v, and otherwise to the VC. It terminates when every vertex has
been added to either the VC or the IS. MVC-L is a variant of MVC-MPL with
the probability of adding a vertex v to the IS replaced by 1/(κ(v) + 1) [28].

3 Warning Propagation on Scale-Free Graphs

Assuming that the warning propagation algorithm is applied on an SF graph,
we derive the approximate message distribution upon convergence by following
a method similar to that in [26, Sect. IV.B]. We use p0 and p1 to denote the
fractions of all messages with values 0 and 1 upon convergence, respectively.
Clearly, we have

p0 + p1 = 1. (2)

1 A minimal VC is a VC such that no proper subset thereof is also a VC.
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A message mu→v from vertex u to vertex v is equal to 1 iff all incoming messages
to u from its other neighbors are equal to 0, i.e., ∀w ∈ ∂u\ v : mw→u = 0, where
∂u is the set of vertices adjacent to u. Assuming that all messages incoming to
u are independent and using the fact that the probability distribution of the
number of such messages follows a power law on an SF graph, we have

1 − p0 = p1 =
∞∑

d=1

d−λ

ζ(λ)
pd−1
0 =

Liλ(p0)
p0ζ(λ)

, (3)

where Liλ(x) =
∑∞

k=1
xk

kλ is the polylogarithm function. After making the

approximation Liλ(p0) ≈ p0 + p2
0

2λ , we solve Eq. (3) for p0 and have

p0 =
ζ(λ) − 1
ζ(λ) + 1

2λ

, (4)

where ∀λ > 2 : 0 ≤ p0 ≤ 1. Therefore, for any λ > 2, Eq. (4) is always a valid
solution for p0.

4 The Algorithm

Our algorithm MVC-WP (Algorithm1) is based on the analytical results that
govern the warning propagation algorithm for the MVC problem [26]. MVC-WP
first uses Algorithm 2, an algorithm that prunes leaves, to identify those vertices
that are necessarily in some MVC and modifies the input graph accordingly. It
then treats this modified graph as if it were an ER or SF graph and computes
p0 using Algorithm 3. (Although MVC-WP treats the graph as if it were an ER
or SF graph, it does not impose any restrictions on the graph.) MVC-WP then
assigns each message from vertex u to vertex v to be 1 with probability p

κ(u)−1
0 ,

where κ(u) denotes the degree of u. This is done under the assumption that
all incoming messages of u have independent probabilities to be 0 or 1. Then,
MVC-WP performs warning propagation for M iterations, where M is a given
parameter. After M iterations, v is marked as being included in V C if it receives
at least one message of 1; otherwise, v is marked as being excluded in V C. If v
is excluded, MVC-WP marks all its adjacent vertices as being included in V C.
Finally, MVC-WP uses Algorithm4 to remove redundant vertices from V C to
make it a minimal VC. This step is adapted from Lines 6 to 14 of Algorithm2
in [5].

We note that, a warning propagation iteration in the warning propagation
algorithm proposed in [26] is not linear-time due to the requirement of traversing
incoming messages of vertex u when updating the message from vertex u to ver-
tex v. To avoid this traversal and thus make each warning propagation iteration
linear-time, for each vertex v, MVC-WP keeps track the number of messages
incoming to v that are equal to 1 in an array counter. This and the value of the
message from u to v provide enough information for updating the message.

We also note that, while MVC-WP is based on the analytical results from [26],
it differs significantly from the warning propagation algorithm proposed in [26].
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Algorithm 1. MVC-WP.
1 Function MVC-WP(G = 〈V, E〉, model, M)

Input: G: The graph to find an MVC for.
Input: model: The random graph model to use (ER or SF).
Input: M : Number of iterations of the warning propagation algorithm.
Output: A minimal VC of G.

2 V C, IS :=Prune-Leaves(G);
3 p0 := Compute-p0(G, model);

4 Convert G to a directed graph G′ = 〈V, E′〉 by introducing 〈u, v〉 and 〈v, u〉 in E′ for
each (u, v) ∈ E;

5 Build an associative array m for the edges of G′ to represent messages;

6 Build an associative array counter for the vertices of G′ to record the number of
incoming messages that are equal to 1;

7 Initialize counter to zeros;
8 • Initialize messages:
9 for each 〈u, v〉 ∈ E′ do

10 Draw a random number r ∈ [0, 1];

11 if r ≤ p
κ(u)−1
0 then

12 mu→v := 1;
13 counter(v) := counter(v) + 1;

14 else
15 mu→v := 0;

16 • Run M iterations of the warning propagation algorithm:
17 for t := 1, . . . , M do
18 for each 〈u, v〉 ∈ E′ do
19 if counter(u) − mv→u = 0 then
20 if mu→v = 0 then
21 mu→v := 1;
22 counter(v) := counter(v) + 1;

23 else
24 if mu→v = 1 then
25 mu→v := 0;
26 counter(v) := counter(v) − 1;

27 • Construct a VC:
28 while ∃v ∈ V \ (V C ∪ IS) do
29 v := any vertex in V \ (V C ∪ IS);
30 if counter(v) = 0 then
31 Add v to IS and all u in ∂v to V C;
32 else
33 Add v to V C;

34 return Remove-Redundancy(G, V C);

MVC-WP introduces preprocessing and postprocessing steps before and after
warning propagation iterations. It also initializes messages intelligently. In addi-
tion, MVC-WP reduces the time complexity of a warning propagation iteration
to linear by using a counter array. Most importantly, MVC-WP is specifically
designed for being practically run, while the warning propagation algorithm pro-
posed in [26] lacks many algorithmic details, since [26] only uses it as a theoretical
tool to study properties of MVCs on ER graphs.

We now formally prove the correctness and time and space complexities of
MVC-WP.

Theorem 1. MVC-WP produces a minimal VC.
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Algorithm 2. Prune leaves.
1 Function Prune-Leaves(G = 〈V, E〉)

Modified: G: The input graph.
2 Initialize vertex sets V C and IS to the empty set;
3 for each v ∈ V do
4 Prune-A-Leaf(G, V C, IS, v);

5 return V C, IS;

6 Function Prune-A-Leaf(G = 〈V, E〉, V C, IS, v)
Modified: G: The input graph.
Modified: V C: The current VC.
Modified: IS: The current IS.
Input: v: A vertex in V .

7 if κ(v) = 1 then
8 u := the only vertex adjacent to v;
9 V C := V C ∪ {u};

10 IS := IS ∪ {v};
11 U := ∂u \ {v};
12 Remove v and (u, v) from G;
13 for each w ∈ U do
14 Remove (u, w) from G;
15 Prune-A-Leaf (G, V C, IS, w);

16 Remove u from G;

Algorithm 3. Compute p0 for different random graph models.
1 Function Compute-p0(G, model)

Input: G: The input graph.
Input: model: The random graph model to use (ER or SF).

2 c := average degree of vertices in G;
3 if model is ER then
4 p0 := 1 − W (c)/c;
5 else if model is SF then
6 λ := Z−1(c);
7 Compute p0 according to Eq. (4);

8 return p0;

Proof. Since [5] has proved that Remove-Redundancy produces a minimal VC
provided that variable V C in Algorithm 1 is a VC, it is sufficient to prove that,
right before Line 34 in Algorithm 1, variable IS is an IS, V C ∪ IS = V , and
V C ∩ IS = ∅.

In Algorithm 2, Lines 12 and 14 are the only steps that remove edges. How-
ever, these edges are covered by V C as shown on Line 9. In addition, V C ∪ IS
is the set of all removed vertices and V C ∩ IS = ∅, since each removed vertex is
added to either V C or IS. Therefore, IS is an independent set.

In Algorithm 1, message initialization and the M iterations of warning prop-
agation do not change the values of IS and V C.

In Lines 27 and 33 in Algorithm1, since Line 31 guarantees that no two
adjacent vertices are added to IS, IS must be an IS of G. In addition, Line 28
guarantees IS ∪ V C = V and Lines 28, 31 and 33 guarantee IS ∩ V C = ∅.

Therefore, this theorem is true.

Theorem 2. The time complexity of MVC-WP is O(|V | + |E|).
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Algorithm 4. Remove redundant vertices from a given VC [5].
1 Function Remove-Redundancy(G = 〈V, E〉, V C)

Input: G: The input graph.
Input: V C: A VC of G.

2 Build an associative array loss for vertices in V C to record whether they can be
removed from V C;

3 Initialize loss to zeros;
4 foreach e ∈ E do
5 if only one endpoint vertex v of e is in V C then
6 loss(v) := 1;

7 foreach v ∈ V C do
8 if loss(v) = 0 then
9 V C := V C \ {v};

10 foreach v′ ∈ ∂v ∩ V C do
11 loss(v′) := 1;

12 return V C;

Proof. We first prove that Prune-Leaves terminates in O(|V | + |E|) time by
counting the number of times that Prune-A-Leaf is called, since the only loop
in Prune-A-Leaf makes only one recursive call in each iteration. Line 4 in Algo-
rithm2 calls Prune-A-Leaf at most |V | times. Line 15 calls Prune-A-Leaf iff
edge (u,w) is removed from G. Therefore, Line 15 calls Prune-A-Leaf at most
|E| times.

Obviously, Compute-p0 terminates in constant time.
In Algorithm 1, Lines 8 to 15 iterate over each edge in G′ exactly once, and

therefore terminate in O(|E|) time; Lines 16 to 26 iterate over each edge in G′

exactly M times, and therefore terminate in O(|E|) time; Lines 27 to 33 consider
each vertex v in G′ at least once and at most κ(v) times, and therefore terminate
in O(|V | + |E|) time.

[5] has proved that Remove-Redundancy terminates in O(|V | + |E|) time.
Combining the results above, MVC-WP terminates in O(|V | + |E|) time.

Theorem 3. The space complexity of MVC-WP is O(|V | + |E|).
Proof. [5] has proved that Remove-Redundancy uses O(|V | + |E|) space. The
recursive calls of Prune-A-Leaf initiated in Prune-Leaves use O(|E|) stack
space. The remaining steps in MVC-WP require O(|E|) space to store messages
and O(|V |) space to store counter as well as the status of each vertex v, i.e.,
whether v is in V C, IS or undetermined yet. Therefore, MVC-MP uses O(|V |+
|E|) space.

4.1 Computing Special Functions

In Algorithm 3, we are required to compute a few special functions, namely
the Lambert-W function W (·), the Riemann zeta function ζ(·) and the inverse
function of Z(·). For some of these functions, researchers in the mathematics
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Table 1. Shows the values of ζ(k) and Z(k) = ζ(k−1)
ζ(k)

for k ∈ {1, 2, . . . , 9}. The values

of ζ(k) are taken from [15, Table 23.3], and the values of Z(k) are computed from the
values of ζ(k).

k 1 2 3 4 5 6 7 8 9

ζ(k) +∞ 1.645 1.202 1.082 1.037 1.017 1.008 1.004 1.002

Z(k) - +∞ 1.369 1.111 1.043 1.020 1.009 1.004 1.002

community have already developed various numerical methods [7,16]. However,
they are too slow for MVC-WP, which does not critically need this high accuracy.
We now present a few new approaches to quickly compute them sufficiently
accurately.

4.2 The Lambert-W Function W (·)
We approximate W (·) via the first 3 terms of Eq. (4.19) in [7], i.e.,

W (c) = L1 − L2 + L2/L1 + O
(
(L2/L1)

2
)

, (5)

where L1 = log c and L2 = log L1.

4.3 The Riemann Zeta Function ζ(·)
For the SF model, we need to compute ζ(λ) in Eq. 4 for a given λ. To compute
ζ(λ), we approximate ζ(λ) via its first 20 terms, i.e., ζ(λ) =

∑20
k=1

1
kλ +O( 1

21λ ).
This is sufficient, because λ > 2 always holds in MVC-WP due to Line 6 in
Algorithm 3 since ∀c ≥ 1 : Z−1(c) > 2. In this case, the sum of the remaining
terms is sufficiently small and can thus be neglected, because

∑∞
k=21

1
kλ∑∞

k=1
1

kλ

≤
∑∞

k=21
1

kλ∑∞
k=1

1
k2

≈ 0.030. (6)

4.4 The Inverse Function of Z(·)
– For any x < 1.002, we approximate Z−1(x) to be equal to +∞ (and thus

approximate p0 to be equal to 0 in Algorithm 3).
– For any 1.002 ≤ x ≤ 1.369, we approximate Z−1(x) via linear interpolation

according to Table 1, i.e., we assume Z−1(x) changes linearly between two
consecutive entries given in Table 1.

– For any x > 1.369, we have 2 < k = Z−1(x) < 3. In this case, we approximate
ζ(k) via linear interpolation, i.e.,

ζ(k) ≈ 1.645 − 0.443 · (k − 2). (7)
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Table 2. Compares sizes of VCs produced by MVC-WP-ER and MVC-WP-SF,
respectively, with those of alternative algorithms. The three numbers in the 3rd to
6th columns represent the numbers of benchmark instances on which MVC-WP-
ER and MVC-WP-SF produce smaller/equal/larger VC sizes, respectively. The num-
bers in parentheses indicate the number of benchmark instances in each benchmark
instance set.

Our
algorithm

Alternative
algorithm

Misc
(397)

Web
(18)

Street
(8)

Brain
(26)

MVC-WP-ER ConstructVC 211/39/147 12/1/5 8/0/0 0/0/26

MVC-2 241/46/110 16/1/1 8/0/0 26/0/0

R 376/16/5 17/1/0 8/0/0 26/0/0

MVC-L 364/19/14 17/1/0 8/0/0 26/0/0

MVC-MPL 317/18/62 17/1/0 1/0/7 26/0/0

MVC-WP-SF ConstructVC 209/38/150 11/1/6 8/0/0 0/0/26

MVC-2 249/45/103 15/1/2 8/0/0 26/0/0

R 377/15/5 17/1/0 8/0/0 26/0/0

MVC-L 363/21/13 17/1/0 8/0/0 26/0/0

MVC-MPL 316/18/63 17/1/0 1/0/7 26/0/0

We approximate ζ(k − 1) via the first three terms of the Laurent series of
ζ(k − 1) at k = 2, i.e.,

ζ(k − 1) =
1

k − 2
+ γ − γ1(k − 2) + O

(
(k − 2)2

)
, (8)

where γ ≈ 0.577 is the Euler-Mascheroni constant and γ1 ≈ −0.0728 is the
first Stieltjes constant [12, p. 166]. By plugging these two equations into the
definition of Z(k) (i.e., Z(k) = ζ(k−1)

ζ(k) = x) and solving for k, we have the
approximation

Z−1(x) ≈
1.645x − γ −

√
(1.645x − γ)2 − 4(0.443x − γ1)

2 · (0.443x − γ1)
+ 2. (9)

5 Experimental Evaluation

In this section, we experimentally evaluate MVC-WP. In our experiments, all
algorithms were implemented in C++, compiled by GCC 6.3.0 with the “-O3”
option, and run on a GNU/Linux workstation with an Intel Xeon Processor E3-
1240 v3 (8 MB Cache, 3.4 GHz) and 16 GB RAM. Throughout this section, we
refer to MVC-WP using an ER model and an SF model as MVC-WP-ER and
MVC-WP-SF, respectively.
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(a) MVC-WP-ER versus ConstructVC/MVC-2/R/MVC-L/MVC-MPL on the
misc networks benchmark instance set.

(b) MVC-WP-SF versus ConstructVC/MVC-2/R/MVC-L/MVC-MPL on the
misc networks benchmark instance set.

Fig. 2. Compares sizes of VCs produced by MVC-WP-ER, MVC-WP-SF, and alter-
native algorithms on the misc networks benchmark instance set. The x-axes show the
relative suboptimality of MVC-WP-ER and MVC-WP-SF, respectively, compared with
alternative algorithms. The y-axes show the number of benchmark instances for a range
of relative suboptimality divided into bins of 1% (ranges beyond −10% and 10% are
treated as single bins). Bars of different colors indicate different algorithms. Higher
bars in the left half indicate that MVC-WP-ER and MVC-WP-SF, respectively, pro-
duce VCs of sizes smaller than the alternative algorithms. (Color figure online)

We used 4 sets of benchmark instances2. The first 3 sets of benchmark
instances were selected from the “misc networks”, “web networks”, and “brain
networks” categories in Network Repository3 [23]. All instances with no less
than 100,000 vertices as of July 8, 2017 were used. The fourth set of benchmark
instances consists of the benchmark instances in the “street networks” category
in the 10th DIMACS Implementation Challenge4 [3], in which 7 out of 8 bench-
mark instances have more than 1 million vertices. To obviate the influence of the
orders in which the edges are specified in the input files, we shuffled the edges
for each benchmark instance before applying the algorithms.

2 We compiled these benchmark instances in the DIMACS format and made them
available online at http://files.hong.me/papers/xu2018b-data.

3 http://networkrepository.com/.
4 http://www.cc.gatech.edu/dimacs10/archive/streets.shtml.

http://files.hong.me/papers/xu2018b-data
http://networkrepository.com/
http://www.cc.gatech.edu/dimacs10/archive/streets.shtml
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Table 3. Shows the number of vertices and edges of benchmark instances in the web
networks, street networks, and brain networks benchmark instance sets.

Instance |V | |E|

W
e
b

N
e
tw

o
rk

s

web-wikipedia-link-it 1,051,219 25,199,339
web-wikipedia-growth 898,367 4,468,005

web-BerkStan 5,121 8,345
web-italycnr-2000 176,055 2,336,551

web-uk-2005 127,716 11,643,622
web-Stanford 226,733 1,612,323

web-BerkStan-dir 552,353 5,674,493
web-google-dir 451,765 2,434,390

web-wikipedia2009 154,344 302,990
web-it-2004 424,893 6,440,816

web-wikipedia-link-fr 1,098,517 12,683,034
web-hudong 53,799 286,998

web-arabic-2005 102,515 1,560,020
web-baidu-baike 56,346 104,037
web-NotreDame 99,557 631,931

web-sk-2005 42,237 225,932
web-wiki-ch-internal 21,101 47,480

web-baidu-baike-related 126,607 710,562

S
tr

e
e
t

N
e
tw

o
rk

s asia 2,642,989 3,032,404
germany 2,455,500 2,673,629

great-britain 1,284,868 1,383,591
luxembourg 23,196 24,710

belgium 460,536 503,521
netherlands 726,730 815,305

italy 1,783,377 1,942,410
europe 12,512,346 13,711,218

Instance |V | |E|

B
ra

in
N
e
tw

o
rk

s

0025871-session-1-bg 738,598 168,617,323
0025872-session-2-bg 759,626 147,761,328
0025869-session-1-bg 679,760 134,979,814
0025876-session-1-bg 778,074 140,293,764
0025865-session-2-bg 705,588 155,118,679
0025868-session-1-bg 717,428 150,383,991
0025872-session-1-bg 746,316 166,528,410
0025864-session-2-bg 682,197 133,656,879
0025912-session-2 771,224 147,496,369

0025868-session-2-bg 717,420 158,562,090
0025869-session-2-bg 705,280 151,476,861
0025873-session-1-bg 636,430 149,483,247
0025870-session-2-bg 799,455 166,724,734
0025865-session-1-bg 725,412 165,845,120
0025889-session-2 731,931 131,860,075

0025876-session-2-bg 766,763 139,801,374
0025867-session-1-bg 735,513 145,208,968
0025874-session-2-bg 758,757 163,448,904
0025873-session-2-bg 682,580 140,044,477
0025889-session-1 694,544 144,411,722

0025870-session-1-bg 785,719 148,684,011
0025871-session-2-bg 724,848 170,944,764
0025864-session-1-bg 685,987 143,091,223
0025867-session-2-bg 724,276 154,604,919
0025878-session-1-bg 690,012 127,838,275
0025886-session-1 769,878 158,111,887

Fig. 3. Compares sizes of VCs produced by MVC-WP-ER and MVC-WP-SF with those
produced by MVC-WP-1. The x-axis shows the relative suboptimality of MVC-WP
compared with MVC-WP-1. The y-axis shows the number of benchmark instances.
In the left half, for each point on the curve, its y coordinate shows the number of
benchmark instances with relative suboptimality smaller than its x coordinate. In the
right half, for each point on the curve, its y coordinate shows the number of benchmark
instances with relative suboptimality larger than its x coordinate. Larger areas under
the curves in the left half and smaller areas under the curves in the right half indicate
that MVC-WP-ER and MVC-WP-SF, respectively, produce VCs of sizes smaller than
MVC-WP-1.

To evaluate those algorithms that use random number generators, i.e., MVC-
WP-ER, MVC-WP-SF, R, MVC-L and MVC-MPL, we ran them 10 times on
each benchmark instance using different seeds. We recorded the average of the
VC sizes produced by these 10 runs. For all algorithms compared in this section,
we applied Prune-Leaves and Remove-Redundancy as preprocessing and post-
processing steps, respectively, since they are universally useful.
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Table 4. Compares sizes of VCs produced by MVC-WP-ER, MVC-WP-SF, and alter-
native algorithms on the web networks, street networks, and brain networks bench-
mark instance sets. The numbers of vertex and edge of each benchmark instance are
shown in Table 3. The smallest sizes of VCs produced for each benchmark instance are
highlighted.

Instance ConstructVC MVC-2 R MVC-L MVC-MPL MVC-WP-ER MVC-WP-SF

web-wikipedia-link-it 991,272 987,621 1,039,011 1,018,672 1,020,827 972,275 972,670
web-wikipedia-growth 914,746 926,530 966,410 950,741 940,302 909,910 909,989

web-BerkStan 5,542 5,469 5,605 5,567 5,726 5,463 5,469
web-italycnr-2000 99,645 99,609 110,559 104,272 103,153 97,844 97,932

web-uk-2005 127,774 127,774 127,774 127,774 127,774 127,774 127,774
web-Stanford 126,603 126,960 136,048 130,248 128,296 123,540 123,890

web-BerkStan-dir 290,206 291,277 320,384 310,483 304,623 285,593 285,934
web-google-dir 350,676 355,930 387,462 379,508 365,427 351,241 351,343

web-wikipedia2009 650,888 654,152 657,343 656,131 655,813 652,241 652,363
web-it-2004 415,408 415,083 415,915 415,533 415,042 414,835 414,972

web-wikipedia-link-fr 1,574,973 1,558,998 1,626,052 1,598,021 1,597,887 1,538,658 1,538,960
web-hudong 503,373 504,025 506,598 505,903 504,839 503,335 503,359

web-arabic-2005 114,504 114,743 115,161 114,999 115,004 114,721 114,727
web-baidu-baike 637,805 638,538 640,537 639,811 639,935 637,796 637,815
web-NotreDame 76,468 76,257 80,341 79,013 77,893 75,735 75,953

web-sk-2005 58,238 58,300 58,669 58,443 58,370 58,347 58,349
web-wiki-ch-internal 260,354 260,476 261,571 261,244 260,927 260,213 260,231

web-baidu-baike-related 144,388 146,588 151,689 149,957 148,749 145,272 145,249

asia 6,087,218 6,099,227 6,130,265 6,104,699 6,018,875 6,053,077 6,049,489
germany 5,822,566 5,834,966 5,864,005 5,841,507 5,768,621 5,792,165 5,789,947

great-britain 3,837,647 3,843,980 3,857,098 3,844,972 3,804,317 3,821,741 3,820,618
luxembourg 58,168 58,267 58,456 58,230 57,417 57,823 57,810

belgium 739,185 741,647 747,374 742,968 729,190 733,264 732,877
netherlands 1,133,606 1,141,977 1,147,202 1,141,786 1,131,859 1,127,358 1,125,978

italy 3,425,723 3,434,538 3,452,907 3,434,830 3,374,512 3,401,824 3,400,005
europe 25,903,178 25,968,573 26,104,371 25,983,279 25,589,132 25,743,670 25,730,398

0025871-session-1-bg 688,391 695,636 701,228 698,818 699,234 694,616 694,625
0025872-session-2-bg 706,691 714,407 720,128 717,692 718,017 713,557 713,599
0025869-session-1-bg 629,715 637,159 642,647 640,327 641,147 636,057 636,050
0025876-session-1-bg 712,322 721,476 728,763 725,679 726,560 720,332 720,404
0025865-session-2-bg 656,483 663,359 669,205 666,846 666,996 662,446 662,564
0025868-session-1-bg 662,749 670,415 676,703 674,029 674,729 669,473 669,452
0025872-session-1-bg 692,476 700,076 705,979 703,495 704,039 699,263 699,284
0025864-session-2-bg 631,361 638,668 644,392 641,875 642,737 637,833 637,831
0025912-session-2 716,154 724,000 730,201 727,577 727,982 723,070 723,165

0025868-session-2-bg 662,025 669,661 676,133 673,415 673,972 668,845 668,784
0025869-session-2-bg 651,656 659,116 665,348 662,796 662,931 658,201 658,171
0025873-session-1-bg 595,166 601,378 605,916 604,042 604,270 600,488 600,467
0025870-session-2-bg 735,348 744,205 751,736 748,478 749,706 743,052 743,103
0025865-session-1-bg 676,416 683,459 689,108 686,788 687,193 682,528 682,526
0025889-session-2 674,887 683,034 689,378 686,679 687,462 682,117 682,056

0025876-session-2-bg 701,544 710,627 717,965 714,784 715,793 709,579 709,604
0025867-session-1-bg 682,118 689,846 695,806 693,294 693,749 688,861 688,829
0025874-session-2-bg 701,559 709,752 716,330 713,553 714,320 708,796 708,786
0025873-session-2-bg 635,363 641,971 647,566 645,325 645,449 641,349 641,441
0025889-session-1 644,858 651,812 657,483 655,226 655,525 651,102 651,113

0025870-session-1-bg 721,906 730,773 738,123 734,922 736,193 729,761 729,805
0025871-session-2-bg 674,478 681,551 687,309 684,955 685,328 680,690 680,686
0025864-session-1-bg 634,702 642,146 647,884 645,431 646,130 641,119 641,058
0025867-session-2-bg 673,075 680,577 686,239 683,853 684,641 679,654 679,647
0025878-session-1-bg 636,617 644,044 650,351 647,661 648,109 643,237 643,190
0025886-session-1 713,597 721,617 728,101 725,332 726,009 720,641 720,638

We evaluated MVC-WP-ER and MVC-WP-SF by comparing them with var-
ious other algorithms, namely ConstructVC, MVC-2, R, MVC-MPL, and MVC-
L. We set M = 3 for both MVC-WP-ER and MVC-WP-SF, noting that M = 3
is a very small number of iterations of warning propagation.

Tables 2 and 4 and Fig. 2 compare these algorithms. In the misc networks
and web networks benchmark instance sets, both MVC-WP-ER and MVC-WP-
SF outperformed all other algorithms in terms of sizes of produced VCs. In the
brain networks benchmark instance set, both MVC-WP-ER and MVC-WP-SF
outperformed all other algorithms except ConstructVC. In the street networks
benchmark instance set, both MVC-WP-ER and MVC-WP-SF outperformed
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Fig. 4. Compares sizes of VCs produced by MVC-WP-ER and MVC-WP-SF for dif-
ferent values of M on the misc networks benchmark instance set.

all other algorithms except for MVC-MPL. The reason may be that street net-
works are always planar and thus in general cannot be well modeled as ER or
SF graphs. Overall, MVC-WP-ER and MVC-WP-SF conclusively outperformed
their competitors. We also conducted further experiments to demonstrate the
usefulness of various individual steps of MVC-WP-ER and MVC-WP-SF.

To demonstrate the effectiveness of the message initialization step in MVC-
WP-ER and MVC-WP-SF, i.e., assigning messages to be zero with probability
p0 computed from random graph models, we compared MVC-WP-ER and MVC-
WP-SF with variants thereof in which p0 is always set to 1 in order to mimic
the message initialization in the standard warning propagation algorithm [20].
We refer to this variant as MVC-WP-1.

Figure 3 compares MVC-WP-ER and MVC-WP-SF with MVC-WP-1 on the
misc networks benchmark instance set. Both MVC-WP-ER and MVC-WP-SF
significantly outperformed MVC-WP-1 in terms of sizes of produced VCs. These
results demonstrate the importance of our message initialization step.

To study the effect of M on MVC-WP-ER and MVC-WP-SF, we ran
them for different values of M . For both MVC-WP-ER and MVC-WP-SF with
M ∈ {0, 1, . . . , 5}, Fig. 4 shows the sizes of the VC averaged over all benchmark
instances in the misc networks benchmark instance set. The average VC size
decreases with increasing M . The results demonstrate the usefulness of warning
propagation iterations in MVC-WP-ER and MVC-WP-SF.

To demonstrate the effectiveness of Algorithm 2, we compared MVC-WP-ER
and MVC-WP-SF with and without the use of it on the web networks benchmark
instance set. MVC-WP-ER and MVC-WP-SF produced VCs of sizes that are
on average 0.51% and 1.0% smaller than their counterparts without the use of
Algorithm 2. These results demonstrate the importance of Algorithm 2.

Due to the fact that all algorithms are linear-time, all of them terminated
very quickly. Despite that MVC-WP-ER and MWVC-WP-SF are slower than
alternative algorithms, over 80% of their runs terminated within 300ms, which
makes it difficult to measure the algorithms’ running times on a single benchmark
instance. In addition, it took much longer time (a few hundred times longer)
to read input files from the hard disk than running these algorithms, which
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Table 5. Compares sizes of MVCs and produced VCs by ConstructVC, MVC-2, MVC-
R, MVC-L, MVC-MPL, MVC-WP-ER, and MVC-WP-SF, respectively, on benchmark
instances with solutions from the Second DIMACS Implementation Challenge.

Graph Algorithm

Instance |V | MVC ConstructVC MVC-2 R MVC-L MVC-MPL MVC-ER MVC-SF

c-fat200-1 200 188 188 188 189 189 189 188 190

c-fat200-2 200 176 176 176 177 177 177 177 177

c-fat200-5 200 142 142 142 143 142 143 142 142

c-fat500-10 500 374 374 374 374 375 375 374 374

c-fat500-1 500 486 486 486 487 487 487 487 488

c-fat500-2 500 474 474 474 474 475 474 474 474

c-fat500-5 500 436 436 436 437 437 437 437 436

hamming10-2 1024 512 760 674 787 741 738 593 651

hamming6-2 64 32 45 40 44 40 39 34 41

hamming6-4 64 60 60 60 60 60 60 60 60

hamming8-2 256 128 155 185 188 182 178 141 160

hamming8-4 256 240 250 248 248 246 246 245 248

johnson16-2-4 120 112 112 112 112 112 112 112 112

johnson8-2-4 28 24 24 24 24 24 24 24 24

johnson8-4-4 70 56 56 60 61 60 60 58 56

keller4 171 160 162 164 163 163 163 163 161

p-hat300-1 300 292 295 294 295 294 294 295 295

p-hat300-2 300 275 279 285 286 286 284 280 282

p-hat300-3 300 264 270 273 278 278 277 273 271

p-hat500-1 500 491 494 494 494 494 494 493 495

p-hat500-2 500 464 470 479 482 480 481 472 473

san200-0 200 170 184 185 185 185 185 185 185

san200-0 200 130 155 155 159 156 154 154 155

san200-0 200 140 163 163 168 167 166 164 165

san200-0 200 156 169 169 173 172 171 171 172

sanr200-0 200 182 187 188 187 188 187 187 188

makes it difficult to reliably count the numbers of benchmark instances solved
within a certain amount of time. For these reasons, it is difficult to have reliable
comparisons of running times of all algorithms. Therefore, we skip the detailed
comparison here, while this may be an interesting future work.

It is also interesting to compare the VCs produced by these linear-time-and-
space algorithms with the sizes of MVCs. Since the MVC problem is NP-hard,
it is elusive to find MVCs on the giant graphs in our previous used benchmark
instances. Therefore, we ran all algorithms on the benchmark instances with
provided solutions from the Second DIMACS Implementation Challenge5 [17].
Since the given solutions are for the maximum clique problem, we ran all algo-
rithms on the complements of the graphs in these benchmark instances, since the
maximum clique problem on a graph is equivalent to the MVC problem on the

5 http://dimacs.rutgers.edu/pub/challenge/graph/benchmarks/clique/.

http://dimacs.rutgers.edu/pub/challenge/graph/benchmarks/clique/
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complement of the graph. The solutions are shown in Table 5. From the table,
we see that all linear-time-and-space algorithms produced VCs of similar results.
We also see that, the produced VCs have sizes very close to the sizes of MVCs
on all benchmark instances except hamming6-2 and hamming10-2.

6 Conclusions and Future Work

We developed MVC-WP, a warning propagation-based linear-time-and-space
algorithm that finds small minimal VCs for giant graphs. We empirically showed
that MVC-WP outperforms several other linear-time-and-space algorithms in
terms of sizes of produced VCs. We also empirically showed that the theoretical
underpinnings of MVC-WP significantly contribute to its success. These include
both the way in which MVC-WP performs message initialization by computing
p0 and the iterations of warning propagation. We also made secondary contribu-
tions in computing various special functions efficiently with numerical accuracy
sufficient for many AI applications. Future directions include applying similar
techniques to solving other fundamental combinatorial problems on giant graphs.
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21. Niskanen, S., Österg̊ard, P.R.J.: Cliquer user’s guide, version 1.0. Technical report
T48, Communications Laboratory, Helsinki University of Technology, Espoo, Fin-
land (2003)

22. Pullan, W.: Optimisation of unweighted/weighted maximum independent sets and
minimum vertex covers. Discret. Optim. 6(2), 214–219 (2009). https://doi.org/10.
1016/j.disopt.2008.12.001

23. Rossi, R.A., Ahmed, N.K.: The network data repository with interactive graph
analytics and visualization. In: the AAAI Conference on Artificial Intelligence, pp.
4292–4293 (2015). http://networkrepository.com

24. Sherali, H.D., Rios, M.: An air force crew allocation and scheduling problem. J.
Oper. Res. Soc. 35(2), 91–103 (1984)

25. Vazirani, V.V.: Approximation Algorithms. Springer, Heidelberg (2003). https://
doi.org/10.1007/978-3-662-04565-7

26. Weigt, M., Zhou, H.: Message passing for vertex covers. Phys. Rev. E 74(4), 046110
(2006). https://doi.org/10.1103/PhysRevE.74.046110

27. Xu, H., Kumar, T.K.S., Koenig, S.: A new solver for the minimum weighted vertex
cover problem. In: Quimper, C.-G. (ed.) CPAIOR 2016. LNCS, vol. 9676, pp. 392–
405. Springer, Cham (2016). https://doi.org/10.1007/978-3-319-33954-2 28

https://doi.org/10.4007/annals.2005.162.439
https://doi.org/10.1613/jair.4953
https://doi.org/10.1613/jair.4953
https://doi.org/10.1007/3-540-29953-X
https://doi.org/10.1109/ICDM.2011.132
https://doi.org/10.1109/ICDM.2011.132
https://doi.org/10.4007/annals.2011.174.2.4
https://doi.org/10.1007/978-3-642-24488-9
https://doi.org/10.1016/j.disopt.2008.12.001
https://doi.org/10.1016/j.disopt.2008.12.001
http://networkrepository.com
https://doi.org/10.1007/978-3-662-04565-7
https://doi.org/10.1007/978-3-662-04565-7
https://doi.org/10.1103/PhysRevE.74.046110
https://doi.org/10.1007/978-3-319-33954-2_28


584 H. Xu et al.

28. Xu, H., Kumar, T.K.S., Koenig, S.: A linear-time and linear-space algorithm for the
minimum vertex cover problem on giant graphs. In: The International Symposium
on Combinatorial Search, pp. 173–174 (2017)

29. Yamaguchi, K., Masuda, S.: A new exact algorithm for the maximum weight clique
problem. In: The International Technical Conference on Circuits/Systems, Com-
puters and Communications. pp. 317–320 (2008)



Symbolic Bucket Elimination
for Piecewise Continuous Constrained

Optimization

Zhijiang Ye(B), Buser Say, and Scott Sanner

University of Toronto, Toronto, Canada
tonyyezj@gmail.com, {bsay,ssanner}@mie.utoronto.ca

Abstract. Bucket elimination and its approximation extensions have
proved to be effective techniques for discrete optimization. This paper
addresses the extension of bucket elimination to continuous constrained
optimization by leveraging the recent innovation of the extended alge-
braic decision diagram (XADD). XADDs support symbolic arithmetic
and optimization operations on piecewise linear or univariate quadratic
functions that permit the solution of continuous constrained optimiza-
tion problems with a symbolic form of bucket elimination. The proposed
framework is an efficient alternative for solving optimization problems
with low tree-width constraint graphs without using a big-M formulation
for piecewise, indicator, or conditional constraints. We apply this frame-
work to difficult constrained optimization problems including XOR’s of
linear constraints and temporal constraint satisfaction problems with
“repulsive” preferences, and show that this new approach significantly
outperforms Gurobi. Our framework also enables symbolic parametric
optimization where closed-form solutions cannot be computed with tools
like Gurobi, where we demonstrate a final novel application to parametric
optimization of learned Relu-based deep neural networks.

Keywords: Bucket elimination · Decision diagram
Constrained optimization · Symbolic dynamic programming

1 Introduction

Bucket elimination [2,7] is a generalized dynamic programming framework that
has been widely applied to probabilistic reasoning problems on graphical mod-
els [8], including cost networks, constraint satisfaction [6], and propositional
satisfiability [5]. The application of this framework to combinatorial optimiza-
tion problems has been shown to be highly competitive against alternative tech-
niques [14,16]. In this paper, we propose symbolic bucket elimination (SBE) as
a novel method of solving mixed discrete and continuous constrained optimiza-
tion problems (i.e., covering MILPs and a subclass of MIQPs). SBE critically
leverages recent innovations in the extended algebraic decision diagram (XADD)
that enable the exact representation and manipulation of piecewise linear and
c© Springer International Publishing AG, part of Springer Nature 2018
W.-J. van Hoeve (Ed.): CPAIOR 2018, LNCS 10848, pp. 585–594, 2018.
https://doi.org/10.1007/978-3-319-93031-2_42

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-93031-2_42&domain=pdf


586 Z. Ye et al.

univariate quadratic functions [17]. We show that SBE can outperform Gurobi
on low tree-width constrained optimization problems and that SBE can also
perform symbolic parameteric optimization of learned Relu-based deep neural
networks [15]—something tools like Gurobi cannot do exactly in closed-form.

2 Background

2.1 Case Representation and Operations

The case statement constitutes the foundational symbolic mathematical repre-
sentation that is used throughout this paper and is presented below.

Case Statement. The case statement takes the following form:

f =

⎧
⎪⎪⎨

⎪⎪⎩

φ1 : f1
...

...
φk : fk

where φi is a logical formula over domain (b,x) with discrete1 b ∈ B
m and

continuous variables x ∈ R
n, and is defined by arbitrary logical combinations

(∧,∨,¬) of (1) boolean variables in b and (2) linear inequality relations (≥ , >
,≤ , <) over continuous variables in x. Each φi is disjoint from other φj (j �= i)
and exhaustively covers the entire domain such that f is well defined. Each fi
is a linear or univariate quadratic function (LUQF) of x, e.g. f1 = x1 + 3x2

or f2 = 5x2
3 − 2x3 + 1. Only one variable can be quadratic in a case statement

and wherever it occurs it must be univariate, hence given the previous examples
f3 = x2

1 + 2x3 would be disallowed with f1 and f2 in the same case statement.

Binary Operations. For binary operations, the cross-product of logical parti-
tions of each case is taken. For example, the “cross-sum” ⊕ is defined as:

{
φ1 : f1

φ2 : f2
⊕

{
ψ1 : g1

ψ2 : g2
=

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

φ1 ∧ ψ1 : f1 + g1

φ1 ∧ ψ2 : f1 + g2

φ2 ∧ ψ1 : f2 + g1

φ2 ∧ ψ2 : f2 + g2

Note that the case representation is closed under general conditions for ⊕.

Case Maximization. Maximization of two case statements is a piecewise oper-
ator that can be defined easily (e.g., consider the maximum of two hyperplanes):

casemax

( {
φ1 : f1

φ2 : f2
,

{
ψ1 : g1

ψ2 : g2

)
=

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

φ1 ∧ ψ1 ∧ f1 > g1 : f1

φ1 ∧ ψ1 ∧ f1 ≤ g1 : g1

φ1 ∧ ψ2 ∧ f1 > g2 : f1

φ1 ∧ ψ2 ∧ f1 ≤ g2 : g2
...

...

1 For simplicity of exposition, we presume that non-binary discrete variables of cardi-
nality k are encoded in binary with �log2(k)� boolean variables.



Symbolic Bucket Elimination for Continuous Constrained Optimization 587

The casemin operator is defined analogously. We remark that the case repre-
sentation is closed for casemax and casemin for linear φi, ψj , fi, and gj . These
operators are not necessarily closed for LUQF operands since the newly intro-
duced constraints fi > gj may become non-LUQF. However, we can often order
eliminations to avoid application of casemax or casemin on LUQF statements.

Case Substitution. The case substitution operator defined as σ = (y/g) trig-
gers the substitution of a variable y with a case statement g. Similar to the ⊕
operation, fσ results in a case with conditions as cross-products of case condi-
tions between f and g, and value expressions in f with variable y replaced by
the value corresponding to the case condition in g. As an illustrative example:

fσ =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

z ≤ 0 ∧ x ≤ v : x + v

z ≤ 0 ∧ x > v : z + v

z > 0 ∧ x ≤ −2w : x − 2w

z > 0 ∧ x > −2w : z − 2w

, f =

{
x ≤ y : x + y

x > y : z + y
, g =

{
z ≤ 0 : v

z > 0 : −2w

Maximization/Minimization over a Variable. In symbolic optimization
we will want to maximize over both boolean and continuous variables. For a
boolean max over bi, we simply take the casemax over both instantiations {0, 1}
of bi:2 f(b\i,x) = maxbi g(b,x) = casemax(g(bi = 0, b\i,x), g(bi = 1, b\i,x)).
Symbolic maximization over a continuous variable xi is a much more involved
operation written as f(b,x\i) = maxxi

g(b,x) and discussed in detail in [20].
This operation is closed-form for LUQF g(b,x) and results in a purely symbolic
case statement for f(b,x\i). Minimization operators are defined analogously.

2.2 Extended Algebraic Decision Diagrams (XADDs)

b

2*x + z <= 10 2*x + z <= 10

y - x >= -2x + z

y - x <= 3

0

y >= -6

0.1

y <= 4

y*y

Fig. 1. Example XADD.
The true branch is solid, the
false branch is dashed.

Due to cross-product operations, a data structure
such as decision diagrams are required to maintain
a tractable case representation. Bryant [4] intro-
duced the reduced ordered binary decision diagram
(BDD) representing boolean functions; algebraic
decision diagrams (ADD) [1] extended BDDs to
non-boolean functions. The extended algebraic deci-
sion diagram (XADD) [18] shown in Fig. 1 extends
the ADD to allow continuous variables with inequal-
ities for decisions and LUQF expressions for leaves.
As for ADDs, XADDs have a fixed order of decisions
from root to leaf. The standard ADD operations to
build a canonical ADD (Reduce) and to perform a
binary operation on two ADDs (Apply) also apply

2 We use b\i to denote the set b with the variable bi excluded. Similarly x\i denotes
exclusion of xi from x.
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for XADDs. The XADD can be exponentially smaller than the case represen-
tation (each path from root to leaf is a case partition) and all previous case
operations can be implemented to exploit the DAG structure of XADDs [20].

3 Symbolic Bucket Elimination

In this section, we introduce our novel framework: symbolic bucket elimination
for continuous constrained optimization. Problems can be specified as follows:

max
b,x

n∑

i=1

Ri(b,x) subject to Cj , ∀j ∈ {1, · · · , k} (1)

In our case, the Ri can be LUQF expressions and the Cj are linear constraints.
We translate problems of this form into their symbolic equivalent:

max
b,x

m⊕

i=1

Fi(b,x), where Fi =

{
Ci : 0
¬Ci : −∞ ,∀i ∈ {1, . . . , k}, (2)

where m = k + n and for each linear constraint Cj , there is a corresponding linear
case statement Fi(b,x). A maximum value of −∞ for the problem would indicate
that the problem is overconstrained and infeasible. We also note that while a case
representation would require a big-M formulation to handle piecewise, indicator,
and conditional constraints possible in cases, this framework represents all of
these logical constraints natively in the symbolic case form and thus as XADDs.

3.1 Symbolic Bucket Elimination Algorithm (SBE)

We can solve the general optimization problem of (2) by using a fully symbolic
variant of bucket elimination [8] leveraging the case (XADD) representation and
its efficient operations. In bucket elimination, each function Fi is placed into
ordered, variable-specific buckets. Variable ordering is determined by heuristics
that aim to minimize the induced tree-width of the underlying graph [8], with the
restriction that variables appearing on the left hand side of equality constraints
will be ordered such that their representative buckets will be eliminated first.
The rule for bucket assignment is to identify the variable in each function that
appears the latest in the ordering, and place the function in the bucket of the
respective variable. The buckets are then eliminated sequentially in the forward
step. In backtracking, optimal assignments are obtained with an arg max [20]
on the summed function for each bucket. The SBE algorithm is presented in
Algorithm 1. If the objective is minimization, (arg)max replaces (arg)min.

Computational Complexity. For bucket elimination over discrete domains,
complexity is bounded by an exponential function of the tree-width of the con-
straint graph [8]. When we extend bucket elimination to continuous domains



Symbolic Bucket Elimination for Continuous Constrained Optimization 589

Algorithm 1. Symbolic Bucket-Elimination (SBE)
Input: Input XADD functions {F1, . . . , Fm}, a variable ordering d
Output: The optimal objective value and variable assignments

1: Initialization: bucket assignment
2: Assign each input function to an ordered set of buckets: bucket1, . . . , bucketn. Let

fj,p denote a function residing in bucketp that is either an input function, or a
resultant function from a bucket already eliminated

3: Forward Elimination: eliminate each bucket sequentially
4: for p ← n down to 1 in ordering d do
5: gp ← ⊕

j fj,p
6: if xp is on left hand side of equality constraint: xp = cons then
7: hp ← gpσ, where σ = (xp/cons) // substitute variable for constraint
8: else hp ← maxxp gp

9: if p > 1 then assign hp to a bucket according to rule (bucket1 if constant)

10: Backtracking : recover optimal variable assignments, x∗

11: for p ← 1 up to n in ordering d do
12: x∗

p ← arg maxxp
gp(x1 = x∗

1, . . . , xp−1 = x∗
p−1), x

∗ ← x∗ ∪ {x∗
p}

13: return h1, x
∗

using XADD, the complexity is not explicitly tree-width dependent. While a con-
straint with many decision variables may be represented compactly as a piecewise
expression, one can generally only upper bound the number of pieces needed in
a case statement as an exponential function of the number of primitive binary
operations (⊕, casemax) used by bucket elimination. Nevertheless, the XADD
does maintain compact representations much smaller than the worst-case upper
bound and proves to be particularly advantageous when the underlying con-
straint graph has low tree-width, as we show in the experimental results section.

4 Experimental Results

In this section, we demonstrate the computational efficiency and the expressive-
ness of symbolic bucket elimination framework on three distinct problems. First,
we present two problems in which the symbolic bucket elimination framework
outperformed the state of art solver AMPL-Gurobi (7.5.0) with default settings
on a 2.20 GHz processor [10]. Second, we present a novel application of symbolic
parametric optimization to Relu-based deep neural networks.

4.1 Problems with XOR Conditional Constraints

Following is a synthetic problem involving constraints combined with XOR (�):
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max
n∑

i=1

ri

where ri = if (xi ≥ xi+1 � xi+1 ≥ xi+2) then max(xi+1, xi+2) − min(xi+1, xi+2)
else min(xi, xi+1) − max(xi, xi+1),

subject to − 10 ≤ xi ≤ 10,∀i ∈ {1, . . . , n + 2},−20 ≤ rj ≤ 20,∀j ∈ {1, . . . , n}

In this problem, the reward term in the objective ri is determined by an XOR
conditional expression involving the respective decision variables xi, xi+1, xi+2.
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Fig. 2. (a) Comparison of log runtime of SBE vs. Gurobi, with SBE outperforming
Gurobi for n > 4. (b) Non-log runtime for 1 ≤ n ≤ 100 showing SBE is linear in n. (c)
Constraint graph for n = 5, showing the low tree-width nature of this problem.

This problem structure is particularly advantageous for the proposed frame-
work due to the small size of the decision diagram for each constraint term, as
well as the sparsity of the constraints. This is illustrated through evaluations of
its runtime performance, with comparisons to that of Gurobi in Fig. 2. Symbolic
bucket elimination outperforms Gurobi, even at a very small n. The performance
gap becomes significant as n increases—while the runtime for Gurobi scales expo-
nentially in n, the bucket elimination framework scales linearly in n as evidenced
in the non-log plot Fig. 2(b).

4.2 Temporal Constraint Satisfaction with Preferences

Temporal constraint problems with preferences deal with finding optimal assign-
ments to time events based on preferences [12]. The objective is to optimize the
total preference value, subject to a set of constraints such as ordering of certain
time events, or time delays between events. This class of problems is a combina-
tion of Temporal Constraint Satisfaction Problems [9] with soft constraints [3].
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Fig. 3. (a) Comparison of log runtime of SBE vs. Gurobi, with SBE outperforming
Gurobi for n > 40. (b) Non-log runtime for 1 ≤ n ≤ 100 showing SBE is linear in n.
(c) Constraint graph for n = 4, demonstrating the low tree-width structure.

The problem considered is:

min
n∑

i=1

ti + pi

where pi = if (ti ≤ 10(i + 1)) then ti
2 else (ti − 10n)2,∀i ∈ {1, . . . , n}

subject to 10i ≤ ti ≤ 10(i + 1) ∨ 10(i + 2) ≤ ti ≤ 10(i + 3),∀i ∈ {1, . . . , n}
ti + 10 ≤ ti+1,∀i ∈ {1, . . . , n − 1}, {ti, pi} ∈ R,∀i ∈ {1, . . . , n}

The definition of pi is analogous to the mid-value preference constraint presented
in [12]. The preference value pi is dictated by whether the condition ti ≤ 10(i+1)
is true. If so, then it is preferred for time event ti to occur as close to time 0
as possible, otherwise ti should occur close to time 10n (i.e., the preferences
are “repulsive” and prefer opposite ends of the timeline). The objective is to
minimize the sum of time events ti and preference values pi. The first constraint
is a disjunctive type constraint on time event ti. The second constraint imposes
a gap requirement between time events. We note that although quadratic terms
appear in the leaves of the representative constraint XADD, decisions will remain
linear throughout SBE as there are no explicit discrete variables to maximize and
therefore no casemax operations to “promote” quadratic terms into decisions.
The runtime evaluations and problem structure are visualized in Fig. 3. As in
the previous example, the runtime for Gurobi scales exponentially in problem
size while SBE scales linearly. SBE outperforms Gurobi for n > 40.

4.3 Symbolic Parametric Optimization of Deep Neural Networks

We demonstrate a novel application of SBE to perform symbolic parametric
optimization of deep neural networks with rectified linear units (Relu) that
are piecewise linear. Previous work has shown Relu-based deep neural networks
can be compiled into linear constraint optimization programs and solved non-
parametrically with applications in automated planning [19] and verification [11].
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In this section, we show promising results for symbolic parametric optimization
on the learned output units, yj(x) of a Relu-based deep network trained on
h(x) by first compiling the constraints and then maximizing yj(x) w.r.t. a sub-
set of the input variables xs using SBE. This results in new symbolic piecewise
functions that represent the maximal deep network output values that can be
achieved for the best xs as a function of the remaining inputs. Such symbolic
parametric (partial) optimization is not possible with Gurobi. The Relu-based
deep network is represented by the following objective, piecewise linear case
statements and constraints implementing the connections and Relu functions:

max
xs ⊂{x1,...,xn}

yj ,∀j ∈ {1, . . . , m}

yj =
∑

i∈{1,...,p}
wi,j,lri,l + bj,l+1,∀j ∈ {1, . . . , m}

rj,k = max(
∑

i∈{1,...,p}
(wi,j,k−1ri,k−1) + bj,k, 0),∀j ∈ {1, . . . , p}, k ∈ {2, . . . , l}

rj,1 = max(
∑

i∈{1,...,n}
(wi,j,0xi) + bj,1, 0),∀j ∈ {1, . . . , p}

−10 ≤ xi ≤ 10,∀i ∈ {1, . . . , n}, yj ∈ R,∀j ∈ {1, . . . , m}
0 ≤ ri,k ∈ R,∀i ∈ {1, . . . , p}, k ∈ {1, . . . , l}
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Fig. 4. Top: runtime for SBE for
network widths 2–4, depths 4–7.
Bottom: deep neural network struc-
ture with 2 input units, 1 output
unit, width of 3, hidden layer depth
of 2 (n = 2, m = 1, p = 3, l = 2).

where parameters n, m, p and l denote the
number of input units, number of output
units, width (units in a hidden layer) and
depth (hidden layers) of the network, wi,j,k

denotes the weight between unit i at layer k
and unit j, and bj,k denotes the bias of unit
j at layer k.

In Fig. 4, we show an example neural net-
work structure and the runtime results of
using SBE to parametrically optimize a net-
work trained to learn h(x) = x2

1 + x2
2 with

n = 2, m = 1 for various width p and depth l.
Runtimes are heavily width-dependent since
tree-width grows with the width of a deep
net, but not depth. The SBE eliminates the
nodes in the hidden layers in a backward
manner until it reaches the input layer, where
the variable xs = (x1) is maximized out. We
note that for networks with more than one
output, it is possible with SBE to parametri-
cally optimize on different sets of xs for the
different outputs. Other types of activation
functions (i.e., linear or step) are also possi-
ble, as long as each unit can be represented
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as piecewise functions. SBE applied to deep nets as done here has potential
applications in planning and verification: i.e., what is achievable as a function
of an input?

5 Conclusion and Future Work

We introduced a novel symbolic bucket elimination (SBE) framework for repre-
senting and solving constrained optimization problems symbolically (and even
parametrically), that can exponentially outperform Gurobi when the underly-
ing constraint graph has low tree-width. In terms of future work, we remark
that previous investigations in the discrete domain using mini-buckets [7] and
heuristic search have demonstrated excellent improvement over exact bucket
elimination [13,16]. Hence, a promising direction for future work is mini-bucket
extensions of SBE to allow it to scale to higher tree-width constrained optimiza-
tion problems, vastly extending the scope of applicability of SBE.
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Abstract. Within state-of-the-art solvers such as IBM-CPLEX, the
ability to solve both convex and nonconvex Mixed-Integer Quadratic Pro-
gramming (MIQP) problems to proven optimality goes back few years,
yet presents unclear aspects. We are interested in understanding whether
for solving an MIQP it is favorable to linearize its quadratic part or not.
Our approach exploits machine learning techniques to learn a classifier
that predicts, for a given instance, the most suitable resolution method
within CPLEX’s framework. We aim as well at gaining first methodolog-
ical insights about the instances’ features leading this discrimination.
We examine a new dataset and discuss different scenarios to integrate
learning and optimization. By defining novel measures, we interpret and
evaluate learning results from the optimization point of view.

1 Introduction

The tight integration of discrete optimization and machine learning (ML) is a
recent but already fruitful research theme: while ML algorithms could profit of
choices of discrete type, until now disregarded, various are the discrete opti-
mization settings and situations that could benefit from a ML-based heuris-
tic approach. Although a number of fresh applications is recently appearing in
this latter direction, that one could call “learning for optimization” (e.g., [1,2]),
two main topics in this thread of research involve ML-based approaches for the
branch-and-bound scheme in Mixed-Integer Linear Programming (MILP) prob-
lems (see [3] for a survey on the theme) and the usage of predictions to deal
with the solvers’ computational aspects and configuration (see, e.g., [4,5]). We
shift from those two main ideas and position ourselves somehow in between,
to tackle a new application of ML in discrete optimization. We consider Mixed-
Integer Quadratic Programming (MIQP) problems, which prove to be interesting
for modeling diverse practical applications (e.g., [6,7]) as well as a theoretical
ground for a first extension of MILP algorithms into nonlinear ones.

Within state-of-the-art solvers such as IBM-CPLEX [8], the ability to solve
both convex and nonconvex MIQPs to proven optimality goes back few years
(see, e.g., [9]), but theoretical and computational implications of the employed
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W.-J. van Hoeve (Ed.): CPAIOR 2018, LNCS 10848, pp. 595–604, 2018.
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resolution methods do not seem fully understood yet. We are interested in learn-
ing whether it is favorable to linearize the quadratic part of an MIQP or not.
As was firstly suggested in [10], we believe that MIQPs should be solved in an
intelligent and adapted way in order to improve their resolution process; cur-
rently, the decision linearize vs. not linearize can be specified by CPLEX users
via the linearization switch parameter. We interpret the question linearize vs.
not linearize as a classification one: we learn a classifier predicting, for a given
MIQP, the most suited resolution method within CPLEX, possibly gaining first
methodological insights about the problems features leading to such prediction.

After a quick dive into the MIQPs algorithmic framework (Sect. 2), we
motivate and state our research question (Sect. 3). Methodological details and
learning-related aspects are presented in Sect. 4, while Sect. 5 is devoted to dis-
cuss results, new evaluation measures and different scenarios to integrate the
learning and the optimization processes.

2 Solving MIQPs with CPLEX

We consider general MIQP problems of the form

min
{

1
2
xTQx + cTx : Ax = b, l ≤ x ≤ u, xj ∈ {0, 1} ∀ j ∈ I

}
(1)

where Q = {qij}i,j=1,...,n ∈ R
n×n is a symmetric matrix, c ∈ R

n, A ∈ R
m×n and

b ∈ R
m. Variables x ∈ R

n are bounded, and I ⊆ N = {1, . . . , n} is the set of
indices of variables that are required to be binary. We say that a problem is pure
(binary) when I = N , and mixed otherwise; we do not consider the continuous
case of I = ∅. We refer to an MIQP relaxation as to the continuous version of
(1), where integrality requirements are dropped.

Depending on its relaxation being convex or nonconvex, and on the types of
variables involved, an MIQP can be tackled in different ways by CPLEX.

Convex Problems. A relaxed MIQP is convex if and only if the matrix Q is
positive semi-definite (Q � 0). In this setting, both pure and mixed MIQPs can
be solved by the nonlinear programming-based branch and bound [11] (NLP
B&B) (see also [12]), a natural extension of the integer linear B&B scheme [13]
in which a QP is solved at each node of the tree. Another common resolution
approach for convex problems is that of Outer Approximation algorithms [14],
which are however not implemented in CPLEX for MIQPs.

Nonconvex Problems. When the relaxed MIQP is not convex (Q � 0), variable
types play an import role. A binary nonconvex MIQP can be transformed into
a convex one by means of augmenting the main diagonal of Q: using xj = x2

j for
xj ∈ {0, 1}, xTQx can be replaced by xT (Q + ρIn)x − ρeTx, where Q + ρIn � 0
for some suitable ρ > 0, In denotes the n × n identity matrix, and e the vector
with all ones. Alternatively, a binary nonconvex MIQP can be linearized and
transformed into a MILP. Without performing diagonal augmentation, nonzero
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terms qiix
2
i are rewritten as qiixi, while bilinear terms qijxixj are handled by the

so-called McCormick inequalities [15]: a variable yij ≥ 0 is added to represent
xixj , together with linear constraints

xi + xj − 1 ≤ yij if qij > 0, or yij ≤ xi, yij ≤ xj if qij < 0. (2)

In this way, the problem formulation grows in size, but the resulting model can
be solved with standard MILP techniques.

For mixed nonconvex MIQPs, there is no straightforward way to convexify
or linearize an instance, and CPLEX relies on the so-called Spatial B&B (see,
e.g., [16]) to solve these problems to global optimality.

Although a number of possibilities can be explored to perform linearization
and convexification, their discussion is not within the scope of the present paper.
For more details, we refer the reader to [9] and the references therein.

3 Linearize vs. Not Linearize

One could assume that the linearization approach discussed for pure noncon-
vex MIQPs could be beneficial for the convex case as well: a binary problem
would turn into a MILP, while in the mixed case one could linearize all bilinear
products between a binary and a bounded continuous variable with general-
ized McCormick inequalities. However, nonzero products between two continu-
ous variables would remain in the formulation, so that a mixed convex MIQP
could still be quadratic after linearization, and hence solved with a NLP B&B.

We restrict our focus to pure convex, mixed convex and pure nonconvex prob-
lems; the mixed nonconvex case should be treated separately, due to the very
different setup of Spatial B&B. Currently, in our three cases of interest, the
solver provides the user the possibility to switch the linearization on or off by
means of the preprocessing parameter qtolin, and the default strategy employed
by CPLEX is to always perform linearization, although this approach does not
dominate in theory the non-linearization one [9].

We aim at learning an offline classifier predicting the most suited resolution
approach in a flexible and instance-specific way. We summarize in what follows
the main steps undertaken in the development of our method, leaving the details
for the next section.

1. Dataset generation: we implement a generator of MIQP instances, span-
ning across various combinations of structural and optimization parameters.

2. Features design: we identify a set of features describing an MIQP in its
mathematical formulation and computational behavior.

3. Labels definition: we define rigorous procedures to discard troublesome
instances, and assess a label depending on running times.

4. Learning experiments: we train and test traditional classifiers and inter-
pretable algorithms such as ensemble methods based on Decision Trees.
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4 Methodological Details

We now go through the development steps sketched above more in details, dis-
cussing how the dataset is generated, and features and labels defined.

4.1 Dataset Generation

To build complete MIQP instances, data generation is made of two separate
steps. First, symmetric matrices Q are generated by the MATLAB function
sprandsym [17], to which desired size n, density d and eigenvalues λi, i = 1, . . . , n
are specified; (in)definiteness of Q is controlled by the spectrum. The second step
is implemented with CPLEX Python API: quadratic data can be complemented
with a linear vector c, uniform with density d; binary and continuous variables
are added in various proportions; finally, a constraints set is defined. We monitor
the addition of the following types of constraints, in different combinations:

– a single cardinality constraint 0 ≤ ∑
j∈I xj ≤ r, with r < |I| varying;

– a standard simplex constraint
∑

j /∈I xj = 1, xj ≥ 0;
– a set of η multi-dimensional knapsack constraints

∑
j∈I wijxj ≤ fi, for i =

1, . . . , η. We follow the procedure described in [18] to generate coefficients wij

and fi, without correlating them to the objective function.

4.2 Features Design

A (raw) formulation like (1) cannot be fed directly as input to a learning algo-
rithm. We depict an MIQP by means of a set of 21 hand-crafted features,
summarized in Table 1. Static features describe the instance in terms of vari-
ables, constraints and objective function, and are extracted before any solving
(pre)process. Few dynamic features collect information on the early optimization
stages, after the preprocessing and the resolution of the root node relaxation.

4.3 Labels Definition

To each MIQP we assign a label among L (linearize, i.e., qtolin on), NL (not
linearize, i.e., qtolin off) and T, the latter to account for tie cases between L
and NL. To deal with performance variability [19], each instance is run in both
qtolin modes with 5 different random seeds; we enforce a timelimit of 1 h for
each run. To monitor troublesome instances, we implement:

– solvability check: instances that cannot be solved within timelimit by any
method (neither L nor NL) for any seed are discarded;

– seed consistency check: for each seed, unstable instances with respect to lower
and upper bounds of L and NL are discarded;

– global consistency check: a global check on the best upper and lower bounds
for the two methods is performed to discard further unstable instances.
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Table 1. Overview and brief description of the complete features set.

# Group name Features general description

Static features

2 Generic problem type Size of the problem, variables proportions
per type

2 Constraints matrix composition Density w.r.t. different types of variables,
magnitudes of nonzero (nnz) coefficients

5 Quadratic matrix composition Magnitudes of coefficients, nnz diagonal and
bilinear (continuous · continuous) and
(binary · continuous)

7 Spectrum description Shares of positive/negative eigenvalues,
magnitude and value of the smallest one,
trace and spectral norm

3 Other properties of Q Density, rank, a measure of “diagonal
dominance”

Dynamic features

2 Root node information Difference of lower bounds and resolution
times at the root node, between linearize
and not linearize

If an MIQP passes all these checks, we assign a label. When one mode is never
able to solve an instance, the other wins. If both L and NL could solve the
instance at least once, running times on each seed are compared and a “seed
win” is assigned to one mode if at least 10% better. We assign L or NL only if
their seed wins are consistent through the 5 runs, opting for a tie T otherwise.

5 Data, Experiments and Results

The generation procedure is run with MATLAB 9.1.0, Python 2.7 and CPLEX
12.6.3 on a Linux machine, Intel Xeon E5-2637 v4, 3.50 GHz, 16 threads and
128 GB. To label the dataset, we used a grid of 26 machines Intel Xeon X5675,
3.07 GHz (12 threads each) and 96 GB; each problem is restricted to one thread.

We generate 2640 different MIQPs, with size n ∈ {25, 50, . . . , 200} and den-
sity of Q d ∈ {0.2, 0.4, . . . , 1}. For mixed convex MIQPs, the percentage of con-
tinuous variables is chosen from {0, 20, . . . , 80}. We discard 340 instances due to
solvability or consistency failures, ending up with a dataset D of 2300 problems.

We report in Table 2 the composition of dataset D with respect to problem
types and assigned labels. The dataset is highly unbalanced: the majority of
instances is tagged as NL, with a very small share of T. Also, the NL answer is
strongly predominant for mixed convex instances, suggesting that there could
be a clear winner method depending on the type of problem itself.
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Table 2. Composition of dataset D. For each type and label we report the total number
of instances and their percentage.

L NL T Total (%)

0–1 convex 195 600 35 830 (0.36)

0–1 nonconvex 392 312 39 743 (0.32)

Mixed convex 11 701 15 727 (0.32)

Total (%) 598 (0.26) 1613 (0.70) 89 (0.04) 2300

Table 3. Classification measures for different learning settings. The best performing
classifiers are boldfaced.

(a) Multiclass - All features

SVM RF EXT GB

Accuracy 85.22 88.87 84.00 87.65
Precision 81.91 85.51 81.26 84.79
Recall 85.22 88.87 84.00 87.65
F1-score 83.16 87.11 82.52 86.19

(b) Binary - Static features

SVM RF EXT GB

Accuracy 86.80 86.08 85.53 86.62
Precision 86.48 85.69 85.20 86.32
Recall 86.80 86.08 85.53 86.62
F1-score 86.28 85.53 85.30 86.03

5.1 Learning Experiments and Results

Learning experiments are implemented in Python with Scikit-learn [20], and run
on a personal computer with Intel Core i5, 2.3 GHz and 8 GB of memory. We
randomly split D into Dtrain and Dtest, a training and a test sets of, respectively,
1725 (75%) and 575 (25%) instances; data is normalized in [−1, 1]. We perform
training with 5-fold cross validation to grid-search hyper-parameters, and test on
the neutral Dtest. We try Support Vector Machine (SVM) with RBF kernel [21],
together with Random Forests (RF) [22], Extremely Randomized Trees (EXT)
[23] and Gradient Tree Boosting (GB) [24].

Our first experiment involves a multiclass scheme with labels {L,NL,T}, and
exploits all features. Table 3a reports the standard measures for classification
in this setting: for all classifiers we compare accuracy, precision, recall, f1-score
(weighted by classes’ supports, to account for unbalance). In this setting, RF is
best performing in all measures. Features importance scores among RF, EXT and
GB show that the subset of features that are more influential for the prediction
comprises both dynamic features (difference of lower bounds and times at root
node) and information on the convexity of the problem (e.g., value of the smallest
nonzero eigenvalue and spectral norm of Q).

Examining the classifiers’ confusion matrices, a major difficulty seems to be
posed by the T class, which is (almost) always misclassified. Ultimately, we aim
at providing a reliable classification of those “extreme” cases for which a change
in the resolution approach produces a change in the instance being solved or
not. Thus, we carry out further experiments in a binary setting: we remove all
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tie cases and rescale the data accordingly. All measures are overall improved for
the new binary classifiers, and again RF performs as the best algorithm.

We also try classifiers trained without dynamic features: albeit this may
sound in conflict with the features importance scores mentioned above, from
the optimization solver’s point of view is it useful to test a scenario in which
a prediction is cast without the need of solving twice the root MIQP. All mea-
sures slightly deteriorate without dynamic features, and SVM becomes the best
performing algorithm; nonetheless, “static” predictors and their original coun-
terparts are coherent in their (mis)classifications on Dtest.

Results in a setting simplified in terms of both labels and features are reported
in Table 3b: performance is balanced in the improvement brought by the removal
of ties, and the degradation due to the absence of dynamic features, and again
SVM performs better.

5.2 Complementary Optimization Measures

To determine the effectiveness of our learned approach with respect to the
solver’s strategy, we define “optimization measures” scoring and evaluating the
classifiers in terms of resolution runtimes.

We run each instance i of Dtest for three qtolin values - CPLEX default
(DEF), L and NL. Each problem is run only once, with timelimit of 1h; we focus
on the Multiclass and All features setting. We remove never-solved instances, to
remain with 529 problems in Dtest. For each classifier clf, we associate to the
vector of its predicted labels yclf a vector of predicted times tclf by selecting
tiL or tiNL depending on yi

clf for i ∈ Dtest (we choose their average if a tie was
predicted). We also build tbest (tworst) selecting runtimes of the correct (wrong)
labels for the samples. Note that tDEF is directly available, without labels’ vector.

Sum of Predicted Runtimes. We compare σclf :=
∑

i∈Dtest
ticlf for clf ∈

{SVM, RF, EXT, GB} with σbest, σworst and σDEF. Results are in Table 4a: RF
is the closest to best and the farthest from worst ; also, DEF could take up to
4x more time to run MIQPs in Dtest compared to a trained classifier. Note that
the real gain in time could be even bigger than this, given the fact that we set
a timelimit of 1 h.

Normalized Time Score. We then consider the shifted geometric mean of tclf
over Dtest, normalized between best and worst cases to get a score Nσclf ∈ [0, 1]:

sgmclf := |Dtest|

√ ∏
i∈Dtest

(ticlf + 0.01) − 0.01, Nσclf :=
sgmworst − sgmclf

sgmworst − sgmbest
. (3)

The measure is reported in Table 4a: all predictors are very close to 1 (this
score highly reflects classification performance), while DEF is almost halfway
between best and worst.
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Table 4. Complementary optimization measures. Best classifiers are boldfaced.

(a) Multiclass - All features

SVM RF EXT GB DEF

σclf/σbest 1.49 1.31 1.43 1.35 5.77
σworst/σclf 7.48 8.49 7.81 8.23 1.93
σDEF/σclf 3.88 4.40 4.04 4.26 -

Nσclf 0.98 0.99 0.98 0.99 0.42

(b) Binary - Static features

SVM RF EXT GB DEF

σclf/σbest 1.80 2.04 2.01 1.82 5.81
σworst/σclf 6.23 5.50 5.59 6.19 1.93
σDEF/σclf 3.22 2.85 2.89 3.20 -

Nσclf 0.98 0.98 0.98 0.98 0.43

The presence of timelimiting cases in the test runs is also well reflected in
σclf and Nσclf , which are better for classifiers hitting timelimits less frequently
(3 times only for RF, 39 for DEF). Note that both L and NL do reach the
limit without finding a solution (38 and 55 times, respectively), and that due to
variability even best hits the timelimit once. We compute σclf and Nσclf in the
Binary - Static features setting as well. Results in Table 4b are in line with what
previously discussed for this setup.

6 Conclusions and Ongoing Research

We propose a learning framework to investigate the question linearize vs. not
linearize for MIQP problems. Results on a generated dataset are satisfactory
in terms of classification performance and promising for their interpretability.
Novel scoring measures positively evaluate the classifiers’ performance from the
optimization point of view, showing significant improvements with respect to
CPLEX default strategy in terms of running times.

In ongoing and future research, we plan to focus on four main directions.

– Analyze other benchmark datasets: the analysis of public libraries containing
MIQPs (e.g., [25]) is crucial to understand how representative the synthetic
D is of commonly used instances, which can then be used to form a more
meaningful and comprehensive final dataset.
So far, we analyzed a share of CPLEX internal MIQP testbed Ctest of 175
instances: the data is very different from D in features’ distribution (Ctest is
dominated by the presence of very structured combinatorial MIQPs, like Max-
Cut and Quadratic Assignment Problems). The majority class is that of ties,
followed by L and with very few NL cases. Preliminary experiments on Ctest

used as a test set for classifiers trained on Dtrain produce very poor classifica-
tion results, as most often misclassification happens in form of a T predicted
as NL. In fact, complementary optimization measures are not discouraging:
given that Ctest contains mostly ties, albeit the high misclassification rate, the
loss in terms of solver’s performance is not dramatic.

– Deepen features importance analysis, to get and interpret methodological
insights on the reasons behind the decision linearize vs. not linearize. As
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we mentioned in Sect. 5, the problem type itself might draw an important
line in establishing the winning method, which seems strongly linked to the
information collected at the root node.

– Identify the best learning scenario, in order to successfully integrate the learn-
ing framework with the solver. We already considered the simplified Binary -
Static features one; it could be interesting to perform static features selection
based on their correlation with dynamic ones.

– Define a custom loss function: the complementary optimization measures that
we propose showed effective in capturing the optimization performance as well
as the classification one. We plan to use these and other intuitions to craft
a custom loss/scoring function to train/validate the learning algorithm, in a
way tailored to the solver’s performance on MIQPs.

References
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Max Åstrand1,2(B), Mikael Johansson2, and Alessandro Zanarini3

1 ABB Corporate Research Center, Väster̊as, Sweden
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Abstract. The profitability of an underground mine is greatly affected
by the scheduling of the mobile production fleet. Today, most mine oper-
ations are scheduled manually, which is a tedious and error-prone activ-
ity. In this contribution, we present and formalize the underground mine
scheduling problem, and propose a CP-based model for solving it. The
model is evaluated on instances generated from real data. The results
are promising and show a potential for further extensions.

1 Introduction

Mining is the process of extracting minerals from the earth, commonly done
either in open pit or underground mines. Underground mining is a cost-intensive
industry, where the margins decrease as production goes deeper. The opera-
tional performance, and thus the profitability, of an underground mine is greatly
affected by how the mobile machinery is coordinated. In most mines, the machine
fleet is scheduled manually with methods and tools on the brim of what they
can handle. In a survey [1] of more than 200 high level executives from mining
companies all around the world, maximizing production effectiveness was identi-
fied as the top challenge for modern mines, even more than improving reliability
of individual equipment. This fact highlights that system level coordination is
critical for mines to remain profitable in the future.

Underground mining operation is planned on different levels with different
horizons and task granularities. The longest planning horizon is in the life-of-
mine plan, which contains a rough strategy for which year to extract what parts
of the ore-body. The life-of-mine plan is further decomposed into extraction
plans of various granularity that have time horizons of years or months. The
extraction plans include more details about the amount of ore that is expected
to be excavated under different parts of the plan. Lastly, the extraction plans
are implemented as short-term schedules by allocating and time-tabling machines
and personnel to the activities, producing a detailed schedule for roughly one
week.
c© Springer International Publishing AG, part of Springer Nature 2018
W.-J. van Hoeve (Ed.): CPAIOR 2018, LNCS 10848, pp. 605–613, 2018.
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To the best of the authors’ knowledge, there is no previous work on using CP
to schedule the mobile production fleet in underground mining. The most similar
problem can be found in [2], where they study scheduling mobile machines in
an underground potash mine using MIP-models and construction procedures.
Another underground mine scheduling problem is described in [3] where sched-
ules are created by enumerating all sequence permutations, and select the one
with the shortest makespan. To limit the search space of all possible sequences
(at worst factorial) the authors cluster the faces based on geographical distance.
The authors in [4] study how to transport ore in an underground mine, via inter-
mediate storages, to the mine hoist. They use a MIP-model to allocate machines
to different work areas on a shift basis over a period of 2 months. The authors
refine their work in [5] and propose several simplifications which decrease com-
putation time.

A study of underground machine routing is introduced in [6], where they
study the effect of using different heuristic dispatch strategies for routing
machines in a diamond mine. The authors conclude that strategies that sep-
arate the machines geographically seem beneficial. This is due to the confined
environment, in which avoiding deadlocks (e.g. machines meeting each other in a
one-way tunnel) is crucial. More research on underground routing can be found
in [7], where the authors continue on previous work in [8] by using dynamic
programming.

In [9] the authors study scheduling open pit mines (a related but distinct
problem) with MIP. Using a multiobjective approach, they study over 40 objec-
tives, including maximizing the utilization of trucks and minimizing deviations
from targeted production. Continuing on the topic of scheduling open pit mines,
the authors in [10] develop a model for scheduling numerous autonomous drill
rigs in an open pit mine. The problem naturally decomposes into subproblems,
where a high-level CSP, linking the subproblems, is solved to find a solution in
the joint search space.

Our contribution is the first study of production scheduling in underground
mining using CP. Further, the problem introduced generalizes similar problems
studied by other authors (using other methods). Most notably, we impose and
exploit the presence of blast windows, allow for a mix of interruptible and unin-
terruptible tasks, and support tasks that have an after-lag.

The paper is organized as follows: Sect. 2 describes the problem and intro-
duces the necessary notation. A CP-based model for solving the problem is devel-
oped in Sect. 3. Next, Sect. 4 reports experimental results on instances generated
by data coming from a real mine. Conclusions are drawn in Sect. 5.

2 Problem Description

The mine operations that we consider are located at underground sites called
faces, which denote the end of an underground tunnel. From here-on, the faces
are labeled F = {1, . . . , n}. In order to extract ore from the mountain, a periodic
sequence of activities takes place at each face: C=(drilling, charging, blasting,
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ventilating, washing, loading, scaling, cleaning, shotcreting, bolting, face scaling,
face cleaning). We refer to a full period of activities as a cycle. All the activi-
ties except blasting and ventilation require a specific (today) human-operated
machine to be used, and we denote with Ĉ this subset of activity types. Specifi-
cally, drilling requires a drill rig in order to drill holes in the face processed; when
charging, the holes are filled with explosives typically using a wheel loader with
a platform; after blasting, the rock that has been separated from the mountain
is sprayed with water to reduce the amount of airborne particles. The rock is
then removed (loaded) from the face with an LHD (load, haul, dump machine);
smaller rocks loosely attached to the mountain are later mechanically removed
with a scale rig (scaling), and removed from the drift with an LHD (cleaning);
the two successive steps are for ensuring safety, namely to secure the rock to the
insides of the tunnel (bolting), and spraying the insides of the tunnel with con-
crete (shotcreting). Finally, the face is prepared for the next cycle by a scaling
rig (face scaling), and the separated rock is removed by an LHD (face cleaning).
For each activity type c ∈ Ĉ, a non-empty set of machines Mc is available in
the mine to perform that specific operation. In the general case we are studying,
some machines can be employed to perform different activity types.

Blasting is a key activity in underground mine operations and it sets the
overall pace of production for the entire mine. It is common that blasts occur
in predetermined time windows during the day (typically twice or thrice); for
safety reasons, no human operator is allowed in the mine during the blasting
time window and subsequent ventilation of toxic blast fumes, independently of
whether blasting occurs, and on which faces; in other words, no other activity
can take place at any face across the whole mine.

As blasting and ventilation have the same properties, happen one after the
other, and affect the scheduling in the same manner, in the following, whenever
we refer to blasts we denote an activity that spans over the duration of the blast
and the subsequent ventilation. We refer to the candidate blast time windows as
B = {(sb1 , eb1), (sb2 , eb2), (sb3 , eb3), . . . } where the pair (sbi , ebi) defines the start
and end of the time window; for simplicity, and without loss of generality, we
assume that each time window has equal duration db = eb· − sb· and that the
blasting (and ventilation) can fit inside the time window (the problem would be
trivially infeasible otherwise).

Most activity types are interruptible, i.e. they can start prior to a blast
window, then be suspended during the blast, and resumed after the blast win-
dow. Shotcreting is however not interruptible; furthermore the subsequent bolt-
ing activity can only happen after a delay required for the concrete to cure; this
delay, also referred to as after-lag, has a duration of dal.

An instance of a problem is composed of a set of activities afi indicating the
i’th activity at face f ∈ F ; the sequence of activities in each face is defined by
Af = (af1 , . . . , a

f
mf

), which consists of a fixed number of production cycles that
follow the sequence defined in C. We define by d(afi ) the nominal duration of
activity afi , i.e. the duration in case no interruption takes place. Note that all
the activity durations are in practice shorter than the time between two blasts,
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i.e. d(afi ) < db. Furthermore, let c(afi ) ∈ C be a function indicating the activity
type of activity afi and let I·(Af ) = {i | c(afi ) = ·} be the set of indices of
the activities at face Af of a given type; in this way, Ibolting(Af ), for example,
indicates the indices of all the bolting activities at face Af .

Since the schedules are deployed in a rolling-horizon approach, where each
face has a predefined number of cycles to be performed during the life of the
mine, it makes sense to use an objective function that accounts for the state of
all faces. Therefore, the scheduling problem consist of allocating the available
mining machinery to the activities, and schedule them in order to minimize the
sum of the makespans of all faces.

3 Model

The problem resembles a rich variant of the flow shop problem, with additional
aspects such as unavailabilities due to blasts, after-lags, and a mix of inter-
ruptible and uninterruptible activities [11,12]. For each activity afi , we employ
|Mc(af

i )
| conditional interval variables [13] representing the potential execution of

that activity on the candidate machines1. Specifically, each conditional interval
variable consists of a tuple of four integer variables: sfir, d

f
ir, e

f
ir, o

f
ir indicating

the start time, the duration, the end time (sfir + dfir = efir) and the execution
status of activity afi on machine r ∈ Mc(af

i )
, respectively. This model allows for

machine-dependent duration in case machines have different processing times.
The execution status takes value 0 if the activity is not executed with machine

r, or 1 if it is executed with machine r. As each activity is executed using exactly
one machine: ∑

r∈M
c(af

i
)

ofir = 1 ∀f ∈ F ∀i ∈ 1, . . . , |Af | (1)

The start times for blasts must be aligned with the blast time windows, therefore:

sfir ∈ {sb1 , sb2 , sb3 , . . . } ∀f ∈ F ∀i ∈ Iblasting(Af ) ∀r ∈ Mblasting (2)

Uninterruptible tasks (namely shotcreting) also must not overlap the blast time
windows, independently of whether or not a blast occurs in that specific face:

sfir ∈ Sshotcreting ∀f ∈ F ∀i ∈ Ishotcreting(Af ) ∀r ∈ Mshotcreting (3)

where Sshotcreting = {0, . . . , sb1 − d(afi ), eb1 , . . . , sb2 − d(afi ), . . . }.
Both blast and shotcreting activities are uninterruptible therefore their

respective durations are set to the nominal activity durations:

dfir = d(afi ) ∀f ∈ F ∀i ∈ Iblasting(Af ) ∀r ∈ Mblasting (4)

dfir = d(afi ) ∀f ∈ F ∀i ∈ Ishotcreting(Af ) ∀r ∈ Mshotcreting (5)

1 In order to simplify the notation, we assume that for blasting activities we have a
single machine r ∈ Mblasting with infinite capacity.
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Further, all activities, except blasting, cannot start during a blast window:

sfir ∈ Sc ∀f ∈ F ∀c ∈ C̃ ∀i ∈ Ic(Af ) ∀r ∈ Mc (6)

where Sc = {0, . . . , sb1 , eb1 , . . . , sb2 , . . . } and C̃ = Ĉ \ {blasting}.
In order to model the interruptible activities, their associated intervals have

variable durations. We introduce a variable pfir indicating whether the interval
of face f , index i, resource r has been interrupted. We use a sum of reified
constraints to go over all the possible blast time windows, and verify if there
is one that overlaps with the interval; if an interval starts before a blast time
window and ends after the start of the blast time window then pfir = 1. Note
that the durations of the activities are such that no activity can span two blast
time windows. Finally, whenever the interval gets interrupted, its duration needs
to be extended by the duration of the blast time window.

pfir =
∑

k

(sfir < sbk) ∗ (sfir + d(afi ) > sbk) (7)

dfir = d(afi ) + pfir ∗ db ∀f ∈ F ∀c ∈ C̃ ∀i ∈ Ic(Af ) ∀r ∈ Mc

The full order of the cyclic activities is enforced by:

sfir + dfir < sfi+1r′ ∀f ∈ F ∀i ∈ 1, . . . , |Af | − 1 ∀r, r′ ∈ Mc(af
i )

(8)

and the after-lag of shotcreting as:

sfir + dfir + dal < sfi+1r′ ∀f ∈ F ∀i ∈ Ishotcreting(Af ) ∀r, r′ ∈ Mc(af
i )

(9)

Unary constraints are used for all the faces and machines to enforce disjunctive
execution:

unary({[sfir, d
f
ir, o

f
ir] | i = 1, . . . , |Af |, r ∈ Mc(af

i )
}) ∀f ∈ F (10)

unary({[sfir, d
f
ir, o

f
ir] | f = 1, . . . , n, i ∈ Ĩfr }) ∀c ∈ C ∀r ∈ Mc (11)

in which Ĩfr = {i | i ∈ Af ∧ r ∈ Mc(af
i )

} indicates the indices of all the activities
of face f that can be performed by machine r. If all machines have identical
processing times the machines can be modeled as a cumulative resource, which
can provide significant speed-ups. However, in reality, the processing times are
seldom identical due to the usage of a heterogeneous machine park, and due to
different operator skills. Further, notice that the unary constraint for the faces
is redundant, since a total ordering is enforced by constraints 8 and 9. However,
adding a unary constraint for the faces enables scheduling auxiliary tasks that
are not part of the production cycle.

Finally, the model minimizes the sum of the makespans across all faces by
(recall that mf is the index of the last activity of face f):

∑

f

∑

r∈M
c(af

mf
)

ofmfr
∗ efmfr

(12)



610 M. Åstrand et al.

3.1 Search Strategy

Different generic and ad-hoc heuristics have been tested; for brevity, we present
in the following what has been experimentally deemed the most effective one.

The search proceeds in two phases: the first phase considers machine allo-
cation, the second is about scheduling the start times. In the former, tasks are
ordered by their nominal durations, and for each task the least loaded machine is
chosen among the compatible ones. As for the task scheduling, tasks are chosen
based on an action-based heuristic and the value selection schedules the task
as early as possible. Action-based heuristic learns during the search to branch
on the variables that are likely to trigger the most propagation (also known as
activity-based heuristic [14]).

Randomized Restarts. By systematically restarting the search procedure, a
restart-based search samples a wider part of the search space. In order to not
to end up on the same solution after each restart, some randomness needs to
be included in the search heuristics. Therefore, the machine allocation chooses
a random variable to branch on with probability p, otherwise it follows the
heuristic described above. Similarly, the value selection is chosen at random
with probability p, otherwise the least loaded heuristic is employed. Note that
action-based branching tend to work well with restart-based search, since the
restarts provide a lot of information of propagation.

4 Experimental Results

An underground mine scheduling scenario based on real data is here studied.
All problems are solved using the model introduced in Sect. 3, where a baseline
method without restarts is compared to a restart-based approach using the ran-
domized search heuristics of Sect. 3.1. All problems are solved using Gecode 5.1
with 4 threads on a laptop with an i7-7500U 2.7 GHz processor.

The size of a problem is determined by (i) the number of faces, (ii) the
number of cycles, and (iii) the number of machines of each type. In this work,
we experimented with instances with 5 and 10 faces, with 1 or 2 cycles at each
face, which results in a minimum of 55 tasks and a maximum of 220 tasks to
be scheduled. The considered machine parks consist of 1, or 2 machines of each
type, together with a non-uniform machine park inspired a real underground
mine. The complex machine park consists of 4 drill rigs, 3 chargers, 1 water
vehicle, 6 LHDs, 4 scaling rigs, 2 shotcreters and 3 bolters. The problem sizes
are encoded as (# faces)F(# cycles per face)C(# machines of each type)M.
For example, 5F2C2M corresponds to a problem with 5 faces where each face
has 2 cycles each, and the machine park consists of 2 machines of each type.
The machine classification CM is used to encode the complex non-homogeneous
machine park. In total, 8 different problem sizes are studied, where each problem
size is studied in 5 instances where the task duration is varied. In each instance
the task duration is based on nominal durations from an operational mine,
however they are perturbed randomly by a factor between −25% and +25%.



Fleet Scheduling in Underground Mines Using Constraint Programming 611

Fig. 1. The largest problem instance using 10 faces with 2 cycles at each face, together
with a machine park that is based on a real underground mine.

A timeout of 12.5 min is used for the instances with 5 faces, and 25 min for the
instances with 10 faces.

A solution to the largest problem studied, 10F2CCM, using the restart-based
search can be seen in Fig. 1. The blast windows are indicated by vertically aligned
grey areas. In this solution we can see some features of the problem such as
shotcreting tasks which are not split over blast windows whereas other activi-
ties are correctly interrupted and resumed after blast time windows. Evidently,
manual scheduling quickly becomes a tedious and error-prone activity as the
problem size increases.

In Table 1, we have aggregated the statistics of solving 40 instances using both
the baseline and the restart-based method. The second to the fourth columns
represent, respectively, the average, minimum and maximum objective across
the instance set. The fifth to the seventh columns indicate, respectively, the

Table 1. Average, minimum, and maximum objective value after solving 5 instances of
each problem size. The left column corresponds to the objective value using the search
without restarts, while the right column corresponds to the reduction gained by using
restart-based search.

avg OBL minOBL maxOBL avg O%
RES minO%

RES maxO%
RES

5F1C1M 2082 1911 2214 0% 0% 1%

5F1C2M 1892 1751 1990 0% 0% 1%

5F2C1M 4200 3583 4575 −1% −7% 1%

5F2C2M 4048 3560 4360 −7% −11% −3%

10F1C2M 4410 3973 4601 0% −5 % 3 %

10F1CCM 3797 3606 4097 2 % 4% 1%

10F2C2M 11019 9803 12562 −15% −11 % −21%

10F2CCM 8222 7548 8825 −1% −4% 2%
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Fig. 2. The objective value using restart-based search on 5 samples of 10F2CCM and
5 samples of 5F2C2M. The plot shows the current objective divided by the value of
the first found solution.

average, minimum, maximum reduction of the objective value obtained with
randomized restarts w.r.t. the deterministic baseline. It is evident that using
restart-based search can be advantageous, particularly for the larger instances.
Note furthermore that, as shown in Fig. 1, the complex machine park problem
is not very constrained, i.e. machines are not highly utilized, and the problem
is therefore simpler than the instances with only 2 machines per face. This can
also be seen in Table 1, where randomized restarts for 10F2CCM does not bring
significant improvements, whereas restarts seem beneficial for 10F2C2M.

Finally, we are only able to solve the smallest instances, 5F1C1M and
5F1C2M, to optimality. Figure 2 shows how the objective function evolves with
solution time for larger problem instances, and it motivates the timeouts cho-
sen. No significant improvements were seen when extending the timeout up to
an hour.

5 Concluding Remarks

In this paper, we presented, to the best of the authors’ knowledge, the first
CP-based model for underground mine scheduling with promising preliminary
results. The model resembles a flow shop problem with the addition of peri-
odic unavailabilities, after-lags, and a mix of interruptible and uninterruptible
activities. Ongoing and future work includes: the integration of travel times for
the machine park, replanning based on previous solutions using Large Neighbor-
hood Search to minimize schedule disruptions, as well as personnel assignment
and rostering. We would also like to explore decomposition approaches where the
machine allocation and the scheduling are solved in a Logical Benders decom-
position framework.
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