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Abstract. The abnormalities in size, shape and other morphological attributes
of retinal vasculature have been prospectively associated as a physio-marker and
predictor of many microvascular, systemic and ophthalmic diseases. The progres‐
sion of retinopathy has a very different evolution in venules and arterioles with
some biomarkers associated with only one type of vessel. The robust classification
of retinal vasculature into arteriole/venule (AV) is the first step in the development
of automated system for analyzing the vasculature biomarker association with
disease prognosis.

This paper presents an encoder-decoder based fully convolutional deep neural
network for pixel level classification of retinal vasculature into arterioles and
venules. The feature learning and inference will be done directly from the image
without the requiring the segmented vasculature as a preliminary step. The
complex patterns are automatically learned from the retinal image without
requiring the handcrafted features. The methodology is trained and evaluated on
a subset of the images collection obtained from a population-based study in the
UK (EPIC Norfolk), producing 93.5% detection rate. This proposed technique
will be optimized further and may replace the AV classification module in the
QUARTZ software which is developed earlier by our research group.
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1 Introduction

The analysis of shape, appearance, tortuosity and other morphological attributes of
human retinal blood vessels can be the important diagnostic indicator of various
ophthalmic and system disease which includes diabetic retinopathy, hypertensive retin‐
opathy, arteriolar narrowing, arteriosclerosis and age related macular degeneration [1].
The association of abnormalities in retinal vasculature with cardiovascular disease has
been reported in the studies [2]. The effect of onset of systemic and ophthalmic disease
on arterioles and venules is very much different. For instance, generalized arteriolar
narrowing is one among the early signatures of hypertensive retinopathy. The decrease
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in Arteriole to Venule Ratio (AVR) is a well-known predictor of stroke and other cardi‐
ovascular disease in later life. Moreover, Arterio-Venous (AV) nicking is associated
with long term risk of hypertension [2].

The advancement in retinal image acquisition and the availability of retinal fundus
images make it possible to run the large population based screening programs to examine
the early biomarkers of these diseases. Besides improving the diagnostic efficiency, the
computerized retinal image analysis can help in reducing the workload of ophthalmol‐
ogists. Therefore an efficient algorithm for classification of retinal vasculature into the
constituent venules and arterioles is an essential part of automated diagnostic retinal
image analysis system.

The arterioles/venules in the retinal images look like much similar to each other with
only very few known discriminating features [3]. The venules appear to be a little bit
wider than the arterioles particularly at the place closer to the optic disc. The arterioles
exhibit clearer and wider center light reflex as compared to the venules. The venules
appear to be a bit darker in color than arterioles. Moreover, generally the arterioles do
not cross other arterioles and venules do not cross other venules within the retinal
vasculature tree. The intra/inter image variability in color, contrast and illumination are
further added challenges in developing automated AV classification system. The width
as well as the color of retinal vessels change across their length as they originated from
optic disc and spread in the retinal. The color change is due to the variability in oxygen‐
ation level.

Deep learning [4] is gaining importance in the last few years due to the ability to
efficiently solve complex nonlinear classification problems. The main advantage of deep
learning is the automated feature learning from the raw data. The convolutional neural
network (CNN) [5] architectures have been used for variety of image classification and
detection tasks with the human level performance. The CNNs have been used to detect
diabetic retinopathy in retinal images in recent Kaggle competition with very encour‐
aging results. The promising results of CNN based architectures in retinal image analysis
motivates us to investigate the application of deep learning for pixel level classification
and labeling.

In this paper, we have modeled the vessel classification task as semantic segmenta‐
tion. Semantic segmentation [6] refers to the pixel level understanding of an image, and
each pixel in the image will be assigned to a particular object class. For vessel classifi‐
cation, the aim is to assign every pixel in the retinal image to either of the three classes
i.e. the arteriole, the venule or the background. We have presented a CNN based archi‐
tecture for pixel level classification of retinal blood vessels into arterioles and venules.
The proposed methodology can perform end-to-end vessel classification directly on the
retinal image without the need of separately segmenting the blood vessels, or delineating
the vessel centerlines as proposed in other algorithms. To the limit of our knowledge,
the deep learning-based pixel level semantic segmentation has been utilized for the first
time for classifying retinal blood vessels into arterioles/venules. The proposed AV
classification algorithm will replace the current AV classification module in the
QUARTZ retinal image analysis software tool [7], which is developed by our research
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group for quantification of retinal vessel morphology, with the aim to help epidemiol‐
ogists analyze the association of retinal vessel morphometric properties with the
prognosis of various systemic/ophthalmic disease biomarkers.

The rest of this paper is arranged as follows: a review of the related techniques is
reported in Sect. 2. The following section provides the detailed description of proposed
methodology. In Sect. 4, the experimental results are presented. The discussions and
conclusion are illustrated in Sect. 5.

2 Related Work

A number of techniques are reported in the literature for arteriole/venule classification
in retinal images [8]. These approached may be categorized into two major groups; the
graph based approaches and the feature based approaches.

The feature based approaches prepare set of features for each pixel that eventually
used as input to a classification algorithm. The first step in the majority of the approaches
is segmenting the vasculature tree, followed by vessel skeletonization. The next step is
the identification of bifurcations and crossovers. The complete vasculature is divided
into vessel segments by removing the pixels at the crossover/bifurcation point in the
vessel centerline images. The features are computed from these vessel segments which
are further classified by a suitable classifier to be arteriole or venule. The graph based
approaches usually represent the vasculature tree into a graph planner. The contextual
information in the graph is utilized in making local decisions for a pixel whether it
belongs to the arteriole or the venule.

Li [9] introduced a Gaussian filter model designed to detect vessel’s center light
reflex and used Minimum Mahalanobis distance classifier. However, the classification
accuracy is mentioned at artery/vein level, and not at pixel level. Grisan [10] proposed
the dividing the retinal image into four quadrants assuming that each of the divided
regions has at least one arteriole/venule and afterwards applied fuzzy clustering. Saez
[11] and Vazquez [12] improved the quadrant based approach, computed the pixel level
features from RGB and HSL color spaces and utilized K-Mean clustering for AV clas‐
sification. Kondarmann [13] proposed background normalization followed by
computing the features of vessel centerline pixels in the 40-pixel square neighborhood
and use Neural Network classifier for AV classification. Niemijar et al. [14] have
computed a 27 dimensional feature vector for each pixel and classify the vasculature
segments using linear discriminate classifier. Fraz [15] introduced features at different
levels (pixel, segment, profile based) and use ensemble classifier for pixel level classi‐
fication. Relan [16] computed the features set from the circular neighborhood around
the current pixel within a specific radius and used the least square SVM classifier. Xu
[17] built an innovative feature set from first and second order texture based and pass it
to KNN classified for pixel classification.

Rothaus et al. [18] and Dashtbuzorg et al. [19] have built the planner graph from the
vessel centerlines such that the branches and crossovers in the vascular network repre‐
sent the nodes in the graph and the vessel segments represent the link between the graph
nodes. The contextual information i.e. the link orientation across nodes, and the count
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of links associated with each graph node is used to identify the node type. After identi‐
fication of all the nodes on the graph, the links corresponding to the vessel segment can
be identified as arteriole or venule. Rothaus et al. [18] also created vessel graph, initialize
few vessel segments manually and employ a rule based algorithm to propagate the vessel
labels across the graph. Dashtbozorg et al. [19] combine the supervised pixel classifi‐
cation approach with graph based methodology to obtain pixel level classification. A
color information based 30-D feature vector is computed for every centerline pixel
followed by linear discriminant analysis classifier. The classification results are
combined with graph labeling to attain excellent results. Estrada [20] applied global
likelihood model to assign the a/v label to the links.

The feature based and graph based approaches can struggle in case the vascular tree
is not correctly segmented. Moreover, these approaches are heavily relying on the hand
crafted features. Welikala et al. [21] have employed the deep learning for the first time
in the context of AV classification, and used a six layers convolutional neural network
for feature learning from the retinal vasculature. The methodology achieves significant
results in terms of accuracy, but it also relies on the accurate segmentation of vessels in
the retinal image. We have proposed an end-to-end pixel-level AV classification tech‐
niques based on encoder-decoder based fully convolutional neural network. The
proposed technique does not rely on the segmented vasculature, rather it learns and
classify the pixels directly from the image.

3 The Methodology

In this work, we have presented a fully convolutional encoder-decoder based deep neural
network architecture for pixel-wise segmentation of retinal vasculature and classifica‐
tion of arterioles and venules simultaneously. The proposed network architecture takes
inspiration from SegNet [22] and perform the semantic segmentation of retinal images
by associating each pixel of an image with a class label, i.e. background, arteriole or
venule, without performing retinal vasculature segmentation separately, which usually
had been a preliminary step in the traditional computer vision based AV classification
approaches.

The network is composed of convolutional layers without any fully-connected layers
which are usually found at the end of the traditional CNN. The encoder-decoder based
fully convolutional neural networks take the input of arbitrary size and produce corre‐
spondingly-sized output. The feature learning and inferencing is performed as a whole-
image-at-a-time basis by dense feedforward computation and backpropagation.

The encoder part of the network takes an input image and generates a high-dimen‐
sional by learning the features at multiple abstractions and aggregating the features at
multiple levels. The decoder part of the network takes a high dimensional feature vector
and generates a semantic segmentation mask. The building blocks of the network are
convolutional layers, down-sampling and up-sampling. The learning is performed
within subsampled layers using stride convolutions and max pooling. The up sampling
layers in the network enable pixel wise prediction by applying unpooling and decon‐
volutions.
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3.1 The Deep Network Architecture

The architecture consists of a sequence of encoder-decoder pairs which are used to create
feature maps followed by pixel wise classification. The encoder-decoder architecture is
illustrated in Fig. 1. The complete network consists of three layers of encodes-decoder
blocks as shown Fig. 1(b). The input encoder block and output decoder block is presented
in Fig. 1(a) and Fig. 1(c) respectively.

Fig. 1. The network architecture; (a) The input block of encoder part; (b) The complete network
diagram; (c) The output block of decoder part.

The encoder part of the network closely resembles the VGG16 [5] architecture with
the difference that only convolution layers are retained while the fully connected layers
are excluded which makes it smaller and easier to train. A set of feature maps is produced
by performing convolutions with filter bank. The feature map is batch normalized and
element wise Rectified Linear Unit (RELU) activation is performed. Afterwards, a 2 × 2
max pooling with a non-overlapping stride of 2 units is applied. We have modified the
architecture by reducing the number of layers to seven; hence the number of trainable
parameters is also reduced.

The decoder part is comprised of nonlinear up sampling and convolution layers. The
feature map is up sampled by the decoder network by utilizing the maxpooling indices
which have been computed from the corresponding encoder phase. The pooling indices
of encoder and decoder parts are connected with each other hence incorporating the
capability to retain high frequency details in the neural network. As a result of up
sampling, sparse feature maps are produced. Afterwards, dense feature-maps are gener‐
ated by convolving previously generated sparse feature maps with a trainable filter bank.
Softmax classifier is applied after the restoration of feature maps to the original
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resolution. The softmax performs independent classification of each pixel as arteriole,
venule or background and produces the final multiclass segmentation.

3.2 Learning Details

The methodology is evaluated on a dataset of 100 images, such that 90 images are used for
training and 10 images are used for testing. The available pertained models which include
AlexNet, VGG and ResNet are trained on PASCAL VOC [23] or ImageNet [24]. These
datasets are very much different than that of retinal images therefore the pre-trained
weights are not used. The Stochastic Gradient Descent (SGD) is used to train all the
network. The learning rate fixed at 0.1 and a mini-batch of 12 images is used for training.

4 Experimental Evaluation

4.1 Materials

The methodology is evaluated on a sub set of images from EPIC Norfolk study [25].
The study was started as a large multi-center cohort with the aim to investigate the
relationship among diet, lifestyle factors and cancer/other disease prognosis. The subset
is comprised of 100 images acquired from 50 middle aged participants using Topcon
non-mydratic fundus cameras having a size of 3000 × 2002 pixels. The images are
captured from both of the left and right eyes. The other biomarkers are also recorded
which includes weight, BMI and family history of diabetes and hypertension. The
vessels are manually labeled by two experts using image labeler application available
with Matlab R2017b. The labels are verified by the ophthalmologists at St Georges
University of London UK.

4.2 Performance Measures

The performance measures used to quantitatively evaluate the algorithm performance
are summarized in Table 1.

Table 1. Performance metrics for vessel classification

Metric Description
Global accuracy It measures the percentage of pixels correctly classified in the

dataset. Global Accuracy =
(TP + TN)

(TP + FP + FN + TN)

Mean accuracy The fraction of correctly classified pixels averaged over the classes
Mean Intersection over Union (mIoU) Mean IoU is used to compare the similarity between the predicted

class and the actual ground truth class
Weighted Intersection over Union (wIoU) Performs IoU average weighted by the count of pixels in each class
Mean BF score The measure depicts that how well predicted objects boundaries

match ground truth boundaries

*TP, FP, and TN and FN refers to true positive, false positive, true negative, false negative respectively
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4.3 Experimental Results

The attained performance measures by the proposed methodology are summarized in
Table 2.

Table 2. Performance measures of AV Classification

Global accuracy Mean accuracy Mean IoU Weighted IoU Mean BF score
0.9352 0.8228 0.7905 0.9457 0.8201

The comparison of the algorithm accuracy with previously published algorithms is
shown in Table 3.

Table 3. Performance comparison with different vessel classification methods

S. No Algorithm Accuracy
1 Grisan [14] 87.58%
2 Kondarmann [13] 95.32%
3 Niemijar [14] 93.5%
4 Vazquez [12] 87.68%
5 Fraz [15] 83.27%
6 Relan [16] 89.4%
7 Xu [17] 92.3%
8 Dashtbuzorg [19] 87.4%
9 Estrada [20] 93.5%
10 Welikala [21] 91.97%
11 Proposed Methodology 93.5%

Fig. 2. Vessel Classification Results: (a) Original images (b) labels (c) segmentation results
(Color figure online)

Arterioles and Venules Classification in Retinal Images 665



Figure 2 shows the classification results of the proposed methodology. The first
column is the retinal image, the ground truth and the classification results are shown in
2nd the 3rd column respectively. The background is marked with yellow color and the
arterioles and venules are marked with red and blue color respectively.

5 Discussion and Conclusion

In this paper a novel deep learning based methodology for AV classification of retinal
blood vessels is presented. An encoder-decoder based deep convolutional neural
network is proposed for pixel level classification of retinal vessels into the arterioles and
venules. The methodology does not rely on prior segmentation of retinal blood vessels,
which have been the preliminary step for approximately all of the AV classification
techniques available in the literature. The proposed network architecture has taken
inspiration from SegNet, which is used in semantic segmentation paradigm but to the
best of our knowledge, has been utilized for the first time in the context of automated
AV classification.

The major contribution of this paper is the application of novel encoder-decoder
based fully convolutional deep network for robust AV classification. In future we aim
to extend this methodology such that it will be used in place of current AV classification
module in the QUARTZ software [7], which is developed by our research group for
automated quantification the retinal vessel morphometry, with the aim study associa‐
tions between vessel change and systemic/ophthalmic disease prognosis. Furthermore,
we aim to use the proposed methodology as a preliminary step in the development the
modules in QUARTZ for identification of venous beading and measurement of arterio-
venous nicking.
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