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Abstract. The inclusion of disabled people is still a recurring problem
throughout the world. For the hearing impaired, the barrier imposed
by the sign language spoken by a small part of the population imposes
limitations that interfere in the quality of life of these people. The popu-
larization or even automation of sign language recognition can take their
lives to a higher level. Understanding the importance of sign language
recognition for the hearing impaired we propose a 3D CNN architec-
ture for the recognition of 64 classes of gestures from Argentinian Sign
Language (LSA64). We demonstrate the efficiency of the method when
compared to traditional methods based on hand-crafted features and that
its results outperform most deep learning-based work reaching 93.9% of
accuracy.
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1 Introduction

The inclusion of disabled people is still a recurring problem throughout the
world. In the case of hearing impairment, the problem lies in the difficulty that
they have in communicating using a visual language code, a Sign Language
(LS). One of the major difficulties for the hearing impaired is the low number of
people who are fluent in sign language, which makes learning difficult and the
communication of these, especially in the early stages of the development of the
individual [1,2].

Currently, solutions for the recognition of a sign language are given pri-
marily by the use of human translators, and are therefore expensive solutions,
given the necessary professional experience. Sign language recognition seeks to
develop algorithms and methods that can correctly classify a sequence of signals
to understand its meaning.

Given the complexity of obtain meaning for each of the elements that make up
a sign language pose, many methodologies treat the recognition of sign language
as a gesture recognition problem, that is, the solutions seek to identify optimal
characteristics that satisfactorily represent a certain gesture and methods that
can classify it correctly given a set of possible gestures.
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The vast majority of gesture recognition studies seek to extract manually
modeled features and then use them in a classifier for recognition. In this sense
we find a work that uses features extracted from Kinect and Leap Motion, which
based on the position and orientation of the fingers feeds a multi-class Support
Vector Machine (SVM) to recognize 10 classes of American Manual Alphabet
gestures present in a public dataset presented in this same paper [3].

Another work in the same direction was proposed by Ronchetti [4] through
a Probabilistic SOM network (ProbSOM) [5] to recognize LSA64 [6] gestures,
so that ProbSOM allows to infer statistically by grouping similar gesture classes
and then determining which are the most important characteristics for the dis-
crimination of each gesture.

Recent advances in processing capacity and the increase in the number of
large databases are allowing the application of machine learning techniques that
until then were almost impractical given their high computational costs and
their needs for large amounts of data. Deep learning is one of the most promis-
ing techniques, being successfully used in automatic speech recognition [7–9],
recommendation systems [10,11] and image recognition [12–15].

When it comes to the recognition of dynamic gestures, the work of Pigou
et al. [16] employs two CNNs, whose inputs are the gray level and depth videos
original from CLAP14 challenge dataset. The first network uses the original
videos, while the second one cuts each frame so that the result contains only the
user’s hand. At the end, the characteristic vectors are combined and discrimi-
nated by the CNNs.

Also, Huang et al. [17] uses a CNN with convolutions in three dimensions
(3D CNN). Each video was divided into 5, named: color-R, color-G, color-B,
depth and body skeleton, each with 9 frames, the first 3 referring to the color
channel of the original video. The database used in the work is private and
contains 25 classes of gestures.

Although it does not deal with the recognition of Sign Language and gestures
in general, it is worth mentioning the work of Molchanov et al. [18] which uses
Augmentation and two 3D CNN networks in parallel. The first one has VIVA
challenge’s dataset [19] as input and the second uses the same images of the first
but significantly reduces the dimensions of the images. The resulting probabilities
of the final layer of each network are combined through conditional probability
to then classify them into one of the 19 classes.

The objective of this work is to present an efficient computational method-
ology for the recognition of signals from the Sign Language of Argentina (LSA),
through computer vision and machine learning techniques. We will present our
3D Convolutional Neural Network (3D CNN) [20] architecture and use it to
represent and classify 64 LSA gestures present in the LSA64 [6] video dataset.

The main contribution of this work is to present a 3D CNN architecture
specifically tuned for signal language recognition in order to produce general-
ist and efficient results in comparison to other works presented in the litera-
ture. We also intent to provide a method that could be applied to improve life
quality, inclusion and communication over people that are no capable to use sign
languages.
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2 3D CNN

3D convolution [20] is a mathematical operation where each voxel present in the
input volume is multiplied by voxel in the equivalent position of the convolution
kernel. At the end, the sum of the results is added to the output volume. In the
Fig. 1 it is possible to observe the representation of the 3D convolution operation,
where the voxels highlighted in the Input are multiplied with their respective
voxels in the Kernel. After these calculations, the sum of them is added to the
Output, generating the value of the highlighted voxel.

Fig. 1. Representation of a 3D convolution operation.

Since the coordinates of the input volume are given by (x, y, z) and the
convolution kernel has size (P,Q,R) the 3D convolution operation can be defined
mathematically as:

Oxyz =
P−1∑

p=0

Q−1∑

q=0

R−1∑

r=0

KpqrI(x+p)(y+q)(z+r) (1)

where O is a result of the convolution, I is the input volume, K is the convolution
kernel and (p, q, r) are the coordinates of K.

Convolutional Neural Networks (CNNs) [21] are a specialized type of neural
network for processing grid data (2D). The name of this type of neural network
is closely linked to a mathematical operation called convolution, where matrix
multiplications are replaced by the convolution operation 2D in at least one of
its layers.

Its 3D extensions, called 3D CNN [20], differ from CNN networks because
they use at least one 3D convolution. These convolutions can, in addition to
extracting spatial information from matrices like 2D convolutions, extract infor-
mation present between consecutive matrices. This fact allows us to map both
spatial information of 3D objects and temporal information of a set of sequential
images.

A layer that is not needed on a CNN 3D network however is very used is
the pooling layer [16,17,22]. A typical pooling layer that calculates the max-
imum value of a neighborhood of a tensor is called MaxPooling. Specifically,
MaxPooling 3D is the layer that calculates the maximum value of a 3D tensor
[23,24].
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The pooling of adjacent units can be done with the stride of more than one
line, column or depth, reducing the size of the input and creating invariance to
small displacements and distortions, which can increase the generalization power
of the network [23].

These networks can be trained using the RMSProp (Root Mean Square Prop-
agation) [25] optimizer. This is an adaptive step size method that scales the
update of each weight through the average of its gradient norm. It is a strategy
of minimizing the error, based on the robustness of the RProp [26], the efficiency
of the mini-batches as well as an effective balancing of them.

Each kernel acts like filter, that is, when discriminant features are super-
imposed by the filter, these have a high output value (high neuron stimulus),
indicating that they have found a pattern that can represent a certain feature.

3 Proposed Method

The method proposed in this work consists of configuring an architecture based
on the 3D CNN concept for the recognition of Argentine Sign Language (ASL).

For all tests and model estimation, it was used the sign dataset LSA64 for
Argentinian Sign Language includes 3200 videos where 10 non-expert subjects
executed 5 repetitions of 64 different types of signs using one or both hands.
Signs were selected among the most commonly used ones in the LSA lexicon,
including both verbs and nouns [6]. Some examples of the dataset are presented
in Fig. 2.

Fig. 2. Sample frames extracted from LSA64.

The dataset was collected under different luminosity conditions. Each sign
was executed imposing few constraints on the subjects to increase diversity and
realism in the database. The resolution of each video is 1920 by 1080, at 60
frames per second [6]. We used the LSA64 cut version, which is similar to the
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raw version but each video has been temporally segmented so that the frames in
the beginning or end of the video with no movement in the hands were removed.

Our Method consists in a pre-processing step and subsequent model fit and
evaluation using our 3D CNN architecture. The next subsections presents the
details of the proposed method.

3.1 Preprocessing

Each LSA64 video has a different sizes. To normalize video sizes to 30 frames we
use the Nearest Neighborhood Interpolation (NNI) [27] strategy that removes or
repeats frames as needed. For example, if the original video contains 40 frames,
each multiple frame of 4 is removed and if the original video contains 20 frames,
each multiple frame of 2 is repeated.

In order to reduce the computational cost, the dimensions of the videos were
reduced to 80 × 45 pixels. In this way we maintained the original aspect ratio
so that there was no significant impact on the results.

3.2 Proposed 3D CNN Architecture

The proposed 3D CNN architecture has two stages, the first contains 3 layers
of feature extraction, obtained through 3D convolutions and MaxPooling 3D.
The second stage is where classification is done using the features previously
extracted in 3 non-linear Fully Connected (FC) layers.

The architecture used in this work is visually represented in Fig. 3, we chose
to represent the 3D convolution layers and MaxPooling 3D together in order to
simplify the representation.

Fig. 3. Proposed 3D CNN architecture for Argentinian Sign Language recognition.

Full architecture has 3 3D convolutional layers, each followed by a 3D Max-
Pooling layer. The first convolution used 32 filters (3, 3, 3) and is followed by a
MaxPooling 3D layer of kernel (3, 3, 3) and strides (2, 2, 2). The second and third
contains 64 filters (3, 3, 3) and both are followed by a MaxPooling 3D kernel
layer (3, 3, 3) and strides (2, 2, 2). All layers are activated by ReLu function.

The network architecture was adjusted through the optimization of a parame-
ter search space, from the number of layers, to the quantity and size of the filters.
The tests performed all combinations of filters (5, 5, 3) with filters (3, 3, 3) with
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the amounts 32, 64, 64 filters, in that order. Each convolution layer was followed
by a kernel MaxPooling layer (3, 3, 3) and strides (2, 2, 2). The motivation of
the convolutions always to use kernel with size 3 in depth is that at the end of
the extraction of characteristics we wanted to reduce the volume for only one
image. Each setup quoted in this section has been tested 3 times and used the
split ratio of the 80/20 video base, that is, 80% for training and 20% for testing.

After the last layer of MaxPooling, the architecture has 3 Fully Connected
(FC) layers of 256, 128 and 64 neurons in this sequence. We did incremental tests
starting with a single FC layer, until at 4 FCs the result remained practically
the same as 3 layers, so we chose to leave only 3 layers.

The first two FC layers uses the ReLU activation function, while the last uses
the softmax function in order to interpret the 64 outputs of the network as the
probabilities of the input being one of the 64 classes present in the base.

Initially we put 300 epochs for training, but from 50 epochs the result was
not increasing enough to justify the computation time, so we chose 50 epochs
and batch size 32 as empirical values. As a loss function we used cross entropy,
and the chosen optimizer was the RMSprop with suggested parameters [25] given
its success in many studies [28,29] (learning rate of 0.001, ρ of 0.9 and decay
equal to 0). To build the network we use the Keras [30] library and Theano [31]
as backend.

4 Results

We evaluated the results through 5 tests, dividing the data set randomly using
the proportion of 80% for training and 20% validation, resulting in 2560 videos
for training and 640 videos for testing. Each set is created randomly and per-
forming this procedure we seek to exempt the random factors present in the tests.

The mean values for accuracy, sensitivity and precision of the tests are given
in Table 1. Proposed method reaches 93.9% of mean accuracy, with standard
deviation of 1.4. We notice a very stable relation between the 5 tests evidenced by
the low variation even when applied over random validation dataset generation.

Given the results, we compare them with works that use hand-crafted features
and deep learning to extract characteristics. Table 2 contains the most relevant
information in the comparisons between the results of the proposed architecture
and related works.

When we compare the results with works that use hand-crafted features, we
see that we have a slight advantage, reaching 2.6 percentage points more than [3].
And 2.2 percentage points over [4] that uses the same database. We can suggests

Table 1. Proposed method results.

Accuracy (%) Sensibility (%) Precision (%)

Mean 93.9 93.7 94.9

σ 1.4 1.58 1.58
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Table 2. Comparison with related works

Proposed Method Dataset nClasses Acc (%)

3D CNN LSA64 64 93.9±1.4

[3] Finger Position MKLM 10 91.3

[4] ProbSOM LSA64 64 91.7

[16] CNN CLAP14 20 91.7

[17] 3D CNN Private 25 94.2

[18] 3D CNN VIVA challenge 19 77.5

that our approach, that capture information over spatial and temporal data using
3D CNN provide better information and outperforms these works.

The architecture was also promising when compared to other works that use
deep learning. The work of [17] was the only result of related work whose result
was better than the one proposed. However, we must point that the amount of
information provided to the network was a great differential in this work, using
5 videos per individual while we used only one video in gray level. Finally, [16]
despite using two networks for recognition, the results are pretty close and we
still get 2.2 percentage points up using only a 3D CNN.

Taking into consideration the related works, there is a great indication that
the proposed method is promising for the recognition of sign language, surpassing
most of the comparative ones.

5 Conclusion

In this work we present a 3D CNN network architecture for the recognition of
64 classes of gesture of the Argentinian Sign Language. The results reach an
accuracy rate of 93.9%, which indicates that deep learning can be adequately
applied to the problem.

The great differential is the application of a 3D convolutional network to a
database substantially larger than the related works, showing that its application
is feasible for bases with a greater variety of classes. In view of the above, the
proposed architecture has potential when compared to other architectures that
also aim to recognize sign language gestures.

Some points still need to be improved such as broadening the base of gestures
and diverse situations. We will also conduct studies on the use of 2D convolu-
tions in order to provide a comparative analysis of the techniques and their real
employability, in addition to testing the architecture with larger test sets.
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